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The Brauer group of the moduli stack of elliptic curves

Benjamin Antieau and Lennart Meier

We compute the Brauer group of M, ;, the moduli stack of elliptic curves, over Spec Z, its localizations,
finite fields of odd characteristic, and algebraically closed fields of characteristic not 2. The methods
involved include the use of the parameter space of Legendre curves and the moduli stack M(2) of curves
with full (naive) level 2 structure, the study of the Leray—Serre spectral sequence in étale cohomology
and the Leray spectral sequence in fppf cohomology, the computation of the group cohomology of S5
in a certain integral representation, the classification of cubic Galois extensions of (3, the computation
of Hilbert symbols in the ramified case for the primes 2 and 3, and finding p-adic elliptic curves with
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1. Introduction

Brauer groups of fields have been considered since the times of Brauer and Noether; later Grothendieck
generalized Brauer groups to the case of arbitrary schemes. Although both the definition via Azumaya
algebras and the cohomological definition generalize to arbitrary Deligne—Mumford stacks, Brauer groups
of stacks have so far mostly been neglected especially for stacks containing arithmetic information. Some
exceptions are the use of Brauer groups of root stacks, as in the work of Chan and Ingalls [2005] on the
minimal model program for orders on surfaces, the work of Auel, Bernardara and Bolognesi [Auel et al.
Benjamin Antieau was supported by NSF Grants DMS-1461847 and DMS-1552766. Lennart Meier was supported by DFG SPP
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2014] on derived categories of families of quadrics, and the work of Lieblich [2011], who computed the
Brauer group Br(Bu,) over a field and applied it to the period-index problem. In this paper, we study the
Brauer group Br(M) of the moduli stack of elliptic curves M = M ;.

The case of the Picard group has been considered before. Mumford [1965] showed that Pic(My) =
Hét(J\/[k, Gm) =7Z/12 if k is a field of characteristic not dividing 6, and that the Picard group is generated
by the Hodge bundle A. The bundle A is characterized by the property that u*\ = P*Q}E /T whenu:T — M
classifies a family p : E — T of elliptic curves. This calculation was extended by Fulton and Olsson who
showed that Pic(My) = Pic(A_lg) @ Z/12 whenever S is a reduced scheme [Fulton and Olsson 2010].

In contrast, an equally uniform description of Br(Ms) does not seem possible (even if we assume that
S is regular noetherian); both the result and the proofs depend much more concretely on the arithmetic
on §. The following is a sample of our results in ascending order of difficulty. We view (5) as the main
result of this paper.

Theorem 1.1. (1) Br(My) = 0 if k is an algebraically closed field of characteristic not 2,'
(2) Br(My) = Z/12 if k is a finite field of characteristic not 2,
(3) Br(Mp) = Br(Q) @ @p# moda Z/4® @p53 moda Z/2®@HY(Q, C3), where p runs over all primes

and —1,
(4) Br(Mz1,2) = Br(Z[3]) @ Z/2®2Z/4, and
(5) Br(M) = 0.

In all cases the nontrivial classes can be explicitly described via cyclic algebras (see Lemma 7.2,
Proposition 9.6 and Remark 9.8). In general, the p-primary torsion for p > 5 is often easy to control via
the following theorem.

Theorem 1.2. Let S be a regular noetherian scheme and p > 5 prime. Assume that S[1/(2p)] = Sz11/2p)
is dense in S and that Ms — S has a section. Then, the natural map | Br'(S) — pBr/ (My) is an
isomorphism.

Here, Br'(My) denotes the cohomological Brauer group, which agrees with Br(Mg) whenever § is
affine and at least one prime is invertible on S.

Let us now explain how to compute the 2- and 3-primary torsion in the example of Br(Mz(;,2)).
We use the S3-Galois cover M(2) — Mz(1,2), where M(2) is the moduli stack of elliptic curves with
full (naive) level 2-structure. The Leray—Serre spectral sequence reduces the problem of computing
Br(Mzp1,2)) to understanding the low-degree G,,,-cohomology of M (2) fogether with the action of S3 on
these cohomology groups and to the computation of differentials.

To understand the groups themselves, it is sufficient to use the fact that M(2) = BCj , the classifying
stack of cyclic Cy-covers over X, where X is the parameter space of Legendre curves. Explicitly, X is

Minseon Shin [2019] has proved that when £ is algebraically closed of characteristic 2 one has Br(My) = Z/2.
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the arithmetic surface
X =Ppy 5 — {0, 1, 00} =Spec Z[ 5. 1+, ¢ = 1)7'],
and the universal Legendre curve over X is defined by the equation
yP=x(x—1D(x—1).

The Brauer group of BC, x can be described using a Leray—Serre spectral sequence as well, but this
description is not S3-equivariant, which causes some complications, and we have to use the S3-equivariant
map from M(2) to X, its coarse moduli space, to get full control. Knowledge about the Brauer group of
X leads for the 3-primary torsion to the following conclusion.

Theorem 1.3. Let S be a regular noetherian scheme. If 6 is a unit on S, then there is an exact sequence
0 — 3Br'(S) — 3 Br'(Ms) — H'(S, C3) — 0,
which is noncanonically split.

There is a unique cubic Galois extension of () which is ramified at most at (2) and (3), namely
Qg9 + 5_9). This shows that the cokernel of Br(Z[%]) < Br(Mz1/61) is Z/3. The proof that this extra
class does not extend to Mz(1/2), which is similar to the strategy discussed below for the 2-torsion, uses
the computation of cubic Hilbert symbols at the prime 3. Putting these ingredients together, we conclude
that Br(Mz;1,2)) is a 2-group, and further computations first over Z[%, i ] and then over Z[%] let us
deduce the structure in Theorem 1.1(4). The corresponding general results on 2-torsion are contained in
Proposition 9.3 and Theorem 9.1. They are somewhat more complicated to state so we omit them from
this introduction.

To show that Br(M) = 0, we need an extra argument since all our arguments using the Leray—Serre
spectral sequence presuppose at least that 2 is inverted. Note first that the map Br(M) — Br(Mz(i 7)) is
an injection. Thus, we have only to show that the nonzero classes in Br(Mz(;,2)) do not extend to M.
Our general method is the following. For each nonzero class « in the Brauer group of Mz /2], we exhibit
an elliptic curve over Spec Z; such that the restriction of « to Spec @, is nonzero. Such an elliptic curve
defines a morphism Spec Z, — M and we obtain a commutative diagram

Br(Qy) +—— Br(Mz[1,27)

NN

Br(Z;) +— Br(M)

Together with the fact that Br(Z,) = 0, this diagram implies that the class o cannot come from Br(M).
This argument requires us to understand explicit generators for Br(Mz[1,2;) and the computation of Hilbert
symbols again.

We remark that the computation of Br(MM) — while important in algebraic geometry and in the arithmetic
of elliptic curves — was nevertheless originally motivated by considerations in chromatic homotopy theory,
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especially in the possibility in constructing twisted forms of the spectrum TMF of topological modular
forms. The Picard group computations of Mumford and Fulton and Olsson are primary inputs into the
computation of the Picard group of TMF due to Mathew and Stojanoska [2016].

Conventions. We will have occasion to use Zariski, étale, and fppf cohomology of schemes and Deligne—
Mumford stacks. We will denote these by HiZar(X ,F),H (X, F), and H;l(X , F) when F is an appropriate
sheaf on X. Note in particular that without other adornment, H (X, F) or H' (R, F) (when X = Spec R)
always denotes étale cohomology. If G is a group and F is a G-module, we let H (G, F) denote the
group cohomology.

For all stacks X appearing in this paper, we will have Br’(X) = H?(X, G,,). Thus, we will use the two
groups interchangeably. When working over a general base S, we will typically state our results in terms
of Br'(S) or Br'(My). However, when working over an affine scheme, such as S = Spec Z[%] we will
write Br(S) or Br(Mg). There should be no confusion as in all of these cases we will have Br(S) = Br'(S)
and Br(My) = Br'(My) and so on by [de Jong 2005].

For an abelian group A and an integer n, we will denote by , A the subgroup of n-primary torsion
elements: ,A = {x € A : n*x =0 for some k > 1}.

2. Brauer groups, cyclic algebras, and ramification

We review here some basic facts about the Brauer group, with special attention to providing references
for those facts in the generality of Deligne—Mumford stacks. For more details about the Brauer group in
general; see [Grothendieck 1968a].

Any Deligne-Mumford stack has an associated étale topos, and we can therefore consider étale sheaves
and étale cohomology [Laumon and Moret-Bailly 2000].

Definition 2.1. If X is a quasicompact and quasiseparated Deligne-Mumford stack, the cohomological
Brauer group of X is defined to be Br'(X) = H2(X, G,n)iors, the torsion subgroup of H2(X, G,).

Because of its definition as the torsion in a cohomology group, the cohomological Brauer group is
amenable to computation via Leray—Serre spectral sequences, long exact sequences, and so on, as we will
see in the next sections. However, our main interest is in the Brauer group of Deligne—Mumford stacks.

Definition 2.2. An Azumaya algebra over a Deligne—Mumford stack X is a sheaf of quasicoherent
Ox-algebras A such that A is étale-locally on X isomorphic to M,,(Ox), the sheaf of n x n-matrices over
Oy, for some n > 1.

In particular, an Azumaya algebra A is a locally free O x-module, and the degree n appearing in the
definition is a locally constant function. If the degree r is in fact constant, then A corresponds to a unique
PGL, -torsor on X because the group of k-algebra automorphisms of M,, (k) is isomorphic to PGL,, (k)
for fields k. The exact sequence 1 — G,, - GL, — PGL,, — 1 gives a boundary map

8 :H' (X, PGL,) — H%(X, G,,).
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For an Azumaya algebra A of degree n, we write [A] for the class §(A) in H%(X, G,,). In general, when
X has multiple connected components, its invariant [A] € H2(X, G,,) is computed on each component.

Example 2.3. (1) If E is a vector bundle on X of rank n > 0, then A = End(E), the sheaf of endomor-
phisms of E, is an Azumaya algebra on X. Indeed, in this case, A is even Zariski-locally equivalent
to M, (Ox). The class of A in H' (X, PGL,) is the image of E via H' (X, GL,) — H'(X, PGL,), so
the long exact sequence in nonabelian cohomology implies that [A] = 0 in H2(X, G,,).

(2) If A and B are Azumaya algebras on X, then A ®p, B is an Azumaya algebra.

Definition 2.4. Two Azumaya algebras A and B are Brauer equivalent if there are vector bundles £ and
F on X such that A ®¢, End(E) = B ®p, End(F). The Brauer group Br(X) of a Deligne-Mumford
stack X is the multiplicative monoid of isomorphism classes of Azumaya algebras under tensor product
modulo Brauer equivalence.

In terms of Azumaya algebras, addition is given by the tensor product [A] + [B] = [A ®o, B], and
—[A] = [A°P]. Here are the basic structural facts we will use about the Brauer group.

Proposition 2.5. (i) The Brauer group of a quasicompact and quasiseparated Deligne—Mumford stack
X is the subgroup of Br' (X) generated by [A] for A an Azumaya algebra on X.

(i1) The Brauer group Br(X) is a torsion group for any quasicompact and quasiseparated Deligne—
Mumford stack X.

(iii) If X is a regular and noetherian Deligne—Mumford stack, then H*(X, G,y,) is torsion, so in particular
Br'(X) = H*(X, G,).

(v) If X is a regular and noetherian Deligne—Mumford stack, and if U C X is a dense open subset, then
the restriction map H2(X, G,,) — H3(U, G,,) is injective.

(v) If X is a scheme with an ample line bundle, then Br(X) = Br'(X).

(vi) If X is a regular and noetherian scheme with p invertible on X, then the morphism pHi (X, G,) —

pHi (A}K, Gy,) on p-primary torsion is an isomorphism for all i > 0.

Proof. See [Grothendieck 1968a, Section 2] for points (i) and (ii). The proof of (iv) is analogous
to that of [Lieblich 2008, Lemma 3.1.3.3], using an analogue of [Laumon and Moret-Bailly 2000,
Proposition 15.4] to generalize [Lieblich 2008, Lemma 3.1.1.9] to algebraic stacks. See also [Auel et al.
2014, Proposition 1.26]. For (v), see [de Jong 2005].

For (iii), see for instance [Grothendieck 1968b, Proposition 1.4] in the case of schemes. We must
generalize it to the case of a regular noetherian Deligne-Mumford stack X. We can assume that X is
connected and hence irreducible as X is normal. Pick U € X a dense open such that U admits a finite étale
map V — U of degree n where V is a scheme. The composition H*(U, G,,) — H*(V, G,,) — H>(U, G,,)
of restriction and transfer is multiplication by n. Since H2(V, G,,) is torsion, this implies that H2(U, G,,)
is torsion. By (iv), H2(X, G,,) is torsion as well.
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Finally, we have to prove (vi). For i <1, the Al-invariance is even true before taking p-power torsion
(see e.g., [Hartshorne 1977, 11.6.6 and I1.6.15]). Because p is invertible on S, the maps H (X, Wpm) —>
H AL, pm) are isomorphisms for all i and m. This is the Al-invariance of étale cohomology and a
proof can be found in [Milne 1980, Corollary VI.4.20]. The short exact sequence

m
1= pupm = Gy L5 G, — 1
induces short exact sequences

0 ——H"(X, Gp)/p" —— H' (X, ppr) —— H (X, Gu)[p"] —— 0

| I |

0—— H~Y(AL, G,)/p" —— H (AL, Mpm) — H Ay, G,)[p™"] —— 0

Inductively, using the Al-invariance of H~!(X, G,,) if i <2 or of pHi_l(X, G,y) if i > 2 as well as
the fact that H~!(X, G,,) is torsion for i > 3 since X is regular and noetherian [Grothendieck 1968b,
Proposition 1.4], we see by the five lemma that H (X, G,)[ p" — H AL, G, p™]is an isomorphism
for all i and m and hence we also get an isomorphism ,H! (X, G,,) — ,H (AL, G,,). O

Remark 2.6. At a couple points, we use another important fact, due to Gabber, which says that if
p: Y — X is a surjective finite locally free map, if @ € Br'(X), and if p*« € Br(Y), then « € Br(X). This
is already proved in [Gabber 1981, Chapter II, Lemma 4] for locally ringed topoi with strict hensel local
rings, so we need to add nothing further in our setting.

By far the most important class of Azumaya algebras arising in arithmetic applications is the class of
cyclic algebras. For a treatment over fields, see [Gille and Szamuely 2006, Section 2.5]. These algebras
give a concrete realization of the cup product in fppf cohomology

HY (X, Cp) x HYy (X, ) = H3 (X, ) = Hy (X, G )

for an algebraic stack X. Given that C,, and G,, are smooth and that the image of such a cup product is
torsion, we can rewrite this as H' (X, C,,) x HII)I(DC, Un) = Hgl(fx, W) — Br'(X). Given x € H'(X, C,)
and u € HIl)l(f)C, Wn), we write [(x, u),] or [(x, u)] for the image of the cup product in Br’(X).

Fix an algebraic stack X. Let p(x) : Y — X be the cyclic Galois cover defined by x € H'(X, C,,). Then,
P(x)«0Oy is a locally free Oy-algebra of finite rank which comes equipped with a canonical C,-action.
There is a natural isomorphism Specy(p(x).0y) =Y — X.

The group H;I(DC, WUn) fits into a short exact sequence

0 — G (X)/n — HY (X, pa) — Pic(X)[n] — 0. (2.7)

It is helpful to have a more concrete description of Hll)l(f)C, Un), which will also show that the exact
sequence (2.7) is noncanonically split. Let H(X, n) be the abelian group of equivalence classes of pairs
(L, s) where £ € Pic(X)[n] and s is a choice of trivialization s : Oy — £®". Two pairs (£, s) and (M, 1)
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are equivalent if there is an isomorphism g : £ — M and a unit v € G,, (X) such that g(s) = v"¢. The group
structure is given by tensor product of line bundles and of trivializations. The following construction is
part of Kummer theory and is well-known in the scheme case (see e.g., [Milne 1980, page 125], which
also shows part of Proposition 2.9 below).

Construction 2.8. Let X be an algebraic stack and fix a class [u] € H(X, n) with u = (£, s) for a line
bundle £ on X with a trivialization s : Ox — L£®". Define Ox(/u) as P, , L% /(s —1) and X(Ju) - X
as the affine morphism Specy Oy (/u) — X. It is easy to see that X(&/u) — X is an fppf u,-torsor and
that this construction defines a group homomorphism H(X, n) — ngl(:x, Wn). Indeed, if X = Spec A and
£ is trivial, then X(/u) = Spec A(V/s~1) = Spec A(/s).

Proposition 2.9. The map H(X, n) — HIl)l(DC, Wn) is an isomorphism. In particular, there is a noncanoni-
cal splitting
Hy (X, 1) = G (X)/n & Pic(X0)[n].

Proof. We claim that the line bundle associated with the 1, -torsor X(/u) — X (via the map HII)I(DC, Un) —>
H'(X, G,,) induced by the inclusion i, — G,,) is exactly £. Indeed, the obvious map from X(/u) to
Specy (@[ <7 Lo ) is equivariant along the inclusion u, — G, and the target is the ,,-torsor associated
with £. Thus, the composition H(X, n) — HII)I(DC, Un) — Pic(X)[n] is surjective. By (2.7), to prove that
H(X, n) — Hll)l(f)C, W) 1s an isomorphism, it suffices to prove that the induced map from the kernel of
this map to G,, (X)/n is an isomorphism. But, this follows immediately from the definition of H(X, n).

It remains to construct the splitting. By Priifer’s theorem [Fuchs 1970, Theorem 17.2], Pic(X)[n] is a
direct sum of cyclic groups. Thus, we have only to show that for every divisor k of n and each k-torsion
element [£] in Pic(X), there exists a preimage in HII)I(DC, Wn) that is k-torsion. This preimage can be
constructed as follows: choose a trivialization s: Oy — L£®F and take the u,-torsor associated with the
wy-torsor X(Hv) — X with v = (L, ). O

Now, given x and u as above, we let flx,u be the coproduct
(poo*oy 11 Gx(W))
Ox

in the category of sheaves of quasicoherent (associative and unital) Ox-algebras. Finally, we let
Ayu = Ay u/(ab — bat)

be the quotient of A ».u by the two-sided ideal generated by terms ab — ba*) where a is a local section
of p(x)«0y, b is a local section of Ox(/u), and a8 denotes the action of g(x) on p(x)+«Oy for g(x)
a fixed generator of the action of C,, on p(x).0Oy.

Lemma 2.10. Given an algebraic stack X and classes y € H' (X, C,) and u € HII)I(DC, Un), the algebra
Ay .u is an Azumaya algebra on X.
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Proof. 1t suffices to check this fppf-locally, and in particular we can assume that in fact X is a scheme
X, that £ = Ox, and that x classifies a C,,-Galois cover p(x): ¥ — X. In this case, we can write
the Ox-algebra p(x).Oy Zariski locally as a quotient Ox[x]/f (x) for some monic polynomial f(x) of
degree n. Then, locally, we have that

Ay = O0x(x, y)/(f(x), y' —u, xy — yxg(X)),

a quotient of the free algebra over Ox on generators x and y. Note that the sections x y/ for 0 <i, j <n—1
form a basis of A, , as an O x-module and in particular that A, , is (locally) a free O x-module. Examining
the fibers of A, , over X, we obtain the usual definition of a cyclic algebra given in [Gille and Szamuely
2006, Proposition 2.5.2]. So, A, , is locally free with central simple fibers and [Grothendieck 1968a,
Théoréme 5.1] implies that A, , is Azumaya. (|

The following proposition is well-known, but we do not know an exact reference. However, in the
case of quaternion algebras, it is given in [Parimala and Srinivas 1992, Lemma 8§].

Proposition 2.11. Let X be a regular noetherian scheme and suppose that x € H (X, C,) and u €
HIIJI(X, Wn) are fixed classes. In the notation above, we have [(x, u),] =[A, ,] in Br'(X). In particular

[(x, u)n] € Br(X).

Proof. We can assume that X is connected. As Br'(X) — Br/(K) is injective (see [Milne 1980, IV.2.6]
or Proposition 2.5(iv)), it is enough to check this on a generic point Spec K of X. By definition and
the previous example, A, , is a standard cyclic algebra over K as defined in [Gille and Szamuely 2006,
Chapter 2]. They check in [loc. cit., Proposition 4.7.3] that A, , does indeed have Brauer class given by
the cup product. See also the remark at the beginning of the proof of [loc. cit., Proposition 4.7.1]. [

Remark 2.12. The reader may notice that A, , is defined in complete generality, but that we only prove
the equality [(x, u),] = [A, ] for regular noetherian schemes. In fact, this equality extends to arbitrary
algebraic stacks, but a different argument is necessary. It is given at the end of Section 3.

We will abuse notation and write (x, u), or even just (x, u) for A, ,. This is called a cyclic algebra.
If there is a primitive n-th root of unity w € u,(X) and the cyclic Galois cover Y — X is obtained by
adjoining an n-th root of an element a € G,,(X), we write (a, u) = (a, u),, for the corresponding cyclic
algebra, where we need the choice of w to fix an isomorphism H' (X, C,,) = H' (X, u,,). For n =2, we
obtain the classical notion of a quaternion algebra.

For us, the key point about the cyclic algebra is that it allows us to compute the ramification of a
Brauer class explicitly. Before explaining this, we mention that by the Gabber—Cesnavicius purity theorem
the Brauer group of a regular noetherian scheme X is insensitive to throwing away high codimension
subschemes.

Proposition 2.13 (purity [Gabber 1981, Chapter I; Cesnavitius 2019]). Let X be a regular noetherian
scheme. If U C X is a dense open subscheme with complement of codimension at least 2, then the
restriction map Br'(X) — Br'(U) is an isomorphism.
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Let X be a regular noetherian scheme and let n be the scheme of generic points in X. The purity
theorem reduces the problem of computing Br(X) from Br(n) to the problem of extending Brauer classes
o € Br(n) over divisors in X. This is controlled by ramification theory. The following proposition is
basically well-known, but we include a proof for the reader’s convenience.

Proposition 2.14. Let X be a regular noetherian scheme, i : D C X a Cartier divisor that is regular with

complement U, and n an integer. There is an exact sequence
0— ,Br'(X) — , Br'(U) =2 ,H} (X, G,) — ,H (X, G) — ,H (U, Gp). (2.15)
If n is prime to the residue characteristics of X, we have nH% (X, Gn) =HY(D, ,Q/2).
Proof. By [Grothendieck 1968c, 6.1] or [Milne 1980, II1.1.25] there is a long exact sequence
H*(X, G,) — HX(U, G,,) — Hp (X, G,) — H (X, Gy) — H (U, G,).

By [Grothendieck 1968b, Propsition 1.4] all occurring groups are torsion so that the sequence is still
exact after taking n-primary torsion. Furthermore, by Proposition 2.5 the first map is an injection.

We may assume that n = p is a prime, in which case ,Q/Z = Q,/Z,. We have to show that
PH3D (X,G,) =H'(D,Q »/Zp). By either the relative cohomological purity theorem of Artin [SGA 43
1973, Théoreme XVI.3.7 and 3.8] (when both X and D are smooth over some common base scheme S) or
the absolute cohomological purity theorem of Gabber [Fujiwara 2002, Theorem 2.1], we have the following
identifications of local cohomology sheaves: J—% (pv) =0 for t # 2 and ﬂ{% (Lpr) = iZ/p"(=1). Tt
follows from the long exact sequence of local cohomology sheaves associated to the exact sequence
I = pup — Gy AN G — 1 that p acts invertibly on U—CtD(Gm) for t # 1, 2. Moreover, since X is
regular and noetherian, for every open V C X, the map Pic(V) — Pic(U N V) is surjective with kernel
(i+Z)(V) by [Hartshorne 1977, 11.6.5] and Br’'(V) — Br’ (U N V) is injective; thus C}C%(Gm) =0 and
J{}) (G,) = iZ. Therefore, the only contribution to p-primary torsion in H% (X, G,,) in the local to
global spectral sequence

H' (X, 3, (Gy)) = H (X, G)
is ,H*(X, i.Z). We obtain
JHh(X, Gy = ,HA(X, H}(Gp)) = ,HX(D, Z) =H' (D, Q,/Z,)

as desired, where the last isomorphism holds because H' (D, Q) = 0 for i > 0 since D is normal (see for
example [Deninger 1988, 2.1]). U

Note that in all cases where we use Proposition 2.14, the easier relative cohomological purity theorem
of Artin is applicable, so that in the end our paper does not rely on the more difficult results of Gabber
and Cesnavidius.

We will need to know a special case of the ramification map ramp : Br(U) — H'(D,Q /7).



2304 Benjamin Antieau and Lennart Meier

Proposition 2.16. Let R be a discrete valuation ring with fraction field K and residue field k. Set
X =Spec R, U = Spec K, and x = Speck. Let (x, ), be a cyclic algebra over K, where x is a degree n
cyclic character of K, mw is a uniformizing parameter of R (viewed as an element of G,,(K)/n), and n is
prime to the characteristic of k. Finally, let L/ K be the cyclic Galois extension defined by x. If the integral
closure S of R in L is a discrete valuation ring with uniformizing parameter mg, then ram)(x, 7) is the
class of the cyclic extension S/(ms) over k.

Proof. See [Saltman 1999, Lemma 10.2]. O

Finally, we discuss cyclic algebras over local fields and some implications for global calculations. Let
K be a local field containing a primitive n-th root of unity w. Then there is a pairing

(757 ) GullO/n x GuK)/n — pa(K),

called the Hilbert symbol (where p stands for the maximal ideal of the ring of integers of K). Our standard
reference for this pairing is [Neukirch 1999, Section V.3]. If p is generated by an element 7, we will also
write (“;Tb). We will use Hilbert symbols to check whether explicitly defined cyclic algebras are zero in
the Brauer group.

Proposition 2.17. Fora,b € K*, the cyclic algebra (a, b),, is trivial in Br(K) if and only if(“’;b) =1

Proof. By Proposition V.3.2 of [Neukirch 1999] the Hilbert symbol (al’f’) equals 1 if and only if a is a
norm from the extension K (+/b)|K . By [Gille and Szamuely 2006, Corollary 4.7.7], this happens if and
only if (a, b),, splits, i.e., defines the trivial class in Br(K). O

More generally, local class field theory calculates Br(n) when n = Spec K where K is a (nonar-
chimedean) local field. Let X = Spec R and x = Spec k, where R is the ring of integers in K and k is the
residue field of R. As H*(X, G,,) =H?(x, G,,) = 0 (for instance by [Grothendieck 1968c, Théoreme 1.1]),
we find from [loc. cit., Corollaire 2.2] that there is an exact sequence

0 — Br(X) — Br(n) —» H'(x, ©/Z) — 0.

The idea is similar to that of Proposition 2.14, but here the proof is easier as 0 - G, — j,.G,y — i,Z — 0
is exact where j :n — X and i : x — X. Since K is local, k is finite, so that H' (x, Q/Z) = Q/Z. However,
since R is Henselian, Br(X) = Br(x) (see [Grothendieck 1968a, Corollaire 6.2]), and Br(x) = 0 by a
theorem of Wedderburn (see [loc. cit., Proposition 1.5]).

Now, let K be a number field, and let R be a localization of the ring of integers of K. Set n = Spec K
and X = Spec R. In this case, by [loc. cit., Proposition 2.1], there is an exact sequence

0 — Br(X) — Br(n) — @ Br(Spec K,),
pex®
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where X1 denotes the set of codimension 1 points of X. This exact sequence is compatible with (2.15)
and with the exact sequence

0 — Br(n) — @ Br(Spec K,) — Q/Z — 0 (2.18)
p
of class field theory (see [Neukirch et al. 2000, Theorem 8.1.17]). The sum ranges over the finite and
the infinite places of K, and the map Br(Spec K;,) — Q/Z is the isomorphism described above when p
is a finite place, the natural inclusion Z/2 — Q/Z when K, = R, and the natural map 0 — Q/Z when
K, = C. Using these sequences, we can compute the Brauer group of X.
The two fundamental observations we need about (2.18) are that a class « € Br(n) is ramified at no
fewer than 2 places and that if K is purely imaginary, then o € Br(n) is ramified at no fewer than 2 finite
places. The reader can easily verify the following examples.

Example 2.19. (1) Br(Z) =0.
(2) Br(z[;]) =z/2.
(3) Br(z[,.]) =2/20Q/Z.
@ Br(2[L.¢,)) =o0.

We will use these computations and those like them throughout the paper, often without comment.

3. The low-dimensional G,,-cohomology of BC,,

Let S be a scheme. Write C, s for the constant étale group scheme on the cyclic group C, of order
n > 2 over S. We will often suppress the base in the notation and simply write C,, when the base is clear
from context. The purpose of this section is to make a basic computation of the G,,-cohomology of the
Deligne-Mumford stack BC,, = BC,, 5. In fact, we are only interested in the cases n = 2 and n = 4, but
the general case is no more difficult.

The first tool for our computations of the étale cohomology of an étale sheaf F is the convergent
Leray—Serre spectral sequence. If w : ¥ — X is a G-Galois cover where X and Y are Deligne—-Mumford
stacks, then this spectral sequence has the form

Ey¢ = HY (G, HY(Y, n*%)) = HP (X, 5),

with differentials d, of bidegree (r, 1 —r).
We will use the spectral sequence in this section for the C,,-Galois cover 7 : S — BC,, where C,, acts
trivially on S. In this case it is of the form

E}Y =HP(C,, HY(S, Gy)) = HP Y (BC, 5, Gin)

and Figure 1 displays the low-degree part of its E;-page. The fact that C,, acts trivially on the cohomology
of S implies that the left-most column is simply the G,,-cohomology of S. For F' a constant C,-module,
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H2(S, G,,)
Pic(S) Pic(S)[n] Pic(S)/n
G (S) n(S) Gm(S)/n n(S)

Figure 1. The E,-page of the Leray—Serre spectral sequence computing H (BC,,, G,,,).

we use the standard isomorphisms H' (C,,, F) = F[n] when i > 0 odd, and H' (C,,, F) = F/n when i > 0
is even. We are only interested in H (BC,,, G,,) for 0 <i < 2.

Recall Grothendieck’s theorem that the natural morphism H (X, G) — H;I(X , G) is an isomorphism
for i > 0 when G is a smooth group scheme on X (such as C, or G,,). See [Grothendieck 1968c,
Section 5, Theoréme 11.7]. Note that this implies the agreement of étale and fppf cohomology on a
Deligne—-Mumford stack. For example, Grothendieck’s theorem implies that the morphism from the
Leray—Serre spectral sequence above to the analogous Leray—Serre spectral sequence

EY¢ = HP(C, HY (S, Gu)) = HLT (BC,, Gy)
for the fppf cohomology is an isomorphism; thus the comparison map
H'(BC,., Gy) — H}(BC,y, Gy)

is also an isomorphism. For G,,-coefficients, we will thus not distinguish between étale and fppf
cohomology in what follows.

We use these observations to compute the Picard and Brauer groups of BC,, s via a Leray spectral
sequence. The idea is borrowed from [Lieblich 2011, Section 4.1]. Consider the map to the coarse moduli
space c: BC, s — S. We claim that

R)ciGy = Gy
R;IC*Gm = MUn
RgIC*Gm = 0

Indeed, R;lc*Gm is the fppf-sheafification of U +— H! (BC,.u, Gyy) and in the Leray—Serre spectral
sequences all classes in H” (C,,, H? (U, G,,)) for g > 0 are killed by some fppf cover of U. Furthermore
every unit has an n-th root fppf-locally so that the fppf-sheafification of the presheaf G,,/n vanishes. This
implies the claim.

It follows that the fppf-Leray spectral sequence

B} =HJ (S, R c.Gp) = H M (BC, 5, G) (.1)

for ¢ takes the form given in Figure 2 in low degrees. As 7*c* =id, we see that the edge homomorphisms

H/ (S, G,,) — H(BC n.5» Gyy) from the bottom line in the Leray spectral sequence are all split injections.
In particular, the displayed differentials dg ‘Iand dzl’1 are zero.
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0

mn(S) Hé](Ss Mn)

Gma\\\;ZS;::;%ﬁiT\“mwﬁm

Figure 2. The E,-page of the Leray spectral sequence (3.1) computing H (BC,,, G,,).

Proposition 3.2. There is an isomorphism
and short exact sequences

0 — Pic(S) <> Pic(BCy s) = 14n(S) = 0

and
0 — H2(S, Gy) <> HXBCy,5, G) ——> HY(S, 1) — 0,
0 — Br'(S) <> Br'(BC,5) ——> HL(S, ) — 0,
0 — Br(S) < Br(BCy.s) — H}\(S. jta) = 0,

which are split. The isomorphism and the short exact sequences are functorial in BC,, s (i.e., endomor-
phisms of BCy, s induces endomorphisms of exact sequences in a functorial manner), but the splittings

are only functorial in S.

Proof. By the discussion above, the Leray spectral sequence proves everything except for the split
exactness of the last two sequences. For the sequence involving the cohomological Brauer group, we just
apply the torsion subgroup functor to the split exact sequence involving H>(—, G,,). By Remark 2.6 we
furthermore see that a = w*c*a € H*(S, G,,) is in Br(S) if and only if c*a € Br(BC, s), implying split
exactness for the last exact sequence. 0

Later on we will need not only the computation of the Brauer group of BC,,, but also a description of
the classes coming from the inclusion G,,(S)/n < Br(BC,), which is either defined via the Leray—Serre
spectral sequence or using the splitting in Proposition 3.2 (the proof of the following lemma will, in
particular, show that these two maps differ at most by a unit). These classes are described via the classical
cyclic algebra construction from the previous section.

Lemma 3.3. Let X be an algebraic stack and n a positive integer. Let o € H! BC,.x, Cy) be the class of
the universal Cy-torsor X — BC,, x. Then there is an integer k prime to n (that only depends on n) such
that the map

s :Hy (X, ptn) > H(BCp,x. Gp)

defined by s(u) = k[ (o, u),] is a section to the map r from Proposition 3.2.
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Proof. 1t suffices to consider the universal case of X = Bpju, over Spec Z, the stack classifying fppf
Wn torsors. Note that Byu, is indeed a stack by [Stacks 2018, Tag 04UR] and is an algebraic stack by
[Stacks 2018, Tag 06DC] with fppf atlas Spec Z — Bpju,. Let d : By, — Spec Z denote the structure
map, and let Rgld* Wy denote the derived functors of the push-forward in the fppf topos. Then, it is easy
to see that Rgld* Un = u, and we claim that Rll,ld* Un = C,. To see the latter isomorphism, consider the
natural transformations

Homg) . ¢ (in &, G #) = H' Bpiptn &, G)lnl <= Hy Bpiptn &, 1) (34)

of presheaves on affine schemes over Z; the first map sends a homomorphism f: p, g = G, g to
the image of the canonical class H! (Bpittn,rs y) under f, and the second map is part of the Kummer
sequence. The leftmost term is a sheaf and it is a standard fact that it is represented by the constant étale
group scheme C,. See [Cornell et al. 1997, Section V.2.10] for example. The fppf-sheafification of the
rightmost term is Rfl,ld* Wn. To see that the induced map of sheaves are isomorphisms, it is sufficient to
check on stalks in the fppf topology [Gabber and Kelly 2015, Remark 1.8, Theorem 2.3] and in particular
if R is a Henselian local ring with algebraically closed residue field [loc. cit., Lemma 3.3]. If R is such a
local ring, then G,,(R)/n = 0 so that H;I(Bpmn, Ry ) = Hél (Bpittn, k> Gm)In]. Using that Pic(R) =0,
the Leray—Serre spectral sequence for the cover Spec R — By, g shows that

Hyy Bpiptn, &, Gm) = Hyroup (1n 8, G #) = HomS (i &> G, &),

where Hémup (n.r, G r) is the first cohomology of the cobar complex

G (S) — Gm(Mn,R) - Gm(,uvn,R X Spec R Mn,R) — e

with differentials as in the usual definition of group cohomology. This shows that the morphisms in (3.4)
are isomorphisms on fppf-stalks and thus that Réld* Un = Ch.
Now, the fppf-Leray spectral sequence for d : By, — Spec Z yields an exact sequence

0 — Hy(Spec Z, pin) — Hy(Bpiptn. ptn) — H'(Spec Z, C,) — 0. (3.5)

The right-hand term is isomorphic to Z/n, and the sequence is split by applying the pullback map along
Spec Z — By, We denote by t € Hll)1 (Bpin, i) the class of the universal 1, -torsor over Bpjpi,. This
is (exactly) of order n and pulls back to zero on Spec Z.

Consider c: BC,, 5 oiitn —> Bpllln and the class o = [(o, ¢*1),]. The class of « has order (exactly) n as
there are cyclic algebras of order n over fields, for example by [Gille and Szamuely 2006, Lemma 5.5.3].
As m*a = 0 for w: By, — BCn,BPl u, the projection, it follows from Proposition 3.2 that r(«) in
Hll)l (Bpittn, f4y) has order n as well. On the other hand, r(«) pulls back to zero over SpecZ so it is a
nonzero multiple of 7 (using the split-exact sequence (3.5)). Thus, (o) = mt for some m prime to n.
This completes the proof if we set k to be a number such that km = 1 mod n. U

Corollary 3.6. Suppose that x: X — Y is a C,-torsor for some positive integer n. Let u € G,,(Y)/n
be the class of a unit, and write o, for the corresponding class in Br' (Y) (defined via the Leray—Serre
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spectral sequence). Then we have a,, = k[(x, u)] in Br'(Y), where k is some number prime to n which

only depends on n.

We do not know the value of k in the corollary. Perhaps it is always *1, as is the case in similar
computations, such as the result of Lichtenbaum (see [Gille and Szamuely 2006, Theorem 5.4.10]), which
computes the exact value of the map Pic(X ,;)G = 7 — Br(k) when X is a Severi—Brauer variety of a field
with Galois group G, or the computation of [Gille and Quéguiner-Mathieu 2011] of the sign of the Rost
invariant.

Proposition 3.7. Let X be an algebraic stack and suppose that y € H'(X, C,) and u € Hll)l(f)C, Un) are
fixed classes. In the notation above, we have [(x, u),] =[A, ,] in Br'(X).

Proof. Both [A, ,] and [(x, u),] define classes in Hgl(BCn X Bpitn, Gp). As at the end of the proof of
Proposition 3.3, we see that [A, ,] =k[(x, u),] for some k prime to n. We saw in Proposition 2.11 that
they agree when pulled back to regular noetherian schemes. The result follows. O

4. A presentation of the moduli stack of elliptic curves

We will compute Br(M) using that it injects into Br(Mgz;;,2;) by Proposition 2.5(iv) and using a specific
presentation of Mz 2;, which we now describe. This presentation is standard and we claim no originality
in our presentation of it. For references, see [Deligne and Rapoport 1973] or [Katz and Mazur 1985],

Definition 4.1. A full level 2 structure on an elliptic curve E over a base scheme S is a fixed isomorphism
z /2)% — E[2], where (Z/Z)g denotes the constant group scheme on (Z/2)? over S and E[2] is the
subgroupscheme of order 2 points in E. If there exists an isomorphism (Z/ 2)% = E[2], an equivalent
way of specifying a level 2 structure is to order the points of exact order 2 in E(S) (over each connected
component of S).

Remark 4.2. These full level 2 structures are sometimes called naive to distinguish them from the level
structures considered by Drinfeld, which allow one to extend M(2) to a stack supported over all of Spec Z.
We will not need this generalization in this paper. It is the subject of [Katz and Mazur 1985].

The moduli stack M(2) of elliptic curves with fixed level 2 structures is a regular noetherian Deligne—
Mumford stack. Moreover, since the existence of a full level 2 structure implies that 2 is invertible in
S (by [Katz and Mazur 1985, Corollary 2.3.2] for example), the functor M(2) — M which forgets the
level structure factors through Mz(; 7). This map is clearly equivariant for the right S3-action on M(2)
that permutes the nonzero 2-torsion points and the trivial S3-action on M. Note that in general, being
G-equivariant for a map f: X — Y of stacks with G-action is extra structure: for every g € G one
has to provide compatible 2-morphism o, : gf — fg (see [Romagny 2005] for details). In the case of
M(2) — Mz(12) though the equivariance is strict in the sense that all o, are the identity 2-morphisms of
M(z) —> MZ[I/Z]-

We have the following well-known statement; to fix ideas, we will provide a proof.

Lemma 4.3. The map M(2) — Mz 21 is an S3-Galois cover.
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Proof. It is enough to show that for every affine scheme Spec R over Spec Z[%] and every elliptic curve E
over Spec R, we can find a full level 2 structure étale locally. Indeed, if there is one full level 2 structure
on E, the map

(S3)spec R = S3 X Spec R — Spec R Xy, M(2)

from the constant group scheme on S3 is an isomorphism since we get every other full level 2 structure
on E by permuting the nonzero 2-torsion points.

The elliptic curve E defines an R-point E : Spec R — Mgy /2] of the moduli stack of elliptic curves.
Zariski locally we can assume the pullback E*A of the Hodge bundle to be trivial, in which case there
exists a nowhere vanishing invariant differential w. By [Katz and Mazur 1985, Section 2.2], we can then
write E in Weierstrass form over Spec R, which after a coordinate change takes the form

y2 = x3 + byx? + byx + bg.

As a point (x, y) on E is 2-torsion if and only if y =0, we have a full level 2 structure after adjoining the
three roots e, e, and e3 of x> 4+ bax? + bax + bg to R. This defines an étale extension as the discriminant
of this cubic polynomial does not vanish (because E is smooth). O

Definition 4.4. A Legendre curve with parameter ¢ over S is an elliptic curve E, with Weierstrass equation
yi=x(x—1Dx—1).

As the discriminant of this equation is 167%(t — 1), such an equation defines an elliptic (and hence
Legendre) curve if and only if 2,  and r — 1 are invertible on S.

The points (0, 0), (1, 0), and (¢, 0) define three nonzero 2-torsion points on E,. Taking them in this
order fixes a full level 2 structure on E. This defines a morphism

m: X —> M(Q2),
where X is the parameter space of Legendre curves. In fact, X is an affine scheme, given as
X =SpecZ[5. 17", (t = )7 = Ajyy 5 — {0, 1}.

We will use X throughout this paper to refer specifically to this moduli space of Legendre curves. In
particular, X is naturally defined over Z[%] In general, given a scheme S, we let X5 = Ag —{0, 1}. Note
that this is a slight abuse of notation as we do not assume that 2 is invertible on S.

We equip the map 7 : X — M(2) with the structure of a C-equivariant map with the trivial C»-action
on X and M(2) by choosing o,: gm — mg to be [—1] (i.e., multiplication by —1 on the universal
elliptic curve) for g € C, the nontrivial element. Note that [—1] fixes the level 2 structure and so indeed
defines a natural automorphism of idy((2). The structure of a C-equivariant map on & induces a map
[X/C2]l=BCy x — M(2).

Proposition 4.5. The C-equivariant map 7w : X — M(2) is a Co-torsor. Thus, the map BCy x — M(2)
is an equivalence.
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Proof. First we will show that an elliptic curve E — Spec R with full level 2 structure can étale locally
be brought into Legendre form. Our proof will be along the lines of [Silverman 2009, Proposition III.1.7],
but we have to take a little bit more care.

As in the proof of Lemma 4.3, Zariski locally over Spec R, we can write E in the form

y2 = x2 4+ byx? + byx + bg
and the full level 2 structure allows us to factor the right-hand side as

(x —ep)(x —e2)(x —e3),

where (e, 0), (ez, 0) and (e3, 0) are the nonzero 2-torsion points. We set p = e; — e and g = e3 —e.
By a linear coordinate change, we get y> = x(x — p)(x — q).

Since the equation y? = x(x — p)(x —g) defines an elliptic curve, p, g and p —q are nowhere vanishing.
Thus, the extension R — R[,/p] is €tale so that we can (and will) assume €tale locally to have a (chosen)
square root ,/p. Now, E is isomorphic to y2 =x(x — 1)(x — 1) for t = q/p, where the isomorphism is
given by x = px’ and y = p3/2y’. Thus our original E is indeed étale locally (on the base) isomorphic
to a Legendre curve as an elliptic curve with level 2 structure. It is moreover an elementary check with
coordinate transformations that there is at most one choice of € R such that the Legendre curve E, with
parameter ¢ is isomorphic to E in M(2).

Now assume that our elliptic curve E over R is in Legendre form and assume further that Spec R is
connected. By definition, for a commutative R-algebra R’, an element of (X Xx2) Spec R)(R’) consists
of a Legendre curve E; together with an isomorphism of E; to E' in M(2). By assumption this set is
nonempty and it is indeed a torsor under the group of automorphisms of Eg: in M(2). By [Katz and
Mazur 1985, Corollary 2.7.2], the only nontrivial automorphism of Eg with level 2 structure is [—1].
Thus, the C»-action exactly interchanges the two elements of (X Xy Spec R)(R’) and we obtain a
C»-equivariant equivalence

Cy x Spec R >~ X X2y Spec R.

As every E with full level 2 structure satisfies étale locally our assumptions, this implies that X — M(2)
is a C,-torsor.

By the general fact that for a G-torsor X — Y, the induced map [X/G] — Y is an equivalence, we
obtain in our case the equivalence BC y =~ M(2). O

Corollary 4.6. The map ¢: M(2) — X sending y> = (x — e1)(x —e2)(x —e3) to y*> = x(x — 1)(x —
(e3 —e1)/(ex — e1)) exhibits X as the coarse moduli space of M (2).
Proof. The set of maps from M(2) >~ BC; x to X is in bijection with C-equivariant maps X — X. Thus,

a map M(2) — X exhibits X as the coarse moduli space if and only if the precomposition with 7 is the
identity. This is clearly the case for c. g

It follows that the right S3-action on M(2) induces a right S3 action on X. We can describe this
explicitly as follows. Consider the generators o = (132) and v = (2 3) of GL,(Z/2) = S3, of orders 3
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and 2, respectively. Then,
t—1 1
oc(t)y=——, and t(t)=-.
t t
By a simple computation, the map ¢: M(2) — X defined above is strictly S3-equivariant.

In contrast, the map 7 : X — M(2) described above is not S3-equivariant, as one notes for example
by checking that the elliptic curves y2=x(x—1)(x —1) and y?> = x(x — 1)(x — %) are generally not
isomorphic. To actually explain the correct S3-action on BC, x, we have to fix some notation.

Consider again an elliptic curve E given by y* = (x —e1)(x — e2)(x — e3). Set again p = e, — ¢ and
g = e3 — e so that we can write E as

Y =x(x—p)x—q).

The only possible coordinate changes fixing the form of this equation are the transformations y — 1>y and
x — u?x; such a coordinate change results in multiplying the standard invariant differential = —dx /2y by
u~! and sending p to u?p and g to u?q. Thus, pw®? and qw®? define canonical sections of A®? on M(2),
not dependent on any choice of Weierstrass form. Note that these sections are nowhere vanishing. We
can consider the Cy-torsor M(2)(/p) — M(2) defined as the cyclic cover Specy) (B;c, A% /(1 — p)).
Etale locally on some Spec R, we can trivialize A so that p becomes an element of R and the C;-torsor
becomes Spec R[,/p] — Spec R. The C,-torsor M(2)(,/p) — M(2) is equivalent to X — M(2). Indeed,
we have shown in the proof of Proposition 4.5 that the latter has a section as soon as we have a chosen
square root of p.

As g*A for g € S3 on M(2) is canonically isomorphic to A (as this is pulled back from M), we have an

action of S3 on HY(M(2), A®*). Consider the section

80 ¢ HOON@), One) ZH'(X. O),
which can for E as above be written as (eg(2) — e4(1))/(e2 — e1). For example, we have g(p)/p=q/p
for g = 7, which equals # on X. For a scheme S withamap f: §— X or f: § - M(2), we denote the
torsor adjoining the square root of f*g(p)/p by T e — S.

For the next lemma, we recall that an object in BC3 x(§) corresponds to a Cp-torsor T — S and a
Cy-equivariant map 7 — X, where X has the trivial C;-action. Equivalently, an object can be described
as a Cr-torsor T — S withamap f: S — X. Let S5 act on BC, x in the following way: g € S3 acts
(from the right) on (7', f) € BC2 x(S) by setting g(T') to be (T x5 Ty,)/C> and the map g(f) to be the
composition § S, x 45 %,

Lemma 4.7. The natural map M(2) — BC», x induces an S3-equivariant equivalence BCy x >~ M(2).

Proof. As noted above, the map M(2) — BC; x classifying the torsor M(2)(,/p) — M(2) is an
equivalence by Proposition 4.5 (as this torsor is equivalent to X — M(2)). We have only to check the
S3-equivariance of this map.
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Given an f: S — M(2), the corresponding object in BC5 x is the torsor S(v/f*p) — S together
with § — M(2) — X. The composition gf for g € S3 corresponds to the torsor S(+/(gf)*p) — S
together with § — M(2) — X > X as M(2) — X is S3-equivariant. As (gf)*p = f*(g(p)), we have
(8f)*p=f*p-f*(g(p)/p). Thus, we have a natural isomorphism (S(/P) x s T1.¢)/ C2 => S(v/(gf)*p).
One can check that these isomorphisms are compatible (similarly to [Romagny 2005, Definition 2.1],
although we do not have a strict S3-action on BC3 x) so that one actually gets the structure of an S3-

equivariant map. (]

Of particular import will be the action of S3 on the units of X. Let p be the tautological permutation
representation of S3 on Z®3 and let 5 be the kernel of the morphism

p=ind} 7 — 7
to the trivial representation, the adjoint to the identity.

Lemma 4.8. For any connected normal noetherian scheme S over Z[%], there is an S3-equivariant exact
sequence
0— G,(S) — G,(Xs) > p—0,

where S3 acts on G, (S) trivially and p is additively generated by the images of t and t — 1. This exact

sequence is nonequivariantly split.

Proof. Denote by m: X5 — S the structure map. We have a map f: 7> ® G,, — 7.G,, x, of sheaves
on S, where f takes the two Z-summands to ¢ and (¢ — 1), respectively. We claim that this map is an
isomorphism. It is enough to check this on affine connected opens Spec R, where it follows from R being
an integral domain (as it is normal). The nonequivariant statement follows.

Moreover, the action of S3 on G, (S) is trivial by definition. Set 0 = (132) and 7 = (23). If we

choose the basis vectors
1

1 and 0
-1 —1
for p, we obtain exactly the same Sz-representation as on G,,(Xs)/G,,(S) = Z{t, t — 1}, where the latter

denotes the free Z-module on ¢ and ¢t — 1 with elements thought of as @ — DL O

5. Beginning of the computation

Let S be a connected regular noetherian scheme over Z[%], let M be the moduli stack of elliptic curves
over S, and let M(2)s be the moduli stack of elliptic curves with full level 2 structure over S. The
Leray—Serre spectral sequence for M(2)s — Mg takes the form

ES Y HP (83, HY (M(2)s, Gw)) = HP T (Mg, Gy), (5.1)

with differentials d, of bidegree (r, 1 — r). In this section, we will collect the basic tools to compute the
E,>-term. We start with two brief remarks about the cohomology of S;.
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Lemma 5.2. Let M be a trivial S3-module. Then,
H' (S5, M) = M[2],
H2(S3, M) = M/2,
H? (S5, M) = M[6],
H*(S3, M) = M /6.
Proof. We use the Lyndon—Hochschild—Serre spectral sequence for

1>27/3— S3—7/2—1.

A reference is [Weibel 1994, Example 6.7.10]. On the E,-page, qu = 0 whenever p > 0and g > 0
because the cohomology of Z/3 is 3-torsion. Moreover, Z/2 acts on H(Z /3, M) by multiplication by
—1forg=1,2 mod4 and by 1 for g =0, 3 mod 4. O

The next lemma is about the cohomology of the reduced regular representation p of S3 introduced in
Section 4.

Lemma 5.3. Let M be an abelian group, and let p @ M be an S3-module through the action on p. Then,
HO(S3, 5 ® M) = M(3],
H'(S3, 56 ® M) = M/3,
H?(S3, 5 ® M) =0
H(S3, 6 ® M) 0.
Proof. There is a short exact sequence of S3-modules

0> oM —>p@OM —> M — 0.

In the associated long exact sequence in cohomology, note that H (S3, p ® M) = H!(C,, M) by Shapiro’s
lemma, as p @ M = ind?2 M. The map

H' (83, p® M) =H'(C2, M) — H'(S3, M)
is the transfer. We obtain short exact sequences
0 — cokertrg (H'™!) — H'(S3, 6 ® M) — ker s (H') — 0.

Because C; — S3 has a retraction, the restriction map H! (S5, M) — H(C», M) is the projection to a
direct summand. The transfer equals 3 times the inclusion of this summand as can easily be deduced

from the equation tr?2 res?2 = 3. Thus, the transfer is multiplication by 3 on H?, an isomorphism on H!
and H2 and the inclusion M[2] — M[6] on H3. The lemma follows. O

These computations allow us to compute the E-term of the Leray—Serre spectral sequence

EJY :HP (S5, H'(M(2)s, Gp)) = HP T (M5, Gi)
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in a range. Using the results of the last two sections, we can analyze HY (M(2)s, G,,) in terms of
H?(Xs, G,;). Especially Proposition 3.2 turns out to be useful as the short exact sequences in it are
S3-equivariant by naturality. Using additionally Lemma 4.8 for the first one, we obtain the S3-equivariant

extensions
0— Gp(S) = G(MQ2)s) = Gp(Xs) = p— 0, (5.4)
0 — Pic(Xs) = Pic(S) — Pic(M(2)s) — na(S) — 0, (5.5)
and
0 — Br'(Xs) - Br(M(2)s) — H'(X§, 1) — 0. (5.6)

The only point needing justification is that the pullback map Pic(S) — Pic(Xy) is an isomorphism. It is
injective because X g has an S-point. Itis surjective as it factors through the isomorphism Pic(S) — Pic(A;)
and since j*: Pic(Aé) — Pic(Xy) is surjective, where j denotes the inclusion Xg € Aé. Indeed, given a
line bundle £ on Xy, we take a coherent subsheaf F of j,£ with j*F = L. The double dual of ¥ is a
reflexive sheaf £’ with j*£’ still isomorphic to £. By [Hartshorne 1980, Proposition 1.9], £’ is a line
bundle.

The sequence (5.5) is S3-equivariantly split and thus consists only of S3-modules with the trivial action.
Indeed, the morphism S — Spec Z[%] induces by pullback a morphism from the exact sequence

0 — 0 — Pic(M(2)) = u2(2[5]) — 0.

where the splitting is clearly S3-equivariant. As iy (Z[%]) — 2(S) is an isomorphism for S connected,
the result follows. These observations allow us to compute the g = 0, 1 lines of the Leray—Serre spectral
sequence (5.1).

Lemma 5.7. If S is a connected regular noetherian scheme over Z[%], then there are natural extensions
0 — H”(S3, G (S)) — HP(S3, G (M(2)s)) — HP(S3, ) — 0
for 0 < p <3, and natural isomorphisms
HP (83, H' (M(2)s, G)) = HP (3, Pic(S)) & HP (83, pa(S))
forall p> 0.

Proof. The first exact sequence follows from Lemmas 5.2 and 5.3 using that H'(S3, p) is 3-torsion
and H%(S3, G,,(S)) is 2-torsion. The direct sum decomposition follows from the fact that (5.5) is S3-
equivariantly split. U

The only necessary remaining group we need to understand for our computations is HZ(M(Q2)s, G,)*%,
which we analyze using the short exact sequence (5.6).

Lemma 5.8. If S is a regular noetherian scheme over Z[%], then there is a canonical isomorphism
H'(S, ua) =H' (X5, p12)™.
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Proof. Using the S3-equivariant short exact sequence
0 — G (Xs)/2 — H'(Xs, n2) — Pic(Xs)[2] — O,
we get a long exact sequence
0= (Gn(X5)/2)% — H' (X5, u2)> — Pic(X9)[21% — H' (83, Gu(X5)/2) = -+ .
As the canonical map Xg — S is Sz-equivariant, we obtain a map into this from the exact sequence
0— Gu(S)/2 — H(S, u2) — Pic(S)[2] — 0.

As the maps G,,(S)/2 — (G,,(X5)/2)% and Pic(S)[2] — Pic(Xs)[2] are isomorphisms (using the exact
sequence (5.4) and Lemma 5.3), the five lemma implies that H! (S, u2) — H! (X, it2)"? is an isomorphism
as well. O

From (5.6), we obtain a long exact sequence
0 — Br'(Xs)® — Br'(M(2))% — H'(S, p2) — H'(S3, Br' (X5)) — - - . (5.9

Lemma 5.10. Let S be a regular noetherian scheme over Spec Z[1/ p] for some prime p, and let X s =

A}g — {0, 1} as before. There is a noncanonically split exact sequence
0— ,Br'(S) > , Br'(Xs) - ,Hj 1, (A§, Gy) — 0.
Proof. By Proposition 2.14 we have an exact sequence
0— ,Br'(Ay) — , Br'(Xs) — ,Hj ,(Ag. Gp) — ,H (A, Gy) — ,H (X5, Gp).

Because p is invertible on S, Proposition 2.5 implies that ,H'(S, G,,) = ,H! (AL, G,,) for all i > 0. But,
since X s has an S-point, it follows that pHi AL, G,,) = pHi(S, Gn) — pHi (Xs, Gy,y) is split injective for
all 7. O

Lemma 5.11. For any prime p and any regular noetherian scheme over Spec Z[%], there is a canonical
isomorphism
H{, |, (A5, Gp) = H (A5, Gy) @ HY (A, G).
The action of S3 on , Br'(Xs)/, Br'(S) is isomorphic to
p ® pHjg (Ag. Gy) = 5 @H'(S, Q,/Z)).
Proof. Given any étale sheaf JF, there is a canonical isomorphism

HY, 1, (A}, 9) = HY, Ay, F) @ H) (Ag, F),

as one sees by an easy diagram chase. By deriving this isomorphism, the first part of the lemma follows.
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To prove the second statement, we compare the sequence of Lemma 5.10 with the long exact sequence
for étale cohomology with supports coming from the open inclusion Xg C I]j’g. Using the natural map of
long exact sequences, we obtain a commutative diagram

0 —— , Br'(Py) — , Br'(Xs) — ,Hjy | o, (P, Gp)

SN

0 —— , Br'(Ay) — , Br'(Xs) —— ,H} ,(A}, G) —— 0

with exact rows, where the left-hand vertical map is an isomorphism because it is injective (by
Proposition 2.5(iv)), , Br'(S) — , Br’ (A;) is an isomorphism, and there is an S-point of A; - [P’;.
Now, by Proposition 2.14,

pHio 100y (PS5 Gn) = P H'(S.Q,/Z,) and ,H}y (A5, G,) = E@HH' (S, @,/Z)).
{0,1,00) {0,1)
With this description, the right-hand vertical map above is the natural projection away from the factor
of H'(S, Q,/Z,) corresponding to oco. Let xo and x; be p-primary characters of S, i.e., elements
of H!(S, Qp/Z,). Then, as xo, x1 vary, the Azumaya algebras (xo, ) ® (x1,t — 1) give elements of
Br(Xs) whose ramification classes (xo, x1) span PH?O,l}(Aé" G;;). The ramification of such a class
computed in H?o,1,<>o}(|p§’ Gum) 1s (X0, X1, — X0 — x1)- This follows from Proposition 2.16, the fact that
ram)(x, 7 ') = —ram(y(x, 7) in the notation of that proposition, and the fact that both ¢~! and
(t — 1)~! are uniformizing parameters for the divisor at oo of I]j’é. It follows that the image of , Br'(Xs)
inside ,Hy | 1, (P§, Gm) = Pg1.00) H' (S, Q) /Z)) can be identified with 5 @ H' (S, Q,/Z,,). O

We will analyze the implications for p-primary torsion for p > 2 in the next three sections. For the rest
of this section, we will begin the study of the 2-primary torsion of Br'(Mg) where S is a Z[%]-seheme.
By Lemmas 5.11 and 5.3, we know that ZH?O’I}(Al , Gm)53 = 0. Thus from Lemma 5.10, we see that
» Br'(S) — 2 Br'(X5)® is an isomorphism. If we tensor the sequence (5.9) with 72, we obtain (using
Lemmas 5.2 and 5.3) the exact sequence

0 — 2 Br'(S) — » BY (M(2)% — H!(S, 1t2) = H'(S3,, B (X5)) =Br(S)[2] = --- . (5.12)

Here we recall that we denote for an abelian group A by A[2] its 2-torsion, while ;A denotes its 2-primary
torsion. We want to analyze the boundary map 0.

Lemma 5.13. If u € H'(S, uy), then 3(u) equals the Brauer class of the cyclic (quaternion) algebra
(=1, u).

Proof. We assume that S is connected. Denote by 7 : Xg— BC; x, the projection and by ¢: BC2 x; — X
the canonical map to the coarse moduli space. Denote by

r: Br (BCa.x,) — H' (X5, u2)
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the map obtained from the Leray spectral sequence. Finally, let
s: H' (X5, pa) - Br'(BCy,xy)

be given by s(u) = [(x, u)] = [(x, c*u)], where x € Hl(Bczvxs, C») classifies . We have r(s(u)) = u
by Lemma 3.3.
Using [Serre 1997, Section 5.4], we can compute a crossed homomorphism representing d(«) thus as

g = 1 (g(s(u)) —s(u)) € Br' (Xs).

Consider the subgroup C, = ((23)) C S3 and the Cy-equivariant morphism z: § — Xy classifying
y?=x(x—1)(x+1) (i.e., t = —1). It follows from Lemmas 5.2 and 5.3 that the morphism z* resf/?2 induces
an isomorphism H' (53, » Br' (X)) — H!(Ca, » Br'(S)). The isomorphism H!(C,, Br'(S)) — Br'(5)[2] is
given by evaluating the crossed homomorphism at the nontrivial element (2 3) € C,. Thus, the coboundary

map 9 : H'(S, u2) — Br'(S)[2] sends u to

2 ((23)(s(u)) — s(u)).

As the pullback of Xg — BC x, along moz: § — X5 — BC; x is the trivial Ch-torsor, z*m*s(u) =
(rz)*(x, u) defines the trivial Brauer class. By Lemma 4.7, the action of (23) multiplies the torsor
X5 — BC3 x, with the torsor BC;XS(«/Z) — BCy x,. Thus, 2*7*(23)(s(u)) = (Z*t,u) = (=1, u). O

Summarizing, we obtain the following result.

Proposition 5.14. Let S be a regular noetherian scheme over Z[%] We have an exact sequence
0 — 2 Br'(S) = 2 BY(M(2)5)™ — H!(S, u2) = Br(S)[2]
with d(u) = [(—1, u)]. The map , Br'(S) — » Br (M(2)s)™ is noncanonically split.

Proof. The exact sequence is exactly (5.12). The identification of d(u) follows from the previous lemma.
For the splitting, choose an S-point S — M(2)s. Then the composition Br'(M(2)s)%* — Br'(M(2)s) —
Br'(S) provides the splitting. O

6. The p-primary torsion in Br(Mgz(y/2)) for primes p > 5

Before we proceed to study the 3-primary and 2-primary torsion, we will show in this section that for a
large class of S there is no p-primary torsion for p > 5 in the Brauer group of M. Lemma 5.3 implies the
crucial fact that there are no Sz-invariant classes in , Br'(X) ramified at {0, 1} when p # 3 is invertible
on S. The main point of the following theorem is that this is true for p > 5 even for certain regular
noetherian schemes where p is not a unit.

Theorem 6.1. Let S be a regular noetherian scheme over Z and p > 5 prime. Assume that S[1/(2p)] =
S711/2py) is dense in S and that Mg — S has a section. Then the natural map , Br'(S) — , Br'(My) is

an isomorphism.
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Proof. Assume first that 2 is invertible on S. The only contribution to , Br'(My) in the Leray—Serre
spectral sequence (5.1) occurs as

»(H2(BCy x5, Gn)%) = (,H*(BCa. x5, Gi))™ (6.2)

because H' of S3 for i > 1 can never have p-primary torsion for p > 5.
We will argue that the p-group (6.2) is isomorphic to , Br'(S) for all primes p > 5 if additionally p is
invertible on S. To do so, note first that

JH2(BCa x,, Gy) = , Br' (Xs)

for p # 2 by Proposition 3.2. By Lemmas 5.10, 5.11 and 5.3, we see that , Br'(S) — ,, Br'(Xs)™ is an
isomorphism.

This shows the theorem if 2p is invertible on S. Let now S be arbitrary regular noetherian such that
S[1/@2p)] C S is dense and Mg has an S-point. Consider the commutative diagram

p B Ms) —— , Br' Msp1/2p))
pBI'(S) ——— , Br'(S[5;])-

induced by the choice of an S-point of Mg. As Mg has a cover by a scheme that is fppf over S and fppf
morphisms are open [EGA IV, 1965, Theorem 2.4.6], Mg — S is open as well. Thus, Mg(1/2,)) C Mg is
dense and hence Br'(Ms) — Br'(Msyi/(2py)) is injective by Proposition 2.5. This implies that Br'(Mg) —
Br/(S) is injective as well. As it is also split surjective, we see that it is an isomorphism. O

Remark 6.3. In general, it is a subtle question to decide whether Mg has an S-point. For example for
S = Z[%] or § = Z[%] there is such an S-point, but for § = Z[%] or § = 2[2—19] there is none (for this
and other examples; see [Edixhoven et al. 1990, Corollary 1]). Nevertheless, sometimes one can still
control the p-power torsion for p > 5 if there is no S-point, as the following corollary shows.

Corollary 6.4. The Brauer groups Br(M) C Br(Mz1/21) have only 2 and 3-primary torsion.
Proof. Indeed, Br(M) € Br(Mz(;,2)), and there is no p-torsion in Br(Z[%]) =7/2 for p #£2. O

7. The 3-primary torsion in Br(Mz(1/6))
The next theorem describes the 3-primary torsion in Br'(Mg) in many cases.
Theorem 7.1. Let S be a regular noetherian scheme. If 6 is a unit on S, then there is an exact sequence
0 — 3 Br'(S) — 3 Br' (Ms) — H'(S, C3) - 0,

which is noncanonically split. The map 3 Br'(Mg) — H' (S, C3) can be described as the composition of
pullback to X g and taking the ramification at the divisor {0} in Ag defined by t (using Proposition 2.14).
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Proof. The 3-primary torsion in Br'(M(2)s) = Br'(BC, x,) is just the 3-primary torsion in Br'(Xs) by
Proposition 3.2 as H;I(X s; m2)@3) = 0. Similarly, since 2 is invertible in S, the Leray—Serre spectral
sequence (5.1) together with the group cohomology computations of Lemmas 5.2 and 5.3 and the exact
sequences (5.4)—(5.6) say that

3 Br' (M) = (3Br' (Xs))™.

Since 3 is invertible in S, we have a short exact sequence
0 — 3Br'(S) — 3Br' (Xs) — 3H} ,(A§, G,) — 0
by Lemma 5.10.

The 0 and 1 sections are disjoint, so that there is an isomorphism of S3-modules
3H 1 (AS, Gp) = €D H'(S. Q3/Z3) = 5 @ H'(S, Q3/25)
i=0,1
by Proposition 2.14 and Lemma 5.11. Thus, Lemma 5.3 implies that the long exact sequence in S3-
cohomology takes the following form:

0 — 3 Br'(S) — 3 Br'(Xs)% — H!'(Spec S, C3) — H!(S3, 3 Br'(S)).

However, the action of S3 on 3 Br'(S) is trivial, so the group on the right vanishes by Lemma 5.2. Since
Mg has an S-point (because 2 is inverted), the splitting follows.

The map 3 Br'(Xs) — ®i=0,1 H!(S, Q3/75) takes the ramification at the divisors {0} and {1}. At this
point, we need to make the isomorphism (p ® H'(S, @3/23))33 — H!(S, C3) more explicit. By choosing
the ordered basis 7, t — 1 of G, (Xs5)/G,,, (S) = p, we see from the description of the action that Z/3 =
(p/3)% € p/3 is generated by (¢ — 1). Indeed, o (t(t — 1)) = —t2(t — 1) and t(t(t — 1)) = —t 2(t — 1)
for o = (132) and t = (2 3) and thus

ot@—1)=t¢t—-1)=t@¢(—-1)) €G,(Xs)/3.

This implies that (5 ® H'(S, @3/73))%* — H'(S, C3) can be identified with projection onto the first
coordinate. Thus, 3 Br'(Sg)%? — H'(S, C3) takes the ramification at the divisor {0}. Il

We want to be more specific about the Azumaya algebras arising from H' (S, C3). For that purpose
consider the section A € HO(OM, A®12), which is defined as follows. Given an elliptic curve E over S, we
can write it Zariski locally in Weierstrass form. Consider its discriminant Ag € O(S) and its invariant
differential w € QIE/R(E) = A(R). It is easy to see by [Silverman 2009, Table 3.1] that A = Azw®'? is a
section of A®12, which is invariant under coordinate changes. Thus, A defines a section of A®12 on M.

Lemma 7.2. By Construction 2.8, we can associate with the line bundle £ = 1®* and the trivialization
A: Oy — L®3 the ps-torsor M(~/A) — M whose class in H' (M, u3) we denote by [Alz. If S is a

regular noetherian scheme and 6 is a unit on S, then the composite
H'(S, C3) > H' M, C3) 225 H2 (M, 13) — 3 B (M)
is a section of the map 3 Br' (Ms) — H' (S, C3) of Theorem 7.1.
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Remark 7.3. Informally, this section associates with y € H'(S, C3) the symbol algebra [(x, ANl

Proof. The pullback of A to X is the discriminant of the universal Legendre curve, which is 16¢2(r — 1)?
(using the standard trivialization of A on X given by dx/(2y)). For x € H!(S, C3) the pullback of
[(x, A~")3] to Br'(Xy) is thus [(x, 41(t — 1))3]. As 4z(¢r — 1) is a uniformizer for the local ring of A}g at
t =0, Proposition 2.16 implies the result. U

Remark 7.4. While this map H'(S, C3) — Br'(Mj) is defined whether or not 6 is a unit on S, without
this assumption we do not know that H! (S, C3) is the cokernel of 3 Br'(S) — 3 Br'(Ms).

Corollary 7.5. When S=Spec Z[} . there is an isomorphism 3 Br(Mgz(16)) = Q3/Z3BZ /3. The 3-torsion
subgroup is generated by classes o and 6, which can be described as follows. Let y € H' (Spec Z[%], C3)
be the character of the Galois extension Q(¢9 + 59) of Q. Then o = [(x, 6)3] and 0 = [(x, 16A~ 1],
which pulls back to [(x, t(t — 1))3] on Xz(1/6).

Proof. We claim first that @(¢9 + Z9) is the only cyclic cubic extension L of Q that ramifies at most
at 2 and 3. This can either be deduced from [Hasse 1948, 1. Section 1.2] or shown as follows. By the
Kronecker—Weber theorem, any cyclic cubic extension L of @ has to embed into a cyclotomic extension
Q(¢&,) and is more precisely its fixed field under a normal subgroup H C (Z/n)* of index 3. As H
contains all elements of 2-power order, we can assume that n is odd and thus L does not ramify at 2 but
only at 3. Proposition 3.1 of [Lemmermeyer 2005] shows that L is unique and must be Q(Z9 + o). This
implies that H' (Spec Z[ ], C3) = 7/3.

Using that 3 Br(Z[é]) = Q3/43, the structure of the Brauer group Br(Mz1/6))[3] follows from
Theorem 7.1. The description of 6 follows directly from the last lemma (where we have modified
the section by an element of 3 Br(Z[%]) for convenience).

Last we need to show that [(x, 6)3] is nonzero in Br(Z[%])B] = 7/3. It suffices to check that (yx, 6) is
ramified at the prime (2). Note that the minimal polynomial of {9+ is w? +w+ 1. By Proposition 2.16,
the ramification at (2) in H!(F», C3) = Z/3 is the class of the extension w3 +w + 1 over F,. Since this
polynomial is irreducible (it has no solutions in [, and it has degree 3), it follows that the ramification is
nonzero. 0

Corollary 7.6. Let R = Z[%] or R = Z. Then the order of 3 Br(MRg) is either 1 or 3.

Proof. Using the injectivity of Br(M) — Br(Mgz;2)), it suffices to prove this when R = Z[%] Now, we
claim that no nonzero class « € 3 Br(Z[é]) C 3 Br(Mzy1/6)) extends to Mgz(j/2). Indeed, we can take the
Legendre curve y?> = x(x — 1)(x — 2), which defines a point Spec Z[%] — M. Using the commutative
diagram

Spec Z[%] —— Mzq1/6) — Spec Z[é]

L]

Spec Z[%] E— Mz[l/z],
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we see thatif o € 3 Br(Z[é]) did extend to Mz /2], then it would be zero in the Brauer group of Spec Z[%],
as it would extend to 3 Br(Z[%]) = 0. However, these classes are all nonzero in Br(Z[%]) since the
composition at the top of the commutative diagram is the identity for any Z[é]-point of the moduli stack.

Now, if « = 8 + m68 extends, where f € 3 Br(Z[%]), then 3o = 38 also extends. Hence, it must be
that o has order at most 3. In particular, this means that every class of 3 Br(Mz(;,2)) is actually 3-torsion
and hence this group is a subgroup of (Z/3)2. But, we have already seen that o does not extend. So, it is

a proper subgroup, and hence it has order at most 3. (]

Proposition 7.7. Suppose there are Legendre curves E; : y*> = x(x — 1)(x —t;) over Spec Z3[¢3] for
i =1, 2 such that

(@ =1)1#0 and  [(x, 2(—1)]=0

in Br(Q3(23))[3] = Z/3, where x denotes the pullback of the Galois extension Q (o + ¢9) of Q to Q3(¢3).
Then 3 Br(f]\/[[%]) =0.

Proof. Suppose that @ = ao + b is a linear combination of the classes found in Corollary 7.5 where we
can assume that b € {1, 2} since o does not extend. Suppose that a extends to Br(Mz;;/2)). We can pull
back « along the two (Q3(&3)-points of M defined by E; and compute the ramifications in Br(Q3(¢3)). Let
k=1[(x,t(t; —1))]. Fori =1, we get a + bk and for i =2 we get a. Since k is nonzero, these cannot be
simultaneously zero modulo 3. But the two maps Br(Mz(1,2)) — Br(Q3(¢3)) factor over Br(Z3[¢3]) =0,
which is a contradiction. Thus, a cannot extend to Br(Mz(;21). Ol

8. The ramification of the 3-torsion

Our aim in this section is to show that 3 Br(M[%]) = 0 using Proposition 7.7.
Lemma 8.1. The natural inclusion Q(Co + o, £3) — Q(9) is an isomorphism.

Proof. The left-hand side is a subfield of ((¢9) that is strictly larger than Q)(gg + o) and thus is equal
to Q(&). O

We will need the following lemma to aid our Hilbert symbol calculations below.

Lemma 8.2. Consider the cyclotomic field Q(¢) with { = {3 and m =1 — ¢ and denote by Tr the trace

for Q(¢) over Q.. Then

(—13¥*.3%.2 =0,
(_1)3k‘33k+1 ifl=1,

Tr(z6H) = | (— k. 33k+1 ifl =2,

0 ifl=3,

(_ 1)3k+1 _33k+2 lfl =4,

(_ 1)3k+1 _33k+3 lfl =35,

Proof. We have 7% =(1—¢)? = -3¢ and thus 7% = (—=3)3*. Therefore, we have just to compute Tr(z!)
for/ =0,...,5, which is easily done. O
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We come to a key arithmetic point in our proof, where we compute the Hilbert symbol at the prime
3 of certain degree 3 cyclic algebras. By Proposition 2.17, this will allow us to check whether certain
cyclic algebras are zero in the Brauer group.

Lemma 8.3. Consider the cyclotomic field Q3() with ¢ = 3 and m = 1 — ¢ the uniformizer. Then we

(f»l(l—1)> —

T

have

in u3(Q3(2)), where t =2+ bt with b € Z5.

Proof. We use the formula of Artin and Hasse (see [Neukirch 1999, Theorem V.3.8]) to compute this
Hilbert symbol. By this formula, we have

(é‘, a) _ é.Tr(loga)/3

T

where a € 1 4+ p (for p C Z3[¢3] the maximal ideal) and Tr the trace for Q3(¢) over Q3.
This formula directly applies to t — 1 =1+ b. We have

N i 0
log(t —1)=> (=1 .

i=1
Again, it follows easily from Lemma 8.2 that Tr(rr")/i is divisible by 9 for i > 3. Thus,

T _ 2.2 2
r(log(t — 1)) _ Tr(bm) B Tr(b"m~) e b_ mod 3
3 3 6 2

and (f,;—l) _ gb—zﬁ/z‘

To compute (%) note that (©/) = (*7)(*") = (7). Indeed, (' ? — 1 and hence also (©1) = 1
T T T T T

b/ T

(in u3(@Q3(23))). We have —t =1+ (—3 — brr). Thus,
oo .
1 (=3 —bm)
log(—1t) = —pitt= =7
og(—1) ; ) l.
It follows easily from Lemma 8.2 that Tr((—3 — bm)’))/i is divisible by 9 for i > 3. Thus,
Tr(log(— Tr(=3—b Tr((—3 — brr)? b?
rlog(—1) _ Tr(=3—bm) Te(B3—bm?> _ b
3 3 6 2
Thus, (') = (*.") = ¢~27b=b*/2 Tt follows that
;vt(t_l) _ ;vt {7t_1 _ —2-b? _ 1-b?
( b/ )_<n>( b/ >_§ =

as desired. O

Theorem 8.4. We have
3 Br(M) =3 Br(Mz;1,2)) =0.
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» Br'(S) @ Pic(S)[21® G
Pic(8) ) @ ua(S) Pic(S)[2] @ u2(S) Pic(8)/2 @ ua(S)
G (S n2(S) Gn(S)/2 w2(S)

Figure 3. The E,-page of the Leray—Serre spectral sequence computing H' (Mg, G,)2)
fori <2.

Proof. By Proposition 7.7 and Proposition 2.17, it suffices to find two Legendre curves E; and E; over
Z3[¢3] with corresponding classes [(x, #1(t1 —1))] #0 and [(x, t2(t, — 1))] = 0. The associated condition
on the Hilbert symbols is (“"'!"V) 2 1 and (©2%>~") = 1. (Recall here that x is the character associated
with adjoining &9 + {9 which over Q3(¢3) is isomorphic to @3(¢9) by Lemma 8.1.) Take t; =2 + b; 7,
where b1 = 0 and b, = 1. Consider the two elliptic curves

Ei:y’=x(x—1D(x—2) and Ey:y’=x(x—1)(x—Q2+m)).

The previous lemma says that we have

<§, l‘1(t1—1)> _ (§»2(2—1)

T T

4 tz(tz—l)) _ (4“, (2+”)<1+”)) ='=1

T T

) =¢#1 and (
This completes the proof. (|

9. The 2-primary torsion in Br(Mz(1,2))

Throughout this section, let S denote a connected regular noetherian scheme over Spec Z[%] Given a
stack X over S, let Br'(X) = coker(Br'(§) — Br'(X)).

Theorem 9.1. Let S be a regular noetherian scheme over Z[%] with Pic(S) = 0. There is a natural exact
sequence
0— G,u(S)/2 — ,BrMs) - G — 0,

where G C Gy, (S)/2 is the subgroup of all those u with [(—1, u)] = 0 € Br(S).

We will prove the theorem after several preliminaries. Figure 3 shows a small part of the 2-local
Leray—Serre spectral sequence (5.1) for the S3-Galois cover M(2)s — Mg. The description follows from
Lemmas 5.2, 5.3, 5.7 and Proposition 5.14.

From now on, we will localize everything in this section implicitly at 2.

Proposition 9.2. Let S be a connected regular noetherian scheme over Z[%] The differential dg i the
Leray—Serre spectral sequence of Figure 3 always vanishes and dg 2 and dg 2 vanish if Pic(S) =0.

Proof. The map
Pic(Ms) — By = Pic(8) ) ® ua(S)
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is surjective as —1 € 11(S) can be realized as A®%. This implies that there can be no differential originating
from Eg’l. Moreover, , Br'(S) splits off from Br' (M), so the differentials dg 2 and dg) 3 vanish on 5 Br'(S).

Now assume Pic(S) = 0. Then also Pic(S)[2] = 0 and Pic(S)/2 = 0. So, we are concerned with the
vanishing of dg 2.6 > u2(S) and dg 2.6 — u2(S). However, by pulling back the spectral sequence to
a geometric point X of S, we find G = G,,,(x)/2 = 0, while w,(x) = Z/2. This implies that dg’z and d;),z
vanish. (|

To resolve the differential a’zl’1 and solve possible extension issues we will first consider schemes S
over Z[%, i ] In this case we can compare the Leray—Serre spectral sequence considered above with the
Leray—Serre spectral sequence for the C»-Galois cover BCy s — BCy 5.

Proposition 9.3. If S is a regular noetherian Z[%, i]-scheme, then Br'(Myg) = Br'(BCy.s).

Proof. Consider the elliptic curve E : y2 =x(x—1)(x+1) over Z[% i ] with discriminant 64. It has an
automorphism 7 of order 4 given by y > iy and x > —x, which defines a map BC4 711/2,;) — Mz(1/2). The
2-torsion points of E are (0, 0), (1, 0) and (—1, 0); taking them in this order defines a full level 2 structure.
We can base change this elliptic curve together with its level structure to an arbitrary Z[% i]—scheme S.
This results in pullback squares

Ls, S > Ls,/c, BCos —— M(2)s (9.4)

l l |

§ ——— BCys ——— Ms.

Here we use that 7 acts on the scheme [ ] s, S of level structures on Eg by multiplication with the
cycle (23) € S5 and in particular n? acts trivially. Thus, the stack quotient (]_[ 55 S ) / C4 is equivalent to
s, /¢, BC2,5. More precisely, the S3-Galois cover [s, /¢, BC2,s = BCy s is induced along an inclusion
Cy — S5 from the C,-Galois cover BCy ¢ — BCy4 5. The right square is indeed cartesian as can be
checked after base change along the étale cover S — BCy s.

In the Leray—Serre spectral sequence

Eg,q =H? <S3, Hq< ]_[ BCZ,S, Gm)> = Hp+q(BC4,S, Gm)a
$3/C2

the S3-modules H? (]_[ /G BC,, S) are all induced up from C,. Thus, the spectral sequence is isomorphic
to the Leray—Serre spectral sequence for the C,-Galois cover BCy ¢ — BCy 5.

The Leray—Serre spectral sequence computing H?*4(BCjy. g, G,,) from the G,,-cohomology of BC; s
is displayed in Figure 4. The computation follows from Proposition 3.2 together with the fact that C;
acts trivially on the cohomology of BC, s (as indeed the morphism t: BCy s — BCy g for ¢t € C; the
generator is the identity; only the natural transformation id — ¢ is not the identity).

By the considerations above, the pullback square (9.4) induces a map

H” (83, HI(M(2), Gi)) — HP(C2, H!(BCy 5, G)).
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Br'(S) @ Pic(8)[2]1 ® Gu(S)/2
Pic(S) @ p2(S) Pic(S)[2] & ua(S) Pic(S)/2® u2(S)
Gm(S) w2(S) G (8)/2 w2(S)

Figure 4. Part of the Leray—Serre spectral sequence for BCy s — BCy s.

Note first that G = G, (5)/2 in our case as —1 is a square. If we identify M(2)s with BC; x this map on
cohomology groups is induced by the maps S — X (classifying the Legendre curve Es) and Cr, — S3.
This induces an isomorphism of spectral sequences for p+¢ <3 and g < 1 for p +¢ =3 by Figure 3. [J

Corollary 9.5. Let S be a regular noetherian scheme over Z[%] The restriction of the differential d21 1o
wa(S) in the Leray-Serre spectral sequence for M(2)s — Mg defines an isomorphism p>(S) = 112(S),
while d3* = 0.

Proof. Consider S" = Spec Z[%, i ] By Proposition 3.2, we see that
Br'(BCy4.5) = Br'(S8") @ Pic(S)[4] ® G, (S) /4 = G, (S) /4,

since the Brauer and Picard groups of Z[% i ] are zero. Hence, Br'(BCy ) = Z/4 & Z/4, with generators
given as i and 1 4. In Figure 4, we see that the only way to have a group of order 16 in the abutment
Br'(BCy ) is that c121’l s w2 (S") — ua(S") is an isomorphism, both in the Leray—Serre spectral sequence
for H*(BC4, 5/, G;) and for H* (Mg, G,,). It follows that this differential is already an isomorphism in the
Leray—Serre spectral sequence for H*(Mz[ unfrac12], Gn) by naturality. This in turn implies by naturality
that a?zl’1 luas): m2(S) = n2(S) in the Leray—Serre spectral sequence for H* (Mg, G,,) is an isomorphism
for any regular noetherian Z[%]-scheme S. As the target of dg 2 s already zero on E3, the differential
dg 2 must vanish. O

Finally, we prove the theorem from the beginning of the section.

Proof of Theorem 9.1. The claim follows from the determination of the differentials in the range pictured

in Figure 3. O

We want to be more specific about the Brauer group classes coming from G, (S)/2. Recall the section

A € HOOM, A®12) from Section 7. As in Construction 2.8, we can define the Cs-torsor M(v/A) =

SpecMZ“m (@iez A80 /(A — 1)) — Mgzq1/2) that adjoins a square root of A to Mzi/2;. For a unit
1

u e G, (Z[j])’ we denote by (A, u) the symbol (quaternion) algebra associated with this torsor.

Proposition 9.6. Let S denote a connected regular noetherian scheme over Spec Z[%] Then the map
Gn(S)/2 — Br'(Ms)

from the Leray—Serre spectral sequence sends u to [(u, A)].
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Proof. We consider the Leray—Serre spectral sequence
H? (C3, H'(M(2)s, Gw))2) = H' T (M(2)5/C3, Gp) ).

where M(2)/C3 denotes the stack quotient by the subgroup C3 C S3. Its Eo-term is clearly concentrated in
the column p =0. From Lemma 5.7 and Proposition 5.14, it is easy to see that HO(C3, HI (M(2), Gm)) =
HO(S5, HZ (M(2), Gm)2)). We can now consider the further Leray—Serre spectral sequence

H?(C2, HY (M(2)s/C3, Gn)) @ = HP 1 (M5, Gp) ),

and we see that it has the same E»-term as the Leray—Serre spectral sequence for the S3-cover M(2)s — Mg
in the range depicted in Figure 3.

We claim that the C,-torsor M(2)s/C3 — My agrees with Mg(+/A) — Ms. For this it suffices to
show that A becomes a square on M(2)s/C3. With p,q € HO(M(2), A®?) as in the discussion after
Corollary 4.6, we have A = 16p>¢>(p — ¢q)*. The Cz-action permutes p, (—g) and (g — p) cyclically so
that 4pg(p — q) is a Cz-invariant section of A®% whose square is indeed A.

Now the statement follows from Corollary 3.6. (|

The following is one of our main results. We recall the convention that everything is implicitly 2-local
so that Br(Mg) for a ring R denotes really Br(Mg)2).

Proposition 9.7. Let P be a set of prime numbers including 2 and denote by Zp C Q the subset of all

fractions where the denominator is only divisible by primes in P. Then

BrMz,) =BrZp)® P z/20 P z/4

pePU{—1}, pEP,
p=3 mod 4 p#3 mod 4

Proof. First we have to compute the subgroup
GCGuZp))2= P F
PU[—1}

By Proposition 2.17, a quaternion algebra (a, b) ramifies at p if and only if the Hilbert symbol (“;’)
equals —1. By [Neukirch 1999, Theorem V.3.6], ("/'~') = —1 if and only if p =2, 00 and (~) = —1
if and only if g =3 mod 4 and p =2, g (for g a prime number). We see that G has an [,-basis given by
the primes not congruent to 3 mod 4.

We obtain a diagram:

0 —— G, (Zp)/2 — Br(Mz,) G 0

| | |

0 —— Gu(Zplil)/2 — BrMz, 1) — Gu(Zplil)/2 —— 0

By Proposition 9.3, B_r(Mz[l/zJ-]) ZEGu(Zpli])/4. As the map G — G, (Zp[i])/2 is injective, we see
that none of the nonzero lifts of elements of G to Br(Mgz,) are 2-torsion. The proposition follows. [
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This shows the 2-local part of the computation of Br(Mg) and Br(Mz;/21) in Theorem 1.1, while the
3-local part was already contained in Theorems 7.1 and 8.4 and the p-local part for p > 3 in Theorem 6.1.

Remark 9.8. We can describe all the Brauer classes in Br(Mz,) explicitly when P is again a set of
prime numbers including 2. We already saw in the last two propositions that Br(My »)[2] has an [F;-basis
given by [(p, A)2], where p € PU{—1}. When p € § and either p =2 or p =1 mod 4, we will give
explicit elements of order 4 in the Brauer group of Mz, generating the Z/4-subgroups of the proposition.

To describe the 4-torsion we start with a small observation. Given a cyclic algebra (x, v), where yx is
a Cy-torsor and v a ug4-torsor, 2[(x, v)] is represented by (x’, v’), where x’ and v’ are obtained from x
and v via the morphisms C4 — C, and p4 — 2. Concretely, this means that x” are the C;-fixed points
of x and that if v is given by adjoining the 4-th root of a section u of £®4, then v’ is given by adjoining
a square root of u, a section of (£®2)®2,

For primes p =1 mod 4, we construct a C4-Galois extension L of Q) whose C>-fixed points are Q(,/p).
As /p is the Gauss sum 25;11 (%){I‘,’, we see that Q(,/p) C Q(¢p). The Galois group of the Q-extension
Q(¢p) is cyclic of order p — 1, which is divisible by 4. Thus, it has a unique cyclic subextension L of
degree 4 whose C>-fixed points are Q(,/p). Note that L is only ramified at p. Explicitly, L is generated
by the Gauss sum 25;11 go(a)g“g, where ¢: (Z/p)* — u4(C) is a surjective character.

For p =2, we take L = Q(&16 + ¢ 16) instead, which is the unique C4-Galois subextension of Q(Z16)
over (. If we denote for p =2 or p =1 mod 4 the character of L/Q by x, these define C4-Galois covers
of M by pullback and we abuse notation and write x also for these covers. The cup product [(x, A)4]
in Br'(Mz,) is a class such that 2[(x, A)4] = [(p, A)] and thus has exact order 4. It follows that the
classes [(x, A)4] give a basis of the 4-torsion of Br(Myz »).

10. The Brauer group of M

In this section, we will complete the computation of Br()M). In the last section, we saw that
Br(M[3]) =z 20Z2/202/4

with generators o« = [(—1, —1)2], B =[(—1, A)z] and %y for y =[(2, A),]. We will study the ramification
of these classes for certain elliptic curves and the reader can find more information about these curves in
The L-functions and modular forms database [LMFDB 2013].

As above, we will write (”ib ) € 12(@,) for the Hilbert symbol in Q; at the prime 2. Hence, (“éb) =+1.
Recall from Proposition 2.17 that if x € H'(Q,, C>) = H'(Q», 11,) corresponds to a unit v € G, (Q,)/2,
then the degree 2 cyclic algebra (), u) has class (”é”) in Br(Q)[2] = Z/2 = u,(Q3). Since Br(Z,) =0,
the Hilbert symbol measures the ramification along (2) in Spec Z5.

Proposition 10.1. Every nonzero linear combination of o, 8, %y is ramified along (2), so these linear

combinations are not in the image of Br(M) — Br(M[%])

Proof. 1t suffices to prove this for all seven nonzero linear combinations of «, 8, . Indeed, if all these
linear combinations are ramified, then any linear combination ra + s8 + %y is ramified as well. As
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explained in the introduction around the diagram (1.4), it suffices to construct for each nonzero linear
combination p an elliptic curve Spec Z, — M such that the pullback of p to Spec Q; is nonzero in Br(Q;).
Indeed, Br(Z,) = 0.

Let

Ei:y*+y=x’—x?%

the elliptic curve with Cremona label 11a3. This curve has discriminant —11, which is a unit, so we
get an elliptic curve over Z5, and two associated Brauer classes, (2, —11) and (—1, —11) over ;. We
can ask what the ramification is. The Hilbert symbol in this case is computed as follows [Serre 1973,
Chapter IIT]. Given a = 2% and b = 2Pv € G,,(@»), where u, v € G,,(Z5), we have

(a’ b) — (—1)fWe@raw)+puu)
2 9

where €e(u) = (u —1)/2 and w(u) = (u?* — 1)/8.
Hence,
(2, —11

5 ) — (=)D = (S = 1.

Hence, (A, 2) is ramified at 2. Similarly,

-1, —11 e(—1)e(—
( 5 ):(—1)( De( ll)z(_1)6:1.

The curve

Ey:y>+xy=x>—2x>+x
has Cremona label 15a8 and discriminant —15. This time, the Hilbert symbols are

(2’ ;15) =1 and <_1’2_15) =1.

The curve

E3:y2—+-xy+y=x3—x2

has Cremona label 53a1 and discriminant —53. In this case, the Hilbert symbols are

(2’ ;53> — 1 and (‘1’2_53) — 1.

Now, let p = o + kB +my with k and m integers. The elliptic curve E; gives a point x : Spec 0, — M
where vy (x*p) = —1. It follows that all classes of the form p are ramified along (2). Now, E3 proves
that 8 and y are ramified along (2). Finally, E| proves that 8 + y is ramified along (2). g

Theorem 10.2. Br(M) = 0.

Proof. This follows from Corollary 6.4, Theorem 8.4, and Propositions 9.7 and 10.1. O
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11. The Brauer group of M over [, with g odd

As another application of our methods, we compute the Brauer group of My, when g = p" and p is
an odd prime. There is remarkable regularity in this case, which is possibly surprising based on what
happens for number fields.

Theorem 11.1. Let g = p" where p is an odd prime. Then, Br(Mg,) = Z/12.

Proof. Recall that Br(F,) = 0. Thus, by Theorem 9.1, there is an extension 0 — qu /12— Br(JV[[Fq) —
F; /2 — 0. Since g is odd, [ /2= Z/2. The remainder of Section 9, especially Remark 9.8, implies that
the extension is nonsplit so that in fact  Br(Mg,) = Z/4.

Now, let £ > 3 be a prime, which we do not assume is different from p. The possible terms contributing
to ¢ Br(M[pq) in the Leray—Serre spectral sequence for M(Z)[Fq — M[pq in G,, cohomology, besides
¢ Br(Xg,)%, are H'(S3,¢ Pic(M(2)g,) and H*(S3,¢ G, (M(2),)) = H?(S3,¢ Gy (X¢,)). The first of these
1S zero since g Pic(M(Z)[Fq) = o Pic(X [Fq) = 0 for £ odd. The second has no odd primary torsion. This
follows from the exact sequence 0 — Gy, (F;) — G (Xf,) - p ® Z — 0 together with Lemmas 5.2
and 5.3.

Thus, we see that g(BI'(M[Fq)) =, Br(X [pq)s3 for £ odd. So, it suffices to compute the Brauer group of
Xy, as an S3-module. In general, our argument in the rest of the paper relies fundamentally on Lemma 5.11,
which requires ¢ to be invertible to analyze the ramification map as in Proposition 2.14. However, in
this case, X, is a curve over a finite field, so the ramification theory simplifies drastically. Consider the
commutative diagram of exact ramification sequences due to [Grothendieck 1968c, Proposition 2.1]:

0—— Br(P[qu) Br(n) @XE@M“) Q/7 Q/7 0
0 —— Br(Xg,) Br(n) @xe(xh)m Q/7z

where 7 is the generic point of Xf, . Note that the exactness at the right in the top sequence is due to the
fact (see [Gille and Szamuely 2006, Corollary 6.5.4]) that P, @) Q/Z — Q/Z is given by summation
in Q/Z. Since Br(l]j’1 ) = 0 by [Grothendieck 1968c, Remarques 2.5.b], we see that Br(Xg,) < Br(n) is
the subgroup c0n51st1ng of classes ramified only at 0, 1, co. Using the top row of the diagram, it follows
that Br(Xf, ) fits into an exact sequence

0— Br(Xg,) > @ @/Z2 > @/Z 0,
0,1,00

from which it follows that

Br(Xr,) = 5 ® Q/Z.

By Lemma 5.3, we find that , Br(X[Fq)S3 =0if£>5and; Br(X[Fq)S3 = 7/3. This proves the theorem. [
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Remark 11.2. We can again be more specific about the Azumaya algebras representing the classes in
Br(Mp q) with g odd. Let T be a [,-scheme (or stack) with an elliptic curve E of discriminant A. Let x,,
be the pullback of a character of the Galois extension [, of [, to T. We claim that there is a generator
ae Br(M[Fq) such that the pullback of a to Br(T") agrees with [(x12, A)]. Informally, a = [(12, A)] in the
universal case T = Mg, where more precisely we should replace here A by the p12-torsor corresponding
to A € I'(A®!2) via Construction 2.8.

First we consider the 3-torsion. The proof of Lemma 7.2 applies here to show that [(x3, A)] is indeed
the pullback of a generator of Br(MFq)B]. Moreover, Proposition 9.6 implies that the unique 2-torsion
element 6a € Br(M[Fq) pulls back to [(x2, A)] as [qu agrees with F, [+/x] for an arbitrary nonsquare x
in ;. Asin Remark 9.8 we see that 6[(x12, A)] = [(x2, A)] #0 and 4[(x12, A)] =[(x3, A)] #0. Thus,
[(x12, A)] is indeed a generator of Br(M[Fq) =7/12.

Finally, we also treat the easier case of an algebraically closed base.
Proposition 11.3. Let k be an algebraically closed field of characteristic not 2. Then Br(My) = 0.

Proof. By Theorem 9.1, » Br(My) = 0. As in the last proof we see that ;(Br(My)) = ; Br(X;)™* for £ an
odd prime. By Tsen’s theorem, Br(#) vanishes for 5 the generic point of X;. By [Grothendieck 1968c,
Proposition 2.1] we obtain that Br(X;) = 0. O

Remark 11.4. In an earlier version of this paper we suggested using the GL,(Z/3)-cover M(3) — Mz(1/3
to determine Br(My) also for algebraically closed fields k of characteristic 2. Combining this approach
with a new idea, Minseon Shin [2019] has proved in the meanwhile that Br(My) = Z/2 for such fields k.
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Modular forms from Noether—Lefschetz theory

Francois Greer

We enumerate smooth rational curves on very general Weierstrass fibrations over hypersurfaces in
projective space. The generating functions for these numbers lie in the ring of classical modular forms.
The method of proof uses topological intersection products on a period stack and the cohomological theta
correspondence of Kudla and Millson for special cycles on a locally symmetric space of orthogonal type.
The results here apply only in base degree 1, but heuristics for higher base degree match predictions from
the topological string partition function.

1. Introduction

Locally symmetric spaces of noncompact type are special Riemannian manifolds which serve as classifying
spaces for (torsion-free) arithmetic groups. As such, their geometry has been studied intensely from
several different perspectives. By a well known theorem of Baily and Borel, if such a manifold admits
a parallel complex structure, then it is a complex quasiprojective variety. In this paper, we study more
general indefinite orthogonal groups, which act on Hodge structures of even weight, and draw some
conclusions about holomorphic curve counts.

Let A be an integral lattice inside R>/, and T" a congruence subgroup of O(A). The Baily—Borel
theorem [1966] implies that the double quotient I'\O(2,1)/0(2) x O(l) is a quasiprojective variety.
These Hermitian symmetric examples have played a central role in classical moduli theory. For instance,
moduli spaces of polarized K3 surfaces, cubic fourfolds, and holomorphic symplectic varieties are all
contained within these Baily—Borel varieties as Zariski open subsets. Automorphic forms provide natural
compactifications for these moduli spaces and bounds on their cohomology.

One can interpret O(2,1)/0(2) x O(l) as the set of 2-planes in R>! on which the pairing is positive
definite. The presence of the integral lattice A allows us to define a sequence of R-codimension 2
submanifolds, indexed by n € Q-¢ and @ € AY/A, where A" is the dual lattice of covectors taking
integral values on A.

Cha = r\< U UJ') CT\02,1)/0(2) x O().

veAY, v+A=a
(v,v)=—n

Borel [1969] showed that there are finitely many ["-orbits of lattice vectors with fixed norm, so the above
union is finite in the quotient space. Each C,, ,, is isomorphic to a locally symmetric space for O (2,1 —1),

MSC2010: 14NXX.
Keywords: modular forms, elliptic fibrations, Calabi—Yau threefolds, rational curves.
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so it is actually an algebraic subvariety of C-codimension 1 called a Heegner divisor. The classes of these
divisors in the Picard group satisfy nontrivial relations from the Howe theta correspondence between
orthogonal and symplectic groups:

Theorem 1 [Borcherds 1999]. The formal q-series with coefficients in
Picg(T\O(2,1)/0(2) x O()) ® Q[A"/A]

given by
e(V)eo+ Y [Conaleaq”

n,a

transforms like a Q[ A" / A]-valued modular form with respect to the Weil representation of the metaplectic
group Mp,(Z). Here {e,} denotes the standard basis for Q[AY /A], and e(V") is the Euler class of the
(dual) tautological bundle of positive definite 2-planes.

In other words, the g-series above lies in the finite dimensional subspace
)
Mod(l + 3 Mp,(2), @[AV/A]) ®Picg(I'\O(2,1)/0(2) x O()).

Theorem 1 has been used to describe the Picard group of moduli spaces [Greer et al. 2015], and also
has applications to enumerative geometry, initiated by [Maulik and Pandharipande 2013]. In this paper,
we move beyond the Hermitian symmetric space to more general symmetric spaces of orthogonal type.
These no longer have a complex structure, and their arithmetic quotients are no longer algebraic, but
they still have a theta correspondence, and thus an analogous modularity statement for special cycles in
singular cohomology:

Theorem 2 [Kudla and Millson 1990]. Assume for convenience of this exposition that A C RP'! is even

and unimodular. Then the formal q-series
e(VV)+ ) [Calq" € Qligll ®a HP (M\O(p. 1)/ 0(p) x O(1), Q)
n>1

lies in the finite-dimensional subspace of modular forms:
p+l
Mod — SLx(2) | ® HP(T\O(p, D/ O(p) x O(), Q).

Here e(V'") is the Euler class of the dual tautological bundle of p-planes. See Remark 35 for a justification
of the level group SL,(Z).

Theorem 2 will be used to enumerate smooth rational curves on certain elliptically fibered varieties
X — Y. We give a general formula which applies to Weierstrass fibrations over hypersurfaces in projective
space. The answers are honest counts, not virtual integrals, and are expressed in terms of g-expansions of
modular forms.
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All period domains D for smooth projective surfaces with positive geometric genus admit smooth
proper fibrations

D — O(p,1)/O(p) x O().

The Noether—Lefschetz loci in D are the preimages of special subsymmetric spaces of R-codimension p.
This provides a valuable link between moduli theory and the cohomology of locally symmetric spaces. We
expect the ideas developed in this paper to compute algebraic curve counts on a broad class of varieties.
The results are consistent with general conjectures in [Oberdieck and Pixton 2019] for elliptic fibrations.

Let Y C P"*! be a smooth hypersurface of degree d and dimension m > 2. For an ample line bundle
L = Oy (k), a Weierstrass fibration over Y is a hypersurface

XCP(ULP 2 Lo 3@ 0y)

cut out by a global Weierstrass equation (see Section 2 for details). For general choice of coefficients, X
is smooth of dimension m + 1, and the morphism 7 : X — Y is flat with generic fiber of genus one.
Since 7 admits a section i : ¥ — X, the generic fiber is actually an elliptic curve.

The second homology group of X is given by

H(X,Z)~H,(Y)DZf =ZL+ZF,

where £ is the line class on Y pushed forward via i, and f is the class of a fiber. We begin by posing
the naive:

Question 3. How many smooth rational curves are there on X in the homology class £ +nf?

The deformation theory of curves C C X allows us to estimate when this question has a finite answer. The
expected dimension of the moduli space of curves in X is given by the Hirzebruch—-Riemann—Roch formula:

ho(C, Ncx) —h'(C, N¢/x) = / c1(Tx) + (1 — g)(dim X — 3).
C

The adjunction formula gives —c|(Tx) = Kx = n*(Ky + ¢1(L)).

Remark 4. Since Ky is pulled back from Y, we have Ky - f =0, so our dimension estimate is independent
of n. This feature holds more generally for any morphism 7 with K-trivial fibers.

We expect a finite answer to Question 3 whenever
0=—Kx-l+nf)+(m—-2) << k=2m—d.

Recall that £ = Oy (k) was the ample line bundle used to construct the Weierstrass fibration X — Y,
so for the rest of the paper, we require that k = 2m — d > 0. Note that X is Calabi—Yau if and only if
dim(X) = 3. Our main result is:
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Theorem 5. A very general Weierstrass model X — Y constructed using L = Oy (k) contains finitely
many smooth rational curves in the class £ + nf, whose count we denote rx (n). For k <4, the generating
series is given by

> rx(m)g" = 9(q) — O(q),

n>1

where ¢(q) € Mod(6k —2, SL,(Z)), and ©(q) € Q[b4,, O4,, Oas1<k, a polynomial of weighted degree < k.

Recall that for a lattice A, the associated theta series is given by

0alg) =) g7,

veA
and we assign the weight p to the series 6,4, for the root lattice A,.
In short, the curve counts rx (n) are controlled by a finite amount of data, since Mod(6k — 2, SL,(Z))
and Q[64,, 04,, ... <k are finite-dimensional Q-vector spaces. The series can be explicitly computed
when k < 3. We record some numerical examples in Section 7 to illustrate the scope of Theorem 5.

Remark 6. We expect that Theorem 5 can be extended to k < 8, but the statement is less tidy and involves
the root systems D4, Eg, and E7. For k > 8, the elliptic surfaces involved will have singularities worse
than ADE, so more sophisticated techniques are needed.

The argument proceeds roughly as follows. The curves C that we wish to count have the property that
w(C) C Y is aline. In other words, they can be viewed as sections of the elliptic fibration

7 '@ (C)) > n(C) ~P.

P—

As the line L C Y varies, this construction produces a family of elliptic surfaces over the Fano variety of
lines in Y:

v — F().
We wish to count points [L] € F(Y) such that .1 = 7~ 1(L) contains a section curve other than the
identity section, i.e., a nontrivial Mordell-Weil group. The Shioda—Tate sequence expresses the Mordell—
Weil group of an elliptic surface in terms of its Néron—Severi lattice and the sublattice V (S) spanned by
vertical classes and the identity section:

0— V(S) = NS(S) > MW(S/P!) — 0. (1)
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The period domain for a given class of elliptic surfaces is related to a locally symmetric space, whence the
modular form ¢(gq), which counts surfaces with jumping Picard rank. To obtain the counts rx (n) we sub-
tract contributions ® (¢g) from surfaces with jumping V (5), which are precisely those with A, singularities.
The terms in the difference formula of Theorem 5 are matched to the groups in the short exact sequence (1).

The paper is organized as follows. In Section 2, we review the basic theory of elliptic fibrations and set
up the tools for proving transversality of intersections in moduli. In Section 3, we review the theory of
period domains and lattices in the cohomology of elliptic surfaces. Section 4 is devoted to the deformation
and resolution of A, singularities in families of surfaces, and we introduce the monodromy stack of such
a family. Section 5 explains how Noether—Lefschetz intersection numbers on the period stack satisfy a
modularity statement from Theorem 2. In Section 6, we use the fact that k < 4 to classify the singularities
which occur in the family v at various codimensions, and compute their degrees in terms of Schubert
intersections. Finally, Section 7 explains how to compute the modular form ¢(g) when k£ < 3, and the
general form of the correction term ® (g).

2. Elliptic fibrations
We begin by reviewing the Weierstrass equation for elliptic curves in P?:
y2z = x>+ Axz> + BZ . (2)

This cubic curve has a flex point at [0 : 1 : 0], which serves as the identity of a group law in the smooth
case. The curve is singular if and only if the right-hand side has a multiple root, which occurs when
A = 4A3 +27B% = 0. These singular curves are all isomorphic to the nodal cubic, except for when
A = B =0, which corresponds to the cuspidal cubic.

To replicate this construction in the relative case, let Y be a smooth projective variety, and £ € Pic(Y)
an ample line bundle. We form the P? bundle

P2 2@ L2 @ Oy) > V.
The same Weierstrass equation (2) makes sense for x, y, z fiber coordinates, and
Ae H'Y, %, BeHY, £®%).

Let X C P(£®2® £L23 @ ) be the solution of the global Weierstrass equation and 77 : X — Y the
morphism to the base. The fibers of 7 are elliptic curves in Weierstrass form, and there is a global section
i 1Y — X given in coordinates by [0 : 1 : 0], which induces a group law on each smooth fiber. Now,

A =4A%4+27B% € H(Y, £®'?)

cuts out a hypersurface in Y whose generic fiber is a nodal cubic. The singularities of A occur along the
smooth complete intersection (A) N (B), and are analytically locally isomorphic to

(cusp) x C"~2.
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The case of m =2 and d = 1 is pictured below, with three fibers drawn over points in P? in different
singularity strata of A.

|

- N

By the adjunction formula applied to X C P(£L®72 @ L2732 @ Oy),
KX = (K[p([;@—z@E@—S@@) + [X])|X
= (7" Ky = 57*c1(L) —38) + (3¢ + 67" c1 (L))
=" (Ky +c1(£)),

so the relative dualizing sheaf wx,y is isomorphic to 7*£. By the adjunction formula applied to ¥ C X
through the section i,

Ky = (Kx +[YDly = Ky +c1(£) +c1(Ny;x),
so the normal bundle Ny, x is isomorphic to LY.

Definition 7. The parameter space for Weierstrass fibrations over Y is given by the weighted projective
space

WY, L) = (H (Y, L% @ HO(Y, L&) — {0})/C*,
where C* acts on the direct summands with weight 2 and 3, respectively.

In this paper, X is always a general member of W (Y, O(k)), where Y C P"*! is a smooth hypersurface
of degree d, and k = 2m — d. Since we are interested in counting curves in X which lie over lines in Y,
we will also consider elliptic surfaces S € W(P!, O(k)). For convenience, we gather some properties of
these surfaces.

Proposition 8. For S € W(P!, O(k)) a smooth surface, its Hodge numbers are
h'(S,05) =0, h*(S,05)=k—1, h'(S,Qs)=10k.
As a result, e(S) = 12k, which is the number of singular fibers, and the canonical line bundle is given by
ws >~ 7 Op1(k —2).

Proof. These are standard computations using Noether’s formula and the Leray spectral sequence for 7;
see Lecture III of [Miranda 1989]. O
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Theorem 9. Any elliptic surface S — P! is birational to a Weierstrass surface. Furthermore, there is a
bijection between (isomorphism classes of ) smooth relatively minimal surfaces and Weierstrass fibrations

with rational double points.
Proof. This uses Kodaira’s classification of singular fibers; see Lecture II of [Miranda 1989]. O

It will be convenient for us to take a further quotient of W (P!, O(k)) to account for changes of
coordinates on the base.

Definition 10. The moduli space for Weierstrass surfaces over P! is given by the (stack) quotient
Wy := W(P', O(k))/ PGL(2).

Remark 11. Miranda [1981] showed that [S] € W (P!, O(k)) is GIT stable with respect to PGL(2) if and
only if it has rational double points, so WW; has a quasiprojective coarse space with good modular properties.

For any variety ¥ C P""*!, the locus of lines contained in Y is called the Fano scheme' of Y, and
is denoted
FY)CG,m+1).

Theorem 12. For a general hypersurface Y C P+ of degree d, the Fano scheme is smooth of dimension
2m—d—1=k—1, fork > 0.

Proof. To study the general behavior, we construct an incidence correspondence
Q={(L,Y):LCcY}CcG(,m+1)xPV,

The first projection 2 — G(1, m + 1) is surjective and has linear fibers of dimension N —d — 1, so Q
is smooth and irreducible of dimension N + 2m — d — 1. The second projection has fiber F(Y) over
[Y] € PN. To get the desired dimension, it suffices to show that a general hypersurface ¥ contains a
line, so that the second projection Q — P is surjective. This can be done by constructing a smooth
hypersurface containing a line whose normal bundle is balanced as in [Eisenbud and Harris 2016]. [

Moreover, if we vary the hypersurface Y, then F(Y) varies freely inside G(1, m + 1). To be precise:

Definition 13. Let Z — B be a submersion of complex manifolds, and let f : Z — P be a family
of immersions {f, : Z, — P}. This deformation is called freely movable if for any xo € Zy and any
v € Tr(x,) P, there exists a 1-parameter subfamily 7" C B and a section x (1) € Z; such that x(0) = xo and
% —o(fox)=v.

The second projection  — PY from Theorem 12 is generically smooth, and the family of embeddings
@2 — G(1, m+1) is freely movable because for any line L € F(Yy) and tangent vector v € Tj1;G, there is
a curve of lines {L,} in the direction v. Since every line lies on a hypersurface, there is a deformation Y;
such that [L,] € F(Y;). This property is useful for proving transversality statements, using:

I There is a natural scheme structure on F (Y ) coming from its defining equations in the Grassmannian, but for our purposes Y
is general, so F(Y) is a variety.



2342 Francois Greer

Lemma 14. Let (Z — B, f : Z — P,) be freely movable, and fix some subvariety T1 C P. Then for

general b € B, Zj, intersects I1 transversely.

Proof. We argue using local holomorphic coordinates. Suppose that IT C P is simply C* C C", and that
f» : D" — P is an embedding. Assume for the sake of contradiction that the locus ¥ C D" x B where f;
is not transverse to IT surjects onto B. We may choose 0 € B such that ¥ — B does not have a multiple

fiber over 0. If fj is nontransverse to IT at p € D", then we have
C’+dfo(T,D") C C".

Let ¥ be a vector outside the subspace above, and use the hypothesis of free movability to find a subfamily
fi : D" — P and section x(t) € D" such that x(0) = p and g—[ —o(fox)=v. Since ¥ does not
have a multiple fiber, there exists another section y(¢) € D" such that y(0) = p and f;(y(¢)) meets I1
nontransversely. Now

fi(y@®) = fo(p) = (fi(y(®) = fi(x (@) + (fi (x(©)) = fo(p))-

At first order in 7, the left-hand side lies in C¢, the first term on the right-hand side lies in the image of d fj,
and the second term on the right-hand side lies in the span of v. This contradicts our choice of v. Since
transversality is Zariski open, we obtain the statement for general b € B. O

Any smooth curve C C X with class £4nf maps isomorphically to a line L C Y. The preimage 7~ (L)
will contain C, so to set up the enumerative problem, we consider the family of all elliptic surfaces over

lines in Y.
Definition 15. Let U — F(Y) x Y be the universal line, and form the fibered product
=X xyU.
The natural morphism v : ¥ — F(Y) is flat by base change and composition:
S — X
e
' 4
FY)+«+——U——Y

The family v will be our primary object of study. Its fiber over a line [L] € F(Y) is simply 7~ !(L).
Proposition 38 shows that for k < 4, the fibers of v have no worse than isolated A, singularities. We have
an associated moduli map to the Weierstrass moduli space

ux  F(Y)—> Wy
by restricting the global Weierstrass equation from Y to L.
Lemma 16. The map wx is an immersion for general Y and X € W (Y, O(k)).

Proof. This is a statement about unordered point configurations on P!, The argument is rather technical
and is relegated to Appendix B. O
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If we fix Y and vary X € W(Y, O(k)), we obtain a family of immersions py.

Proposition 17. The family of immersions given by F(Y) x W(Y, O(k)) — W is freely movable in the
sense of Definition 13.

Proof. This follows from surjectivity of the restriction map
HO(Y, 04k)) ® HO(Y, O(6k)) — H(L, O(4k)) ® H(L, O(6k)).
There is no need to vary the line L, only [A : B] € W(Y, O(k)). O

By Lemma 14, we may assume after deformation that wy is transverse to any fixed subvariety of W.
This will be applied to the Noether—Lefschetz loci inside W;. The intersection of uy with the discriminant
divisor in W is responsible for the correction term ®(g) in Theorem 5.

3. Noether-Lefschetz theory

Let S € W be an elliptic surface. Its Picard rank is automatically > 2 because its Néron—Severi
group NS(S) contains the fiber class f and the class of the identity section z. Any section class has
self-intersection —k by adjunction, so NS(S) contains the rank 2 lattice:

ra=(7 1)

We refer to this sublattice as the polarization, and it comes naturally from the elliptic fibration structure.

Remark 18. Except for the K3 case (k = 2), the elliptic fibration structure on S is canonical because Kg
is a nonzero multiple of the fiber class.

Definition 19. An elliptic surface S € W is called Noether—Lefschetz special if its relatively minimal
resolution has Picard rank > 2.

Theorem 20 [Cox 1990]. All components of the Noether—Lefschetz locus in Wy are reduced of codimen-

sion k — 1, except for the discriminant divisor, which is codimension 1.

Noether-Lefschetz theory is the study of Picard rank jumping in families of surfaces. The short exact
sequence of Shioda—Tate for an elliptic surface clarifies the two potential sources of jumping:

0 — V(S) — NS(S) = MW(S/P') — 0. 3)

Here V (S) is the sublattice spanned by the zero section class and all vertical classes, and MW (S/ P
is the Mordell-Weil group of the generic fiber, which is an elliptic curve over C(P!). If S is a smooth
Weierstrass fibration, then all fibers are integral, so V (§) is simply the polarization sublattice. The group
MW (S/P!) will be torsion-free in the cases that concern us (see Appendix A), so the intersection form on
NS(S) splits the short exact sequence (3). In particular, the orthogonal projection IT : NS(S) — V(8§)*+
induces an isomorphism of groups

MW(S/PY) — vV ($)*t.



2344 Francois Greer

Lemma 21. If o € NS(S) is the class of a section curve, then its orthogonal projection to V(S)* has

self-intersection

—2(z-0+k).

Proof. Since MW (S /P) is torsion-free, o is orthogonal to all the exceptional curves. The projection can
be computed by applying Gram—Schmidt to the polarization sublattice ( f, z). U

Lemma 22. If o is a section curve, and o*™ its m-th power with respect to Mordell-Weil group law, then
the class of o™ in NS(S) is given by

[0 1=mo —(m—1)z+(z-0 +k)m(m —1) f.
In particular (c*™) - 7 grows quadratically with m.

Proof. The class on the generic fiber is computed using the Abel-Jacobi map for elliptic curves. To
determine the coefficient of f, use the fact that any section curve has self-intersection —k in NS(S). [

Lemma 23. If o is the class of a section curve, and 1 : § — X is the inclusion morphism, then
o)=L+ (z-0+k)f € Hy(X, Z).

Proof. The class can be computed by intersecting with complementary divisors. The global section
i(Y) C X has normal bundle Oy (—k), whence the shift. U

Setting NSo(S) := (f, z)= C NS(S) and V(S) := NSo(S) NV (S), the sequence
0 — Vo(S) = NSo(S) - MW(S/P!) — 0

is also split exact. The lattice V((S) will be a root lattice spanned by the classes of exceptional curves.
To set up the Noether-Lefschetz jumping phenomenon, we consider the full polarized cohomology
lattice

A(S) = (f, 2)t C H*(S, 7).

Theorem 24. As abstract lattices, A(S) ~ H®* 2@ Es(—1)®*, where H denotes the rank 2 hyperbolic
lattice, and Eg(—1) denotes the Eg lattice with signs reversed.

Proof. By Poincaré duality, the pairing on H2(S, Z) is unimodular, and the Hodge index theorem gives
its signature to be (2k — 1, 10k — 1). The polarization sublattice ( f, z) is unimodular, so its orthogonal
complement is as well. The Wu formula for Stiefel-Whitney classes reads

a-a=a-Kg (mod?2),

so - € 27 for a € (z, f)*. By the classification of indefinite unimodular lattices, there is a unique
even lattice of signature (2k — 2, 10k — 2), namely the one above. O
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By the Lefschetz (1, 1) theorem, we have
NSo(S) =~ (H*°(S) ® H*?(S))z N A(S),

so the Picard rank jumping can be detected from the Hodge structure of S. There is a period domain which
parametrizes polarized” Hodge structures on the abstract lattice A. A weight 2 Hodge structure can be
interpreted as a representation of the Deligne torus S! =Res¢ /RC*, valued in the orthogonal group O (AR):

¥ :S'— 0(AR),
such that v (1) = t? for t € R*. The Hodge decomposition comes from extending linearly to A, and setting
HP () ={v e Ac: ¥ (2) - v=2z"z7v}.

For fixed Hodge numbers, the group O (AR) acts transitively via conjugation on the set of such repre-
sentations. This realizes the relevant period domain as a homogeneous space:

D>~0Q2k—-2,10t—-2)/ £ Uk —1) x O(10k —2).

This can alternatively be viewed as an open orbit inside a complex flag variety, so in particular it has
a complex structure. It contains a sequence of Noether—Lefschetz loci, which are given by

N, = |J (weD:H>@)cp),
BeA, (B.B)=—2n

each of which is simultaneously a homogeneous space
NL,, ~ O (2k — 2, 10k — 3)/ Uk —1) x O(10k —3)

and a complex submanifold of C-codimension k — 1. These loci parametrize Hodge structures on A
which potentially come from a surface S with NSq(S) # 0, since 8 € NSo(S).
The family .¥/ — F(Y) is generically smooth, so we have a holomorphic period map

j:FX)-->T\D,
defined away from the singular locus, where I" is the image of monodromy for the smooth family, which
lies in the arithmetic group O(A) C O (AR).
Proposition 25. The period map j is an immersion away from the singular locus.

Proof. Combine Lemma 16 with the infinitesimal Torelli theorem of M. Saito [1983] for deformations of

smooth elliptic surfaces. O

By Proposition 38, singularities in the fibers of v are ADE type when k < 4, so the local monodromy
of the smooth family is finite order. This allows us to extend j over all of F(Y) on general grounds
[Schmid 1973]. The extension can be understood explicitly in terms of a simultaneous resolution (see
Theorem 26). The period image of a singular surface is the Hodge structure of its minimal resolution.

ZFor the rest of the paper, all Hodge structures are assumed to be polarized.
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The Noether—Lefschetz numbers of the family . — F (Y') are morally the intersections of j.[F (Y)] with
NL,, := '\NL,, c '\ D.

However, since I" contains torsion elements, the period space I'\ D has singularities. To compute the
topological intersection product we consider instead the smooth analytic stack quotient [I"\ D]. The
period map j does not lift to this stack, so in Section 4 we construct a stack §(Y) with coarse space F(Y),
admitting a map

j:§Y) = [O(M)\D].

lifting the classical period map, which extends to all of F(Y).

Lastly, we note that the Noether-Lefschetz loci NL,,, C [O(A)\D] are irreducible after fixing the
divisibility of the lattice vector. This follows from a uniqueness theorem for embeddings of rank 1 lattices
into a unimodular lattice; see Theorem 1.1.2 of [Nikulin 1979]. The locus NL,, C [O(A)\ D] decomposes
into components indexed by m € N such that m?|n. Let v,, € A be a lattice vector of self-intersection
2n/m? so that mv,, has self-intersection 2n. Then we can write

NLy, = (] O(M)\{y € D: H**(y) Cvyy).

m2|n
4. Simultaneous resolution

In this section, we study flat families of surfaces with rational double points, focusing on the A, case.

Theorem 26 [Brieskorn 1968]. Let w : X — B be a flat family of surfaces over a smooth variety B, such
that each fiber X, has at worst ADE singularities. Then after a finite base change B’ — B in the category
of analytic spaces, the new family ' : X' — B’ admits a simultaneous resolution, a proper birational

morphism X' — X' which restricts to a minimal resolution on each fiber of 7.

Etale locally it suffices to consider a versal family. In the case of the A, singularity (x2 + y2 =z +1),
this family is given by
Py = s T s, )

in the deformation coordinate 5 € S = C”. The base change required is given by the elementary symmetric

polynomials

si=0i41(0),
where 7 e T = Spec Clt, t1, ..., 1,1/ > t; = CP. The cover is Galois with deck group &, branched
over the discriminant hypersurface. After base change, the equation can be factored

P
Xyt = l_[(z +1;).
i=0
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Singularities in the fibers occur over the big diagonal in 7', which is the hyperplane arrangement dual to
the root system A, >~ 7Z” C C". The &3 covering T — § in the case of Aj is pictured below.

A simultaneous resolution can be obtained by taking a small resolution of the total space. This is far from
unique; one can write the total space as an affine toric variety, and then choose any simplicial subdivision
of the single cone:

5 S N - N S5 S - N N i +2
Zi(ey, e, ...,6p42,€1 —€2+€3,61 —€r+€4,...,€6] —€2+€,42) CL .

The smooth fiber in both families is diffeomorphic to a resolved A, singularity, and therefore has
cohomology lattice

H*(X;,7) ~ A, (—1).
The Gauss—Manin local system on S — A corresponds to the representation
(S —A) =Brpp1 = Gp1 — O(A)),

where Br, 1 denotes the braid group, and G, is the Weyl group of A, acting by reflections. The base
change morphism 7" — S can be interpreted as the quotient C¥ — C* /&1 > C” by extending the Weyl
group action C-linearly to A, ® C. The quotient map is ramified along the dual hyperplane arrangement
and branched over the discriminant A.

Artin framed Theorem 26 in the language of representable functors.

Theorem 27 [Artin 1974]. For X — B as above, let Resx,p be the functor from Sch /B — Set
which sends

[B' — B] > {simultaneous resolutions X' — X' = X x g B'}.

Then Resx g is represented by a locally quasiseparated algebraic space.
The space is often not separated, even in the case of an ordinary double point A;:

Example 28. Let X — C be the versal deformation of A;: x4+ y2 + 72 = ¢. To build a simultaneous
resolution, we base change by ¢ +— t2 and then take a small resolution of the threefold singularity
x2 + y2 4 z% = 1% There are two choices of small resolution, differing by the Atiyah flop. Hence, the
algebraic space Resy,c is isomorphic to A, with the étale equivalence relation

Z=AU{(x,—x):x #0} c Al x Al
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To do intersection theory, we want a nicer base for the simultaneous resolution, namely a smooth
Deligne—-Mumford stack. From the perspective of periods we only need a resolution at the level of
cohomology lattices. Let A C B be the discriminant locus of the family, and j : U < B its complement.
Assuming that U is nonempty, we have a Gauss—Manin local system R’y (Z) on U(C) whose stalk at
b e U is H*(Xp, Z) equipped with the cup product pairing.

Remark 29. In our situation, we will consider instead the primitive cohomology Rzmj*(Z)prim C
R?my.(Z) whose stalk at b € U is isomorphic to the orthogonal complement of the polarization sublattice
(f, z) as defined in Section 3. This is well-defined over U because ( f, z) is monodromy invariant.

The pushforward sheaf
H:= j*Ran* (Z)prim

is a constructible sheaf on B(C) whose stalk at b € A(C) consists of classes invariant under the local
monodromy action.

Definition 30. Let A be the stalk of H over a smooth point b € U(C). A cohomological simultaneous
resolution is an embedding H < L into a local system L on B(C) with stalk A.

If X — B admits a simultaneous resolution, then the local monodromy action is trivial so  is a local
system already. If it does not, then the cohomological resolutions are representable by a stack:

Definition 31. The monodromy stack B over B is the following category fibered in groupoids. An object
of B is given by a pair
(f:B = B,i'": f*H 1),

where [’ is a local system on B’(C) with stalk A. A morphism from (B, f,1’,i") to (B”, g,”,i") is a
map & : B’ — B” such that f = g o h, and an isomorphism ¢ : h*[L — L such that i’ = ¢ o h*{".

To check that ‘B is a stack for the étale topology on B, we must verify that isomorphisms form a sheaf,
and that objects satisfy descent. Both of these follow from the corresponding facts for local systems and
the fact that étale morphisms of C-schemes induce local isomorphisms on their underlying analytic spaces.
Automorphisms of an object (B’, f, L', i") are the automorphisms of " which fix i’(f*#). When B’ is
a point p, then #H, is the space of local invariant cycles, so the automorphism group is generated by
reflections in the vanishing cycle classes.

Theorem 32. The stack B is Deligne—Mumford.
Proof. We have natural morphisms

Resy,p — B — B,

since a simultaneous resolution induces a cohomological one. Hence, B is an algebraic stack by
Theorem 27. The Deligne-Mumford property follows from the fact that simple surface singularities have
finite monodromy. 0
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Proposition 33. If X — S is the versal family of the A, singularity as described in (4), then its monodromy
stack is isomorphic to
[T/ 6p+1],

which has coarse space S.

Proof. We define an equivalence of categories fibered over Sch /S. An object of [T/S,41](Y) consists of
a principal G, -bundle E — Y with an equivariant map f : E — T. Composing with the coarse space
map [T /&,41] — S produces amap f : Y — S. Let L be the sheaf of sections of the associated bundle

Exg,  Apy—Y,

p+1
which has fiber A,. We can describe H as the sheaf of sections of
T X6p+1 Ap — .

To be single-valued in a neighborhood of s € §, a section of 7 must send s to the class of (¢, a), where a is
fixed by all g € Stabg,,, (r). Since the action of &, is generated by reflections in the roots R(A,) C A,
this condition is equivalent to

ae(ttNRA).

With this in mind, we define
F={(,a):ae(fey* NR(A)) ) CExA4,.
This is &, -invariant, so it descends to
FCEXxeg,, Ap
over Y. The equivariant map f : E — T induces a map
E><@p+1 A, — (T XG4 A,) xXgY. &)
If F is the sheaf of sections of F' — Y, then (5) gives an isomorphism
F— f*"H.

Morphisms in [7/& 1] are Cartesian diagrams of principal bundles with commuting equivariant maps,
which induce morphisms of the above data. This defines a functor from [T /&, 1] to the monodromy stack.
Recall that the action of G, on A, gives an equivalence from the category of principal &, -bundles
to the category of A ,-local systems. The data of commuting maps to 7 corresponds to the coincidence of
cohomology subsheaves, so our functor is fully faithful.

To show essential surjectivity, let (f : Y — S,i: f*H < L) be an object of the monodromy stack.
The bundle E of Weyl chambers in the stalks of L is a principal &, -bundle over Y. Let A’ C A be
the smallest singular stratum containing the image of f, which corresponds to a partition of p + 1, or
equivalently a conjugacy class of subgroup G C &,1. The general stalk of f*# is isomorphic to the
invariant sublattice (A p)G. We can form the associated bundle

E:=E X6, Sp+1/G.
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The fact that f*H extends to a local system over Y implies that it is trivial, so E is a trivial bundle. Any
choice of lift ¥ — T gives rise to an equivariant map from E — T. Lifting this to an equivariant map
E — T is automatic because each G-coset maps to the same point of 7. U

More generally, if X — B has only A, singularities in the fibers, then étale locally on B, we have

B—)l_[Sj
J

to the versal bases of the isolated singularities in the central fiber. There is an embedding of the associated
root lattice A C A, which induces an embedding of the Weyl group W(A) C O(A). The monodromy of

a morphism

the family lies in W (A), which implies that the diagram

B — Hj[Tj/Gpj"rl]

|

B———TI;S;

of stacks is 2-Cartesian. In particular, B is the coarse space of 8. If the family has maximal variation at
each singularity then ‘B is smooth.

We apply Theorem 32 to the family v : . — F(Y) to obtain a Deligne-Mumford stack §(Y) such that
the (primitive) Gauss—Manin system on the smooth locus extends to a local system L on all of §(Y) with
stalk A. Let € be the principal O (A)-bundle on §(Y) of isomorphisms from L to the constant sheaf A.
There is an equivariant map from € — D sending a point in € to the Hodge structure on A obtained by
identifying the stalk of L with A via the isomorphism. This data gives the desired stacky period map

j:85(Y) = [O(M\D]

extending j : F(Y) --+» O(A)\D.

5. Modularity statement

The work of Kudla and Millson produces a modularity statement for intersection numbers in a general
class of locally symmetric spaces M of orthogonal type. In this section, we summarize the material in
[Kudla and Millson 1990],3 and adapt it to our situation.

Let M be the double quotient '\O(p,[)/K of an orthogonal group on the left by a torsion-free
arithmetic subgroup preserving an even unimodular lattice A C R?*, and on the right by a maximal
compact subgroup. This is automatically a manifold, since any torsion-free discrete subgroup acts freely on
the compact cosets. We can interpret O (p, [)/K as an open subset of the real Grassmannian Gr(p, p +1)

3We match the notation of [Kudla and Millson 1990] for the most part, but all instances of positive and negative definiteness
are switched.



Modular forms from Noether—Lefschetz theory 2351

consisting of those p-planes Z C R”*! on which the form is positive definite. For any negative definite
line (v) C RP, set
Coy:={ZeO0(p,1)/K :Z C (v)*}

which is R-codimension p. Indeed, the normal bundle to 5(1;) has fiber at Z equal to Hom(Z, (v)). While
the image of C (v) In M may be singular, it can always be resolved if we instead quotient by a finite index
normal subgroup of I'. Furthermore, [Kudla and Millson 1990] gives a coherent way of orienting the c (v)»
so that it makes sense to take their classes in the Borel-Moore homology group H" (M)~ H? (M).

For any positive integer n, the action of I" on the lattice vectors in A of norm —2n has finitely many
orbits [Borel 1969]. Choose orbit representatives {v1, ..., vt}, and set

k
Czn = U C(v,-)-
i=1

The image of (~72,, in the arithmetic quotient M is denoted by C,. Locally, 5n is a union of smooth (real)
codimension p cycles meeting pairwise transversely, one for each lattice vector of norm —2n orthogonal
to Z. We quote the following result directly from [Kudla and Millson 1990], in the case of Sp(1) >~ SL(2):

Theorem 34. For any homology class a € H,(M), the series

o0
aNe(V)+ > an[Cyle™™

n=1
is a classical modular form for v € H of weight (p +1)/2. The constant term is the integral of the Euler
class of the (dual) tautological bundle of p-planes.

Remark 35. The statement in [Kudla and Millson 1990] does not specify the level, but when the lattice A
is even and unimodular, we will see that the level group is the full modular group SL,(Z). The proof of
Theorem 34 proceeds by considering the functional ® : (A ® R) — C on Schwartz functions given by
a sum of delta functions supported at lattice points:
O=>) 5.
VEA
Now (A ® R) admits an action of O (A ® R) x Mp,(R), where the first factor acts by precomposition,
and the second factor acts via the Weil representation. Explicitly, the generators S and T of Mp,(Z) act via

sgn(A)mi/4
Jaei A fx),

where f denotes the Fourier transform. Since I' C O(A), we see that ® is I"-invariant. Observe that ® is

(T-f)x)=e" Y f(x) and (S-f)(x) =

also Mp, (Z)-invariant, using the Poisson summation formula combined with the fact that A is even (for
T), unimodular (for S), and sgn(A) is divisible by 8. Kudla and Millson then defined the composition

6: H* (O(Ap), 7 (AR)) > H*(T, .7 (Ag)) 2> H*(T',C) ~ H*(M, C).

cts
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The cohomological theta correspondence is a morphism:
H(M,C)® H. (O(AR), #(AR)) — € (Mp,(R)), (n, V) > p(g) = / pnAO(g-v),
M

for g € Mp,(R). The action of Mp,(R) on H}, (O (AR), -7 (ARr)) induces an action of its complexified
Lie algebra, which splits into h & p4 @ p_ (the Cartan, holomorphic, and antiholomorphic parts). If v
is annihilated by p_, and § acts on v with weight w, then ¢ descends to a holomorphic modular form
of weight w/2 for Mp,(Z). If m is even, then this modular form descends to SL,(R). Kudla and Millson
constructed special classes v such that the resulting ¢ has only positive Fourier coefficients controlled

by intersection numbers with the special cycles Co,,.
To apply this statement to our situation, we note that the further quotient map
g:D—> 0Q2k—-2,106—2)/O2k —2) x O(10k —2)

is a smooth proper fiber bundle with fiber SO (2k—2)/ U (k—1). Given a positive definite real (2k—2)-plane
Z C AR, a polarized Hodge structure is given by a choice of splitting

Ze~H? @ H*? C A¢

into a pair of conjugate complex subspaces, isotropic with respect to the form. A fiber of g over [Z]
corresponds to this choice, which does not affect the orthogonal complement of Z. Thus, the Noether—
Lefschetz loci in D are pulled back from the symmetric space:

ﬁf&n = 871(52;1)-

The constant term of the series can be interpreted in terms of the Hodge bundle on I'\ D. Indeed, if V is

the tautological bundle of p-planes,
FVRC=v"2g V20,

where each summand is isomorphic to g*V as a real vector bundle. There is a natural complex structure
on V29 coming from the Hodge filtration, so we can take its Chern class:

cop(V0) = g*e(V).

Theorem 34 is only proved for I' torsion-free, so that M is a manifold. For our application, we need to
allow torsion elements, since ADE singularities have finite order monodromy. For convenience, we will
take I' = O(A).

Lemma 36. O(A) contains a finite index normal subgroup which is torsion-free.

Proof. This is a well-known result of Selberg; see for instance Corollary 17.7 in [Borel 1969]. O
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We denote the torsion-free subgroup by I'is C O (A). The analytic stack [ O (A)\ D] can be realized as the
quotient of a complex manifold by a finite group G >~ O (A)/ I'is. The spaces described above are related by

D:=Ty\D

N

[O(M\D] M

=

where & is a G-cover, and g is a proper fiber bundle. The modularity statement carries over to intersections
on the stack as follows. If @ € H,([O(A)\D], Q) is a rational homology class, and NL,, C D is the
Noether—Lefschetz locus in the manifold D,

o Nhy[NLy,] = h*a N [NLy,] = h*a N g*[Canl = guh* o N [Canl,

by repeated applications of the push-pull formula, which is valid for smooth stacks of Deligne-Mumford
type in the sense of [Behrend 2004]. Since the locus NL,, inside D is O(A)-invariant, its pushforward
under /& acquires a multiplicity of |G|. This overall factor can be divided out from the generating series.
With these adjustments, we modify Theorem 34 to fit our Hodge theoretic situation:

Theorem 37. For any homology class o € H,([O(A)\D], Q), the series

o0
9(q) =aNcp() + Y e N[NLy,1q"
r=1
is a modular form of weight 6k — 2 and level SL,(Z). The constant term is the integral of the top Chern
class of the dual Hodge bundle.

We apply this statement to the o = j,[§(Y)], as defined in Section 4. To compute the intersection
product, we spread out the period map to a section of a smooth fiber bundle over (Y. Using the principal
O(A)-bundle & — F(Y) in the definition of j, we set

D(L) :=D xp) €=[(D x €)/0(A)],

which admits a section s : F(¥) — D(L) coming from the graph of the period map. The Noether—Lefschetz
loci can be spread out similarly
NL,, (L) :=NLy, x o(a) €.

By Lemma 2.1 of [Kudla and Millson 1990], after further shrinking I's, we may assume that NL,, c D
has only normal crossing singularities. As a result, the map from the normalization NL,, ()™ — D(L)
is a local regular embedding. The section s : F(¥Y) — D(L) is also local regular embedding of stacks, and
it fits into the 2-Cartesian square:

W —* 5 NLy, (L)mom

1l

F¥) ——— D)
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The desired intersection number is given by
3TN INLy, ] = 5.[F(¥)] N [NLg, (1)™™] = deg s'[NLg, (1)"™] = deg g [F(Y)].

We use Vistoli’s formalism [1989] to write the Gysin map g’ in terms of a normal cone. Let N = (s")*N,,
a vector bundle containing the normal cone Cy,z(y). Since W C §(Y) is a closed substack of a Deligne—
Mumford stack, and N is the dual Hodge bundle on W, we are in the algebraic setting of Vistoli, so
the intersection number is given by OXN[C w/g)]. This can be computed étale locally on §(Y). If
f:Z — §(Y) is an étale morphism from a scheme, we can form the fibered product

DL);:=Z x DIL)— Z
$Y)

which also admits a section sz : Z — l_)([l_) z. Lastly, we form Wz = Z xzy) W and NL,,(L); =
D(L)z X 1, NLy,(L). This spaces fit into the cubic diagram below, where each face is 2-Cartesian.

WZ W—42n(|]—)Z
\ 82\
p
w l m&n (l]-)
z Y D)y g
\ | \ )
F() - D(L)

The front and lateral sides are 2-Cartesian by construction, the bottom uses the fact that s is a monomor-
phism, and the top and back are proven by repeated application of the universal property. All the diagonal
morphisms are étale, by stability of the étale property under base change. The normal cones are related by

Cw,z= () Cwzm).
Assuming that Z covers the support of W in F(Y), we have
deg g,[Z] = deg(f) - deg ¢'[F(V)].
We use this formula in Section 7 to compute the contributions of 0-dimensional intersections to the ®(g)
correction term.
6. Discriminant hypersurfaces

Consider the cuspidal hypersurface cut out by A =4A3+427B? of degree 12k inside P"*+!. The intersection
multiplicity of a line L C P"™*! with A dictates the singularities in the surface 7 ~!(L). Mildly singular
elliptic surfaces still have pure Hodge structures (given by a minimal resolution), and the presence of
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exceptional curves makes these surfaces Noether—Lefschetz special. The contributions of such singular
surfaces to the modular form ¢(g) are enough to determine it uniquely. In this section, we compute those
contributions using classical enumerative geometry.

Proposition 38. The fibers of v : . — F(Y) have isolated rational double points of type A,.

Proof. The surface 7' (L) can only be singular at the singular points of the cubic fibers, since elsewhere
it is locally a smooth fiber bundle.

o If L intersects Ay, at a point p with multiplicity 1, then the local equation of 7 ~'(L) near the node
in the fiber 7 =1 (p) is
X2+ y2 =1t

This is an A, singularity.* We refer to such lines as Type I.

o If L intersects Agjyg = (A) N (B) at a point p, then the fiber 7~ '(p) has a cusp. The local equation
of w~1(L) there depends on the intersection multiplicity « (resp. B) of L the hypersurface (A)
(resp. (B)):

x4 y?=1%% +1°.

This singularity can be wild for large values of « and $, but the codimension of this phenomenon
isa+ B —1. For k <4, only A; and A, singularities can occur for L € F(Y) since the latter has
dimension k — 1. We refer to such lines as Type 1.

o ‘ B ‘ Type
n>1 1 Ag

1 n>1| A

2 2 Ay

Lastly, we must rule out the possibility of lines L C Y lying completely inside A, because otherwise
7~ 1(L) would not be normal. For this, consider the incidence correspondence

Q={(L,[A:B]): 4A>+27BY)|, =0} C F(Y) x W(P"™, O(k)).

The first projection Q — F(Y) is surjective and has irreducible fibers. To see this, note that if
(4A3 +27B?%) |, =0, then
Alp==3f% BlL=2f

for some f € HO(P', O(2k)), by unique factorization. The codimension of this locus in W (P!, O(k)) is
greater than
8k >k —1=dim F(Y).

Hence, the second projection is not dominant, so for general A and B, there are no lines on Y contained
inside the discriminant hypersurface. U

4By convention, Ag means a smooth point.
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We introduce tangency schemes to record how these A, singularities appear,

Definition 39. Given a partition u of 12k, let

T.(A) := {L:AsmmLzzujpj} CcG,m+1).

Proposition 40. For general A and B, T, (A) has codimension

l
Y =1
j=1

when the latter is < k < 4.

Proof. For the partition (u1, 1, ..., 1), consider the incidence correspondence
Qu ={(L, p,[A: B]): pe L, mult,(A’+ B[ > 1} CU x W(P"H!, Ok)),

The first projection €2,,, — U has fiber cut out by 11 equations on W, which we wish to be independent.
Setting A(t) =ag+ait+--- and B(t) = by + b1t + - - - for ¢ the uniformizer at p, the differential of the
multiplicity condition is given by

3a? 0 0 0---2pp 0 0 ---0
6apar 3a3 0 0--- 2by 209 O --- 0
6apar +3aj 6apay 3ai 0 --- 2by 2by 2by -+ O

The rows are independent unless ap = by = 0. In this case, comparing the ¢-valuations of A, B, and
A3+ B? we see that A(7) (resp. B(t)) is actually divisible by tTm/31 (resp. t11/21y when p; < 6. There
is an entire irreducible component

Qun={(L,p, A, B): peL, mult,(A) > [p1/3], mult,(B) = [11/2]} C @

whose fiber a pair (L, p) is a linear subspace of W. For u; < 6, ,, is equidimensional with two
irreducible components of dimension dimG + 1 +dim W — u:

Q= Qm,l U Qm,H-

Note that €2,,, 11 consists of lines with points which lie in the singular locus of A, where A = B = 0.
Since we are ultimately interested in 7, (A), which is defined in terms of tangency at smooth points of A,
we focus on €2, 1. Consider the second projection £2,,, 1 — W. It is dominant by a dimension count, so
the general fiber must have codimension u; — 1.

The case of a general partition  is similar; gather only the multiplicities u; (1 < j <[) which are
greater than 1, and consider

Qu={(L.pioo i A B pj e L (A B =) 1ipj | € U xcU)x W (R, 0h)
= UxW.
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Consider the fiber at (L, p1, ..., p;) € % for distinct points p; € L. If A and B do not simultaneously
vanish at any of the points, then the matrix of differentials can be row reduced to a matrix with blocks of
the form

1 2 .3
aaﬁ(l,x,x X7 ) x=p; 0<n<up;.

This is a generalized Vandermonde matrix which has independent rows since the points are distinct. If A
and B vanish simultaneously at some p;, then in fact they vanish maximally, which is a linear condition
on W of the expected codimension. Hence, the general fiber of €2, — % has 2! irreducible components,
which collapse over the big diagonal. Since the monodromy is trivial, we conclude that €2, itself has 2! com-
ponents. We are only interested in one of them, €2, ;, which gives the desired codimension for 7, (A). [J

Next, we will show that Type Il lines L € F(Y) are always limits of Type I lines (when k < 4), so we
can effectively ignore them. Trailing 1’s in the partitions are suppressed for convenience.

Lemma 41. Let J, g(A, B) C G(1, m+1) be the locus lines L meeting (A) (resp. (B)) with multiplicity o
(resp. B) at a common point p € (A) N (B). Then we have

Ji2(A, B), J13(A, B) CTh(A);  2(A, B) CT3(A).
These are the only Type Il lines which remain after intersecting with F(Y).

Proof. Since J; »(A, B) is codimension 2, we intersect A with a general P> C P"*+! containing p. The
Type II lines are those which pass through the cusps of P> N A in the preferred (cuspidal) direction.
They lie in the dual plane curve to P2 N A. Since J22(A, B) and J; 3(A, B) are codimension 3, we
intersect A with a general P3 C P"*! containing p. The lines in J> 2(A, B) are those tangent to the curve
P3N (A) N (B). They are always limits of flex lines at smooth points of P3N A, by a local calculation.
The lines in J; 3(A, B) are those meeting P3N (A) N (B), while being flex to P3N (B). They are always
limits of tangent lines at smooth points of P> N A, by a local calculation. U

With these dimension results in hand, we turn to degree computations. The main tools are the Pliicker
formulas relating degree, # of nodes, and # of cusps for a plane curve (d, §, c¢) with those three numbers
for the dual curve (d*, §*, ¢*). Note that §* (resp. ¢*) is the number of bitangent (resp. flex) lines to the
original curve.

Proposition 42. The class of To(A) in Hyy—2(G(1, m + 1)) is Poincaré dual to
12k(6k — 1) - 01 € HX(G(1, m + 1)).

Proof. We intersect [T>(A)] with the complementary Schubert class o !, which is represented by a pencil
of lines in a general P> C P"*!. Since P> N A is a curve of degree d = 12k with ¢ = 4k - 6k cusps, the
intersection number is given by the Pliicker formula for the dual degree:

d*=d(d—1)—3c. O
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Proposition 43. The class of T3(A) in Hyp—4(G(1, m + 1)) is Poincaré dual to

24k(10k — 3) - o1 + 24k(6k — 1)(4k — 1) - 0 € HY(G(1, m + 1)).

Proof. First, we intersect [T3(A)] with the class o''!, which is represented by all the lines in a general
P2  P"*!. The intersection number is again given by the Pliicker formula for flex lines applied to P> N A:

c*=3d(d—-2)—8c.

Next, we intersect with the class o', which is represented by all lines through a point in a general
P? ¢ P"*!. To compute this number we find the top Chern class of a bundle of principal parts. Consider
the universal line U — G(1, 3) x [P3, and let P denote the bundle whose fiber at a point (L, p) is the
space of 2nd order germs at p of sections of Oy (12k). The surface P> N A induces a section of P, by
restriction, vanishing at each flex. By standard arguments in [Eisenbud and Harris 2016], P admits a
filtration with successive quotients given by

73 Ops (12k), 715 Op3 (12k) ® Q1 75 Op3 (12k) ® Sym*Qy, .-
By the Whitney sum formula, its top Chern class is given by

c3(P) = (12k¢)((12k — 2)¢ 4+ 01)((12k — 4)¢ + 207)
= 96k (6k — 1)(3k — 1)¢° + 48k (9k — 2)¢ %0y + 24k o?,

where ¢ denotes the relative hyperplane class on U — G(1, 3) as a projective bundle. We intersect this
class with oo € H*(G(1, 3)) to get the number of flex lines for A passing through a general point in P,

c3(P) - 00 =96k(6k — 1)(3k — 1) +48k(9k —2) + 24k.

This number is too high, since lines meeting (A) N (B) tangent to (B) have vanishing principal part, and
each contribute multiplicity 8 by a local calculation. If 6 : (B) — P3* is the Gauss map associated the
hypersurface (B), the number of such lines is

deg(0](a)n(p)) = 4k - 6k(6k —1).
Subtracting this cuspidal correction from the Chern class gives the desired number. |
Proposition 44. The class of T> 2(A) in Hap—4(G(1, m + 1)) is Poincaré dual to
108k (3k — 1)(8k* — 1) - 011 + 36k (6k — 1)(4k — 1)(3k — 1) - 02 € H*(G(1, m + 1)).

Proof. The intersection of [T 2(A)] with the class o s given by the Pliicker formula for bitangent lines
applied to P2 N A:

B d*(d*—1)—d —3c*

= 5 .

8*
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Next, we intersect with the class o2, which counts bitangent lines to S = P> N A passing through a general
point p € P? ¢ P"*!. Consider the projection from p

n,:5— P2.
The normalization of S is a smooth surface S, , and we write

~ )

n,:S—P

for the composition. The ramification curve R = R’ U R” has two components: R’ is the preimage of the
cusp curve, and R” is the closure of the ramification locus for IT p - Ssm —> P2 These lie over the branch
locus B = B’U B” C P? The degree of B” was already computed in Proposition 42,

deg(B") = 12k(6k — 1),

so we know its arithmetic genus. Nodes of B” correspond to a bitangent lines to S through p, and cusps
of B” correspond to a flex lines to S through p, which we already counted in Section 6. There are no
worse singularities in B” for a general choice of p, so it suffices to compute

8(B") = pa(B") — g(R").

The Riemann—Hurwitz formula says that
Ks=TI%Kp+R=—3H+R.
Realizing S inside the blow up of P? along ¥ = P3N (A) N (B), the adjunction formula reads
Ks=(12k—4)H — E = (12k —4)H — 2R’

Combining these equations, we deduce that

R"=(12k—-1)H —3R'.
This is enough to determine the genus of R”, using

H-H=12k; H-R =24k* R -R =48k

The latter can be computed inside the projective bundle PNy, p3, where R’ is the class of PNx(g). As
an additional check, observe that

R - R" =24Kk*(6k — 1) = deg(0](a)n(p)),
which agrees with the cuspidal correction from Section 6. Finally, we use the genus formula on R”:
2¢—2=(K5+R")-R"; 8(B")=12k(9%k — 1)(6k — 1)(4k — 1).

Subtracting the flex line count from Section 6 leaves the desired number. O
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In the sequel, we will use the notation
ty =T (A)]-F()

when this intersection is 0-dimensional, that is,

l
D wj—D=k-1.
j=1

By the results of Section 4, the stack §(Y) will have isotropy group

S,
j=!

at these isolated points.

7. Counting curves

We begin by discussing the case k = 1, which is trivial because the period domain is a point. Since F (Y)
is O-dimensional, let N,, = #F (Y), and we may assume that for each [L] € F(Y), the rational elliptic
surface S = 7~ (L) is smooth. Every class in the polarized Néron—Severi lattice NSo(S) =~ Ej is the
orthogonal projection of a section curve. The degree shifts from Lemmas 21 and 23 match, so we have

> rx(n)q" = Nubg,(q) — N
n>1

and 0, (¢g) is the modular form of weight 4, as desired.
For 2 < k < 4, recall the family of elliptic surfaces v : .¥/ — F(Y) defined by the diagram

S — X
FY) U Y

The period map j : F(Y) — O(A)\D lifts to an immersion of stacks j : §(¥Y) — [O(A)\ D] of Deligne—
Mumford type. Theorem 37 applied to o = j,[F(Y)] yields a classical modular form ¢(q) of weight
6k — 2 and full level. Our first task is to determine this modular form. We start by computing the constant

term as the top Chern class of the dual Hodge bundle:

Definition 45. The Hodge bundle of the family v : ¥/ — F(Y) is defined as the pushforward of the
relative dualizing sheaf:

A= (Wy/F(y))-
Proposition 46. Let S be the tautological rank 2 bundle on F(Y). Then

A2 Sym*2(8Y) ® Opyy(01).
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Proof. Writing v as the composition u o 77/, we compute the pushforward in stages.

T @y Fy)) =T @y @ 0y r(y))
=1, (wy/v) ® WU F(Y)
= Oy (k) @ wy/F(v)
= Oy (k&) ® Oy (=2¢) @ u*OF (v (01)

using the fact that 77" is a Weierstrass fibration, and u is the restriction to F(Y) of the projective bundle
P(S) — G(1, m + 1). Next, we compute

1 (Oy (k= 2)8) ® u*Op(y) (01) = Sym(S¥) ® Opy) (1) O
The top Chern class of A is enough to determine the constant term of ¢(g) when k = 2. Indeed:

Proposition 47. For k =2, 3, 4, the space of modular forms Mod(6k — 2, SL,(Z)) has dimension 1, 2, 2,
respectively.

Proof. This follows from the presentation of the ring Mod(e, SL,(Z)) as a free polynomial ring on the
Eisenstein series E4 and Eg. ]

The positive degree terms of ¢(q) are Noether—Lefschetz intersections. By the split sequence of
Shioda-Tate, there are two sources of jumping Picard rank in the family of Hodge structures.

» Resolved singular surfaces have nontrivial Vy(S). If e is the class of an exceptional curve, then
(f, z, e) has intersection matrix

01 O
1 -k O
00 -2

o Surfaces with extra sections have nontrivial Mordell-Weil group MW (S/P'). If o is the class of a

section, then ( f, z, o) has intersection matrix

0 1 1
1 -k z-0
1 z-0 —k

By the shift in Lemma 21, the Mordell-Weil jumping starts to contribute at order ¢g¥, which matches
the shift in Lemma 23 for the rational curve class on X. Thus, terms of order < k are determined by
enumerating the singular surfaces.

Remark 48. Every vector in the sublattice MW (S/P') corresponds to the class of some section curve.
On the other hand, classes in V(S) are less geometric: they are arbitrary Z-linear combinations of
exceptional curve classes, which are accounted for by the theta series ®(g).
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For k = 3, we can compute the full generating series. The ¢! term is given by

[oli =3[§(¥)]- [NL2],

which is an excess intersection along T>(A) N F(Y). If v € A lies in Z+ with v> = —2, then any integer
multiple mv € A lies in Z+ with (mv)? = —2m?, and the corresponding component of NL,,,> meets F(Y)
with isomorphic normal cone. As a result this excess intersection contributes 6 (q) to the generating
series ¢(g). Next, the g2 term is given by

[9l2 =3[S(¥)]- [NL4],

which is a O-dimensional intersection along 77 2(A) N F(Y). Since §(Y) has isotropy group &, x &,

there, we can compute

[pl = 1 t22.

This completely determines the modular form ¢(g), so we can solve for [¢];. The only remaining singular
surfaces which contribute are the 0-dimensional intersection along T3(A)N F (Y). Since §(Y) has isotropy
group G3 there, we have

0(q) = 2@101(@) + ;122 (01(9)* — 261 (@) + £ 13(62(q) — 3601 (q)) + er(n)q”
n>3

For each successive singular stratum, we subtract the root lattice vectors which are limits of previous
strata. There are 3 copies of A| in A, and there are 2 copies of A; in A} X Ay, so we subtract the double
counted exceptional classes.

For k = 4, there are too many undetermined excess intersections (denoted a;) to determine ¢(q), but
we still have the general form

0(@)=0(q) + Y _rxmq",

n>4

where the theta correction term is given by

O(q) = a161(q) + ax(61(q)* — 201(q)) +az(62(q) — 361(q)) + t2(63(q) — 462(q) — 301(q)* + 1861(q))
+1.22(01(9)° —361(9)) + 12.3(61(9)02(q) — 461(q)).

We conclude with two examples of the full computation:
Example 49. m =d =2.

The quadric surface ¥ C P is isomorphic to P! x P!, and the Weierstrass model X is a Calabi—Yau
threefold sometimes called the STU model. Its curve counts were computed previously, and can be found
in [Klemm et al. 2010].

0(q) = —2E4Es;  O(q) = —266+2640;.



Modular forms from Noether—Lefschetz theory 2363

Example 50. m =2,d = 1.

The hyperplane ¥ C [P? is isomorphic to P2, and the Weierstrass model X is a Calabi—Yau threefold,
which can also be realized as the resolution of the weighted hypersurface

XigCP(1,1,1,6,9).

The topological string partition function of X is computed in [Huang et al. 2015], but our formula is the
first in the mathematical literature.

0(q) = E; + LB E4ES  ©(q) = 47253 — 935820, +46008 67 + 324 6,.
Example 51. m =3, d =3.
The hypersurface ¥ C P* is a cubic threefold, and the Weierstrass model Y is a (non-CY) fourfold.

o(q) = BE+ 9, E2 ©(g) = 2089215 — 41075100 + 1969272 67 + 49140 6.

8. Future directions

Theorem 5 gives a generating series for true counts of smooth rational curves on X lying over lines
in Y. One can ask how this relates to the generating series for genus 0 Gromov—Witten invariants, which
virtually count nodal rational curves. When X is a threefold, the work of Oberdieck and Shen [2020] on
stable pairs invariants of elliptic fibrations implies via the GW/pairs correspondence [Pandharipande and
Pixton 2014] that

Y GW+nf)g" = (@) -ng)""*,
n=0

where 7(q) is the Dedekind eta function. We can recover this formula in the case k = 2, and for general k
the ®(q) correction term from Theorem 5 yields formulas for the local contributions of A, singular
surfaces § C X to the stable pairs moduli space; compare with [Toda 2015].

Counting curves in base degree e > 1 presents challenges involving degenerations of Hodge structures.
The analog of the family v in this situation is

S — X
S
7’ T
My(Y,e) +—C ——Y
where the Fano variety is replaced by the Kontsevich space of stable maps. At nodal curves
CluC, —Y,
the fiber of v is a surface with normal crossings,

S=a"YCHurT(C),
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which does not have a pure Hodge structure. Thus, the associated period map
Mo(Y,e) --»T\D

does not extend over all of M (Y, ). Since the Noether—Lefschetz loci in '\ D are noncompact, we must
compactify the period map to a larger target in order to have a topological intersection product. Such
a target (I"\ D)* is provided in [Green et al. 2017], which satisfies the Borel Extension property for all
period maps coming from algebraic families. The boundary of the partial completion (I"'\ D)* consists
of products of period spaces of lower dimension, whose Noether-Lefschetz classes satisfy a modularity
statement. Motivated by this observation and computations in the Hermitian symmetric case, we make a
conjecture for higher base degrees.

Let X be a Weierstrass fibration in W (Y, O(k)), where Y ¢ P"*! is a hypersurface of degree d, and

=(H -0+ (2-2)

Note: m =2 (mod e) is equivalent to integrality of this expression.

Conjecture 52. Let rx (e, n) be the number of smooth rational curves on X in the homology class el + nf.
Then for ke <4 orm = 2,

Y rx(e,mq" =¢(q) — O (),

n>1
where ¢(q) € QMod( e, SL»(Z)), and ©(g) € Q[O1, 03, O3] <ke-

Recall that quasimodular forms are an enlargement of the algebra of modular forms to include the

Eisenstein series E»:
QMod(e, SLy(2)) = Q[E>, E4, E¢].

Appendix A: Torsion in the Mordell-Weil group

Let S — P! be a regular minimal elliptic surface. The vertical sublattice
Vo(S) C NSo(S)

is a direct sum of ADE root lattices, one for each singular fiber. The discriminant group d; of each root
lattice is the component group of the Néron model for the degeneration. A torsion element of MW (S /P')
restricts to a nonidentity component on some fiber, so we have an embedding of finite abelian groups

TMW(S/P") — P d;
i
Furthermore, TMW(S/P') is totally isotropic with respect to the quadratic form on the discriminant
group. For the surfaces appearing in this paper (with k < 4), the discriminant group is sufficiently small
that there are no nontrivial isotropic subgroups, so MW (S/P') is torsion-free.
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Appendix B: Configurations of points on a line
We study configurations of 6k unordered points on P!. The moduli space of point configurations is given by
Mg := P% / PGL(2).

We will often ignore phenomena in codimension > k, since dim F(Y) =k —1and F(Y) C G(1,m+ 1)
is freely movable. Away from codimension k, there are at least

6k —2(k — 1) = 4k +2

singleton points. In particular, all such configurations are GIT-stable. For a fixed general hypersurface
B C P"*! of degree 6k, we have a morphism

(PB . G(l, m + 1) —> Mék’
given by intersecting with B. First we show that when m is large, ¢p has large rank.

Lemma 53. [f2m > 4k, then d¢ has rank > 2k at lines L meeting B in > 4k + 2 reduced points.

Proof. Consider the incidence correspondence
Q:={(B, L) :rank(d¢p) < 2k} C PN x G, m+1).

The second projection 2 — G(1, m + 1) is dominant, and we study the fiber of this morphism. Assume
that B intersects L transversely at ¢, o, p1, pa, ..., pa. Pick coordinates on P"*! such that T,B~pP"
is the hyperplane at infinity, o is the origin, and 7, B is orthogonal to L. The remaining points are nonzero
scalars, so we assume that p; = 1. Pick coordinates on G(1, m 4+ 1) near L by taking pencils based at
g € L and 0 € L in a set of m general P?’s containing L. At each marked point p;, the transverse tangent
space T), B is given by some slope vector
Xl' e C".
The (4k — 1) x (2m) matrix for d¢ restricted to these points is given by
porl = AL =L A2 =23 AT —A3  poAT =L AT AR

i parl =l ALl paA2 =23 A3 o paAT AR AR
P4k)‘{ - )‘éllk )‘{ - )‘th P4k)‘% - )‘ik )‘% - )‘ézlk s Ay = Ay A — A
The coordinates of Xi are free, and the small rank variety is cut out by the (2k) x (2k) minors of this

matrix. This is a linear section of a determinantal variety, defined by a 1-generic matrix of linear forms in
the sense of [Eisenbud 1988]. By the principal result of [Eisenbud 1988], it has the expected codimension

c=Q2kQ2m —-2k+1) > 2m.

Hence, the projection 2 — P" is not dominant for dimension reasons. O
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To understand the tangent space to F(Y) inside G(1, m + 1), we use the short exact sequence of
normal bundles
0— NL/Y — NL/IP"”*'] —> NY/[pm+1 |L — 0,

0— H(Npjy) = HY(Npjpns1) — HO(Ny jpus).
The tangent space T F(Y) >~ H O(NL /v) can be identified with the kernel of
HY(L,0()®") - H(L, O(d)).

This linear map can be understood as follows: for a set of m general P?’s containing L, consider
Yn |]3>l.2 = L UC;. The residual C; N L is a section of g; € HO(L,O(d - 1)), and together they give the
map. In coordinates, the matrix looks like

gun 0 g1 O .- 0
812 811 822 821 - 8m1
81d 81(d-1) 82d 82(d-1) --- 8m(d—1)
0 gu 0 g4 - &ud

Only the residuals matter when determining H°(N,. /v), and any set of residuals forms g; € H O(L,0@d-1))
comes from a hypersurface ¥ containing L.

Proposition 54. When 2m > 4k, the morphism
pux : F(Y) = Mok
is an immersion for general Y and X € W(Y, O(k)).

Proof. Consider the incidence correspondence
Q:={(Y,L): L CY, duy is not an immersion} C P" x G(1, m).

The second projection 2 — G(1, m + 1) is surjective, and we study the fiber of this morphism. The
condition Y C L is codimension d + 1, so we need k more independent conditions for the codimension
to exceed 2m. For this, we use another incidence correspondence: let K = ker(d¢yz;) C C*" which has
dimension < 2m — 2k by Lemma 53, and consider

Q= {(M,w) :w C ker(M)} c P™~! x PK,

where C"? ¢ Hom(C>", C?*1) is the subspace of matrices which come from residual forms. It suffices
to prove that 771 (22') C P"¢~! has codimension > k. The fibers of the second projection Q' — PK are
cut out by d + 1 linear conditions in md variables. In terms of the coordinates of w, the conditions are

wy 0 0 0 --- w3 0 0 O
wr, wy 0 0 -+ wg w3 0 O
0 wo2 Wi o --- 0 w4 W3 0
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The degeneracy loci of this matrix are high codimension in PK by explicit calculation with minors, so
we have the dimension count:

dim Q' =dimPK + (md — 1) — (d + 1)
<@m-2k—1)+@md—-1)—QCm—k+1),
codimm () > 2m—k+1)—2m—2k —1) =k +2. O
Proposition 55. When 2m < 4k, the morphism
wx : F(Y)— Wi
is an immersion for general Y and X € W (Y, O(k)).
Proof. Since 2m — 6k — 1 < 2m — 4k — 1 < 0, general forms A € HO(P"*!, 4k) and B € HO(P"*!) do
not vanish on any line. Hence, we have a morphism
da.B G, m~+1) — My x Mgy

which we claim is an immersion on F(Y). Since F(Y) C G(1, m) is freely movable, we may assume that
each line intersects A and B at > 8k 4 2 reduced points. Consider the incidence correspondence

Q={([A: B], L) : dpuyz is not injective} C WP 0Kk) x G(1,m+1).

The fiber of the second projection 2 — G(1, m + 1) is a linear section of a determinantal variety, as in
Lemma 53. By [Eisenbud 1988], it has the expected codimension:

c=Bk+2)—2m+1>2m.

Hence, the projection Q2 — WP+ O(k)) is not dominant for dimension reasons. Il
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Quadratic Chabauty for (bi)elliptic curves
and Kim’s conjecture

Francesca Bianchi

We explore a number of problems related to the quadratic Chabauty method for determining integral
points on hyperbolic curves. We remove the assumption of semistability in the description of the quadratic
Chabauty sets X'(Z ), containing the integral points X'(Z) of an elliptic curve of rank at most 1. Motivated
by a conjecture of Kim, we then investigate theoretically and computationally the set-theoretic difference
X(Z,)2\ X(Z). We also consider some algorithmic questions arising from Balakrishnan and Dogra’s
explicit quadratic Chabauty for the rational points of a genus-two bielliptic curve. As an example, we
provide a new solution to a problem of Diophantus which was first solved by Wetherell.

Computationally, the main difference from the previous approach to quadratic Chabauty is the use of
the p-adic sigma function in place of a double Coleman integral.

1. Introduction

Let (E, O) be an elliptic curve over @ and fix an odd prime p of good reduction. Denote by £ the
minimal regular model of E and by & the complement of the origin in £.

When E has Mordell-Weil rank 1 and the Tamagawa number of £ /Q is trivial at all primes, Kim [2010a]
described an explicit locally analytic function on &X'(Z,) which vanishes on the set X'(Z) of global
integral points.

Subsequently, Balakrishnan, Dan-Cohen, Kim and Wewers [Balakrishnan et al. 2018] generalised the
result to arbitrary semistable elliptic curves of rank 1 and gave a similar p-adic characterisation of X'(Z)
when E is semistable and has rank 0.

The discussion fits into Kim’s nonabelian Chabauty programme as introduced in [Kim 2005; 2009]. In
particular, Kim constructed a sequence of subsets of p-adic points

X(Zp) D X(Zp)1 D X(Zp)aD -+ D X(D).

The p-adic locally analytic functions from [Balakrishnan et al. 2018] are essentially those that define
X(Z,)a2, the set of cohomologically global points of level 2, in the larger X'(Z,,).

The subscript n in X'(Z,), indicates a particular quotient U, of the unipotent p-adic étale fundamental
group U of X (at a tangential base point). The set X'(Z), is then defined in terms of certain “unipotent
Kummer maps” from X'(Z) and X (Z,), at every prime ¢, to global and local cohomology sets with

MSC2010: primary 11D45; secondary 11G50, 11Y50, 14H52.
Keywords: quadratic Chabauty, p-adic heights, integral points on hyperbolic curves.
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U, -coefficients, respectively, in a way that generalises to objects with nonabelian étale fundamental group
the role played by Q,-Selmer groups in our understanding of rational points on abelian varieties.

Despite its abstract cohomological definition, the set X'(Z,), is believed to be computable in practice
[Balakrishnan et al. 2018] as a union of intersections of zero loci of locally analytic functions defined in
terms of iterated p-adic integrals. Unfortunately, such a characterisation is yet to be provided for n > 3.

Nevertheless, the explicit description of X'(Z)), in the rank 0 semistable case given in [Balakrishnan
et al. 2018] was already sufficient to collect some computational evidence for the following special case
of a conjecture of Kim (see [Balakrishnan et al. 2018, §3.1]).

Conjecture 1.1 (Kim, 2012). For sufficiently large n, we have
X(Zp)n = X(2).
Indeed, the authors of [loc. cit.] verified the equality
X(Zp)2 = X(Z)

for the prime p = 5 and for all the 256 semistable elliptic curves of rank O for which they computed
X(Z,)2. An additional test that was performed by the same authors was that of fixing & and varying
the prime p: once again, no point in X'(Z,), \ X(Z) was found. No other study of the difference
X(Z,)2\ X(Z) appears in the literature, hence motivating the following two questions:

Question 1.2. Does there exist any elliptic curve of rank 0 for which X'(Z,), contains at least one point
which is not in X' (Z)?

Question 1.3. What geometric or algebraic properties should a point in X(Z,,)> \ X (Z) satisfy?

One goal of the present paper is to give answers to these questions, with the idea that elliptic curves
should serve as a test case for a conjecture that is in fact formulated by Kim in much greater generality
than how we stated it here, and that as such would have striking applications if it were to hold. Indeed, X
could be replaced by a suitable Z-model C of any hyperbolic curve over Q with good reduction at p. In
particular, the conjecture would give an effective approach towards finding the set of rational points on a
curve of genus g > 2.

In the elliptic curve case, the conjecture might not have direct Diophantine interest, in the sense that
there already exist algorithms for the computation of integral points on elliptic curves [Smart 1994; Pethd
et al. 1999; Stroeker and Tzanakis 1994], and the rank 0 and 1 instances which we will explore are
particularly well understood. However, the known explicit versions of nonabelian Chabauty for curves
of higher genus (cf. [Balakrishnan et al. 2016; 2019a; Balakrishnan and Dogra 2018]) all generalise the
explicit description of X'(Z ), for elliptic curves of rank at most 1. Therefore, a conceptual understanding
of the zero sets of the p-adic equations defining X'(Z)); is essential to hope to achieve something similar
in more complicated settings.

In general, even finiteness of C(Z ), for n large enough is only conjectural (but see [Kim 2010b; Coates
and Kim 2010; Ellenberg and Hast 2017; Balakrishnan and Dogra 2018] for results in this direction, and
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[Kim 2009] for a proof assuming the Bloch-Kato conjecture). If g > 2 and, for a given n, C(Z), is finite
and explicitly computable to arbitrary p-adic precision, then the Mordell-Weil sieve could be used to try to
provably extrapolate C(Z) from C(Z,),. However, the Mordell-WEeil sieve is not guaranteed to terminate.
Thus, finiteness of C(Z,), would not be sufficient to imply an effective version of Faltings’s theorem.

Suppose now that C(Z,), is finite for n sufficiently large. One reason for expecting that the inclusion
C(Z) C C(Zp)x should eventually become sharp is explained in [Balakrishnan et al. 2018, §1.8]: assuming
some well known motivic conjectures, the number of algebraically independent locally analytic functions
vanishing on C(Z,), is strictly increasing in n (for n > 0). See also [Balakrishnan et al. 2018, §1, §3.4]
for the philosophy behind Conjecture 1.1 (in its general form) and for its relationship with the conjectural
finiteness of the Tate—Shafarevich group and with Grothendieck’s section conjecture.

For an elliptic curve of rank 1, finiteness of X'(Z,), can only hold at level n > 2. On the other hand,
for a rank O elliptic curve, X'(Z )1 is finite and there are two independent equations defining X'(Z,), (see
Theorem 1.6 below), hence justifying why Question 1.2 had proved itself arduous. We show, however,
that the answer to the question is negative. More precisely, we prove the following two theorems (see
also Theorem 4.10).

Theorem 1.4. There exist infinitely many rank 0 elliptic curves for which
X (D) € X(Zp)2

for infinitely many good primes p.

Theorem 1.5. There exists exactly one rank 0 elliptic curve of conductor at most 30000 for which
X(2) € X(Zp)2

for all primes p of good (ordinary and supersingular) reduction. This is the curve 8712.u5 [LMFDB
2019].

When we analyse these results in conjunction with Question 1.3, it will become apparent that they
should not be considered as negative evidence for Conjecture 1.1. We will return below to discussing
Theorems 1.4, 1.5 and answers to Question 1.3 in the context of the methods we develop in order to
prove them. For the reader’s convenience, let us first digress to write down the equations defining X'(Z ).
In fact, the very first goal of this article is to extend the explicit description of X'(Z,), to an arbitrary
elliptic curve of rank O and at the same time correct a slight imprecision in the analogous statement in the
semistable case [Balakrishnan et al. 2018, Theorem 1.12] (see Remark 2.6).

Before stating the theorem, we introduce some additional notation, which is convenient to maintain
similar to [Balakrishnan et al. 2018]. Let £ be described by

y2+a1xy +a3y:x3+a2x2+a4x + ag (D)

and let S be the set of primes at which E has bad reduction.
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For each g € S, define the set W, C Q,, as follows. If the Tamagawa number at g is 1, let

Wq = {0};
in all other cases,
b d . _ . . . . .
_ {an if g =2 and E is split multiplicative at g,
1 W;ad U {0} otherwise,

where W}I’ad is the finite subset of @, described in Table 1 (with F =@ and v = (¢g,) = (¢)); in particular,
W;ad only depends on the reduction type of E at g. Let

w=[]w,
qges

and, if w € W, write [|[w| =) qges Wq- Let b be the integral tangent vector at the origin which is dual to

w(0), where
dx

w=_——""""—
2y+a1x+a3

and let n = xw. Furthermore, for z € X (Z,) write

Z Z
Log(z) = f w and Dy(z) = [ wn,
b b
where the integrals are Coleman integrals.

Theorem 1.6. Suppose that E has rank 0 and the p-primary part of the Tate—Shafarevich group is finite.

(1) If, for at least one of q € {2, 3}, the reduction of E at q is good and E(Fq) = {0}, orif E has split
multiplicative reduction of Kodaira type 1| at 2, then

X(Zp)r=XT)=2.

(2) Otherwise,
X(Zp)=J ow),

weW

where
d(w) ={z € X(Zp) : Log(z) =0, 2D1(z) + ||w] = 0}

We also remove the assumption of semistable reduction in the rank 1 case [Balakrishnan et al. 2018,
Proposition 5.12]. Assume E has good ordinary! reduction at p. Let E; be the Katz p-adic weight 2
Eisenstein series [Katz 1976] and let

c_ a? +4a, — E2(E, o)
12 '

2)

1Although not explicitly stated in [Balakrishnan et al. 2018], their statement also holds only when p is ordinary. However, a
similar result holds in the supersingular case; see Remark 2.8.
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Let h,: E(Q) — Q, be (—2p) times the p-adic height of [Mazur et al. 2006] and define

_ hp(z0)
o= p20)
Log(z0)?

for a nontorsion point zg € E(Q).
Theorem 1.7. Suppose that E has rank 1 and that p is a prime of good ordinary reduction.

(1) If, for at least one of q € {2, 3}, the reduction of E at q is good and E([Fq) = {0}, or if E has split
multiplicative reduction of Kodaira type 1, at 2, then

X(Zy)=X(T)=2.

(2) Otherwise,
X@) cx@p, = vw),

weW
where

Y(w) = {z € X(Z,) : 2D2(z) + C(Log(2))* + [w] = c(Log(2))?}.

According to [Balakrishnan et al. 2018], the set (_J,,y ¥ (w) should equal X' (Z,): hence the notation
X(Z,)5. Section 2 is devoted to the proofs of Theorems 1.6 and 1.7.

The equations defining the sets of p-adic points of the two theorems can be given an elementary
interpretation as linear relations amongst Q ,-valued quadratic functions on E(Q), dictated by the assump-
tions on the rank. More precisely, any global p-adic height E(Q) — Q,, (of Bernardi, Coleman—Gross,
Mazur-Tate) vanishes identically if the rank is 0, and is a scalar multiple of Log? |5 (q) if the rank is 1.
To go from here to a p-adic approximation of the global integral points, one invokes the decomposition
of the p-adic height on E(Q) \ {O} as a sum, over the nonarchimedean primes ¢, of local p-adic heights
Lyt E(Qy)\ {0} — Q,. Indeed, the restriction of 4, to X'(Z,) D X(Z) has finite image for all g # p,
zero image for almost all ¢ # p, and is locally analytic for ¢ = p.

This point of view is crucial in our investigation, in Section 3, of what points could arise in X'(Z )2\ X (Z)
in rank 0. Recall that no example of an elliptic curve of rank 0 and a prime p for which X(Z,), 2 X (Z)
was previously known. A careful study of the Mazur—Tate and Bernardi local p-adic heights allows us to
deduce possible obstructions to the sharpness of X'(Z,),, and to give necessary and sufficient conditions
for a point in X'(Z,) \ X(Z) to belong to X(Z)>.

First note that a point in X'(Z,); is algebraic, since it is in the zero set of the abelian logarithm Log.
Our sufficient conditions then come from studying how automorphisms of E /@ affect the values of the
local p-adic heights at certain algebraic points, and from an analysis of noncyclotomic p-adic heights
over nontotally real number fields. A combination of these two phenomena explains the appearance of
extra points at level 2 in the family of quadratic twists of the modular curve X((49) (see Proposition 3.14).
As an application, in Section 3C we prove Theorem 1.4.
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As regards necessary conditions for X'(Z,)> to contain parasite points, we prove a sort of “p-adic
height saturation” condition (see the discussion in Section 3D):

Theorem 1.8 (Theorem 3.18). Let E/Q and p be as in Theorem 1.6. Suppose that z € X(Z)» \ X (Z).
Then z is the localisation of a torsion point P over a number field K and, for each rational prime q, the

value q(P) of the local height at q of the cyclotomic p-adic height of E /K is independent of the prime
qlqof K.

We then present in Section 4 the computations of the sets X'(Z,), for all the elliptic curves over Q
of rank 0 and conductor less than or equal to 30000 and for some choices of p. We propose a slightly
different but equivalent way of computing the set X'(Z,),, compared to the one used in [Balakrishnan
et al. 2018]. In particular, our method does not rely on general algorithms to compute double Coleman
integrals, but rather uses Bernardi’s and Mazur and Tate’s description of the p-adic height on an elliptic
curve to express the double Coleman integrals in terms of p-adic sigma functions.

Our computations (run on SageMath [2017-2019]) suggest that the failure of sharpness of X'(Z)»
is still to be considered a rare phenomenon, which we were always able to explain using the sufficient
conditions of Section 3. Extra points become even more exceptional if we allow the prime p to vary. In
particular, we prove Theorem 1.5 (see Theorem 4.10).

In future work, it would be interesting to verify whether Conjecture 1.1 holds at level 3 for the curves
and primes for which we found #X'(Z,), > #X(Z).

When E has rank 1, the set described in Theorem 1.7(2) is generally larger than X'(Z). Naively, this is
because X' (Z,)} is cut out by the vanishing of one function only. In Section 5A, we ask what algebraic
points can belong to X' (Z p)’2 \ X(Z). In Section 5B we compute X (Z p)’2 for all the 14783 rank 1 elliptic
curves of conductor at most 5000; for each curve, we let p be the smallest prime greater than or equal
to 5 at which the curve has good ordinary reduction.

Finally, in Section 6 we apply some of our techniques for elliptic curves to the computation of rational
points on certain genus 2 curves C over Q. Indeed, when C admits degree 2 maps to two elliptic curves
over Q, each of rank 1, Balakrishnan and Dogra [2018] described a Q,-valued locally analytic function on
C(Q)) vanishing on C(Q). This is defined using local p-adic heights on each elliptic curve. We explain
how one can replace direct computations of double Coleman integrals with computations involving the p-
adic sigma function and division polynomials also in this situation. We make the computation explicit for
a curve arising from a problem from the Arithmetica of Diophantus and use it to give an alternative proof
to the one given by Wetherell in his thesis [1997] of the fact that the curve has exactly 8 rational points.

Balakrishnan and Dogra implemented their method numerically in some examples. However, algorith-
mically, their approach was still based on a case-by-case study. This consideration applies especially to a
preliminary step which consists in the computation of two finite subsets of Q,, (which play the role of the
set || W|| above). By combining results of [Balakrishnan and Dogra 2018] with properties of local p-adic
heights on elliptic curves, in Section 6A we offer a more general and applicable numerical approach to
the method. For example, we give an algorithm that takes as input a bielliptic curve C whose associated
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elliptic curves have Mordell-Weil rank 1 together with a good prime p and outputs a finite set of p-adic
points containing C(Q) (i.e., we remove the preliminary computation step). In doing so, we also provide
a more elementary proof and approach to the explicit result of [Balakrishnan and Dogra 2018].

The code used for the computations in this article is available at [Bianchi 2019].

2. Description of X' (Z,)>

2A. The p-adic height and its local components. Let p be an odd prime and extend the usual p-adic
logarithm log : 1 + pZ, — @), to Q@ via log(p) =0.

Let E be an elliptic curve over Q as in Section 1 and assume E has good reduction at p. We
will sometimes need to consider the base-change of E to a number field F' (whose ring of integers is
denoted OF); thus, we do not restrict the following definitions to E£(Q). Let

h,:E(F)— Q,

be a cyclotomic? p-adic height of Coleman—Gross (see [Coleman and Gross 1989] and [Balakrishnan
and Besser 2015]). The use of the indefinite article here is due to the dependence of 4, on a choice that
will be made explicit in Section 2A2. The function £, is quadratic, i.e., satisfies the relation

h,(mP) =m?h,(P) forallmeZ and P € E(F),

and is defined as a sum of local heights, one for each nonarchimedean prime of F. In particular, we have?
h,(0) =0 and for P € E(F)\{O}

1
ho(P)= o > nhy(P),

where the sum is over all finite primes v of F, n, = [F, : Q,] and
h t E(F)\ {0} — Q,

is a p-adic local Néron function at v.
Let g, be the norm of v and | - |, be the normalised absolute value corresponding to v. That is, if
x € F*, we have
—ordy (x)/ny
v ,

x|, =¢q

where the valuation ord, is such that ord, (F) = Z.

21f the space of continuous idele class characters A ; /F>* — Qp has dimension larger than 1, we will see in Section 3B that
one can define other types of p-adic heights.

3Here we choose to normalise the p-adic height in such a way that it becomes independent of the choice of the field F
containing the coordinates of P; note that this is not the case in many other articles, such as [Mazur et al. 2006].
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2A1. The p-adic local Néron function at a nonarchimedean prime v { p is equal to the real local Néron
function A, at v with the p-adic logarithm in place of the real one. Thus, any reference that we provide
for A, can be applied also to our setting. For instance, analogously to the real case, for v { p, the following
properties determine a unique function A, : E(F,) \ {0} — Q,:

(1) Xy is continuous on E(F,) \ {0} and bounded on the complement of any neighbourhood of O with
respect to the v-adic topology.

@i1) limp_ o(Xy(P) —log|x(P)|,) exists.
(iii) A, satisfies the quasiparallelogram law: for all P, Q € E(F,) such that P, Q, P+ Q # O, we have
Ay (P+ Q)+ 2y (P — Q) =24y (P) +21,(Q) — 21og [x(P) — x(Q)o- (3)

Uniqueness follows from topological reasons. For existence, it suffices to show that the p-adic analogue
of /):U obtained as described above satisfies (i)—(iii) (see [Silverman 1994, VI, Exercise 6.3]).

We also have
@iv) Forall P € E(F,) and all m > 1 with mP # O,
Jo(mP) = m*hy (P) —210g | fiu (P,
where f, is the m-th division polynomial of E (see for instance [Silverman 2009, III, Exercise 3.7]
for the definition of f,,). We say that A, is quasiquadratic.
Moreover, uniqueness implies the following key fact:
(v) If ¢ is an automorphism of E defined over F,, then A, (Y (P)) = A, (P) for all P € E(F,).

See also [Bernardi 1981] for a more general transformation property under isogeny.

We wish to determine which values A, can attain on X (O, ), where O, is the ring of integers of F;,
and v 1 p. For this, it will be convenient to assume that £ is minimal at v. If that is not the case, we can
always switch to a minimal equation at v and use the following (see [Cremona et al. 2006, Lemma 4]):

Ay =AD" + Llog |A/A™N),,, (4)

where A denotes the discriminant and the superscript min has the obvious meaning. See also Remark 3.3.
So assume for the rest of this subsection that A, is computed with respect to a minimal model at the
prime v. Denote by E (F,) the group of nonsingular points of the reduction of £ modulo v and let

Eo(F)) ={P € E(F,): P € Ens(F,)}.
If E has good reduction at v, we may also write E(F,) for E(Fy).
Lemma 2.1. Suppose v 1 p. Then
(@) if P € Eo(Fy) \ {0}, Ay(P) =log(max{l, |x(P)[,});
(i) if P &€ Eo(Fy), Ay(P) depends exclusively on the image of P in E(F,)/Ey(F)).
Proof. See [Silverman 1988] or [Cremona et al. 2006, Proposition 5]. O
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Proposition 2.2. If vt p and [E(F,) : Eo(F,)] =1, then

0} if #E,s(F,) > 1
I (X(0,) = {{ b RG>

@ otherwise.
Proof. By Lemma 2.1(i), 1, (X (O,)) C {0}, with equality if and only if X'(O,) # &. Let

Ei\(F,)={P € E(F,): P =0}
in particular, X' (O,) N E|(F,) is empty and every point in Eo(F,) \ E1(F,) comes from a point in X' (O,).
According to [Silverman 2009, VII, Proposition 2.1], the sequence
0— E(F,) = Eo(Fy)) = Ens(Fy) = 0

is exact, which proves the proposition. O

We now give an elementary necessary condition for #E,,(F,) = 1. We show it is also a sufficient
condition in all cases except when v is of good reduction.

Lemma 2.3. The group E,(F,) has cardinality at least 2 in all of the following cases:
(1) E has additive or nonsplit multiplicative reduction at v.
(2) E has good reduction at v and q, > 4.
(3) E has split multiplicative reduction at v and q, > 2.
Conversely, if E has split multiplicative reduction at v and q, = 2, then
#E, (F,) = 1.

Proof. If E has additive reduction at v, then E s (F,) = [FUJr always contains at least two elements. If the
reduction is nonsplit multiplicative, then

Eps(Fy) = {a € K : Nijg, (@) =1},

where [k : F,] =2 and Ny, is the field norm of k/F,. Thus, if g, > 2, then the statement is clear; if
gv = 2, then k is the splitting field of x* — x over [, and each element in k* has norm 1 over 5.

When E has good reduction at v and ¢, > 4, the Hasse bound yields #E(F,) > 1. Finally, if the
reduction is split multiplicative, then E s (Fy) = Fr. O

Proposition 2.4. If vt p and [E(F,) : Eo(F,)] # 1, then

yy bad i =2 and E is split multiplicative at v,
1k (X(0,)) = { v 7. b b

Wl')’ad U {0} otherwise,
where WP is defined in Table 1.
Proof. By a similar argument to the proof of Proposition 2.2, each non trivial coset of E(F,)/Eo(F,)

is represented by an element in X' (O,) and there exists at least one point in X'(O,) which reduces to a
nonsingular point in E s (F,) if and only if #E s (F,) > 1.
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Kodaira symbol [E(F,) : Eo(F))] wbad
2 (nonsplit —2logq,
L(n>2) (nonsplit - [gleza]

n (split) {-Dlogg,:1<i<|%]}

11 2 {—1logq,}
v 3 {—élogqv}
I 2 or 4 {—logqy}

2 —loggq,
L= 1) (loga]

4 {—logq,, =" logq,}

v* 3 {—%1logq,}
r* 2 {—31logq.,}

Table 1. The sets W2

By Lemma 2.13), if P € X(O,) reduces to a nonsingular point, then A, (P) =0; by Lemma 2.3, such P
exists unless g, = 2 and E is split multiplicative at 2.

Therefore, by Lemma 2.1(ii), it suffices to show that W coincides exactly with the values of n,,
on E(F,)/Eo(F,)\{0}. For this, we use the work of Cremona, Prickett and Siksek [Cremona et al. 2006]
for the local heights of the real canonical height. The proof of [loc. cit., Proposition 6] can be used
verbatim here with the p-adic logarithm in place of the real one and Table 1 is nothing but the translation
of [Cremona et al. 2006, Table 2] to the p-adic setting. O

2A2. The p-adic local Néron function at a prime v | p is not unique: it depends on a choice of subspace
N, C Hle(E /Fy,) complementary to the space of holomorphic differentials (see [Coleman and Gross
1989]). Let &, be the one-form of the second kind with a double pole at O and no others, representative of
the class in N, dual to w with respect to the cup product (i.e., such that [@]U[§,] = 1). Let trf, g, denote
the field trace. Then by [Balakrishnan and Besser 2015, Theorem 4.1], for all P € E(F,) \ {O} one has

P
1
A(P) = R/, (2/b wfv)-
v

&, =n+yw forsomey € F,

In particular,

and hence

1
ho(P) = = tr, j0,(2D2(P) +y Log(P)?).
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In [Balakrishnan and Besser 2015, Corollary 3.2], it is shown that if £ has good ordinary reduction at v
and N, is the unit root eigenspace of Frobenius, then A, is related to the logarithm of the v-adic sigma
function of Mazur and Tate [1991].

In fact, it is easy to see that their proof shows the following stronger result.

Proposition 2.5. Let x(t) be the Laurent series expansion of x in terms of the parameter for the formal
group t = —x/y. Let alfy)(t) =t+4--- € Fyllt]] be the unique 0dd4ﬁmcti0n satisfying

d{ 1 do’
x()+y=—— -

w\s" o
and let V be a neighbourhood of O on which Ulfy) converges. Then, for all P € V \ {0}, we have
2
ho(P) = —=trr, o, (log, (0,” (P))),
v

where log, : F, — F, extends log.

For our applications, we may assume that there is an isomorphism F, >~ Q,,, which is now fixed.
Since A, is not unique, we will use the following convention. If the reduction is good ordinary at each
prime v above p, we choose N, to be the unit root eigenspace of Frobenius, i.e.,

y=C,
where C is defined in (2). If P belongs to the formal group at v, then Proposition 2.5 says that
Ay(P) = —2log(o,(P)),

where o, is the Mazur—Tate p-adic sigma function. Furthermore, in this case the global p-adic height
coincides with the p-adic height of Mazur—Tate.
If E is good supersingular at some prime v | p, we let, for each v | p,

B a%—|—4a2
12

so that al(,y) is the p-adic sigma function of Bernardi [1981]. This choice of y gives a power series alfy) )

with coefficients in F (and in fact Q in our case), which is related to the Taylor expansion o (z) of the
complex Weierstrass sigma function by the change of variables z = L,(¢), where L, is the formal group
logarithm. Unlike the p-adic sigma function of Mazur and Tate, the one of Bernardi does not converge
on the whole formal group over F,, as it may not have p-adically integral coefficients, as a power series
in . However, since we are assuming that F,, >~ Q,, the function a](,y) converges on all the points P of
the formal group whose coordinates are defined over F,, since these satisfy ord, (¢ (P)) > 1/(p — 1).

In both the ordinary and supersingular cases, A, satisfies (see [Coleman and Gross 1989; Mazur and

Tate 1991; Bernardi 1981]):

40dd as a function on a subset of the formal group and not as a function of ¢.
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(i) X, is locally analytic on X(O,).
(i) For all P € E(F,) and all m > 1 with mP # O,

M mP) = mh(P) = 2ty o, (g, (fn (PY).
(iii) For all P, Q € E(F,) suchthat P, Q, P+ Q # O,
(P + Q)+ Ay(P = Q) =20 (P) +20,(Q) — ;% trr,j, (log, (x(P) — x(Q))).

@iv) If ¢ is an automorphism of E defined over F,, then A,(¥(P)) = A,(P) for all P € E(F,). In
view of the assumption that F, >~ Q, and by Deuring’s criterion, at supersingular primes this is
simply saying that A, is an even function. At ordinary primes, let ¢ be the root of unity such that
Y*(w) =¢w. Then f,(Y(P))=¢ 1—m? fm (P) by [Mazur and Tate 1991, Appendix I, Proposition 2],
and the Mazur-Tate p-adic sigma function satisfies o, (¢ (P)) = {o,(P) if P is in the formal group
[Mazur and Tate 1991, §3]. The claim then follows since log(¢) = 0. Note that invariance under any
automorphism would also hold if we used the Bernardi sigma function to define the local heights at
ordinary primes, since for curves of j-invariant O or 1728 the weight 2 Eisenstein series vanishes, so
the Bernardi and Mazur—Tate p-adic sigma function are equal.

We also remark that if L/ F is a finite field extension, w is a prime of L above v, where v is any prime
of F,and P € E(F,), then

Ay(P) = Ay (P).

2B. Proof of Theorems 1.6 and 1.7. It would be pointless to reproduce here the whole proofs, as they
are straightforward from Section 2A and the proofs in [Balakrishnan et al. 2018]. Thus we content
ourselves with giving a sketch and correcting a few imprecisions in [loc. cit., Theorem 1.12].

We start with some notation and we refer the reader to [Kim 2005; 2009; Balakrishnan et al. 2018]
for more details. Let 7 = S U {p} and denote by G the Galois group of the maximal extension of Q
unramified outside 7. For a prime g, write G, for the absolute Galois group of Q,. For g € T, G, may
be identified with a subgroup of Gr. For g ¢ T, this is not possible; however, we may still define maps
G, — G which are trivial on the inertia subgroup I, < G,.

Let U be the unipotent p-adic €tale fundamental group of X at b and U, the quotient of U by the
n-th level of its central series.

For each prime ¢ and n > 1, we have commutative diagrams

X(2) — X(Zy)

L b

I locq 1
Hf(GT, Un) — H (Gq, Un)
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Here the H' are cohomology sets and H}(Gr, U,) = (oc}) ™" (H }(G , Uy)), where H (G, U,,) is the
subset of H'(G p» Un) of crystalline U,-torsors. We are interested in determining
X(Zp)n = (j1)™" (o (Sel" (X)),
where the Selmer scheme Sel” (X) is defined as
Sel”(X) = () (loch)™ " (Imj}).
q#p

From now on, we will focus on n = 2 and will drop the superscript n from the maps j, and loc,.

Proof of Theorem 1.6. If X(Z,) is empty for some g, then X'(Z,); is trivially empty. Lemma 2.3 shows
that this occurs precisely when E has good reduction at g, where ¢ =2 or 3, and E (Fy) ={0}, or when E
has split multiplicative reduction of type I; at ¢ = 2. This shows (1).

We may now suppose that X'(Z,) # & for all g (including g = p). Since E(Q) has rank 0 and the
p-primary part of the Tate—Shafarevich group is finite, by Lemma 5.2 in [Balakrishnan et al. 2018],

Sel>(X) C H (G, Qp(1)),
where H (G, @,(1)) C H{(Gr, Uz) via 0 — Qp(1) = Uz = V,(E) = 0.
For g # p, we have

Jg: X(Zy) = H Gy, Up) ~ H (G, Q,(1) ~ Q,,
the last map being ¢+ log x Uc € H 2(Gq, Q,(1)) =~ Q,, where x is the p-adic cyclotomic character
and U is the cup product (note log x € H ! (G4, Qp)). The middle bijection is proved in [Balakrishnan
et al. 2018, §4.1.5]. Thus, finding the image of j, is equivalent to finding

{#q(2) :==log x U ju(2) : 2 € X(Zy)}.
Theorem 4.1.6 in [Balakrishnan et al. 2018] shows that
20, : X(Zy) — Qq, 2> 2(log x U j, (2))

is the restriction to X'(Z,) of a p-adic local Néron function in the sense of Section 2A1 and must thus be
equal to the function A,.
In particular, for each g # p, the set 2¢, (X' (Z,)) is the finite set described by Propositions 2.2 and 2.4.
The cup product log x Uc, for c € H }(G »» Qp(1)), and local reciprocity also yield an isomorphism

Yy Hi(Gp, Qp(1)) = H*(Gp, Q,(1)) >~ Q,
and we get a commutative diagram

@qu loc,
HNGT. Qp(1) L3 HUG 0,(1) @ B, 5 H' (G Qp(1))

lg=log xY- lz

@qer loc,
H*(Gr,Q,(1)) ——— @yer H*(Gy, Qp(1)) = B,cr Q)
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On the other hand, by global class field theory and Hilbert’s Theorem 90, the image of H>(Gr, Q »(D)
in the bottom row is the kernel of the map
Da,~a, @)Y
qeT q
and by dimension considerations, one concludes that the map g is in fact also an isomorphism.
From above we know that the image of @qu Jg(X(Zy)) in @qes Q, is precisely (%) @qES W,, where
o if [E(Qy) : Eg(Qy)] =1, then W, = {0};
o if [E(Qy) : Eo(Qy)] # 1, then
W {W;ad if ¢ =2 and E is split multiplicative at g,
7 quad U {0} otherwise
and W;)ad is defined in Proposition 2.4.

Let W=]] qes W,. It follows from the above that for every w = (w,)4es € W there exists a unique ¢ €
H}(GT, Q, (1)) with 2(log x Uloc, (c)) = w, for every g € S. Further, this satisfies 2y, (loc,(c)) = —[|w]].
On the other hand, if ¢ ¢ T and c € H}(GT, Q, (1)) then loc, (¢) =0 and Im(j,) = {0} by Proposition 2.2.
Therefore,

Sel’(x) = [ loc, ! (Im j,)
qeSs

and

loc, (Sel* (X)) = | J{c € H{(Gp. Qp(1)) : 207, (c) + ] = 0).
weW
It remains to compute the preimage of this set under j,. As is shown in [Balakrishnan et al. 2018, §5.7],

we find
X(Z,), ={z € X(Zp) :Log(z) =0,2D,(z) + |w| = 0};

indeed, the condition Log(z) = 0 is equivalent to requiring that
Jp(@ € H{ (G, Q,(1)) C H{(G ), U)
and the other condition comes from the explicit formula

¥y (jp(2) = Da(z)  for j,(z) € H{(Gp, Qp(1)). 0

Remark 2.6. The corrections to the proof in [Balakrishnan et al. 2018] made here are the following. First
of all, if X'(Z,) is empty for some ¢, the proof does not hold. Of course this is a trivial case (treated in (1)),
but it is not clear that the union given in [loc. cit., Theorem 1.12] should be empty. In fact, in Example 4.2
we find a curve satisfying the hypotheses of Theorem 1.6(1), but for which |,y ¢ (w) # @.
Secondly, if the reduction type at g is nonsplit multiplicative of type I,,, with m > 2, not all the values
in their sets W, will be attained by a point in E(Q,) \ Eo(Q,). Therefore, if a prime in S is nonsplit
multiplicative, their statement should just be an inclusion of X'(Z) into the union of the W (w). One
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should note, however, that it seems like this was taken care of in the computations when the Tamagawa
number at ¢ is 1, but not when it is 2 (and hence m is even).

For the same reasons, if ¢ = 2 is a prime of split multiplicative reduction of type I,,, with m > 0, the
element O should not be included in W,,.

We remark that in all the examples they provided the set they computed turned out to be equal to X' (Z)
and hence to X'(Z),.

Remark 2.7. The proof of [Balakrishnan et al. 2018, Theorem 1.12] is rather technical. However, for an
elliptic curve of any rank, denoting by X' (Z)ors the set of points of X' (Z) of finite order, the easier statement

X (Dors © U {z€e X(Zp) :Log(z) =0,2D,(z) + |w| = 0} (5)
weW

is elementary to prove. Indeed, the condition Log(z) = O cuts out the torsion points in X'(Z,). On the
other hand, let
C if E is ordinary at p,

ll—z(af +4a,) otherwise.

Then we have

Log(z) =0, Log(z) =0 {Log(z) =0
{2D2(Z)+||w||=0 = 2D,(z) + y Log(z)* + |w]| = 0 = Ap(@) +[lw|| =0

and, for z € X(Z), hp(z) = Ap(2) + [|w] for some w € W, where h, and A, are the global and local
p-adic heights of Section 2A. In particular, if z € X' (Z)ors, We have h,(z) = 0. In fact, we could have
also obtained a height function by setting the local height at p to be the dilogarithm 2D, (z).

Proof of Theorem 1.7. The proof of part (1) is identical to the proof of Theorem 1.6(1). The proof of
part (2) is straightforward from Section 2B and the proof of [Balakrishnan et al. 2018, Proposition 5.12]:
the idea is that any two quadratic functions on the rank-one E(Q) must be linearly dependent. Note that
in the semistable case our statement is slightly different, as our set W is smaller if there are primes of
nonsplit multiplicative reduction of type I,,,, with m > 2 and also if ¢ = 2 is a prime of split multiplicative
reduction (cf. Remark 2.6). g

Remark 2.8. Theorem 1.7 is a consequence of the quadraticity of the p-adic height and of the square
of the elliptic curve logarithm. Of course, that the latter function is quadratic follows from the linearity
of the logarithm. We remark that Log? is in fact the p-adic height attached to the basis element w of
the Dieudonné module of E, in the language of generalised p-adic heights (see for instance [Stein and
Wuthrich 2013, §4]), whereas the p-adic height 4, of Mazur—Tate is the one attached to an eigenvector
with unit eigenvalue under the action of Frobenius. We could remove the assumption that p is ordinary in
the statement of Theorem 1.7 if we replaced C with %(a% +4ay) and let i, be the global p-adic height
that we defined in Section 2A when p is supersingular.
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3. Obstructions to X' (Z) = X(Zp); in rank 0.

We now derive some criteria for X'(Z,); 2 X(Z). In Section 4, we will compute X'(Z,), for several
curves and provide explicit examples for the results of this section. Since a necessary condition for
7 € X(Z,) is that Log(z) = 0, which can only occur if z € X(Z,)iors, after having fixed all appropriate
embeddings, we must have

X(Zp)2 CEDors = E@)rors-

In Section 3D we derive a stronger necessary condition, which roughly says that if a point lies in X'(Z ),
then its local heights cannot distinguish it from a point defined over Q. To motivate the intuition behind
this, it is more natural to first investigate sufficient conditions. In particular, we consider two reasons
why extra points could arise in X'(Z,),: invariance of local heights under automorphism (Section 3A)
and existence of noncyclotomic local heights over certain number fields (Section 3B). Sometimes, a
combination of the two is needed, as is the case in Proposition 3.14, which provides us with infinitely
many curves over Q with points over a quartic field appearing in X'(Z,) for suitable choices of p. In
Section 3C, we use this to deduce Theorem 1.4.

We start by proving an elementary fact: any obstruction to X'(Z,), = X' (Z) must come from points
defined over number fields larger than ().

Proposition 3.1. Suppose that E satisfies the assumptions of Theorem 1.6(2) and that p is an odd prime
of good reduction. Then
X(Zp)NEWX) =X(2).

Proof. Suppose P € X(Z,), N E(Z). In particular, Log(P) = 0, so P is torsion and hence h,(P) = 0.
On the other hand, since P € X'(Z)),,

Ap(P)+lwl=0

for some w € W. Therefore,

> g (P)=|wl.

q#p

By definition, we have
D r@ =) aglogg,  fwl=)_ B,logg
q#p q#p q#p

for some «, B, € Q, oy = 0 for all but finitely many ¢, 8, =0 for all ¢ ¢ S and B, < 0 for all g. Thus

10g< 1_[ qd(aq—ﬂq)> — O,

q#p
for some nonzero integer d such that d(a, — B,) € Z for all g. This implies that at, = B, for all ¢, since the
kernel of the p-adic logarithm is the subgroup of @ generated by p and by the roots of unity. Suppose
that z is not integral at g. Then by Lemma 2.1(i), oy > 0, but 8, < 0, a contradiction. O
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Remark 3.2. According to [Silverman 2009, VII Application 3.5], if P € £(Z)s then P is integral at
all primes except possibly at 2 if P is 2-torsion. Thus the only g for which the proof of Proposition 3.1

is nonempty is ¢ = 2. However, note that, with minor changes, the same proof shows the perhaps less
trivial fact that X (Z,), N E(Z) = X(Z) in rank 1.

Remark 3.3. Unlike in Section 2A, given a prime v of a number field, henceforth the notation A, will be
used for the local height at v computed with respect to the model £, which may not be minimal at v. The
translation with the values computed with respect to a minimal model (Lemma 2.1 and Proposition 2.4)
is given by (4).

3A. Automorphisms. Recall that local heights are even functions. Therefore, if K is a quadratic field
with Gal(K /Q) = (t) and z € X (Ok) satisfies t(z) = —z, then
hp() =Y 2q(@) =2 @)+ D Aq(2),
q qes

where q (resp. p) is any prime of K above g (resp. p). Intuitively, in terms of local p-adic heights, the
point z behaves as if it were defined over Q; if furthermore z is a torsion point and p is split in K, then z
will give rise to a point in X'(Z,)», provided that A,(z) € W, at every g € S. If the j-invariant of E is
different from 0 and 1728, the automorphism group of E/Q is generated by z — —z. On the other hand, if
Jj(E) €{0, 1728}, we can use the invariance of our local heights under any automorphism (cf. property (v)
in Section 2A1 and property (iv) in Section 2A2) to generalise the above example as follows.
Proposition 3.4. Suppose that E satisfies the assumptions of Theorem 1.6 and that p is an odd prime
of good reduction. Let K be a Galois extension of Q, such that there is an embedding p : K — Q,,.
Extend p to amap £(Og) — E(Z)). Let z € X(Ok )ors and suppose that for every T € Gal(K /Q) there
exists Y, € Aut(E/Q) such that t(z) = Y (2).

(1) For each rational prime q, let q be one (any) prime of K above q and let Ay be the local height at

with respect to the model E. If
> (@) = w

qges
for some w € W, then p(z) € X(Zp)>.
(2) In particular, if z = ' (P) for some ¥ € Aut(E/Q) and some P € X(Z), then p(2) € X(Zp)>.
Proof. The assumption that z is a torsion point implies that /,(z) = 0 and Log(z) = 0. Since for

T € Gal(K /Q) there is an automorphism yr; of E which acts on z in the same way as t and local heights
are invariant under automorphisms, for each prime q of K we have

)Vq () = )\q(‘pr () = )\q(f(z)) = )“rfl(q) (2).
Therefore,

0=[K : Qlh,() =K : Q] (xp(p @)+ M(z))

qges
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and (1) follows. For (2), since z = ¥'(P), we have, similarly to above,
Aq(2) = Aq(¥'(P)) = Aq(P).
In particular, the hypothesis of (1) is satisfied. U

We now list a few consequences of Proposition 3.4. See Section 4 for explicit examples.

Corollary 3.5. Suppose that E satisfies the assumptions of Theorem 1.6 and that p is an odd prime of
good ordinary reduction. Suppose that

5:y2+a3y=x3+a6 for some ag € Z and a3 € {0, 1},

and that there exists yo € Z such that ac — yg —asyy is a cube in Z and the points over Q with y-coordinate
equal to yy have finite order. Then s(x) = x> + ag — y(z) — azyo splits completely in Q,, and for each root
aeZ,of s(x), £(a, yo) € X(Zp)o2.

Remark 3.6. If in the corollary we have a3 = 1, then E(Q)ys is isomorphic to a subgroup of Z/37,
since E(Q)[2] = {0} and E has good reduction at 2 with #E(F,) = 3. By looking at the third division
polynomial for E, it is then straightforward to check that Corollary 3.5 applies nontrivially only if
4ae = —(27n° + 1) for some n € Z, n = 1 mod 2. All such curves are isomorphic over Q to the elliptic
curve 27.a3 [LMFDB 2019]. When a3 = 0, there are infinitely many curves nonisomorphic over Q for
which the corollary applies with yg = 0: see for example Section 3C. There is also at least one curve for
which the Corollary applies to points of order 6, namely 36.a4 (see Table 2).

Proof. Since E has vanishing j-invariant, its automorphism group Aut(E/Q) is a cyclic group of order 6
generated by ¥ : E — E, ¥ (x, y) = ({x, —y — a3), for a primitive third root of unity ¢.

Let x¢o € Z such that xg = yg + a3 yg —as. We may assume that yg + a3 yo — ag is nonzero, as otherwise
the statement of the corollary is trivial. Thus s(x) has three distinct roots xg, { xo and §2x0 inZ.

Note also that, by Deuring’s criterion [Lang 1973, Chapter 13, Theorem 12], the primes of good
ordinary reduction for E split completely in €Q(¢), so s(x) splits completely over @,. Successively
applying ¥ to (xp, yo) € X'(Z) and localising at p we obtain all points of the form %(¢, yg). The corollary
then follows from Proposition 3.4(2). Il

The following corollary to Proposition 3.4 is a special case of the motivating example of the beginning
of this subsection.

Corollary 3.7. Suppose that E satisfies the assumptions of Theorem 1.6 and that p is an odd prime of
good reduction. Let K be a quadratic field, in which p splits. Fix an embedding p : K < Q, and let T be
the nontrivial element in Gal(K /Q). Assume that no prime in S ramifies in K and that, if g € S is inert,
then either E has Kodaira symbol 1§, at g with Tamagawa number at least 2 or E has maximal Tamagawa

number for its Kodaira symbol. Then

X(Zp)2 DX (L) U{p(z) € X(Z)p): z € X(Ok)tors, T(2) = —2}.


http://www.lmfdb.org/EllipticCurve/Q/27/a/3
http://www.lmfdb.org/EllipticCurve/Q/36/a/4
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Proof. Since no prime in S ramifies in K /@, Tate’s algorithm [Silverman 1994, 1V, §9] shows that the
equation for £ defines a global minimal model for the base change E/K and that the Kodaira symbol at
q | g is the same as the Kodaira symbol at g. The Tamagawa number does not change if ¢ is split in K;
if g is inert, by assumption the Tamagawa number is unvaried, except possibly if the Kodaira symbol is I7.

If g splits in K, fix a prime q above it and an isomorphism p, : Kq >~ Q. Let z € X (O )ors Such that

7(z) = —z. With the notation as in Proposition 3.4 and by Proposition 2.4, we have
D h@ =D Alpg@)+ D Ag2) = llw
qes q€s qes
q split q inert

for some w € W. For the last step note that Proposition 2.4 gives the values of 244(z) for q inert. However,
the norm of q is g% The corollary then follows from Proposition 3.4(1) with ¥ = —id € Aut(E/Q). O

Remark 3.8. Another source of quadratic points in X'(Z,)> comes from elliptic curves with j-invariant
equal to 1728. Suppose that E satisfies the assumptions of Theorem 1.6, that p is an odd prime of good
reduction and that

& y2 = x3 +asx forsomeas € Z,—ay & 72

Let z € {(£+/—as,0)} and K = Q(/—a4) be its field of definition. Let ¢ € Aut(E/Q) be defined by
¥(x,y) = (—x,iy). Then ¥ (z) = t(z), where Gal(K /Q) = (t). Therefore, under suitable conditions on
how the reduction types change in K/(Q and on the splitting of p in K, the localisations of the points z
appear in X'(Z,)>.

The following corollary explains how points over biquadratic extensions can show up in X'(Z,)> when
the j-invariant is zero. For ease of notation, we assume that the a3-coefficient in the equation defining £
is zero, but this assumption could be removed.

Corollary 3.9. Suppose that E satisfies the assumptions of Theorem 1.6 and that p is an odd prime of
good ordinary reduction. Suppose that

E:v?=x>4ag forsomeagel

and that there exists xo € Z such that the points over Q@ with x-coordinate equal to xo have finite order.

Assume that p splits in @(,/xg +ag). Let K = Q(+/—3, ,/xg + ag). For each rational prime q, let q be
one (any) prime of K above q and Ay the local height at q with respect to the model £. Let B € Z, be a

root of t (y) = y? —xS —ae. If
D hqlxo, B) = [lwl|

qes

for some w € W, then for each roota € Z, of s(x) =x3 —xg and for each root B€ Z, of t(y) = y? —xg —ae,
we have (a, B) € X(Zp)>.
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Proof. If xg +ag is a square in Z, the statement is precisely Corollary 3.5. Thus, we may assume that either

(1) K has degree 4 over @, or
(i) K =0Q/-3)=0Q/x3 +as).
Let ¢ € K be a primitive third root of unity. The automorphism group Aut(E/K) is generated by v : E — E,

¥(x,y) = (¢x,—y). In case (i), the Galois group of K over (D is generated by two elements: o, whose
fixed field is @(w/xg + ae) and t, whose fixed field is Q(+/—3). In case (ii), the Galois group is generated
byo /=3 —+/—3. Let P =(a, b) wherea € K isaroot of s(x) and b € K is aroot of #(y). Then in (i)

o(P)e{P,—y(P),¥*(P)},  t©(P)=—P.

Similarly, in case (ii), we have

o(P) € (=P, ¥ (P), —y*(P)}.

Therefore, we may apply Proposition 3.4(1). O

3B. Noncyclotomic p-adic heights. The set X'(Z,) is a finite set of p-adic points containing X (Z).
After having fixed a choice of a subspace of Hle(E /Q,) complementary to the space of holomorphic
forms, there is only one Coleman—Gross global height pairing on E (Q), up to multiplication by a constant.
The definition of X'(Z,), depends on this height function. Nevertheless, when analysing what points could
arise in the set X'(Z,), \ X(Z), we should bear in mind that other global height functions may exist on
E(F), where F is a number field, and that these also vanish on E (F ). In particular, suppose that there
exists at least one embedding p : F < Q,. It may happen that, for some w € W and some Q € X(OF),

2D2(p(Q)) +y Log(p(@))* + llw] = 13,(Q)

for some noncyclotomic global height h;. Then, if Q is in addition a torsion point, we have p(Q) € X (Z),.
In order to introduce these more general types of heights, we need to recall the definition and properties
of an idele class character.

Definition 3.10. Let A be the group of ideles of F. An idele class character is a continuous homomor-
phism

X:ZXq:A;/FX - Qp;
q
here the sum is over all places of F.

We list some properties of an idele class character x (see [Balakrishnan et al. 2019b] for more details).

(PI) The local character xg is trivial at an archimedean place q. Thus, henceforth q will always denote
a finite prime.

(PII) Ata prime g not above p, the local character x4 vanishes on the units O . Thus, the value of x4 at
a uniformiser determines x4 completely.
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(PIII) At a prime p above p, the restriction of the character x;, to O, equals the composition
o; L&, p, s q,

for some Q,-linear map #,. Here log,, is the restriction to O,° of the extension of log to F,*.

(PIV) The character x is completely determined by the trace maps (1), and, conversely, a tuple of
Qp-linear maps (1, : F, — Q)| gives an idele class character x if and only if

Z tp(logp(,op(e))) =0 forallee (’);f, (6)
plp

where p, : F' < F) is the completion (see [Balakrishnan et al. 2019b] for a proof).

In particular, it suffices to check that (6) is satisfied for a set of fundamental units and (PIV) gives
a concrete method for classifying all idele class characters for a given number field F. The maximal
number of independent characters is at least r, + 1, where r, is the number of conjugate pairs of nonreal
embeddings of F into C (with equality if Leopoldt’s conjecture holds for F).

For instance, for any number field F, the cyclotomic idele class character is the idele class character
corresponding to the tuple of trace maps (trr, /q,)pjp- When F = Q (or F is a totally real abelian number
field), this is the only nontrivial idele class character, up to multiplication by a scalar. The p-adic height
we have considered so far is implicitly associated to this character.

More generally though, we can define a p-adic height as a composition of two maps: firstly, we
associate to a point P € E(F) an idele i (P) and, secondly, we apply to i (P) an idele class character x.
We denote the corresponding local and global heights by )Lff and h}(,, respectively. The theory of local
heights that we outlined in the cyclotomic case in Section 2A goes through unvaried at the primes q 1 p,
after replacing the p-adic logarithm with —x,/ng. At the primes p | p, we may assume here that we
always work with points not in the residue disk of the point at infinity.> So let z € X (Op) and m e N
such that mz is in the domain of convergence of ap(y). Then

Koy 2o oé”<mz>)__ L (oé”(mz)))
h@==1a np( @ )= T \08\ 7)) @)

ordy (0, (mz)) = ordy (x (m2) y(mz) ") = ordy (fin (2))

since

(see Section 4A and the proof of Theorem 3.18 for how to interpret (7) when mz = O). We will omit x
from our notation when using the cyclotomic character.

Example 3.11. Let F be an imaginary quadratic field in which p splits. Then by (PIV), any pair of
Qp-linear maps Q, — Q, gives rise to an idele class character. In particular, choosing (id, —id) gives
the so-called anticyclotomic character.

SThere is a subtlety in the disk at infinity which has to do with the choice of branch of the p-adic logarithm. See also
[Balakrishnan et al. 2019b, Remark 2.1].
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We now give an instance of how the existence of noncyclotomic heights for imaginary quadratic fields
can give rise to points in X(Z ) \ X(Z).

Proposition 3.12. Suppose that E satisfies the assumptions of Theorem 1.6 and that p is an odd prime of
good reduction. Let K be an imaginary quadratic field in which p splits. Fix an embedding p : K < Q.
Suppose that 7 € X (Ok)ors has good reduction at all primes that split in K. Then

2D2(p(2)) + D kq(2) =0,

qes

where q is a prime of K above q. In particular, if )¢ q(z) = |lw|| for some w € W, then p(z) € X(Zp)».

qges
Proof. 1t suffices to show that 2D (p(2)) +3_,cs
since then the assumption that z is a torsion point will imply the vanishing. The height function that we

Aq(z) is the value at z of a height function on E(K),

are after is the one corresponding to an idele class character Ay /K * — Q,, which vanishes on Oﬁx, if p
is the prime corresponding to the embedding p. Indeed, with the notation of (PIV), consider the idele
class character corresponding to (id : K, ~Q, — Q,,0: K5 =~ Q, — @Q,). Then

Ap(2) =Af(2) and Ag (z) = 0.
Further, since x factors through A /K * and in view of (PII), if there is a unique prime q above ¢, we have

Xq(@) = —xp(q) — x5(q) = —log(q),

so that 2A§ = A for all primes which are either inert or ramified. Thus 2h),§ (2)=2Dy(p(2))+>_ qes Aq(2).
O

In some cases, extra points in X'(Z,), are explained by a combination of automorphisms and non-
cyclotomic idele class characters, as in Proposition 3.14. Before we state it and prove it, we first need an
auxiliary lemma.

Lemma 3.13. Let F be a number field and let L be a finite extension of F. Suppose that x :A;/F* — Q,
is an idele class character determined by the tuple of Q,-linear maps (t, : Fy, — Qp)p|p. Then the
tuple (th : Lqg — Qp)qp, defined by t‘f =ty otrr,/F, for q | p, determines an idele class character
xL A /L* — Q, such that XLlA;/FX =[L: Fly.

Proof. Each th is Q,-linear as a composition of Q,-linear maps. We need to check that (PIV) is satisfied.
If € € O, then

D 1l (logy(pg(€)) =) p0 (Z trL,/, 0 logg (P <e)>) = tyolog, ( [ [Ne/r (oq (e)))

qlp plp qlp plp qlp
=Y tyolog, (op(NL/r(€))) =0,
plp

since Nz r(€) € Of. By construction, the resulting idele class character x L restricts to [L : F]x on
Ayp/F*. O
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Proposition 3.14. Let d be a nonzero square-free integer and let E¢ be the quadratic twist of X(49)
by d; assume that E® satisfies the assumptions of Theorem 1.6 and let X¢ be the complement of the origin
in the minimal regular model of E. Let p 17d be an odd prime with at least 3 primes lying above it in
L = Q[x]/(x*+7d?%). Then

X4(Z)2 2 X2 U{£p(Q))
for some Q € X4(Oy) of order 4 and for every embedding p : L — Q,.
Remark 3.15. The proposition also holds in rank 1 if we replace X d (Zp)2 with X dz p)s-

Proof. The elliptic curve E = X¢(49) has reduced minimal model
E:yi4axy=x—x?-2x—1; (8)

however, since we are considering quadratic twists of E, it is more convenient to work (at least until we
introduce heights) with the model

Eshort 1 y2 = x° — 2835x — 71442,
as then the twist E of E by the nonzero square-free integer d admits the Weierstrass equation

gL 1 y?=x3 —2835d4%x —714424°.

short *

Recall that E4 has complex multiplication by K = Q(a), where a is a root of x%2+7. Over K|[x, v,

the fourth division polynomial ff of &1 has the factorisation

short

fi(x, y) =4y(x — 9ad) (x +9ad) (x + (—18a + 63)d) (x + (18a + 63)d) (x* — 126xd — 5103d?).
In particular, since
x3 —2835d%x — 71442d° = (x — 63d)(x + (=9/2a + 63/2)d) (x + (9/2a + 63/2)d),

all the points of order 2 are defined over K. As for the points of order 4, we see that, as a polynomial in x,
ff (x, y)/y has two roots in @(+/7) and four roots in K. Substituting the latter roots into the equation
for Eion, we find that the y-coordinates of the points with x = 9ad and x = —(18a + 63)d are defined
over Q(+/—ad), whereas those with x = —9ad and x = —(—18a + 63)d are over Q(v/ad).

Therefore, over the quartic field L = K [x]/(x*>—ad) = K (b) = Q[x]/(x*+7d?), E4(L)[4]1=7Z/2x Z /4.

Let Gal(L/K) = (T) and let
Oshort = (186 — 63d, £(54b° — 378bd)) € £4,(L)[4],  Pshor = (63d, 0).

Then Qghore satisfies

f(Qshort) = _Qshort- (9)
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Let Q be the image of Qgpor in @ minimal model £ 4 for E4 over Z and let P be the image of Pyhort. Note that

o if d = 1 mod 4, we may apply to £4

<hort the change of variables

x = 36x —9d, vy 216y 4+ 108x

to obtain the integral model

3 3d—|—1x2

Sf:y2+xy:x ) —2d*x —d°.

The discriminant of £ is A = —73d®, so by [Silverman 2009, VII, Remark 1.1] £ is a minimal
model for E4/Q and we may set &l = Eld. Then x(P) =2d € Z and x(Q) € Okg.

e if d =2, 3 mod 4, then we may take
&4 y? = x3 —3dx* — 32d*x — 64d°,

which has discriminant A = —2!2.73. 4% Minimality of £¢ at the primes different from 2 follows
as in the case d = 1 mod 4. At the prime 2, it can be deduced following Tate’s algorithm. We have
x(P)=28d € Z and x(Q) € Og.

Now, let p be an odd prime of good reduction for E4 which splits in K. By Deuring’s criterion, this
is equivalent to requiring that p is a prime of good ordinary reduction. Let pOg = pp. The prime p is
unramified also in L, since we are assuming that it is of good reduction. We suppose furthermore that
pOr =q1q1, PO = q2 or pOr = 24>, for some primes q; and q, of L. These conditions, together, are
equivalent to those of the statement of the proposition.

By Lemma 3.13, the idele class character on A /K * which is trivial on OﬁX (and which we used also
in the proof of Proposition 3.12) extends to an idele class character on A} /L*. In particular, the tuple
of linear maps

(iqu]:@p, idr;~0,.0:[[Lq— @,,)
alp
determines an idele class character x. Consider the associated global height /%5 on E4(L) with local
heights A{ with respect to the model £%. Since Q is a torsion point, we must have

ni(0) =0.
It follows from (9) and the definition of x that
MAQ) =2E(0) =2, (Q) and A1(Q)=0 forqlF.
Furthermore, using (PII) and the fact that y is trivial on L*, we find that, for a fixed rational prime ¢,

> X = —2log . (10)

vl
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Since P € X4(Z), where X¢ is the complement of the origin in £, in order to prove the proposition it

LY @ =3 n(p),

vtp Up

then suffices to show that

where the left sum runs over primes of L and the right sum over rational primes.

In view of Lemma 3.13 and (4), we are allowed to perform isomorphisms over extensions of L to
calculate local heights. In particular, the change of variables (x, y) — (36dx —9d, 216d Jd y+108d Jdx),
defined over @(\/g ), maps Escfwrt to (8), which has discriminant —7°. Under this isomorphism,

a—3
2

X(Pshor) = 2€ Z and  x(Qshort) —> € Og.

Therefore, the local heights of P and Q away from 7p are trivial when computed with respect to (8).
Using (10) and letting d’ = 7~ %@, we then have

1 1 Foa—l —logd" ifd=1 mod4,
= nyAX = AT =
2 Z vhy (Q) 12[F : L] Z oo € ) {— log4d’  otherwise,
viTp w{7p
where F = L(+/d), the second sum runs over the primes w of F and the character x ¥ is the idele class
character of F obtained from yx as in Lemma 3.13. Similarly, to calculate heights of P away from 7p

we may base change to Q(+/d) and get

1 1 n —logd’  ifd=1 mod4,
Ae(P) == M(P) ==Y " log(|Al,) =
Z e(P) ZZn” u(P) 22 6 08(Al) {—log4d/ otherwise,
Hip utlp uflp

where u runs over primes of Q(v/d).
It remains to calculate the local contributions at primes above 7. For this, it is convenient to work with
Ed
short
On the other hand, by [Silverman 2009, VII, Exercise 7.2], a minimal equation at v has discriminant

which is minimal over Z. Let v be the unique prime above 7 in L. Then ord, (A) = 12+ 24 ord;(d).

of valuation at most 11. Therefore, E4 has good reduction at v and, since we are not in characteristic 2

ordu(A)/6x n;)rdv(A)/4

or 3, a minimal equation at v is obtained from &4 via (x, y) = (7

<hort y), where 77 is

’

a uniformiser at v. Under such a change of variables, Pgpor¢ and Qgphore are mapped to v-adically integral
points. Comparing discriminants as above, we then conclude that

1 .
1 —1log7—logd  ifd=1mod4,
S @ =Y k=1 |
vip tp —5log7 —logd4d otherwise. O

3C. Proof of Theorem 1.4. In this subsection we explain how Theorem 1.4 can be deduced either from
Corollary 3.5 or from Proposition 3.14. For an elliptic curve E over Q, denote by L(E, s) its complex
L-function.
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Theorem 3.16 [Waldspurger 1981; Vignéras 1981; Murty and Murty 1997, Chapter 6, Theorem 1.1].
Let E be an elliptic curve over Q. There exist infinitely many nonzero square-free integers d such that the
quadratic twist E? of E by d satisfies L(E?, 1) # 0.

Theorem 3.17 [Kolyvagin 1988]. Let E be an elliptic curve over Q such that L(E, 1) # 0. Then the rank
of E(Q) is zero and the Tate—Shafarevich group of E /Q is finite.

It follows from Theorems 3.16 and 3.17 that there are infinitely many twists of X((49) satisfying the
hypotheses of Proposition 3.14. For each such curve, by Chebotarev’s density theorem, there are infinitely
many primes for which the proposition holds.

We now see how Corollary 3.5 also provides us with an alternative proof of Theorem 1.4. Consider
the elliptic curve E with label 36.a3 [LMFDB 2019] which has reduced minimal equation

£yt =x3-27.

We have £(Z) = £(2)[2] = {0, (3,0)}. It follows that every quadratic twist E¢ of E by a nonzero
square-free integer d satisfies EY(@Q)[2] = Z]27. The equation

eyt =x3 = 271d°

has discriminant equal to —2#-3.4% and is hence globally minimal, except if 3 | d, in which case we apply
(x,y) — (9x, 27y) to obtain a minimal model. Thus, the point of exact order 2 of E? defined over Q is
integral. Therefore, by Theorems 3.16 and 3.17, there exist infinitely many d for which Corollary 3.5
holds with yg = 0.

3D. A necessary condition: quadratic saturation. In Sections 3A and 3B we proved sufficient conditions
for a point in X'(Z),) to belong to X'(Z,)>. We now prove the necessary condition given by Theorem 1.8,
which we restate here for the reader’s convenience.

Theorem 3.18. Let E/Q and p be as in Theorem 1.6. Suppose that z € X(Z,)2 \ X(Z). Then z is the
localisation of a torsion point P over a number field K and, for each rational prime q, the value Aq(P)

of the local height A is independent of the prime q | q of K.

Proof. As we observed at the beginning of this section, a point z € X(Z,) is necessarily the p-adic
localisation of a point P € E(Z)iors. Let K be the minimal number field over which the coordinates of P
are defined. Let m € Z, m # 0, such that mP = O. Since z € X(Z ), there exists an embedding v of K
into @, under which P is mapped to z, i.e., a prime po of K such that pg | p and

Apo(P) =Ap(2) = —|lw] =: — Zaq logg for some w e W, a, € Q.
qges
For any prime p | p of K, the value A,(P) can be computed as follows. Let x(¢), y(t) € K[[t]] be
coordinates around P, i.e., P = (x(0), y(0)), the power series x(¢), y(¢) converge in the intersection
over p | p of small enough p-adic neighbourhoods of P and ¢ vanishes to order 1 at P. Let Q(¢) =
m(x(t), y(t)) € E(K((t))). Since K[[t]] is a complete DVR with residue field K, by [Wuthrich 2004,
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Proposition 1] the ¢-adic valuation of —x(Q(¢))/y(Q(¢)) equals the one of f,, (x(¢), y(¢)). More precisely,
since f,, vanishes to order 1 at every point of order dividing m, we have

—x(Q(t))/y(Q(t))=at+0(t2) for some a € K™,
Ffn(x(@®), y()) = ct+ O@*) for some ¢ € K *.

Since algy)(T) =T+ 0(T?), by Section 2A2(ii) we then have

i (1oe (X QW) ¥(Q(0) )
Ky /Qp gp IACORI0)

Ap(P) = lim —
»(P) tl—r>r(1) nym?

___2% log, (£
== 0, 108 (7).

where log,, is an extension of log to K.
In particular, if d is the least common multiple of the denominators of the o, then

o(o(2)) =TT

qeSs

Since p is a prime of good reduction, we also have ordy,(a/c) = 0 (strictly speaking we could also avoid us-
ing this fact, since the branch of the logarithm corresponding to the cyclotomic character vanishes at p), so

() =TT

qeSs

for some root of unity ¢ € K. Thus

1 d 2
M(P) = =5ty 0, log, (5 [Ta"" ) == )_oqlogq

qeS qes

is independent of p.
Let now q be a prime not above p. By Section 2A1(ii), (iv), we have

1 .
Jim — (hq(mR) +210g | fu(R)lg) = lim 2q(R) = hq(P).

Since m R is in the formal group at ¢, then

1
ho(P) = lim — (log |x(mR)lq| fn (R)I5)
_ 1 ) ( x(mR)
_RKI}DWOg y(mR)

- (<) = eI

qes

-2
|fm<R)|§)
q

)

which completes the proof. O
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Corollary 3.19. If z € X(Z,)2\ X (Z) is the localisation of a point P defined over K, we have P € X (Ok).

Proof. The proof is similar to that of Proposition 3.1. Note that a torsion point defined over an arbitrary
number field can fail to be integral at ¢ only if its order is g" for some n (where ¢ is the norm of q) and
ordg(q) > q" — q" ! (cf. [Silverman 2009, VIII, Theorem 7.1]). O

Theorem 3.18 is in some sense a natural analogue of a conjecture of Stoll for the classical abelian
Chabauty method [Stoll 2006, Conjecture 9.5], which appears in an unpublished draft of [Stoll 2007].
Let us restrict to the case when C is a hyperelliptic curve over QQ of genus g, whose Jacobian J has rank
g — 2 over Q (for the conjecture in its full generality see [Stoll 2006]). Suppose that ¢ : C — J is an
embedding such that ((C) generates J and that J is simple. Stoll’s conjecture predicts the existence of a
finite subscheme Z C J and a set R of primes which has density 1 in the set of all primes such that, for
each £ € R, we have

J(@) Nu(C@) € Z(Qp),

where J(Q) is the £-adic closure of J(Q) in J(Qy).
In [Balakrishnan et al. 2019¢] some evidence for Stoll’s conjecture was collected when g = 3, with the
scheme Z being the intersection of ¢((C) with the saturation of J(Q), that is

Z={(P)eJ: :n(P)e J(Q) for some n € Z>1}.

In our setting of an elliptic curve of rank 0, it is clear that X'(Z), should be contained in the saturation
of the Mordell-Weil group E(Q), since E(Q) = E(Q)ors and the equation Log z = 0 cuts out the torsion
points in E(Q),). However, this is not a very strong requirement in the elliptic curve case, because the
curve and the Jacobian are identified.

Theorem 3.18 asserts that the extra constraint A ,(z) = —||w||, for some w € W, leads to another type
of “saturation”, in the sense that we have to consider those points for which the local heights behave as if
the point were defined over Q.

Note that Stoll’s conjecture assumes that g — r +/ > 3, where / = 1 is the level, in the sense that
the Chabauty—Coleman method computes the cohomologically global points of level 1. In the situation
discussed here we have g =1,r =0,[ =2, i.e.,, g —r +[ = 3, so one could naively hope that for rank 1
similar conjectures could be formulated at level 3.

4. Algorithm and computations in rank 0

4A. The algorithm. We wish to explicitly compute the sets ¢ (w) and ¥ (w) from Theorems 1.6 and 1.7.
Each of D,(z) and Log(z) are locally analytic functions on X'(Z,). In other words, given a point Pe
E([Fp) \ {0} and a fixed point P € X' (Z,) reducing to P modulo p, one can pick a uniformiser ¢ € Q,(E)
at P, which reduces to a uniformiser at P. Then, for each Q € X(Z,) in the residue disk of P, we have

Log(Q) = fp(1(Q)) and Dy(Q)=gp(Q))

for some fp(x), gp(x) € Qp[[x]] convergent at all x € Z,, with |x|, < 1.
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On the other hand, let y = C if p is of good ordinary reduction and y = 1—12(a12 + 4ay) if p is of
good supersingular reduction. By Proposition 2.5 and Section 2A2(ii), provided that m Q # O, where
m =#E(F,), then
oy (mQ)

Jm(Q) )

Since there are finitely many® points in each residue disk satisfying m Q = O, the local expansion of the

2
2D>(Q) +y Log(Q)* = —n?log( (11)

right-hand side of (11) in terms of the local parameter ¢ holds in the whole residue disk. In fact, the local
expansion of GISV)(m Q) and f,,(Q) have precisely the same zeros with the same multiplicity 1 and two
p-adic power series which agree at infinitely many points in Z,, of absolute value less than 1 are equal by
the p-adic Weierstrass preparation theorem [Koblitz 1984, Chapter 1V, §4, Theorem 14]. Note that we
already used this in the proof of Theorem 3.18.

By the same observation as in Remark 2.7, we obtain a way of computing the intersections of ¢ (w)
and v (w) with each residue disk using local expansions of the p-adic sigma function (of Mazur—Tate or
Bernardi) and the m-th division polynomial,’ in place of the double Coleman integral D, (z).

The function Log : X(Z,) — Q, is odd; the function A, : X(Z,) — Q,, is even (cf. property (iv) in
Section 2A2). Therefore,

z€P(w) = —z€p(w)

and it will thus suffice to consider residue disks up to P +> —P. The same holds for ¥ (w).

We also notice that different models can be used for computing the p-adic heights and the single
Coleman integrals. In fact, we defined local p-adic heights using an integral minimal model and, for
instance, there is an implementation for the Mazur—Tate p-adic sigma function in SageMath due to
Harvey [2008] (see also [Mazur et al. 2006]). On the other hand, for Coleman computations on SageMath
(see [Balakrishnan et al. 2010]), one requires the elliptic curve to be described by a Weierstrass model
whose a; and a3 coefficients are zero and there is no requirement on minimality; the only requirement on
integrality is Z ,-integrality. To avoid explicit Coleman integration computations, we could also work
directly with the formal logarithm.

4B. Examples for Section 3. In the examples that follow, as well as in the ones of the next sections, we
avoid making distinctions between the curve E /() and the model £/7Z. The Weierstrass equations that we
work with are always minimal and reduced, unless stated otherwise.

Example 4.1 (Corollary 3.7, Proposition 3.12). Consider the rank O elliptic curve 17.al [LMFDB 2019]
E:y>+xy+y=x>—x>—91x—310 (12)
and the prime p =5 of good ordinary reduction.
61n fact, at most one.

7C0mputati0nally, it is more convenient to take m to be the order of P in E (F p)s 1.€., to choose potentially different values
of m for different residue disks.


http://www.lmfdb.org/EllipticCurve/Q/17/a/1

2398 Francesca Bianchi

Since none of the conditions of Theorem 1.6(1) are satisfied, we need to explicitly compute X'(Z), as
a union of ¢ (w). The curve has split multiplicative reduction at 17 with Kodaira symbol I; and good
reduction everywhere else: thus, W = {0}. We find

X(Zp)2 ={(=5,2% p(@))},

where p : Z[i] < Z, is a fixed embedding. If a priori our computations only return approximations of
p-adic points, by Corollary 3.7 the p-adic points found are the localisations of the points over Z[i] listed
above. Let us nevertheless explain it in detail for this example.

The Weierstrass equation (12) defines a global minimal model also for the base-change E/Q(i) and
the prime p splits in K = Q(i). We extend p to a map E(K) — E(Q)). The point

0=(-5,2+i)e E(K)
is integral with respect to the global minimal model above and satisfies
40 = 0.
Thus, since the reduction types at the bad primes of E/(2(i) are the same as over Q, we have
0=hp(Q) =5 (hp, (Q) + Ap,(Q)).
where pZ[i] = p1p> and explicitly (without loss of generality)

Ap (@) =2, (p(Q)), Apy (@) =2, (p(2(Q))),

where Gal(K/Q) = (1), so 7(Q) = (5,2 — ). On the other hand, 7(Q) = —Q and A, is an even
function. Therefore

0="2,(p(Q) =A,(p(z(Q))).
Note that Proposition 3.12 also explains why the p-adic localisation of the point Q belongs to X'(Z,),.
Example 4.2 (Proposition 3.12, 3.4(1)). Consider the elliptic curve 121.d3 [LMFDB 2019]
E:y?+y=x>—x?—40x —221 (13)
and the prime p =5, at which £ has good ordinary reduction. We have
#E(Fp) =1

and thus
X(Zp)z =9

by Theorem 1.6(1). On the other hand, we can still compute Uwew ¢ (w) of Theorem 1.7(2). The curve
has additive reduction of type I} at 11 with Tamagawa number 2 and has good reduction everywhere else.
Therefore,

W ={0, —log 11}.
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We find that ¢ (0) = @, but
¢(—log1l) ={(-7, p(3(~1 £ 11/=1D))), (4, p(A (-1 £ 11V/=1D)))},

where p : Z[(1 ++/—11)/2] — Z,, is a fixed embedding.
Let K = Q(+/—11). The prime 11 ramifies in K/Q and E/K has split multiplicative reduction of type
I, at q, where %> = 11. Let

Qe (-7 2(~1£11V/-1D), (4, J(-1 £ 11V/=1D))} C E(K).

The point Q has order 5. Unlike in Example 4.1, the Weierstrass equation (13) is minimal at all primes
except at q and hence we cannot use straightforwardly the explicit formulae for the local height at q given
in Section 2A1. The curve E/K admits the global minimal model

Emin:y2+y:x3_x2

and the image of Q in E™"(K) has good reduction at g, so that Ag‘i“(Q) = 0. Equation (4) then yields
Aq(Q) = —log 11. Therefore, by Proposition 3.12, we have

0="24,(p(Q)) +1q(Q) = A,(p(Q)) —log 11.
Similarly to Example 4.1, the appearance of p(Q) in ¢ (—log 11) is also justified by Proposition 3.4(1).
Example 4.3 (Remark 3.8). Consider the elliptic curve 14112.q1 [LMFDB 2019]

E:y>=x>—9261x (14)

and the prime p = 5, which is of good ordinary reduction. Note that p splits in K = Q(+/21) and by
Remark 3.8, the localisations of the point Q% = (£21+/21, 0) belong to X'(Z,), provided that (1/2)
times the sum of its local heights at bad primes is in || W||. Both at 3 and 7, the curve has bad reduction
of additive type III* with Tamagawa number 2; at 2 the curve has reduction of type III with Tamagawa
number 2. Thus, W = W, x W3 x W7, with W, = {O, —% logq} foreach g € {3, 7} and W, = {O, —% log 2}.
A global minimal model for the base-change of E to K is given by y> = x> — 21x. Furthermore, 2 is
inert in K and its reduction type does not change. The primes 3 and 7 become of type Ij; with Tamagawa
number 4. By Propositions 2.4 and 3.4(1) (see also Remark 3.8), we then find that 0% isindeed in X (Z p)2-
Our computation of X'(Z,), recovers precisely the integral points and the ones coming from 0%

Example 4.4 (Proposition 3.4(1)). Consider the elliptic curve 11025.y2 [LMFDB 2019] whose reduced
minimal model is

E:y?>+y=1x>4+15006

and let p = 13, which is the smallest prime of good ordinary reduction for E. Note that £ has vanishing
Jj-invariant. We find that

X(Zp)2 ={%(0, 122)} U {i(;ﬁ@ 120050, 367) : 0 <i <2}, (15)
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where {3 is a primitive third root of unity and we assume that we have fixed an embedding of
Q(¢s, m) into Q. As usual, the equality (15) is deduced from computations combined with theo-
retical results. In this particular example, the theory needed is that the Galois group of Q(Z3, +/120050)/Q
acts on the order-6 points :I:(§3i V120050, 367) by automorphisms. We leave the reader to check that
these points also have the right local heights at bad primes.

Example 4.5 (Corollary 3.5, 3.9). Consider the elliptic curve 900.g3 [LMFDB 2019] with reduced
minimal model

E:y*=x>-3375
and the prime 19, which is of good ordinary reduction for E. We have
X(Z19)s = {(§3i 15, 0), (—§3i30, +4/—-30375):0<i <2}

where ¢3 is a primitive third root of unity and we assume that we have fixed an embedding of

Q(¢&3, +/—30375) into Q9.

4C. Large-scale data. Using the database [LMFDB 2019], we could run the code on all the 86213
elliptic curves over (D of rank 0 and conductor less than or equal to 30000; for each curve we let p be the
smallest prime > 5 of good ordinary reduction.?

Out of these, we found exactly 470 pairs (E, p) for which X' (Z,)> 2 X (Z). The 10 such pairs with £
of conductor < 100 are listed in Table 2.

We summarise the results of the computations in Propositions 4.6, 4.7, 4.9.

Proposition 4.6. Let E be an elliptic curve of rank 0 and conductor less than or equal to 30000 and let
p > 5 be the smallest prime of good ordinary reduction. Assume that j(E) & {0, 1728, —3375}. Then
X(Z )2\ X(Z) is either empty or consists of localisations of points defined over the ring of integers of a
quadratic field K on which the Galois group of K /Q acts as multiplication by +1.

Proposition 4.7. Let E be an elliptic curve of rank 0 and conductor less than or equal to 30000 and let
p =5 be the smallest prime of good ordinary reduction. If X(Z )2\ X(Z) contains localisations of points
defined over a quadratic field K, these points satisfy the hypotheses of Proposition 3.4, i.e., the nontrivial
element of Gal(K /Q) acts on them in the same way as an automorphism of E.

Remark 4.8. In view of the large data collected, it might have been tempting to expect that Propositions 4.6
and 4.7 would be true for arbitrary prime and conductor. It turns out that this is not the case: varying the
prime for the curve 8§712.u5 [LMFDB 2019] (which does not have CM), we found some quadratic points
on which Galois does not act by automorphisms (cf. Example 4.11). We note nevertheless that in the
latter case the extra points were explained by Proposition 3.12.

8We could have allowed p to equal 3 and used the method of [Balakrishnan 2016] to compute the quantities involved in the
3-adic heights. Some computations with supersingular primes were carried out for Section 4D.
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LMFDB p SS/CM X(Zp)2\ X(2) Order Explanation
17.al 5 SS (=5,2+£10) 4 Cor. 3.7/Prop. 3.12
2723 7 j=0 +(3(=3+3v-3),4) 3 Cor. 3.5/Prop. 3.12
32.a4 5 j=1728 (—2, +4i) 4 Prop. 3.4(1)/Prop. 3.12
36.a3 7 j=0 (3(=3+34-3),0) 2 Cor. 3.5/Prop. 3.12
604 7 i=0 (3(1£4/=3),0) 2 Cor. 3.5/Prop. 3.12

+(—1+£4/-3,3) 6 Cor. 3.5/Prop. 3.12
49.02 11 j=-3375 £(3(=76>+25), ;(—49b> +7b* —49b —25)) 4 Prop.3.14
4924 11 j=-3375 (56 =3), (b —b* —Th+3)) 4 Prop. 3.14
7504 11 - (27, —14 £ 54/5) 4 Prop. 3.4(1)
b6 1l B (12, 1(-13£25V5)) 4 Prop. 3.4(1)

(2. -3(1£5V5) 4 Prop. 3.4(1)
7507 11 - (2, 2(=3+£5V5)) 4 Prop. 3.4(1)

Table 2. All curves of rank 0 and conductor < 100 for which X(Z,), 2 X(Z) (p =5
smallest good ordinary prime); b satisfies x* +7 = 0. The curve is given in the first
column as an LMFDB label [LMFDB 2019]. In the third column, SS means ‘“semistable”
and “—” neither semistable nor CM.

We now turn to the extra points in our data defined over number fields of degree’ at least equal to 3.
By Proposition 4.6, these can only show up if £ has complex multiplication and, in fact, its j-invariant is
one of 0, 1728, —3375. There was only one curve beside the one of Example 4.4 where cubic points were
recovered, namely the curve 19881.g2 [LMFDB 2019]. As in Example 4.4, the curve has j-invariant
equal to zero and the appearance of these points in X'(Z,) is explained by Proposition 3.4.

Finally, we recovered points defined over number fields of degree 4 on the curve 14112.q2 (j = 1728)
[LMFDB 2019], which is explained by Proposition 3.4, and on all the twists of the modular curve X((49),
as predicted by Proposition 3.14. In fact the inclusion in the statement of Proposition 3.14 is an equality
in all the following cases.

Proposition 4.9. Let E be an elliptic curve of rank 0, conductor less than or equal to 30000 and
J(E) = —=3375. Then X(Z11)2 = X(Z) U{xQ}, where Q has order 4 and comes from a point over the
ring of integers of the smallest number field L over which E(L)[4]| = 7 /27 x 7 ]47.

9Note that by degree we mean the degree of the smallest number field over which a point in X'(Zp); is defined and not the
degree of the number field containing all the coordinates of the points in X'(Z),, which could be larger.
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4D. Variation of the prime. In what follows, we assume that the rank of the elliptic curve is equal to
zero. However, the discussion could easily go through word for word with X' (Z P)/2,tors in place of X' (Z)>.

We have established that there exist curves of rank 0 and primes p for which X(Z,)> 2 X (Z). The
next question we ask is whether there always exists a (not necessarily ordinary) prime for which the
cohomologically global points of level 2 are precisely the global integral points. It turns out that the
answer is negative, as we will see in Example 4.11 below.

Let us first gather some intuition on what is happening. Recall that, after having fixed all appropriate
embeddings,

(W) C ED)iors = E(Q)tors.

Therefore, if P € E(F ) for some minimal number field F, by picking p such that [F, : Q,] > 1 for all
v | p, we can guarantee that P ¢ X (Z,). For instance in Example 4.1, if we pick p’ =7, which is of
good ordinary reduction and which is inert in Q(7), we find X(Z ), = X(Z) = @.

Note that, in view of Corollary 3.5 and Section 3C, there exist (infinitely many) curves for which
X(Zp)> is strictly larger than X'(Z) for all odd primes p of good ordinary reduction. More generally, if E
has complex multiplication by the quadratic field K and there exist points defined over K and satisfying
the assumptions of Proposition 3.4(1), then these points will show up in X'(Z), for any good ordinary
odd prime p by Deuring’s criterion. On the other hand, Deuring’s criterion also implies that the good
supersingular primes cannot split in K.

We ran the code on all the 470 curves of Section 4C for which we had found some extra points: this
time, we varied the good ordinary prime until we found a prime for which no extra points showed up
or we proved that such prime does not exist. If a good ordinary prime p for which X (Z,), = X(Z,)
does not exist, we repeated the calculations with supersingular primes. We summarise the results in the
following theorem (which includes also the statement of Theorem 1.5).

Theorem 4.10. Let E be an elliptic curve over Q of rank 0 and conductor less than or equal to 30000.
Then there exists a good ordinary odd prime p for which X(Z ), = X(Z), unless:

(1) Eis32.a4 (j = 1728) [LMFDB 2019];

(2) E is one of the 20 elliptic curves of rank 0 with j =0 and Z/27Z C E(Q) or E is 27.a3 (j = 0)
[LMFDB 2019];

(3) E is 8712.u5 [LMFDB 2019].

Moreover, in cases (1) and (2), X(Z )2\ X(Z) # @ for all good ordinary odd primes p, but there exists a
supersingular prime p for which X (Z ), = X (Z); in case (3) X(Z )2\ X(Z) # & for all good (ordinary

and supersingular) primes p.

Proof. That there exists a good ordinary prime for which Conjecture 1.1 holds at level 2 for all curves
not in (1), (2) and (3) is shown computationally. The assertion of cases (1) and (2) follows from the
discussion before the statement of the theorem together with explicit computations of X' (Z,), at some
supersingular primes p. Finally, we treat the curve 8712.u5 in detail in Example 4.11. O


http://www.lmfdb.org/EllipticCurve/Q/32/a/4
http://www.lmfdb.org/EllipticCurve/Q/27/a/3
http://www.lmfdb.org/EllipticCurve/Q/8712/u/5
http://www.lmfdb.org/EllipticCurve/Q/8712/u/5
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Example 4.11. Consider the elliptic curve 8§712.u5, given by
E :y* =x3 +726x +9317. (16)

We have § = {2,3,11}: in particular, the reduction is of type III with Tamagawa number 2 at 2,
of type I with Tamagawa number 4 at 3 and of type I with Tamagawa number 2 at 11. Thus
W =W, x W3 x W;;, where

W, =1{0,—3log2}, Ws={0,—log3, —3log3}, W ={0,—logll}.

Consider

A= { (=44, £99v/—11), (22, £33+/33), (L (1 £3+v/-3), 0)} € X @) ors-

If p &S, then p splits in at least one of Q(+/—11), Q(+/33) and Q(+/—3) and therefore ANX(Z,) # @
(after having fixed embeddings). The fact that

ANXZ,), # 2.

then follows from Proposition 3.4(1) (for the points over Q/—11) and Q(+/33)), Proposition 3.12 (for
the points over Q(+/=3)) and the following table, which shows how the reduction changes at the primes
in §. The symbol “—" means that the reduction type has not changed. In the last column, there are
the possible values of A4(X(Oy)) where Oy is the ring of integers of the completion K at a prime g
above ¢ in the field K. We briefly explain how the table is computed. When the prime ¢ splits in K,
there is nothing to show: Aq(X(Oq)) = W, if q | g. If g is inert, by Tate’s algorithm, (16) is minimal
at q | ¢ and the Kodaira symbol is unchanged. Once we know the Tamagawa number at q, we can find
Aq(X(Oy)) directly from Proposition 2.4. Finally, if g ramifies in K, then A4(X' (O4)) may be deduced
from Proposition 2.4, Lemma 2.1(i) and (4). Note that some points in X'(Oy) may map to nonintegral
points in a minimal model at q (see also Lemma 6.4).

K q splitting reduction (Tamagawa) [A/Apinlq Aq(X(Oy))

2 inert - 1 W,

Q(/—11) 3 split - 1 W3
11 ramified good 11-° Wi

2 split - 1 W,

Q(+/33) 3 ramified nonsplit I (2) 36 W3

11 ramified good 1176 Wi

2 inert - 1 W,

Q-3) 3 ramified nonsplit I, (2) 376 W3
11 inert I5 (4) 1 Wi



http://www.lmfdb.org/EllipticCurve/Q/8712/u/5
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5. The rank 1 case

5A. Algebraic nonrational points in X (Z,)), in rank 1. We retain the notation of Theorems 1.6 and 1.7.
The set consisting of the torsion points in ¥ (w) is equal to ¢ (w). Therefore, the results of Section 3
translate into results for X' (Z P)/Z,tors'

Since each v (w) is defined by a single p-adic equation, in most cases it is expected that X'(Z)))
should be strictly larger than X'(Z). The question we investigate in this subsection is which algebraic
nontorsion points could arise in X'(Z,),. The following elementary lemma shows that if a nontorsion
point in X(Z,)}, comes from a quadratic point in the saturation of E(Q), then its belonging to X'(Z )}
cannot be explained by automorphisms (cf. Section 3A).

Lemma 5.1. Let E be an elliptic curve over Q and K a quadratic field with Gal(K /Q) = (t). Let
P € E(K)\ E(Q) such that mP € E(Q) for some nonzero integer m. Then, if (P) = t(P) for some
W € Aut(E /Q), P has finite order.

Proof. The hypotheses on P imply that ¥ # id. Since mP € E(Q), we have O = mP — t(mP) =
m(P — t(P)). If y = —id, then

(P)=-P (P)=-P
{m(P—r(P)):O {ZmP:O;
thus, P has order dividing 2m.
For more general 1, let
[-1: R ~End(E)

where R C C. Then there exists a root of unity ¢ such that ¢y (P) = [¢]P. Therefore,

*(P) = [¢]P (P) = [¢]P
{m(P—r<P))=0 = {[m(l—o]P:o

and so P € E(K)[mNg)a(1—2)]. O

We could try and use noncyclotomic idele class characters to motivate the existence of some algebraic
points of infinite order in X'(Z )}, following the ideas of Section 3B. For example, what we could hope
to prove is that at a certain z € X'(Z) satisfying mz € E(Q) for some nonzero integer m, the quantity
2D, (z)+C (Log(z))2—|— lw]|, for some w € W, equals the value of some p-adic height function at z. If such
a p-adic height comes from a character which restricts to the cyclotomic character on A with the right
normalisations, then looking at the equation defining v/ (w) we see that this is enough to show z € X(Z))}.

However, our computations (more on this in Section 5B) also recovered some algebraic nontorsion
points defined over real quadratic fields and we know that the space of idele class characters of a real
quadratic field is one-dimensional. Therefore, in the following proposition we present a sufficient condition
for a point defined over a quadratic field to belong to X'(Z,)5, which looks less geometric or algebraic in
nature compared to the results of Section 3. However, we then discuss in Remark 5.3 when we expect the
hypotheses of the proposition to be satisfied.



Quadratic Chabauty for (bi)elliptic curves and Kim's conjecture 2405

Proposition 5.2. Suppose that E satisfies the assumptions of Theorem 1.7 and that p is an odd prime of
good ordinary reduction. Let K be a quadratic field in which p splits. Fix an embedding p : K — Q,
and let T be the nontrivial element in Gal(K /Q). Suppose that z € X(Ok) is such that mz € E(Q) \ {O}

for some nonzero integer m and that

Jm(2) =& fn(7(2)), 7)

for some root of unity {. For each rational prime q, let q be one (any) prime of K above q and Aq the local

height at q with respect to the model £. If

D hq(@) = llw]

qeSs
for some w € W, then p(z) € X(Z)5.

Proof. Let q1 p. By quasiquadraticity (Section 2A1(iv)) applied twice and the assumptions on z and m,

we have
Lq(2) = #(/\q(mz) +2log| fn(2)1q)
= (rn2) + 2108 [£fn (r@D))
= (@) + 2108 | fu (D)
= 2q(7(2)) = Ae() (D).
Similarly, if pOg = p;p,, then (without loss of generality)
M2y, (2) = Ap(mz) +2108(0(fn (2))) = Ap(mz) +2108(0(fin (T(2)))) = m*hp, (2).

Therefore,

hp(z) =Ap(p(2)) + W]
Since z is in the saturation of E(Q) (i.e., mz € E(Q)), then z € {r(w). O

Remark 5.3. Let £, K and p be as in Proposition 5.2. Suppose that z € X'(Ok) is such that mz €
E(Q)\ {0} and write x(mz) = n(mz)/(d(mz)?) for some coprime integers n(mz) and d(mz) > 0. When
can we expect (17) to hold? By [Wuthrich 2004, §2] and our assumptions, we know that

gm(2) gm(1(2))
S = x(m2) = x (T (D) = S
fm(2) Sm(T(2))
where g,,(z) can be written as a univariate polynomial in x(z) over Z. For w € {z, t(z)}, define
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By Proposition 1 of [loc. cit.], §,,(w) is a unit at all primes at which w has nonsingular reduction.
Furthermore, we have

Sm(z) Sm(2) _
T(6n(1(2) (fu(t(2))

Thus, if for example z has good reduction at all primes which are split in K, then 7(5,,(t(2))) = 6, (7 (2))

up to multiplication by elements of Oy : thus, in this case, f,(z) = uf(t(z)) for some u € Og. If K is
imaginary then u is a root of unity; otherwise # may or may not be. Note that if K is imaginary, we could
have also avoided talking about division polynomials and followed a strategy similar to Proposition 3.12.
Conversely, Proposition 5.2 is often not applicable for torsion points as it requires the existence of a
nonzero multiple of z in E(Q).

5B. Computations in rank 1. The technique explained in Section 4A to compute X' (Z ), in the rank 0
case can easily be adapted to compute X'(Z ), when the Mordell-Weil group has rank 1. As remarked in
Section 5A, the expectation is that X'(Z ), should generally be larger than X'(Z).

We ran the code on all the 14783 rank 1 elliptic curves of conductor at most 5000 and let p be the
smallest prime greater than or equal to 5 at which the curve has good ordinary reduction. The first
observation is that it can happen that there are no points in X'(Z,)} beside those in X'(Z). For example,
the curves of conductor at most 500

« satisfying the assumptions of Theorem 1.7(1) are 254.b1, 430.c1 [LMFDB 2019];

« not satisfying Theorem 1.7(1), but for which X(Z,)), = X(Z) are 297.b1, 325.b1, 325.b2, 467.al
[LMFDB 2019].

Studying the torsion points of X'(Z,), morally provides more data on the extra points that can arise
in X(Z,)> when E has rank 0. No new phenomenon was observed, except that torsion points defined
over some degree 4 number fields were also recovered on the two CM elliptic curves 576.el and 576.e2
[LMFDB 2019] of j-invariant 54000. The appearance of the latter points can be proved in a similar way
to Proposition 3.14.

As far as algebraic nontorsion points are concerned, on 26 curves we identified nontorsion points
defined over quadratic extension of Q. All of these were explained by Proposition 5.2 and only on two
curves the points were defined over real quadratic fields. We now present an example in which some
algebraic torsion and nontorsion points were recovered in X (Z)), \ X(Z). Afterwards, we also include
for completeness an example in which the extra algebraic nontorsion points are real.

Example 5.4. Consider the elliptic curve 576.e4 [LMFDB 2019]
E:y*=x3+38,

whose Mordell-Weil group over Q has rank 1 and is generated, modulo torsion, by the point zg = (1, 3).
Let p =7, at which E has good ordinary reduction. We have S = {2, 3} and W = W, x W3 where

W, ={0, —log2} and W;= {0, —1log3}.


http://www.lmfdb.org/EllipticCurve/Q/254/b/1
http://www.lmfdb.org/EllipticCurve/Q/430/c/1
http://www.lmfdb.org/EllipticCurve/Q/297/b/1
http://www.lmfdb.org/EllipticCurve/Q/325/b/1
http://www.lmfdb.org/EllipticCurve/Q/325/b/2
http://www.lmfdb.org/EllipticCurve/Q/467/a/1
http://www.lmfdb.org/EllipticCurve/Q/576/e/1
http://www.lmfdb.org/EllipticCurve/Q/576/e/2
http://www.lmfdb.org/EllipticCurve/Q/576/e/4
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Write
‘X(ZP)/Z = X(ZP)/Z,tors U X(ZP)/Z,nontors’
where the subscripts tors and nontors have the obvious meaning. Let K = Q0(+/—3) and let T generate
the Galois group of K /Q. Assuming that we have fixed an embedding of Q(+/—3) into Q,, we find that
X(Zp)/ltors = {(_29 0)7 (1 + \ _37 0)}5
X(Zp)s nontors = (1, 3), (2, —4), (46, =312), (=5£+/—=3,6 =64/ -3)}U Anonale?
where A™"2” denotes the set of points of X' (Z p)5 Which have not been recognised as algebraic. Note
that A™"2” modulo = consists of 15 points. Corollary 3.5, together with the observation at the beginning

of this section, proves why the two-torsion quadratic points (1 /=3, 0) belong to X(Z,)}.
Consider now

0 € (£(=5++/-3,6+£6J/=3)).

We show why Q € X(ZP)/Z,nontors' Without loss of generality we assume that Q = (—5++/—3, 6+64/—3).
As

0=-z20+(1-+-3,0),
20 € E(Q). We have
£(0) =2y(0) = (A(~=1+V-3)) Lz (Q)).

Therefore, in order to apply Proposition 5.2, it suffices to verify the condition on the local heights at the
bad primes. For each prime q { p, we could use the formula involving f>(Q) in order to compute A4(Q),
as in the proof of the proposition. We choose to compute it instead by the quasiparallelogram law

Aq(Q) = Aq(20) + Aq(1 — v/=3, 0) — log |[v/=3|q = Aq(20) + Aq(—2, 0) — log |[v/=3]q,

which gives
—1log3 ifq|3,
Aq(Q) =1 —log2 ifq]|2,
0 ifq12,3, p.

The fact that Q is in X'(Z},)} then follows from Proposition 5.2.
Example 5.5. Consider the elliptic curve 525.c1 [LMFDB 2019]
E :y? +xy = x>+ x? —450x + 3375.

Let p be an odd prime of good ordinary reduction split in @(+/5) and fix an embedding Q(v/5) — Q -
Then by Proposition 5.2 with m = 2, the infinite order points

+£(10£5V/5, 323 FV5))

belong to X' (Z)5.


http://www.lmfdb.org/EllipticCurve/Q/525/c/1
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6. Rational points on bielliptic curves

Let C be a smooth projective curve over Q of genus g and whose Jacobian J has Mordell-Weil rank equal

to g. Assume in addition that the Néron—Severi group of J has rank at least equal to 2, that p is an odd

prime of good reduction for C and that the p-adic closure of J(Q) has finite index in J(Q,). Balakrishnan

and Dogra [2018, Theorem 1.2] used the Chabauty—Kim method to explicitly describe a finite set
C(@p)z C C(@p)’

which depends upon the choice of a correspondence Z C C x C and which contains all the Q-rational
points of C. Note that one has C(Q,)> C C(Q,)z. The authors then made Theorem 1.2 algorithmic
when C is a bielliptic curve of genus 2, under the extra assumption that J is ordinary at p (we remove
this hypothesis here). Let

C:y2=x6+a4x4+a2x2+a0, a; € Q,

be a genus 2 bielliptic curve with a rank-2 Jacobian and consider the associated maps ¢; : C — (E;, Og,),
described affinely by

Ei:y? = x>+ ayx” + arx + ay, P1(x,y) = (x%,y)
Ey: v =x+ax? +agaox + a2, ¢a(x,y) = (apx %, apyx ).

Assume that each of Ej and E» has rank 1. Then one may pick Z in such a way that C(Q,)z can be
described in terms of local and global p-adic heights of the images of the points of C in the two elliptic

curves (we assume that the given equations for E; and E; are minimal at p). The superscript £ indicates
on which curve we are computing these quantities. Let P; be a point of infinite order in E; (Q) and write

)
" Logh(P)?

where, as usual, hg" is the global p-adic height of Mazur-Tate or Bernardi depending on whether the
reduction is ordinary or not. Let Q1 = (0, \/ap) € E1(Q(/ap)) and Q> = (0, ap) € E»(Q). We assume
that ag is a square in Q. Furthermore, let

CcV(@,) = C(@y) \ (0, Vap)[ U 10, —/ao)D),

C?(@,) = C(@y) \ (oo™ [ U Joo™ D),

ch@=c@nc?@, fori=1,2,
where the inverted square brackets denote the residue disk modulo p around the given point and
oot =(1:41:0) e C(Q).
Theorem 6.1 (Balakrishnan-Dogra'®). For each i € {1, 2}, the following set is finite:
Wi= {Z(Aj? (@i (2)+0)+AE (i (29)— Q) =21 (931 (24))) 1 zg) € [ [ C@\ ;' (£ Q,->}}.
q#p q#p

10With a small correction; see Remark 6.2.
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Furthermore,

cY@c {z € CY@p) : 20 (93-4(2)) = Ay (91 (2) + Qi) — Ab (i () — Qi)
— 231 Log™(g5-i(2))? +2¢; Log™ (¢ (1)) + 205101 € W'}

The second assertion in Theorem 6.1 can be derived from the parallelogram law satisfied by the global
p-adic height (as a consequence of Section 2A1(iii) and Section 2A2(iii)) and the fact that there is at
most one quadratic function (up to multiplication by a scalar) on each of E;(Q) and E»(Q), due to the
assumption on their ranks, in analogy to the proof of Theorem 1.7. The set of p-adic points described
in the theorem is C(Q,)zNC QX (a) »). We will explicitly determine the sets W' for Example 6.3. For a
general bielliptic curve we will give in Proposition 6.5 a description of a finite set containing W', hence

giving a proof of finiteness of W'.

Remark 6.2. If Q; is not defined over (), with the notation Af (¢1(z) £ Q1) in Theorem 6.1 we mean
)qu "(¢1(z) £ Q1), where q is any prime of Q(,/ag) lying above the rational prime g. Indeed, since
7(Q1) = —Q1, where (t) = Gal(Q(,/ap)/Q), there is no dependence on q | g and

hEN(QD) =) A,
q
The equations defining the sets C(Q,)z N C (@) p) in [Balakrishnan and Dogra 2018, Corollary 8.1]
contain a typo in the case when Q; is not in the saturation of E£;(Q), which we have corrected in
Theorem 6.1. Their formula has the term 2c¢; LogE 1(Q1)?in place of 2}151 (Q1) and does not hold unless
the two quantities are equal.

One of the advantages of computing rational points using Theorem 6.1 for a bielliptic curve, rather
than the more general techniques developed in [Balakrishnan et al. 2019a], is that we do not need to have
prior knowledge of any affine point in C(Q).

Balakrishnan, Dogra and Miiller [Balakrishnan and Dogra 2018] used Theorem 6.1, combined with the
Mordell-Weil sieve, to determine precisely the rational points of two bielliptic curves. As in Section 4A,
we suggest here that one can replace the computations of double Coleman integrals with computations
involving the p-adic sigma function and division polynomials. We use the resulting algorithm to compute
C(Q),)z for a bielliptic curve whose rational points were already found using different Chabauty-type
techniques by Wetherell [1997, Proposition 5.1] and Flynn and Wetherell [1999, Example 3.1]. Our
methods lead to an alternative provable determination of C (Q).

Example 6.3. Consider the bielliptic curve
C:yP=x"+x*+1;
the associated elliptic curves are 496.al and 248.al [LMFDB 2019], given by the minimal models

Ei:y?=x>4+x+1, Er:y?=x>+x2+1.


http://www.lmfdb.org/EllipticCurve/Q/496/a/1
http://www.lmfdb.org/EllipticCurve/Q/248/a/1
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We have
01=(0,1 € E (Q), 02=1(0,1) € E2(Q).

Both elliptic curves have rank 1. Let p = 3, which is a prime of good reduction for C. Since E| is
supersingular at p, we use Bernardi’s p-adic height for our calculations.
Claim 1. [fq # p,2 and z € C(Qy) \ {¢; (£ Q:)}, then

we.i (2) 1= Ay (9i(2) + Qi) + A5 (9i(2) — Qi) =20 (93 (2)) = 0.

Proof. The curves E; and E; have everywhere good reduction except at 2 and 31. At 31, the Tamagawa
number of each E; is trivial. Assume first that ¢; (z) # Og,. Then, for each g # p, the quasiparallelogram
law (3) gives

wg.i (2) = 2(AF (9i(2)) + AL7(Q) —log |x (i () |g — A2 (93-1(2))):
thus, if g # 2, by Lemma 2.1(i),
wg.i (2) = 2(log(max{l, |x(¢i(2))|¢}) —log(max{l, |x(¢3-i(2))lg}) —log|x(¢i(2))lg)
= 2(log(max({1, [x(¢i(2)]4}) — log(max{1, |x(¢; ()|, ') — log [x(¢i (2))lg) = 0.
It remains to consider the case ¢;(z) = Og,. Then ¢3_;(z) € {£03_;} and
wg.i(2) =20F1(Qi) —22[1(03-) =0
by Proposition 2.2, since Q; and Q3_; are integral and the Tamagawa numbers at g are equal to 1. [
Claim 2. We have
Wl =1{0,log2}, W? ={—log2, —2log?2}.
Proof. By Claim 1,
W= {wn,i(2) =237 (@i (2) + Q1) + 25 (91 (2) — Q1) — 25" (93-(2)) 1 2 € C(@) \ { (E00)}}.

First note that the curve E| has Tamagawa number equal to 1 at 2, whereas E; has Tamagawa number equal
to 2 and reduction type III. If |x(z)|2 <1, then ¢, (z) has good reduction at 2 and Afz (p2(2))=log |x (2)"2|2:
otherwise ¢;(z) reduces to a singular point modulo 2 and, by Proposition 2.4, Af Hp(2)) = —% log 2.
Furthermore )»ZE 20y = —% log 2. Therefore, similarly to the proof of Claim 1, if ¢;(z) # Og,, then by
the quasiparallelogram law we have

0 if 1,
w),1(2) = 2(Ay" (91(2) — 137 (92(2)) — log [x (91 (2))2) { i x (@2 <

log2 if |x(2)]2 > 1;

+

for the remaining points z = co™ we get

w21 (z) = =215 (Q2) = log 2,

thus proving the claim for W'. The set W? is determined in a very similar fashion and we leave the details
to the reader. O
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We can now compute C(Q,)z as a union of the two C(Q,)z N C(@p)(i). We find
C(Qp)z = {oo™, (0, £1), (£, £3)juA (18)

where A is a set of size 4. Note, however, that up to the automorphisms (x, y) — (—x, y), (x, y) = (x, —y)
and their composites, A actually consists of one point:

P=(2-34+2-3342.334334003%,24+2-3+2-33+2.3°+342.38 1 0(3%)).

We follow the same strategy to the one of the proof of [Balakrishnan and Dogra 2018, Theorem 8.6] to
rule out the possibility that P could be rational. The image of the point P under ¢, is a point in E>(Q,)
whose x-coordinate has valuation ord, (x(¢2(P))) = —2. On the other hand, the Mordell-Weil group
E>(Q) = Z is generated by Q5 and, thus, if ¢, (P) € E>(Q), there must exist a multiple of O, whose
x-coordinate has p-adic valuation equal to —2. As the smallest multiple of Q5 in the formal group at p is
60, = (g—? —%), we have reached a contradiction, since the set of points in the formal group whose
x-coordinate has valuation at most —4 is a group.

6A. Explicit formulae for the sets Wi. Theorem 6.1 asserts that the sets W', for i = 1, 2, are finite, but
does not describe them explicitly. In order to obtain an implementation for the computations of the sets
C@Qp)zN cH@ p) for an arbitrary genus 2 bielliptic curve C, it would be convenient to have a character-
isation of W' that can be made algorithmic, in analogy with that of the sets W, of Theorems 1.6 and 1.7.

We assume in this section that the coefficients ag, a;, a4 defining C are in Z.

Fori =1,2, let WqE "™ be the set W, from Section 1 for a global minimal model E; i, of E; if g
is a prime of bad reduction and with nontrivial Tamagawa number. If E; i, has good reduction at
qg €{2,3}\{p} and Ei,min([Fq) = {0} or ¢ =2 and E; i, has split multiplicative reduction I; at g, let
W, " = . For all other g # p, let W, "™ = {0}.

Let WqE " be the set of values attained by Af " on the points of E; (Q,) of the form (x, y) withx, y e Z,. Let

Ei _ wEi
VE = Wk U(0).

Write
SEi — A_El
AEimin’
where AZi and AFimin are the discriminants of E; and E i min-
For sets A, B of elements in a field F, we write A + B for their Minkowski addition and — A for the
set consisting of the additive inverses of the elements in A. If A = {a}, we write a + B for A + B.

Lemma 6.4.

WE = Llog |85 |, + (W, "™ U {2klogq : 1 <k < 5 ord, (85)}).

In particular, W(f " is finite; it equals {0} for all but finitely many q.
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Proof. Let x, y and Xmin, Ymin be the Weierstrass coordinates for E; and E; nin, respectively. Then there
exist u, r,s,t € Q, u # 0, such that

X = uzxmin +r, y= u3ymin + suzxmin +t.

Since ordq(AEivmi") <ord, (AE) for each prime g, the scalars u, r, s, ¢t are furthermore all integral (see
[Connell 1999, Lemma 5.3.1]).
Now let P € E;(Q,) such that x(P), y(P) € Z,. By (4), we have

; Ei min ;
M(P) =g (P) + ¢ log |85 ],.

If Xpin(P) € Z,, then AL"™(P) € W, "™ by Propositions 2.4, 2.2 and Lemma 2.3. Otherwise, by
Lemma 2.1(i), we have Agi'mi“(P) =log|(x(P) — r)/u2|q, where by assumption |x(P) —r|, <1 and the
valuation of (x(P) —r)/u? is an even negative integer. Since 8% = u!?, this completes the proof of C. To
see why the inclusion is actually an equality, notice that the preimage of an integral point in E; yin (Qy)
is certainly an integral point on E;(Q,). Furthermore, the points on E; 1in(Q,) in the formal group are
parametrised by ¢t € gZ, as follows: t > (Xmin(#), Ymin(?)), where

1 a1, min
Xmin (1) = 27, ~ ®min— d3minf +--- € Z[ar mins - - - » d6,min] (7)),
where aj min, . . ., @6 min are the Weierstrass coefficients of E; niy; in particular, we have ord, (xmin(2)) =

—2ord, (t). Thus for each 1 < k < & ord, (8%, setting = g* gives a point on E; in(Q,) whose
preimage in E;(Q,) has integral x-coordinate. The second assertion of the lemma follows from the
explicit description of the sets WqE bmin (|

Proposition 6.5. With the notation of Theorem 6.1, suppose that ord,(ag) € {0, 1} for each prime £. For
each prime q # p, let

W, ={2v+22010) v e VI + (W) u{2v4+22]1(Q1) —2loglaoly s v e W}

W, = {2v+2112(02) — 2loglaglg : v € WS + (=V D) U {20+ 2002(00) sv e =W/

Then W' is a subset of the finite set

W = {Z Wyt Wi € W;/} - {M?(Qi) — 2000 + ) (wy ;= 2h(00) Ty € W;"}-

q#p q#p
Proof. By definition,
W= {Z Wy, Wq,i € W;},
q#p

where

W) ={wg.i(2) =2 (0i (@) + Q) + 25 (0i(2) — Qi) — 2017 (@3- (2)) : 2 € C@Q \ {9 ' (£ 0N}
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Let z € C(@) \ {¢; ' (£0)). If ¢;(z) = O, then
__ 1 Ei E;_;
wq.i(2) = 2051 (0) — 2051 (Q3_0),

which belongs to 2)»5 o) — 2WqE3‘i. When i = 2, note that, while it is not always the case that Q; is
defined over Q, (and hence that Af '(Q1) e WqE 1), here this follows from the assumption that its preimage
under ¢ is in C(Qy).

Otherwise, by the quasiparallelogram law (3), we have

wg.i(2) = 2(AS7 (i (2)) + AF1(Qi) —Tog |x(9i(2))|y — AT (93-i(2)))
=2(A; (@i (2)) + A, (Q) +1og [x(3-i (2))|g — loglaoly — AL (p3_i (2))).
Note that the assumption that 0 < ord, (ap) < 1 implies that, for each i =1, 2,
[x(0i (@)lg > 1= [x(@3-i(2))g < 1 (19)
x(p3-i(@)lg < 1= x(@i(2)]g = 1. (20)

If |x(¢i(2))lg > 1, then ¢; (z) reduces to a nonsingular point modulo ¢, with respect to the Weierstrass
equation for E;. Thus Ag "(¢i(2)) =log |x(¢;(2))|4. Furthermore, by (19), ¢3_;(z) is integral with respect
to the Weierstrass equation defining E3_; and we have )»5 p3-i(2) € Wf 3~ Therefore

wg,i(2) ., Esi
—5 € Ayt (Qi) + (=W 2.
Similarly, if |x(¢3-;(2))|4 > 1, then
Wy,i (2) . .
o € 0g"(Q) —loglaly) + W,
It remains to consider the case when [x(z)|; = 1. Then
Wei @) e yEey 2 (Q) ifi=1,
2 9 9 A0 —loglaol, ifi=2. O

Proposition 6.5 and Lemma 6.4 turn Theorem 6.1 into an algorithm for computing a finite set of p-adic
points containing C(Q), for an arbitrary genus 2 bielliptic curve C whose associated elliptic curves E
and E, have Mordell-Weil rank equal to 1. Furthermore, to improve the estimates of the sets W' provided
by Proposition 6.5 we may use the fact that the contributions at primes of potential good reduction for C
are trivial (cf. [Balakrishnan and Dogra 2018, Theorem 1.2(i)]). It seems unlikely to the author that the
elementary approach of Proposition 6.5 could show the latter for an arbitrary curve, since it is hard to
imagine how the proof could be made sensitive to the difference between C being of potential good
reduction and its Jacobian only being of potential good reduction. Furthermore, even at primes not of
potential good reduction, the sets Wé/ might be larger than W;. Nevertheless, having fixed an explicit
curve C, the steps of the proof of the proposition should guide the reader through computing W* precisely.
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Here we are instead interested in an algorithm which does not require prior computations of W'. So
let W be obtained from W’ of Proposition 6.5 by replacing Wé’ with {0} whenever ¢ is a prime of
potential good reduction. We implemented in SageMath the results of this section and could test them for
several bielliptic curves, including the ones of [Balakrishnan and Dogra 2018] and the bielliptic curve

C:y=@?+DE2+3)2+7), 21)

which appears in [Flynn and Wetherell 1999, p. 532] as the only curve amongst 50 bielliptic curves for
which the methods of Flynn and Wetherell to find rational points failed.

For instance, in Example 6.3 and for the curve of [Balakrishnan and Dogra 2018, §8.3] we have
Wi =W" =W foreachi =1 and i = 2, but for the curve of [Balakrishnan and Dogra 2018, §8.4], the
sets W have size 3, whereas W' has size 1.

We also remark that in Example 6.3, as well as the two examples of [Balakrishnan and Dogra 2018],
the elliptic curve E| has trivial Tamagawa number at all primes and E; has trivial Tamagawa numbers
everywhere except for at one prime where it has Tamagawa number equal to two or three. In other
words, finding precise expressions for the sets W' by hand is straightforward. In Example 6.3 as well
as [Balakrishnan and Dogra 2018, §8.3] the task is further simplified by the fact that the Weierstrass
equations for £ and E; have minimal discriminant. On the other hand, we cannot expect this for a
generic curve. For example, the elliptic curves corresponding to (21) have Tamagawa numbers (2, 1)
respectively (4, 2) at the primes not of potential good reduction and analysing what happens at each prime
by hand might be rather tedious. In this case, we find #W!” = #W?” = 18 and in fact this results in many
points in C(Q,) that are probably not rational (142 when p =5).
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We use the theta correspondence between GSp,(E) and GO(V) to study the GSp,-distinction problems
over a quadratic extension E/F of nonarchimedean local fields of characteristic 0. With a similar
strategy, we investigate the distinction problem for the pair (GSp,(E), GSp, ;(F)), where GSp, , is the
unique inner form of GSp, defined over F'. Then we verify the Prasad conjecture for a discrete series
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1. Introduction

Let F be a finite field extension over @, and E be a quadratic extension over F with associated Galois
group Gal(E/F) = {1, o} and associated quadratic character wg,r of F*. Let W be the Weil group
of F and WD be the Weil-Deligne group. Then wg,r is a quadratic character of Wy with kernel Wg.
Let G be a connected reductive group defined over F and G(F) (resp. G(E)) be the F-rational (resp.
E-rational) points. Let Irr(G(E)) denote the set of irreducible smooth representations of G(E). Given a
representation t € Irr(G(E)) and a character y of G(F), we say that 7 is (G(F), x)-distinguished or
has a nonzero (G (F), x)-period if

Homg r)(z, x) #0.

If x is the trivial character, then t is called G (F)-distinguished. There exists a rich literature, such as
[Beuzart-Plessis 2018; Flicker 1991; Gan and Raghuram 2013; Lu 2017b; Matringe 2011; Prasad 2015],
trying to classify all G (F)-distinguished representations of G (E). The method often used to study the
distinction problems is the relative trace formula, such as in [Beuzart-Plessis 2018; Flicker and Hakim
1994], which is powerful especially for the global period problems. This paper focuses on the local period

MSC2010: primary 22E50; secondary 11F27.
Keywords: Langlands correspondence, see-saw diagrams, theta lift, quaternionic Hermitian groups, the Prasad conjecture.
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problems for G = GSp,, PGSp, and their inner forms. The main tool in this paper is the local theta
correspondence appearing in [Gan and Takeda 2011b; Kudla and Rallis 1992; Yamana 2011].

Let V be the unique nonsplit quaternion algebra Dg with quadratic form Np, over E, or the split
6-dimensional quadratic space |]-|]3E over E. Then

GSO40(E) = DS(E) x DS(E)/{(t,t ) :t € EX} if V = Dp,
GSO33(E) =GL4(E) x EX/{(t71,1?):t € EX}  if V =H3,

and any irreducible representation of GSO(V') must be of the form

GSO(V) = {

o 1 X my with 0y, = wg, if V = Dg;

o X u with wp = p? if V =H3,.

Here for each i, 7r; is an irreducible representation of D (E).

Gan and Takeda [2011Db] have studied the explicit theta correspondence between GSO(V') and GSp,4(E)
and proved that any irreducible representation T of GSp,(E) falls into one of the following two disjoint
families of representations:

o T =0(m; Xmy) with wy, = wr,;

e 7 =0(TIX u) with & = w, and o = u2

The see-saw identity (sometimes called the local Siegel-Weil identity) plays a vital role in the proof
of our main theorems. More precisely, suppose that G x H is a reductive dual pair, with a Weil
representation wy, over F. Let H' x G’ be another dual pair contained in the same ambient group, with
G C G’ and H' C H. Via a so-called see-saw diagram

G’ H
G H'

dim Homg (®y (x), 7) = dimHomg x g (wy,, 7 X x) = dim Hompg (O (), x)

we have

for a representation 7w € Irr(G) and a character x of H'. Typically, ®, (x) is a simpler representation,
such as a degenerate principal series representation of G’, and the multiplicity dim Homg (®y (x), )
has a better chance of being understood; see [Gan 2019]. In order to use the see-saw identity, we need
to study the big theta lift ® () to GO(V) of a generic representation T of GSp,(E). In fact, we have
studied the general (almost equal rank) case for the irreducibility of big theta lifts to GO, 41 ,+1(F) of a
generic representation of GSp,, (F') in Section 3C. After computing the big theta lifts following [Gan
and Ichino 2014; Gan and Takeda 2011b], we use the local theta correspondences between GSp,(E) and
GSO(V) and the see-saw identities to discuss GSp,-period problems, by transferring the period problem
for GSp, to various analogous period problems for GL,, GL4 and their various forms (not necessarily
inner). Then we obtain the following results:
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Theorem 1.1 (Theorem 4.4.9). Suppose that © € Irr(GSp, (E)) with a central character w, and w;|px =1.

(1) If T =0(X) is an irreducible representation of GSp,(E), where X is an irreducible representation
0f GO4,0(E), then the representation t is not GSp,(F)-distinguished.

(i) If T = 0(m W my), where my X, is a generic representation of GSO» 2 (E), then

2 if m; & o are both GL, (F)-distinguished,
1 ifm &Embutn) =m),
dimHomgsp,r)(t,C) =11 if mi = my is GLy(F)-distinguished but not (GL,(F), wg r)-distinguished,
1 if mp is GLy(F)-distinguished and my = my,
0 otherwise.

Here mo =1 (x1, x2) with x1 # x2, X1|rx = x2|px = 1 is a principal series representation of GL,(F).
Note that these conditions are mutually exclusive.

(iii) Assume that T is not in case (i) or (ii) and that T = 6(I1 X x) is generic, where T1 X x is a
representation of GSO3 3(E). Then

1 if I1 is GL4(F)-distinguished,

dim Hom, 7,0) =
asp,(F) (7, ©) {0 otherwise.

The full local Langlands conjecture for GSp, (see Theorem 4.4.7) has been proved by Gan and Takeda
[2011a]. Then we can verify the Prasad conjecture for GSp, in Section 6C. More precisely, let G be a
quasisplit group defined over F' (denoted by G°” in [Prasad 2015]) such that

LGy =GSp,(C) x Gal(E/F),
where the nontrivial element o € Gal(E/F) acts on GSp,4(C) by

o(g) =sim(g)™"-g.

Here sim: GSp,(C) — C* is the similitude character. Let ¢, be the Langlands parameter of t. Define

F(¢:) ={¢: WDr — "Go | $lwp, = ¢:}. (1-1)

Theorem 1.2 (the Prasad conjecture for GSp,). Let T be an irreducible smooth representation of GSp4(E)
with enhanced Langlands parameter (¢, ;) (called the Langlands-Vogan parameter). Assume that the
L-packet Ty, is generic. Then

|F ()| if T is generic, i.e., Ay is trivial,

dim Hom, T, w =
Gsp, () (T, WE/F) { 0 otherwise,

where F (¢;) is defined in (1-1) and | F (¢ )| denotes the cardinality of the set F (¢-).
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We will prove analogous results for the inner form in Section 5. Let D be the 4-dimensional quaternion
division algebra of F. In a similar way, we study the period problem for the inner form GU» (D) = GSp, ;,
i.e., try to figure out the multiplicity

dim Homgsp, ,(r)(7, C)

for a representation v € Irr(GSp,(E)). We will not state the results of the inner form case in the
introduction; the precise results can be found in Theorem 5.3.1.

Combining Theorem 1.1 and its analog for inner forms, we can verify the conjecture of Dipendra
Prasad [2015, Conjecture 2] for PGSp,. Given a quasisplit reductive group G defined over F and a
quadratic extension E/F, assuming the Langlands—Vogan conjectures for G, Prasad [2015] used the

recipes from the Galois side to give a formula for the individual multiplicity

dimHomg, () (7, XG),
where

« 7 is an irreducible discrete series representation of G(E);
* X is a quadratic character of G(F') depending on G and E;
e G4 is any pure inner form of G defined over F satisfying G, (E) = G(E).

In Section 7, we will focus on the case G = PGSp,. Then H'(F,G) = {PGSp,4, PGU>(D)} and
x6 = wg/r. The local Langlands correspondences for the quasisplit groups SO, and Sp,, over a
nonarchimedean local field have been verified by Arthur [2013] under certain assumptions which have
been removed by Mceglin and Waldspurger [2016a; 2016b; 2018]. We can use the results from the local
Langlands correspondence for SOs = PGSp, freely. More precisely, if v € Irr(GSp,(E)) with a trivial
central character, then 7 corresponds to a representation of PGSp,(E), denoted by 7. Given a discrete
series representation 7 of PGSp,(E) with the enhanced L-parameter (¢z, A7), where Az is a character of
the component group mo(Z(¢z)), set

F(¢:) = {¢: WD — Spy(©) | lwp, = ¢z}-
Up to the twisting by the quadratic character wg, , there are several orbits in F'(¢7), denoted by LI7_, O(&i).
Each orbit (9((51-) corresponds to a unique subset C; of H Y(Wpg, G). (See Section 6A for more details.)

Theorem 1.3. Let notation be as above. Given a discrete series representation T of PGSp,(E), we have

dim Homg, (¢ (%, wg/r) = Y m(hz, $i)1c,(Ga) /do(@), (1-2)
i=1

where

e 1, is the characteristic function of the set C;;
o m(rz, }) is the multiplicity for the trivial representation contained in the restricted representation

Az’
o do(¢) = |Coker{mo(Z(})) — mo(Z (7)) E/FN| where |—| denotes its cardinality.
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Remark 1.4. We would like to highlight the fact that the square-integrable representation T may be
nongeneric and so 7 is not PGSp,(F)-distinguished (see Theorem 5.3.1) but 7 contains a nonzero period
for the pure inner form PGSp, ; (F). It is different from the case G = PGL, that if a representation 7 of
PGL,(E) is PD* (F)-distinguished, then 7 must be PGL, (F)-distinguished (see Lemma 4.4.5).

In fact, we have shown that the equality (1-2) holds for almost all generic representations in Section 7,
except that the Langlands parameter ¢z = 2xr|w, @ ¢2 with ¢, conjugate-symplectic (in the sense of
[Gan et al. 2012, §3]) and X?: = wg,r. However, there is a weaker version of the Prasad conjecture
which determines the sum of dim Homg,(r)(T, xG) as G runs over all pure inner forms of G satisfying
G,(E) = G(E). It involves the degree of the base change map

® : Hom(WDp, Sp,(C)) — Hom(WDg, Sp,(C))

for the exception case, i.e., the identity

. _ . _ - deg (9)
dim Hompgsp, () (T, g/ r) + dim Hompgsp, | (7) (T, wg/F) = Z m(Az, ¢)% (1-3)
o

PEF (P7)
when the L-packet Iy, is generic, which is the original identity formulated by Prasad.

There is a brief introduction to the proof of Theorem 1.3. After introducing the local theta corre-
spondence between quaternionic unitary groups following [Yamana 2011], we use the isomorphism
GU(R) =GSp; | (E) =GSp,(E), where R = Mat; »(E) is the split quaternion algebra over E, to embed
the group GSp, | (F) into GSp4(E). Then one can use the see-saw identity to transfer the inner form
GSp, ;-period problem to GOj , or GO7 ; side, which are closely related to GL,-period problems. But
we need to be very careful when we use the see-saw identity for a pair of quaternionic unitary groups.
(See Remark 5.2.4.) Once the see-saw identity for the quaternionic unitary groups has been set up, the
rest of the proof for the inner form case is similar to the case for GSp,-period. Then we obtain the results
for the distinction problems for the automorphic side. For the Galois side, i.e., the right-hand side of (1-3),
it will be checked case by case in Section 7.

Remark 1.5. Raphaél Beuzart-Plessis [2018, Theorem 1] used the local trace formula to deal with the
distinction problems for the Galois pair (G'(E), G'(F)) for the stable square-integrable representations,
where G’ is an inner form of G defined over F, which generalizes [Prasad 1992, Theorem C].

The paper is organized as follows. In Section 2, we set up the notation about the local theta
correspondence. In Section 3, we will study the irreducibility for the big theta lift of a generic representation
in the almost equal rank case, which generalizes the results of [Gan and Ichino 2014, Proposition C.4] for
the tempered representations. The detailed computation for the explicit big theta lift ® (t) to GO(V) will
be given in Section 3E. In Section 4, we will study the distinction problems for GSp, over a quadratic
extension £/F. The proof of Theorem 1.1 will be given in Section 4D. The analogous results for the
inner form GSp, ; will be given in Section 5. In Section 6A, we will introduce the Prasad conjecture for
a reductive quasisplit group G defined over F. Then we will verify the Prasad conjecture for GSp, in
Section 6C. Finally, the proof of Theorem 1.3 will be given in Section 7.
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2. The local theta correspondences for similitudes

In this section, we will briefly recall some results about the local theta correspondence, following [Gan
and Takeda 2011b; Kudla 1996; Roberts 2001].

Let F be a nonarchimedean local field of characteristic zero. Consider the dual pair O(V) x Sp(W).
For simplicity, we may assume that dim V' is even. Fix a nontrivial additive character v/ of F. Let wy,
be the Weil representation for O(V) x Sp(W). If & is an irreducible smooth representation of O(V)
(resp. Sp(W)), the maximal m-isotypic quotient of wy, has the form

7 X Oy ()

for some smooth representation ®y, (r) of Sp(W) (resp. some smooth representation ®y, () of O(V)).
We call ®y () or Oy, w,y () the big theta lift of 7. It is known that ®y, () is of finite length and hence
is admissible. Let 0y () or Oy w y (r) be the maximal semisimple quotient of ® (7), which is called
the small theta lift of 7.

Theorem 2.1 (Howe duality conjecture [Gan and Takeda 2016a; 2016b]).

e Oy (1) is irreducible whenever Oy, (1) is nonzero.
o The map 1 + 0y (1) is injective on its domain.

This has been proved by Waldspurger [1990] when p # 2.
We extend the Weil representation to the case of similitude groups. Let Ay and Ay be the similitude
factors of GO(V) and GSp(W) respectively. We shall consider the group

R =GO(V) x GSpT (W),

where GSp™ (W) is the subgroup of GSp(W) consisting of elements g such that Ay (g) lies in the image
of Ay. Define

Ro={(h,g) € R|Av(W)Aw(g) =1}
to be the subgroup of R. The Weil representation wy, extends naturally to the group R¢ via

& dim V-dim W

wy (g, M = [y ()|, w(gr, D(goh™h),

where |—|F is the absolute value on F and

-1
s (xw(g) 0

0 1) € Sp(W).

Here the central elements (z, 1~') € Ry acts by the quadratic character xv (£)dmW)/2

, which is slightly
different from the normalization used in [Roberts 2001].

Now we consider the compactly induced representation

Q= indﬁo Wy .
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As a representation of R, €2 depends only on the orbit of 1 under the evident action of Im Ay C F*. For
example, if Ay is surjective, then €2 is independent of . For any irreducible representation = of GO(V')
(resp. GSp™ (W)), the maximal 7 -isotropic quotient of  has the form

T ®®¢,(7‘[),

where © (7) is some smooth representation of GSp™ (W) (resp. GO(V)). Similarly, we let Oy () be
the maximal semisimple quotient of ®y, (;r). Note that though ®y (;r) may be reducible, it has a central
character wg J () given by

dim W)/2
o, m =Xy .

There is an extended Howe conjecture for similitude groups, which says that 6y, (7r) is irreducible whenever
©y (1) is nonzero and the map 7 +> 60y () is injective on its domain. It was shown by Roberts [1996]
that this follows from Theorem 2.1.

If Ay is surjective, we have GSp™ (W) = GSp(W).

Proposition 2.2 [Gan and Takeda 2011a, Proposition 2.3]. Suppose that w is a supercuspidal repre-
sentation of GO(V) (resp. GSp(W)). Then ®, () is either zero or is an irreducible representation of
GSp™ (W) (resp. GO(V)).

2A. First occurrence indices for pairs of orthogonal Witt towers. Let W,, (n > 1) be the 2n-dimensional
symplectic vector space with associated symplectic group Sp(W,) and consider the two towers of
orthogonal groups attached to the quadratic spaces with trivial discriminant. More precisely, let H be the
split 2-dimensional quadratic space over F' and D be the quaternion division algebra over F. Let

V,,=H" and V, =D(F)®H,

and denote the orthogonal groups by O(V;;) =0, and O(V,,) = O, 4., respectively. For an irreducible
representation 7w of Sp(W,,), one may consider the theta lifts 9;; (7r) and 0, () to O(VZJ;) and O(V,,)
respectively, with respect to a fixed nontrivial additive character . Set

r(m) = inf{r : 05 () # 0},

r~(m) =inf{r : 0, () # 0}.
Then Kudla and Rallis [2005] and Sun and Zhu [2015] showed:
Theorem 2.3 (conservation relation). For any irreducible representation w of Sp(W,), we have

rt () +r~ () =2n =dim W,.

On the other hand, one may consider the mirror situation, where one fixes an irreducible representation
of O(V»,) and consider its theta lift 6, (;r) to the tower of symplectic groups Sp(W,,). Then, with n ()
defined in the analogous fashion

n(m) =inf{n : 6, () # 0},
one has
n(m) +n(r ®det) =2r = dim V.
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For similitude groups, this implies that
n(m)+n(r Qv)=2r,

where v is the nontrivial character of GO(V,,)/GSO(V5,).

3. The irreducibility of the big theta lift

Let 7 be an irreducible representation of Sp,,, (¥). Gan and Ichino [2014, Proposition C.4] showed that the
big theta lift @;rn +2(7) 10 Opy1 41 (F) (called the almost equal rank case) is irreducible if 7 is tempered.
This includes the case p = 2 since the Howe duality conjecture has been proved in [Gan and Takeda
2016b]. We will use the generalized standard module [Heiermann 2016, Theorem 3.2] to study the case
when Iy, is generic (see Theorem 3.2).

In Section 3C, we mainly study the big theta lift to the split group O, ,+1(F) from a representation t

of Sp,, (F) when the associated L-packet I1y_ is generic. Then we will focus on the computation for n =2.

3A. Notation. Let us introduce the notation used in this section.

e |—|F (resp. |—|g) is an absolute value defined on F (resp. E).

P; (resp. Qj) is a parabolic subgroup of Sp,, (resp. O,41,,+1) defined over F.

e ¢, is the Langlands parameter or L-parameter of 7 and ¢’ is the dual parameter of ¢..

o 7" is the contragredient representation of t.

o Iy, is the L-packet containing .

* W, is the symplectic vector space over E of dimension 2r.

e Zis aline in W, and Y is a maximal isotropic subspace in W;.

Q(Z) (resp. P(Y)) is the Klingen (resp. Siegel) parabolic subgroup of GSp,(E) = GSp(Wh).
B (resp. By) is the Borel subgroup of GSp,(E) (resp. GL4(E)).

e P is the parabolic subgroup of GL4(E) with Levi component GL;(E) x GL,(E).

®;r () (resp. ®¢(7)) is the big theta lift to GO, (E) (resp. GSO3 3(E)) of T of GSp,(E).
96+(r) (resp. O6(7)) is the small theta lift to GO3 3(E) (resp. GSO33(E)) of t of GSpy(E).

3B. The standard module conjecture. Let G be a quasisplit reductive group defined over F. Fix a Borel
subgroup B = TU of G. Let & be an irreducible smooth representation of G(F'). If there exists a
nondegenerate character ¥y of U (F) such that Homy r) (7, Y¥y) # 0, then we say 7 is vy -generic or
generic. If the L-packet I1y contains a generic representation, then we call I1y_a generic L-packet.
Let P = MN be a standard parabolic subgroup of G. Suppose that there exists a generic tempered
representation p of M (F) such that 7 is isomorphic to the Langlands quotient J(p, x), where x is a
character of M (F) and lies in the positive Weyl chamber with respect to P(F). (See [Heiermann and
Opdam 2013, p. 777] for more details.)
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Theorem 3.1 (the standard module conjecture). If m = J(p, x) is a generic representation of G(F), then
Indggg(p ® x) (normalized induction) is irreducible. Moreover, for any irreducible representation p’ of
M((F) lying inside the L-packet Iy, Indgg;(,o’ ® x) is irreducible.

Heiermann and Opdam [2013] proved the standard module conjecture. Later Heiermann [2016,
Theorem 3.2] proved its generalized version i.e., the “moreover” part of Theorem 3.1. The following
subsection will focus on the cases G = Sp,,, and G = O, 41 »41.

3C. Theta lift from Sp,,,(F) to Op41,,+1(F). Suppose that 7 is a generic irreducible admissible rep-
resentation of Sp,,(F). Assume that there exists a parabolic subgroup P; = M;Nj; of Sp,, and an
irreducible representation 7 Q M ® - - - @ w, @ 19 of M;(F) = GL,,,(F) x --- x GL,,(F) x Spo, (F)
(for ny +ny + - - - +n, +ng = n) such that 7 is the unique irreducible quotient of the standard module

Ind?,sz(’}:(f ) (m1]— }1 Q- ® ﬂ,l—l‘jé ® 70) (normalized induction), (3-1)

where s1 > 52 > - - - > 5, > 0, n > ng, each 7; is a tempered representation of GL,, (F') and 7y is a tempered
representation of sz,m(F ). Moreover, the Langlands parameter ¢, : WDp — SO3,41(C) is given by

e = |—13 D B, |~} B, DOy |~ B D) |-,

where each ¢, is the Langlands parameter of m; and ¢, is the Langlands parameter of 7o. Here we
identify the characters of F* and the characters of the Weil group Wy by the local class field theory.
Due to Theorem 3.1, the generic representation 7 is isomorphic to the standard module, i.e., the standard
module is irreducible. Thanks to [Gan and Ichino 2014, Proposition C.4], the small theta lift 9;; +2(‘E) is
the unique irreducible quotient of the standard module

Ot st (F ‘ 5,
Ind 35 mi— 1 @ @ |- IE © 03, (7)), (32)

where Q;; (F) is the parabolic subgroup of O, 41 ,+1(F) with Levi component GL,,, (F) x - - - X GL,,, (F) x

Ono+1.n9+1(F). We will show that (3-2) equals 02“; 42(7) under certain conditions.

Theorem 3.2. Let P; (resp. Q;) be a parabolic subgroup of Sp,, (resp. On+1.0+1) defined as above. If
the irreducible representation t is generic and so t is isomorphic to the standard module (3-1), and the

standard L-function of T is regular at s = 1, then ®;n 42(7) is irreducible.
There is another key input in the proof of Theorem 3.2.

Theorem 3.3. Let G be Sp,, or SO,11 441 Let w be an irreducible representation of G(F). The
L-packet Ty is generic if and only if the adjoint L-function L(s, ¢, Ad) is regular at s = 1.

Proof. See [Liu 2011, Theorem 1.2; Jantzen and Liu 2014, Theorem 1.5]. O

Proof of Theorem 3.2. We will show that ©F +2(D)80, 11,041 (F) 18 irreducible. If n = np, then it follows

from [Gan and Ichino 2014, Proposition C.4]. Assume that s; > 0. Then there exists a surjection

On+1,n+1(F) s Sr
IndQ’.f(lp)H (7TI|_ ;l Q- ®7Tr|_ ;: ® 63;104_2(770)) — ®-2i_n+2(7:)-
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Due to [Gan and Ichino 2014, Proposition C.4], if 1o is tempered, then O (1) is irreducible and

2no+2
generic. Moreover, if

¢z, : WD — SO2,,41(C)

is the Langlands parameter of 7y, then ¢92+ ) = ¢z, @ C due to [Gan and Ichino 2014, Theorem C.5].
no

Assume that ¢ = ¢y @ ¢, D ¢ with ¢ tempered and ¢g = EP; ¢, |—|*. Then due to [Gan and Ichino

2014, Proposition C.4], we have Pos ) = P0 D (¢, ® C) ® ¢ . Observe that

L(S’ Ad302n+2 o¢0;;,+2(-[)) == L(Sa AdSOZ,H_] O('b-[) . L(S, ¢‘L’s Std)a

where L (s, ¢, Std) is the standard L-function of t. By [Liu 2011, Theorem 1.2] and the assumption that t
is generic, we obtain that L(s, Adso,,,, op;) is regular at s = 1. So L(s, Adso,,., ¢>92+M(T)) is regular at
s = 1. Thanks to [Jantzen and Liu 2014, Theorem 1.5], the L-packet ITy Lo is generic. By the
generalization of the standard module conjecture [Heiermann 2016, Theorem 3.2] that the standard
module with a generic quotient is irreducible,

Opt1n+1(F sy
63,42(1) = 03, () =Indy 15 V(i |- [3 @ - @ 7, |~ [ ® OF, 45 (70)),

ie., ®F . (v) is irreducible. O

2n+2
Remark 3.4. Similarly, if X is a generic representation of O,, ,(F) and L(s, X, Std) is regular at s = 1,
then the big theta lift ®,(X) to Sp,, (F) is irreducible. However, if 7 is a generic representation of
Sp,, (F) and L(s, T, Std) is regular at s = 1, the big theta lift to nonsplit group O(Vr) may be reducible
when Vr is a (2n + 2)-dimensional quadratic space over F with nontrivial discriminant. (See [Lu 2017b,
Proposition 3.8(iii)].)

Remark 3.5. There exists an isomorphism between the characters Ay ) S Agy (), the latter of which
n I‘lo
is given in [Atobe and Gan 2017, Theorem 4.3] in terms of the character A, conjectured in [Prasad 1993].

Corollary 3.6. Let T4, be the L-packet of Sp,,(F) containing t. Suppose that Ty, is generic. If the
standard L-function L(s, ¢, Std) is a factor of the adjoint L-function L(s, Ad o¢,), then the big theta
lift ©3, (1) 10 Opy1 ny1(F) is irreducible for any t € Ty,.

For the rest of this section, we will compute the big theta lifts between GSp,(£) and GO(V') explicitly
when dimg V =4 or 6.

3D. Representations of GO(V). Let 7; be an irreducible representations of GL,(E) with central char-
acter @y, and wy, = wx,. Then 7y W, is an irreducible representation of the similitude group

GSO,2(E) = GLy(E) x GLy(E)/{(t,t™") : 1 € E*).

If my # mp, then ¥ = In dggéz(E))( w1 X mp) is an irreducible smooth representation of GO, »(E) and

X =X ®v, where v|o, ,(g) = det. If 7y = 73, then there are two extensions (71 X 1) and only one of
them participates in the theta lift between GSp,(E) and GO, »(E), denoted by (711 X7r;)™ = X. Moreover,
we have (m; Xm)T ®v = (my X)) ™. (See [Gan and Takeda 2011b, §6].)
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Any irreducible representation of
GSO;33(E) = GL4(E) x GL{(E)/{(t,t7?) :t € E*}

is of the form
Iy,

where IT is a representation of GL4(E) with central character wry, x is a character of £ and X2 = wry.

3E. Representations of GSp4(E). Assume that T = 0(w; K m,) is a representation of GSp,(E) and
w1 Xmy € Irr(GSO,2 2 (E)). Then t is generic if and only if 7 X 75 is generic due to [Gan and Takeda
2011b, Corollary 4.2(ii)]. We follow the notation in [Gan and Takeda 2011b] to describe the nondiscrete
series representations of GSp,(E). Thanks to [Gan and Takeda 2011b, Proposition 5.3], the nondiscrete
series representations of GSp,(E) fall into the following three families:

e T Igiz)(x |—|ES, ) with x a unitary character, s > 0 and & a discrete series representation of
GL,(E) up to twist;

o 7= Ipwy)(m|—|z’, x) with x an arbitrary character, s > 0 and 7 a unitary discrete series represen-
tation of GL(Y);

o T Ig(xil—1z", x2l—I%"; x), where x1, x> are unitary and s; > s > 0.

Note that if 7 itself is generic and nontempered, then those embeddings are in fact isomorphisms due to
the standard module conjecture for GSp,, except

T — IQ(Z)(I, 7‘[).
For instance, T = Jp(y) (7w |—[%, x) with s > 0. If 7 is generic, then Ip(y) (7 |—[}, x) is irreducible and so

T = Ip) (T |=I%, ) = Ipory (Y | =15, xor|—I3)

with s > 0. (See [Gan and Takeda 2011b, Lemma 5.2].)
If the big theta lift @Z(r) to GOz 3(FE) of 7 is irreducible, the restricted representation @g (T)1Gs0;5(E)
is irreducible due to [Prasad 1993, §5, p. 282]. We use ®¢(7) to denote the big theta lift to GSO3 3(E) of 7.

Proposition 3.7. Let © be a generic irreducible representation of GSp,(E). Then the big theta lift
O¢(7) to GSO3 3(E) of T is an irreducible representation unless © = Io(z)(|—|g, ) with w essentially
square-integrable. If t = Io(z)(|—|Eg, ), then O¢(t) = Ip(w|—|g, ) X, |—|E is reducible.

Proof. 1f 7 is a tempered representation, then @g(r) is irreducible due to [Gan and Ichino 2014,
Proposition C.4] (which holds even for p = 2 since the Howe duality conjecture holds) and so ®¢(7) is
irreducible. Assume that the generic representation t is not essentially tempered. There are 4 cases:

o If t = Ig(x1, x2; x) is irreducible, then none of the characters i, x2, x1/X2, X1 X2 18 |—|ﬂEEl and so
Ig,(1, x2, x1. x1x2) has a generic quotient where By is a Borel subgroup of GL4(E). Thus O¢(7) =
Ig,(1, x2, X1, x1x2) - X X x2x1 2 is irreducible due to the standard module conjecture for GLy.
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o If T = Ipy)(m, x), then ®¢(7) is a quotient of
Io(1, 70, wr) - X B X n,

where Q is a parabolic subgroup of GL4(E) with Levi subgroup GL(E) x GLo(E) x GL{(E). Due
to [Gan and Takeda 2011b, Proposition 13.2], the adjoint L-function L(s, As o ¢;) is regular at s = 1.
Since the standard L-function L (s, T, Std) is a factor of L(s, Ad o¢;), we have L(s, t, Std) is regular
at s = 1. Then Ip(1, 7, wy) is irreducible and so O¢ (1) = Io(1, 7, w;) - x X x 2wy is irreducible.

o If T =1Ipz)(x, ) with x # 1, then there is an epimorphism
Ip(m - x, ) Mg x — BOg(7)

of GSO3 3(E)-representations, where P is a parabolic subgroup of GL4(E) with Levi subgroup
GL,(E) x GL2(E). Gan and Takeda [2011b, Proposition 13.2] have proved that Ip(w - x, ) is
irreducible if Ip(z)(x, ) is irreducible and x # |—|g. If x = |—|g and 7 is essentially square-
integrable, applying [Gan and Takeda 2011b, Corollary 4.4] that 7 is generic implies that ®¢(7) is
generic, then O¢(t) = Ip(w-x, 7)Xw; x and O(t) = Jp (7 - x, ) Rw, x is the Langlands quotient.

o If T > Ipz)(1, ), then Og(7) is either zero or Ip (7, m) X w;, where P is a parabolic subgroup
of GL4(E) with Levi subgroup GL,(E) x GL,(E). In fact, ®¢(t) = 0 only when t is a nongeneric
constituent representation of Ioz)(1, m).

This finishes the proof of Proposition 3.7. O

Remark 3.8. Similarly one can prove that if X is a generic representation of GSO; 2(E) and L(s, ¥, Std)
is regular at s = 1, then the big theta lift ®,(X) to GSp,(E) is an irreducible representation.

Let us turn the table around. The rest of this subsection focuses on the computation of local theta lifts
to GO, 2(E) from GSp,(E).

Proposition 3.9. Let v be a generic irreducible representation of GSp,(E). Assume that 0: (r) #0.

() If T = lozy(1, (w1, 102)), then the big theta lift © () 10 GO22(E) of T is Extgo, 5 (1, T7),
where ©F are two distinct extensions of w (w1, o) X (1, wa) from GSO,2(E) to GOy 2 (E).

(1) If T #lgz)(1, w(p1, 12)), then @j{(r) is an irreducible representation of GOy 2 (E).

Proof. (i) If T = Igz)(1, m (11, 12)), then the small theta lift Gj(r) equals 1 by the Howe duality,
where X1 is the extension to GOy 2(E) of (1, 2) ¥ (iy, ua). Let ¥y be a nondegenerate character
of the standard unipotent subgroup U of GO, 2(E). Then

dim Homy; (®I(1:), Yu) = dim Homy oy, saspon)) (T, wy) =2, (3-3)

where Wh = Z@W, ®Z*, H(WV1) is the Heisenberg group of W equipped with the Weil representation wy,
and t is the representation of GSp(WV,). Thus the big theta lift @I(r) to GO, 2 (E) is reducible. There is
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a short exact sequence of GO, »(E)-representations
IOt —— 0 (1) — =T ——0. (3-4)
However, we can not determine @I (7) at this moment. Note that

dim Extéso, ) (T (1, 142) B (w1, ), (s o) R, p2)) = 1

due to [Adler and Prasad 2012, Theorem 1]. Here Ext! is the extension functor defined on the category
of all smooth representations with a fixed central character. Then dim Exthom( H(ET,ETOEN) =1by
Frobenius reciprocity, which implies that either Extéol2 (&) (ZF, 7)) or Extéom( £y (ZT, ) is zero. As-
sume that B is the Borel subgroup of GSO; 2(E). Set B = B x p, to be a subgroup of GO, >(E) and
BNGSO,,(E) = B. Since

(g, wo) ¥ (g, o) = InngOZ’Z(E)X (normalized induction),

there are two extensions x* to B of x of B. We may assume without loss of generality that ¥+ =

Ind§%** )} * and £~ = Ind 52"
of GO, »(E)-representations

x ~. Note that Ext%( x T, x7) #0. Then there is a short exact sequence

GO, 2(E)

0 —— £~ ——Ind; (Extz(x*, x7) —— T ——0,

which is not split. Hence Extéozz( E)()3+, %7) # 0. Together with (3-3) and (3-4), one can obtain the
desired equality ®] (1) = Extéo(z’z)(E)(EJ“, =),
(i) If 7 is a (essentially) discrete series representation, then it follows from [Atobe and Gan 2017,

Proposition 5.4].

o If T = Igz)(1o, m (w1, 2)) with o # 1, then there exists only one orbit in the double coset
Q(Z)\GSp4(E)/H(W1) »x Sp(W)) that contributes to the multiplicity

dim HomH(Wl)NSp(WI) (7, 601/,),

and so @I(r) is irreducible.

o If T C Ipzy(1, w) with m square-integrable, then 7 is tempered. Due to [Atobe and Gan 2017,
Proposition 5.5], ®I () is tempered. Note that 9: (t) is a discrete series representation which is
projective in the category of the tempered representations. Thus @I(r) = 9: (t) is irreducible.
Otherwise, it will contradict the Howe duality conjecture (see Theorem 2.1).

o If T = Ipgy)(m, x), then dim Homy (@I(‘[), Yy) =1 and so ®I(1:) is irreducible.

This finishes the proof of Proposition 3.9. O
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4. The GSp4(F)-distinguished representations

This section focuses on the proof of Theorem 1.1. First, we will introduce the see-saw identity in the
similitude group in Section 4B. Then we will study the filtrations of various degenerate principal series rep-
resentations restricted to reductive subgroups in Section 4C, which involves the complicated computation
for the double coset decompositions. The proof of Theorem 1.1 will be given in the last subsection.

4A. Notation.

e C or 1 is the trivial representation.

o H (resp. Hg) is the split 2-dimensional quadratic space over F (resp. E).

e (—, —) is the Hilbert symbol on E* x E*.

* Resg,/rV is a quadratic space over F' while V is a quadratic space over E.

» GSp(W,,) = GSp,,,(F) is the symplectic similitude group.

» GUx(D) = GSp, ; is the unique inner form of GSp,.

e Aw (resp. Ay) is the similitude character of GSp,(E) (resp. GO(V)).

. GSp4(E)u ={g € GSpy(E) | Aw(g) € F*} is the subgroup of GSp,(E) and similarly for GOM(E)”.

e P’ (resp. P%) is a parabolic (resp. Siegel parabolic) subgroup of GSp,(E)" and Q" is the Siegel
parabolic subgroup of GO22(E)". And R (resp. Rp:) is the Jacquet functor with respect to the
parabolic subgroup opposite to P’ (resp. P%).

« ind denotes the compact induction.

e R, (1) is the big theta lift to GO4 4(F) of the trivial representation of GSp(W,).

e R™"(1) is the big theta lift to GSpg(F) of the trivial representation of GOy, ,, (F).
e 3 is a generic representation of GO(V).

» O, is the Siegel parabolic subgroup of H, = GO, ,(F).

o/ g: (s) is the degenerate Siegel principal series of H,.

e X4 = Q4\Hs is the projective variety.

 Z(s) is the degenerate Siegel principal series of GSpg(F').

e Mat,, ,(F) is the matrix space over F consisting of all m x n matrices.

4B. See-saw identity for orthogonal-symplectic dual pairs. Following the notation in [Prasad 1996], for
a quadratic space (V, g) of even dimension over E, let Resg,rV be the same space V but now thought

of as a vector space over F' with a quadratic form

qr(v) = % tre/r q(v).

If Wy is a symplectic vector space over F, then Wy ® ¢ E is a symplectic vector space over E. Then we
have the following isomorphism of symplectic spaces over F:

Resg/r[(Wo®F E) ®p V1= Wy ®rp Resg/pV = W.
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There is a pair
(GSp(Wp), GOResg/rV)) and (GSp(Wy ®F E), GO(V))

of similitude dual reductive pairs in the symplectic similitude group GSp(W). A pair (G, H) and (G’, H')
of dual reductive pairs in a symplectic similitude group is called a see-saw pair if H C G’ and H' C G.
The following lemma is quite useful in this section. See [Prasad 1996, Lemma, p. 6].

Lemma 4.2.1. For a see-saw pair of dual reductive pairs (G, H) and (G, H'), let & be an irreducible

representation of H and v’ of H'. Then we have the following isomorphism:
Hompy (O (1), ) = Homp (Oy (1), 7).

Let GSp(Wo ®F E ) be the subgroup of GSp(Wy ® r E) where the similitude factor takes values in F*.
Similarly we define
GO(V)! = {h € GO(V) | Ay (h) € F*).

Then we have a see-saw diagram

GSp(Wy ®F E)° GO(Resg/rV)

=

GSp(Wo) GO(V)"

Replace Wy by a 4-dimensional symplectic space W, over F with a symplectic similitude group
GSp,(F). Then there is a see-saw pair

(GSp4(E)*, GO(V)?) and (GSp4(F), GO(Resg/rV))
in the similitude symplectic group GSp(W), where W = Resg,r((W2 ®F E) ® V) and
GSp4(E)* = {g € GSpy(E)|Aw(g) € F*}.

Remark 4.2.2. Let Vr be a quadratic space over F. If the image of the similitude character Ay, is not sur-
jective, then we need to consider the dual pair R =GSp,,, (F)* x GO(VF). Moreover, GSp,,,(F) x GO(VF)
is not a dual pair in the usual sense. However, for our purpose (see Lemma 4.4.1), we will consider the
induction in stages (see [Gan 2011, §9.7])

Indgsmn(l’)xGO(VF)Qw _ Indgsmn(l’)xGO(VF) indgo wy .
where Qy (resp. wy ) is the Weil representation of R (resp. Rp) defined in Section 2. Suppose that
Vr Qg E is a split quadratic space over E. Then

GSpy,, (F)xGO(VF)
HOITIGO(VF)(@V/(T), X) = HomGszn(E)tXGO(VF)(IndR P4 * F 91//, X X)

GSp, (F)
= Homgs,,, 5: (Indgp " () Oy (X), T)

for a representation t € Irr(GSp,,, (E )%) and a character x of GO(Vr).
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In order to use Lemma 4.2.1, we need to figure out the discriminant and Hasse invariant of the quadratic
space Resg,rV over F.

Assume that E = F(v/d) is a quadratic field extension of F, where d € F*\ F x2 LetD £ be the nonsplit
quaternion algebra with involution * defined over E with a norm map Np,, which is a 4-dimensional
quadratic space V over E. More precisely, D is a noncommutative E-algebra generated by 1, i and j,
denoted by (%), where iZ = a, j2 =b,ij=—ji,a,b e E* and (a, b)g = —1. Here (—, —)g is the
Hilbert symbol defined on E* x E*. Then there is an isomorphism for the vector space Resg/rV,

Resg/r D = Spanp {1, Vd. i, Vdi, j. Vdj.ij. Vdij}
as F-vector spaces. Given a vector v € V, set
qr(v) = %trE/F oNp,(v) and (v;,v;)=qrV;+v;)—qrv) —qr(v)).

Lemma 4.2.3. The quadratic space Resg,r Dg with quadratic form % trg/r oNp, over F has dimension 8,

discriminant 1 and Hasse-invariant —1.
Proof. The nonsplit quaternion algebra over a nonarchimedean local field is unique. We may assume that
i*=aecF*

and j2 =b=by +byv/d, Ng,p(b) = b} —b3d, b; € F.
For an element v = x| + x3i +x3j + x4ij in Dg with x; € E, we have

1(v,v) = Np, (v) = vv* = x{ —axj — bx3 + abx;

and the corresponding matrix for the quadratic space (Resg,rDpE, qr) is

20 0 0 0 0 0 0
02d 0 0 0 0 0 0
00 —2a O 0 0 0 0
00 0 —2ad O 0 0 0
00 O 0 —=2by —2bd O 0
00 O 0 —2byd —2byd O 0
00 O 0 0 0 2aby 2dab;
00 O 0 0 0  2dab; 2dab;

The discriminant algebra of Resg,r D is trivial in F*/F <2 1f b1 =0, then the Hasse-invariant is
(—=d,a)=-—1
since (bz«/(,_i, a)g = —1, where (—, —) is the Hilbert symbol defined on F>* x F*. If by # 0, then the

Hasse-invariant is
Ng/r(b)d NEg/r(b)d
—b 1 Clbl

because (a, b)g = (a, Ng/rp(b)) foralla € F* and b € E*. O

(d,d)(—a,—ad)<—b1, )(NE/F(b)d,_l)(abls )=(a,NE/F(b))=(a,b)E=—1,
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Now let V be the split 2n-dimensional quadratic space H’; over E. There is a basis {e;, 69}151', j<n for
the quadratic space V satisfying (e;, e;.) = §;; and the other inner products are zero. Then we fix the basis

lei. Vde;, ¢, ¢ /Nd}i<i j<n
for Resg/pV. It is straightforward to check that the vector space Resg,rV is isomorphic to the split

4n-dimensional quadratic space H>" over F.

4C. The structure of degenerate principal series. In this subsection, we follow the notation in [Gan and
Ichino 2011; Kudla 1996]. Let H, = GO(H") be the orthogonal similitude group. Define the quadratic
character v to be

v(h) = det(h) - 1" (h) for h € GO(H")

so that v|p) = det. Define
GSO(H") =kerv = {h € GO(H")|A(h)" = det(h)}.

Assume that Q, is the standard Siegel parabolic subgroup of H,, i.e.,

Al I X t
On = AA! I ‘AGGL"(F)’XGMatn,n(F) and X + X' =0

with modular character |det A|1F*" |A|;n("_l) /2. Then 0,\H, is a projective variety and a homogenous

space equipped with H,-action. Each point on Q,\ H, corresponds to an isotropic subspace in H" of
dimension n. Set the degenerate principal series representation / g: (s) as

137(s)={f: Hy— C| f(xg) =80, ()" */"=D f(g) for x € Q. g € Hy}.

Let W, be the symplectic space with a symplectic similitude group GSp(W,). Set 1y to be the trivial
representation of GSp(W,). Then the big theta lift ®,(1y) to H, of the trivial representation 1y is
isomorphic to a subrepresentation of / gn’ (s0), where

sozr—%(n—l).
The image of ®,(1y) in Ig: (so) is denoted by R, (1), i.e.,
©,(1w) = Ry (1) C 15! (s0).
Let us come back to the GSp,-cases. Assume that r =2 and n = 4.

Proposition 4.3.1. There is an exact sequence of Hy-modules

0 Ry(1) 1*(5) — R ®v —— 0.

Proof. Note that R>(1)|o, ,(r) is isomorphic to the big theta lift of the trivial representation 1y from
Sps(F) to O4,4(F), and similarly for the big theta lift R;(1). There is only one orbit for the double coset

O4\H4/044(F) = (Q4N 04 4(F))\O4 4(F)/O44(F).
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Applying Mackey theory, we have gj (%) losar) =1 (Q):‘égl( P (%) Then the sequence is still the same

when restricted to the orthogonal group O4 4(F). The sequence is exact when restricted to the orthogonal
group Oy 4(F) due to the structure of degenerate principal series (see [Gan and Ichino 2014, Proposi-
tion 7.2]). By the construction of the extended Weil representation, the sequence is exact as H-modules. [

Similarly, let P4 = M4N4 be the Siegel parabolic subgroup of GSp(Wi) = GSpg(F) where My =
GL(F) x GL4(F) is the Levi part of the parabolic subgroup. Let Z(s) be the degenerate normalized
induced representation of GSpg(F') associated to Py, i.e.,

I(s)={f :GSpg(F) — C| f(pg) = 8p,(p)/PTC/D f(g) for p € P4, g € GSpg(F)}.
Then we have:

Proposition 4.3.2. There is an exact sequence of GSpg(F)-modules

0 —— R*3(1) 7(3) R*0(1) —— 0,

where ZL(s) is the degenerate normalized induced representation of GSpg(F) and R3*3(1) (resp. R*9(1))
is the big theta lift to GSpg(F') of the trivial representation of GO3 5(F) (resp. GO4,o(F)).

Now we use Mackey theory to study [ g: (%) lGo,.,(E): Which involves the computation for the double
coset Q4\ Hy /GOQ’Z(E)D. Denote X4 = Q4\ Hy as the projective variety.

4C1. Double cosets. Now let us consider the double coset
04\H4/GO,»(E)".

Assume that V = I]-I]zE with basis {e;, e}}lii,jfz and (e;, e;.) = §;;. Fix the basis

fer, Vdey, e, Vdey, ¢}, ¢} /Nd, ¢y, ey d)
for Vi =Resg,rV. The inner product ((—, —)) on V is given by

((x,y)) = trg p((x, ¥))

for x, y € V. Let us fix an embedding i : GOQ’Z(E)D — GSO4 4(F).

The double coset decomposition for the case at hand can be obtained from more general case. Assume
that V is a symplectic space or a split quadratic space over E of dimension 2n, with a nondegenerate
bilinear form B : V x V — E. Let U (V) be the isometry group, i.e.,

U(V)={geGL(V)|B(gx,gy) = B(x,y) forallx, y € V}

which is a symplectic group or an orthogonal group. Then Resg,rV is a vector space over F' of
dimension 4n with a nondegenerate bilinear form % trg/p oB.
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Lemma 4.3.3. Let P be a Siegel parabolic subgroup of U(Resg,rV). Then each point in the homo-
geneous space X = P\U (Resg,rV) corresponds to a 2n-dimensional maximal isotropic subspace in

Resg,rV and the finite double cosets X /U (V) can be parametrized by a pair
(dimg E - L, By),

where L C Resg,rV is a maximal isotropic subspace with respect to the inner product {((—, —)) over F,

E-L:={e-x|eeE,xel}
is a linear E-subspace in V and

By :L/LyxL/Ly— vd-F 4-1)
is a nondegenerate bilinear form inherited from V, where

Lo={xeL:B(x,y)=0 forall y € L}.

Moreover, if L = Ly, then L lies in the closed orbit. If Ly = 0, then L lies in the open orbit.

Proof. Under a suitable basis for L, the bilinear form for B|; corresponds to a matrix Jd - T, where
T € M,,(F). Moreover, we can choose T such that it is a diagonal (resp. an anti-diagonal) matrix if
B(x,y) = B(y, x) (resp. B(y, x) = —B(x, y)). Then

dimg E-L =n+ 1 - rank(T),

which is invariant under U (V)-action. The bilinear form B; corresponds to a matrix Jd-Tie.,

000
T=|0T 0
000
where T’ is invertible and rank(7") = rank(7").
Assume that there are two isotropic subspaces L and Lj satisfying
dimEE-ledimEE-ngl and BleBLz-
This means that there exists g € GL;(E) such that g: E- L — E - L, satisfying

Bp,(x,y) = Br,(gx, gy).
It is easy to lift g to gg € U(V) such that ggL| = L.

In fact, g = (%1 ;2) lies in a subgroup of GL;(E), which can be regarded as a Levi subgroup of U (V'), and
Br(gx, gy) = Br(g2x', g2")
when x —x’, y —y’ € Ly. Then gg = (gl 82 gT) € U(V), where g depends on g; and V. O

Remark 4.3.4. There is only one closed orbit in the double coset P\U (Resg,rV)/U (V). When
T =0, the subspace E - L is the maximal isotropic subspace of V and so U (V) acts on the subvariety
{L:L =Ly} C X transitively.



2436 Hengfei Lu

Consider the double coset decomposition of

04\H3/GO»(E)".

There are several F-rational orbits in Q4\ Hs/GO» 2 (E )e By Lemma 4.3.3, there are two invariants for
the orbit GOZ’Z(E)D -L:

e the dimension dimg (E - L), and

o the bilinear form By (defined in (4-1)) up to scaling in F'*.
By the classification of 4-dimensional quadratic spaces over F, there are 4 elements lying in the kernel
ker{H'(F,04) — H'(E, O4)},
which are
« the split quaternion algebra Mat, > (F) with g(v) = det(v) for v € Mat 2 (F),
o the quaternion division algebra D(F’) with the norm map Np,r,
o the nonsplit 4-dimensional quadratic space V3 = E @ H with g(e, x, y) = Ng,r(e) — xy, and
e Vy=€eV3withe € F*\ Ng/p(E™).

However, we consider the double coset

04\H4/GO,2(E)"

for the similitude groups and observe that V3 and V; are in the same orbit in Q4\ Hs4/GO2 2 (E )%, More pre-
cisely, Maty »(F), D(F) and E @H are three representatives in the union of the open orbits GOy 2 (E Y.L
in X4/G02,2(E)1.

Proposition 4.3.5. Pick a point L € X4/GO,,(E)" lying in an open orbit. Then the stabilizer of L in
GOy 2 (E ) is isomorphic to the similitude group GO(L).

Proof. For g € GOy 2(E)" with g(L) = L, we have
(8lh, gla) = A(g) - (I, I2)
and so ((gl1, glo)) = X(g) - ({l1, [2)). This means g € GO(L). Conversely, if h € GO(L, (1/\/3)415|L), set
hg: x®@er—> h(x)®e
forx ee LE=L-E=V. Then hg(L) =L and
(he(x1®e1), hg(x2 @ e2)) = ereah(R)({x1, x2)) = A(h){x1 ®e1, X2 @ e2),

i.e., hp € GOy, (E)'. Then we get a bijection between the similitude orthogonal group GO(L) and the
stabilizer of L in GO, ,(E)". Observe that the map & +> hg is a group homomorphism. Then GO(L)
is isomorphic to the stabilizer of L via the map i +— hg. O
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There are three F-rational open orbits GO, > (E )o. L where L represents one of Mat, »(F), D(F) or
E @ H, whose stabilizers are GO2 2(F), GO4,0(F) and GO3 1 (F) respectively. There is one closed orbit
GO, »(E)" - L which has stabilizer

Al %

f . i~
GOz,z(E)ﬂsz—'Q—{(O LA

) ‘ A€ GLy(E), A € FX}.
There are two intermediate orbits with representatives L, L, and dimg(E - L;) = 3. The stabilizers are
isomorphic to
(GLi(E) x GO1,1(F)) -Maty5(F) and (GLi(E) x GO(VE)) - Maty 5 (F),
where Vg is the 2-dimensional quadratic space over F' whose discriminant algebra is E.

Remark 4.3.6. For (g, 1) € GL,(E) x F*, we set

p((g. 1) = (g, 0(8) 1) € GLy(E) x GLa(E).
Then B : GSO3 1(F) — GSO, »(E)" is an embedding due to the exact sequences

i

GLy(E) x F* ——— GSO3 1 (F) —— 1

| |

1 y EX L} GLy(E) x GL2(E) —— GSOp2(E) —— 1

1 E*

where i1(e) = (e, NE/F(e)_l) and ix(e) = (e, e 1) fore € E*.

There are several orbits for X4/GO2(E)". By Mackey theory, there is a decreasing filtration of
GO, 2 (E)*-modules for 1)*(5)|Goy (k-

4C2. Filtration. Consider the filtration
15(s) = I(s) D I1(s) D Io(s) D0

of [ gj ()G, (£): With a sequence of subquotients

. GOy (E)* . GOy (E)* . GOy (E)"
Ip(s) :deOM(F) C@deom(F) ([:@HldGOM(F) C,

~ : GOz (E)*
Ly(s)/1i(s) =1nth 2.2(E) (SSQ—L_I,
where QF is the Siegel parabolic subgroup of GO, »(E)" with modular character 8 : and

~ ;. GOz (E)" 353 o (GO2a(E) (545 o~
Il(s)/lo(s):1nd(Gfl'2(55))XGOH(F)).NSé '8, @indy, 22(E) 55 78,
where Q' = (GL(E) x GO(Vg)) - N, N = Mat, »(F) and
8i(t,h) = |Ng/r(t?) - Ay () 2| F

for t € GL{(E) and h € GOy 1(F) or GO(VE), where Vg is the nonsplit 2-dimensional quadratic space.
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Remark 4.3.7. We would like to highlight the fact that on the open orbits related to Iy(s), the group
embedding GO, 7(F) < GOy 2(E )4 (and similarly for the other two group embeddings) is not induced
from the geometric embedding i : GO(L) «— GO(L ®f E), but the composite map Ad,s oi of the adjoint
map Adys and the geometric embedding i where

hﬁz(*/g

However, it does not affect the results when we consider the distinction problems for the similitude

1) € GO(2,2)(E).

groups. In Section 4D, we will show that the results on the open orbits determine the distinction problems
dim Homgo, ,(£): (I gj(%), Z) when X is a generic representation.
Recall that
GSpy(E)* = {g € GSpy(E) | Aw(g) € F*}.

When we deal with the case

GSpg(F) os/5
IndP4 8 8P4 |GSp4(E)n’

where Pj is the Siegel parabolic subgroup of GSpg(F) with modular character 6 p,, the above results still
hold. More precisely, set

I(s) = {f : GSpg(F) — C | f(xg) = 8p,(x) /¥ f(g) for x € P4, g € GSpg(F)}.

There is a filtration
Zo(s) CZi(s) CZa(s) = Z(s)|gsp, ()

of Z(s) IGSp4(E)u such that

~ . GSp4(E)*
e To(s) = 1ndGng(F) C,

i} —
o T1(5)/To(s) Z indjpet ™ 85/ 10 and

~ - 4GSps(E)? (s+1)/3
o To(s)/T1(s) Zind ), " sV,

where P is the Siegel parabolic subgroup of GSp,(E)",
M’EGLl(E) x GL,(F), N/’EMatLl(E)@Matzg(F)

and
Surn(t, 8) = INg/r()* - Aw(8) 4| F

for (¢, g) € GL{(E) x GL2(F). Here the group embedding GSp,(F) — GSp4(E)u in Zp(s) is the
composition map Adys oi” where i’ : GSp(W2) < GSp(W, ®r E) is the geometric embedding and

o (V

1) € GSp,(E).
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4D. The distinction problem for GSp,4. Let us recall what we have obtained. Let T € Irr(GSp4(E)).
Since t|sp, (k) is multiplicity-free due to [Adler and Prasad 2006, Theorem 1.4], 7|gsp, (£): is multiplicity-
free. Assume that T = 0 (ry X ) participates in the theta correspondence with GSO» 2(E). Then the
see-saw identity implies that

Homgsp,(r) (7, C) C Homgsp,(r)(02(X), C) = Homgo, ,(£): (R2(1), %),

where R>(1) is the image of the big theta lift to Hy of the trivial representation of GSp,(F) in / gj (%)
and ¥ is the irreducible representation of GO, >(E) such that T = 6(X). In fact, if 7 2 m,, then
Y = Indggé;(f;) (my X ). If my = o, then there are two extensions to GO22(E) of my X . The
representation X is the unique extension of 7y X, which participates into the theta correspondence with

GSp,(E), denoted by (71 X 71)™.

Lemma 4.4.1. Assume that ) Xy € Irr(GSO32(E)). Let T € Irr(GO,2 2 (E)) such that X|Gso,,(E) D
w1 Xy and X has a nonzero theta lift to GSp,(E). Then

dim HOIIIGO(L)(E, G:) = dim HOIIIGS()(L) (7‘[1 X ), C),

where GO(L) — GO(L®F E) =GO, 2 (E) and the 4-dimensional quadratic space L is one of Mat; 2(F),
D(F) or E ® Hp.

Proof. If m| # my, then it follows from Frobenius reciprocity. If 71 = ; and L is either Mat, »(F) or
D(F), then we consider the see-saw diagram

GO, (E)" GSpy(F)
GO(L) GSp, (E)"

where GSp,(E)" = {g € GSp,(E)|Aw(g) € F*}. We have
Homgo(z) (2 ® v, C) = Homgo(r) (¥, v) = Homgsy, (£): (©2(v), 1) =0,

because the big theta lift ®;(v) to GSp,(F) is zero by the conservation relation. If 71 = 7, and L is

E ®Hp, then
GSpy(F)

HOI‘I]GO(L) (E y 1)) = HomGsz(E)t (IndGSp4(F)+

B,v),C)=0.
(See Remark 4.2.2.) Hence
Homgso(z) (m1 M2, C) = Homgor) (2 @ (X ® v), C) = Homgo1) (2, ).
This finishes the proof. O
Lemma 4.4.2. Given a representation T € Irr(GSp,(E)) with w.|px = 1, we have

dim Homgsp, (r) (4, C) = dim Homgsp,(r) (7, C) = dim Homggp, (r)(t ", C),

where T8(x) = t(gxg™ ") for g € GSpy(E).
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Proof. Note that ¢ = 7 and so dim Homgsp,(r)(t¢, C) = dim Homgs, (r) (7, C). Since w.|fx is trivial
and 7V = 1 ® w; !, we have

HOIIlGSp4(F)(‘EV, C) = HomGsp4(F)(‘E ®a)r_1, C) = HomGSp4(F)(t, a)rlFx) = HomGsp4(p)(r, C) O

Remark 4.4.3. We have a similar statement for the group GO(V) when V is a 4-dimensional split
quadratic space over E.

There is another key input for the GL4-distinction problems in our proof of Theorem 1.1.

Theorem 4.4.4 [Matringe 2011, Theorem 5.2]. Given a generic representation @ of GL,(E) with a
Langlands parameter ¢ = A @ Aoy @ --- @ A, with A; : WD — GL,, (C) irreducible and th.zl ni=n,
then 1 is GL, (F)-distinguished if and only if there is a reordering of A}s and an integer r between 1

and %t such that A] | = AY fori=1,3,...,2r — 1 and A; is conjugate-orthogonal for i > 2r.

Lemma 4.4.5. Let w be a square-integrable representation of GLy(E). Then 1 is GL(F)-distinguished
if and only if v is D*(F)-distinguished. If 1 = w(x ™", x°), then 7 is both GL,(F)-distinguished and
D> (F)-distinguished. Let mg = mw(x1, x2) wWith x1 % x2, X1|Fx = x2|px = 1 be an irreducible smooth
representation of GL,(E). Then m is GLy(F)-distinguished but not D* (F)-distinguished. These exhaust
all generic GLy (F)-distinguished representations of GLy (E).

Proof. If 1 is square-integrable, then it follows from [Prasad 1992, Theorem C]. Let mo = w ()1, x2). By
Mackey theory, we know that

1 if g =1

dim Hompx r) (19, C) = dimHomg~ (x1 x5, C) = ! Xle, ’

0 otherwise.
If x1 # x2 and xi|px = x2lpx =1, then x1 x5 # 1. Thus mg is not D> (F)-distinguished. Since the
Langlands parameter ¢, = x ' @ x° (resp. ¢,) is conjugate-orthogonal in the sense of [Gan et al.
2012, §3], w (resp. mp) is GLy(F)-distinguished due to [Gan and Raghuram 2013, Theorem 6.2] or
Theorem 4.4.4. The last claim follows from Theorem 4.4.4. U

Lemma 4.4.6. Let w be an essentially discrete series representation of GLo(E). Let I1 = Jp(7w|—|g, )
be the nongeneric representation of GL4(E). Then the following statements are equivalent:

(1) I is either GL4(F)-distinguished or (GL4(F), wg,r)-distinguished.
(i) ITY =T11°.
(i) Ip(mw|—|g, ) is both GL4(F)-distinguished and (GL4(F), w)-distinguished.
Proof. See [Gurevich et al. 2018, Theorem 6.5]. O

4D1. The Langlands correspondence for GSp,. In this part, we will recall the Langlands correspondence
for GSp, which has been set up in [Gan and Takeda 2011a].

Let IT(GSp,) be the set of (equivalence classes of) irreducible smooth representation of GSp,(F’). Let
Hom(WDpr, GSp,(C)) be the set of (equivalence classes of) admissible homomorphisms

WDy — GSp,(C).
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Theorem 4.4.7 (Gan—-Takeda). There is a surjective finite to one map
L : TI(GSpy) — Hom(WDp, GSp,(C))
with the following properties:
(1) 7 is a (essentially) discrete series representation of GSp4(F) if and only if its L-parameter ¢ = L(7)
does not factor through any proper Levi subgroup of GSp4(C).

(ii) For an L-parameter ¢ € Hom(WDpr, GSp,(C)), its fiber I1y can be naturally parametrized by the
set of irreducible characters of the component group

mo(Z(Im(¢))/ Zasp,(c))-

This component group is either trivial or equal to Z/27. When it is 7 /27, exactly one of the two repre-
sentations in [y is generic and it is the one indexed by the trivial character of wo(Z (Im()) / Zgsp, (c))-

(iii) The similitude character sim(¢;) of ¢, equals the central character w, of . Here sim:GSp,(C) — C*
is the similitude character of GSp4(C).

(iv) The L-parameter of T ® (x o Aw) is equal to ¢ @ x. Here Ay : GSpy(F) — F* is the similitude
character of GSp,(F), and we have regarded x as both a character of F* and a character Wr by
local class field theory.

Definition 4.4.8. An irreducible representation T of GSp,(E)" occurs on the boundary of Z(s) if
HomGsm(E)t(IiH(s)/Ii(s), ) A0 fori=0orl.

In [Lu 2017a], we have verified the Prasad conjecture for GSp, when 7 is a tempered representation
by showing that T does not occur on the boundary of 7 (%) After discussing with Dmitry Gourevitch,
we realized that [Gourevitch et al. 2019, Proposition 4.9] can imply the Prasad conjecture for GSp, when
the L-packet I1y, is generic. Thus we will give a slightly different proof of Theorem 1.1 from the one
in [Lu 2017a].

We repeat the statements of Theorem 1.1 as below.

Theorem 4.4.9. Assume that © € Irr(GSp,(E)) with a central character w, satisfying w.|rpx = 1.

(1) If T =6(X) is an irreducible representation of GSp,(E), where X is an irreducible representation of
GOy4,0(E), then T is not GSp,(F)-distinguished.

(i) Suppose X = (71X 71)™ is an irreducible representation of GOy 2 (E) and ¥ = Indggéj(f;) (7r1 Xmp)

ifmy £ m. If T = 60(X) is generic, then
2 ifm; 2 mo are both GL, (F)-distinguished,

1 ifm 2Zmbutn] =m),

dimHomgsp,r)(t,C) =11 if mi = my is GLy(F)-distinguished but not (GLy(F), wg F)-distinguished,
1 ifmy is GLy(F)-distinguished and w1 = my,
0 otherwise.
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Here mo = (X1, x2) with x1 # x2, x1lrx = x2|lpx = 1.

(i) Assume that t is not in case (i) or (ii), so that T = (I1 X x), where I1 X x is a representation of
GSO33(E). If T is generic, then

1 if ¢n is conjugate-orthogonal,

dimH ,0) =
im Homgsp, (r) (7, ©) {o otherwise.

Proof. (1) If X is a representation of GO4 0(E), then T =6(X) = ©(X) and
Homgsp,(r) (O (%), C) = Homgo, ,(g): (Ow.p.y (1), T7),

where D’ =Resg JFDg=D(F )@H? is the 8-dimensional quadratic vector space over F' with determinant 1
and Hasse invariant —1 due to Lemma 4.2.3 and ®w p y (1) is the big theta lift to GO(V') of the trivial
representation 1. Note that the first occurrence of the trivial representation is dimy W = 4 in the Witt
tower D @ H’, which is bigger than 2. Thus ®w p (1) =0. Hence

Homgsp,(7)(®(X),C) =0

and so T = 6(X) is not GSp, (F)-distinguished.

(i) By Proposition 4.3.1, there is an exact sequence

0 R>(1) 7Ha

0. (3) —v®RI(1) —0 (4-2)

2

of Hj-representations, where R;(1) is the big theta lift to Hy of the trivial representation 1 of GSp,; (F).
We take the right exact contravariant functor Homgo, ,(g):(—, £) with respect to (4-2) and get a short
exact sequence

0 — Homgo, (5 (R1(1)) ® v, £) = Homgo, ,g): (I3 (3). ) = Homgo, ,p:(R2(1), £).  (4-3)
Consider the following double see-saw diagrams:

GSp,(E)* H, GSp, (E)"

GSpy(F) GO (E)* GLy(F)

Note that Homgo, , (k) (R2(1), ¥) = Homgsp,(r)(t, C). There is a key observation due to Wee Teck Gan
that GOz,z(E)u is a subgroup of GSO4 4(F). One has

Homgo, , gy (R1(1) ® v, ¥) = Homgop, , (£y: (R1(1), £) = Homgsp, (F)(O1(%), C).
Here ®(X) is the big theta lift to GSp,(E) of X, which is zero unless 7y = 2. Then

dim Homgsp, () (7, C) + dim Homgsp, (7)(©2(X). C) > dim Homgo, (1 (3). Z). (4-4)



The Prasad conjectures for GSp, and PGSp, 2443

Observe that GO, 2 (E)" is the fixed point of a involution on Hj, which is given by the scalar matrix
h=+/d e GOy1(E)* C Hy

acting on Hy by conjugation. Due to [Olafsson 1987, Theorem 2.5], there exists a polynomial f on Hj
such that the complements of the open orbits in the double coset Q4\ Hs/GO; 2(E)" is the zero set of f.
Thanks to [Gourevitch et al. 2019, Proposition 4.9], the multiplicity dim Homgo, , (£): (I gj (%) E) is at
least dim Homgo, , (£): (Io(%), Z) where the submodule I corresponds to the open orbits. More precisely,

1\ ~ : 1GO25(E)* . 1GOy 2 (E)" . 1GOy(E)F
10(5) =indgo, (/) C®indgo,,r) CEBdeOM(F) C

and

dim Homgo, , £y (1)} (%) =)

. . 1GOyo(E)" . GOy (E)E . 1GOy,(E)"
ZdlmHomGOm(E)q(1ndGOi;(F) C@deoz;(F) C@deoij(F) C.%). (45)

Together with (4-4), we have

dimHomgsp, (r) (7, C)+dimHomgsp, () (02(X), C)
> dimHomgo, ,ey: (15 () %)

. 1GO22(E)* . 1GO22(E)F . 1GO2 o (E)F
ZHomGoz.z(E)t(lndGo4,0(F) CEBdeOM(F) (D@deOM(F) C, E)

=dim HomGO4.0(F) (E, C)—i—dim HomGOQ_Z(F) (%, C)+dimH0mGo3_l(p) (=, C)

= dimHomgso, () (r1 X2, C)+dim Homgso, ,(r) (71 Xm2, C)+dimHomgso, | (r) (71X, C).  (4-6)
The last equality of (4-6) holds due to Lemma 4.4.1, which also equals

dim Hompx r) (71, C) dim Hompx gy (2, C) + dim Homg,(r) (71, C) dim Homgy, () (772, C)

+dim Homgy,(r) ({7, 705).

In order to get the upper bound for the multiplicity dim Homgsp,(r)(t, C), let us turn the table around.
There is an exact sequence

0 —— R33(1) (%) R*0(1) ——0

of GSpg(F)-representations, where Z(s) is the degenerate principal series of GSpg(F) and R™"(1) is
the big theta lift to GSpg(F) of the trivial representation 1 of GO,, ,(F). There is only one open orbit in
the double coset decomposition Py\GSpg(F)/GSp,(E)". In a similar way, by Lemma 4.4.2, [Olafsson
1987, Theorem 2.5] and [Gourevitch et al. 2019, Proposition 4.9],
dim Homgsp, (r) (7, C) =dim Homggp, £): (Io(%), r) < dim Homggy, (£): (I(%), r)
< dim Homggy, ():(R*> (1), 7) + dim Homgg,,, (5): (R**(1), T)
=dim HOInGo3’3(F) (@g (‘L’), C) + dim HomGO4’0(F) (@I(‘L’), G:) (4—7)
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Now we separate them into two cases: m; 2 75 and 71 = 75.
(A) If | 2 m, then the theta lift ®(X) to GSp,(E) of X is zero,
Homgo, ,(g): (R1(1) ® v, £) = Homgsp, (r)(©1(X), C) =0
and X = Indg(s)éz(é%)zgfg) (7r1 W y). There are several subcases:
(Al) If m; (i =1, 2) are both D> (F)-distinguished, which implies that ¢,, are conjugate-orthogonal and

so that ir; are both GL, (F')-distinguished due to Lemma 4.4.5, then nlv Z nj. Otherwise, 77 = JTIV =nj,

which contradicts the assumption 7| 22 5. Then the inequality (4-6) can be rewritten as
dim Homgsp, () (7, €) = dim Homgo, ,zy: (15 (3). ) = 2. (4-8)
Flicker [1991] proved that (GL,(E), GL, (F)) is a Gelfand pair, which implies that
1 > Homgso, ,(r) (O (1), C) = Homgo, ,(r) (O (1), C).

Thus
dim Homgsp,(r)(7,C) < 1+1 4-9)

due to the upper bound (4-7). Then (4-8) and (4-9) imply
dim HomGSp4(F)(T’ C) =2.

(A2) If i =7 (X1, X2), X1 # X2, X1|Fx = x2|px =1 and m; is GL, (F)-distinguished, then Lemma 4.4.5
implies that both ¢, and ¢,, are conjugate-orthogonal, nlv # 5y and

HOHIGOM(F)(E, C) = 0 = HomGOM(F)(Es C)
Moreover, Homgso, ( F)(®gr(r), C) #0. Since
dim HomGOM(E)” (Igj (%), 2) > dim HOI’IIGO(Z,Q)(F)(Z, CO)+0=1,

the desired equality dim Homgsy,(r) (7, C) = 1 follows from (4-6) and (4-7).

(A3) If n{ = JTZV , then Lemma 4.4.1 implies
dim Homgo, , () (X, C) = dim Homgso, ,(r) (71 X3, C) = 1.
By the previous arguments, we know that Homgo, ,(r)(Z, C) = 0 in this case. Therefore
dim Homgsp,(r) (7, C) = 1.
In other cases, if 7 2 ;" and either ¢, or ¢, is not conjugate-orthogonal, then
dim Homgsp,(r) (7, C) = 0.

If not, then
dim Homgsp, (r)(t, C) = dim Homgso, ,(r)(®f (), C) = 1.
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Set X x = @g(r) |Gso, 5(E) as a representation of GSO3 3(E), which is irreducible due to Proposition 3.7.
Then IT is GL4(F')-distinguished and so ¢py is conjugate-orthogonal.
We consider the following cases:

« If ¢, is conjugate-orthogonal, then ¢, is conjugate-orthogonal by Theorem 4.4.4.

o If ¢, is irreducible, by the assumption 77 2% 7r,” and Theorem 4.4.4, then ¢, is conjugate-orthogonal,
which will imply that ¢, is conjugate-orthogonal as well.

» Now suppose that both ¢, and ¢, are reducible and that neither ¢, nor ¢, is conjugate-orthogonal.

Assume that ¢, = x;1 + xi2 (i =1, 2). Then

dn=xu+xi2+x2+x2,  xXuxiz=xuxp:EX/F*—C*.

Thanks to Theorem 4.4.4, x11x7; = 1 and x12 # x22 but x12/px = 1 = x22|px. Furthermore,
X21X22 - (X21x22) = 1 implies
x21x21 = 1.

Similarly x7; x11 =1. Thus, x7, = Xil and x11 = x21. This implies that x12 = x22 which contradicts
the condition 12 # x22.

Hence the Langlands parameter ¢ can not be conjugate-orthogonal. Thus Homgsy,(r)(z, C) = 0 if
my %7, and either ¢, or ¢, is not conjugate-orthogonal.

(B) If m; = my is a discrete series representation, then ®(X) = m; due to [Atobe and Gan 2017,
Proposition 5.4]. If w1 = m; is an irreducible principal series representation, applying the functor
Homgo,(£)(—, ) on the Kudla filtration (see [Gan and Takeda 2011b, Theorem Al]), we have

O1(X) =m
except for m; = (x, x). If ;; = w(x, x), then there is an exact sequence
T — @1(7T1 @7‘[1) — 7T —0

of GL,(E)-representations, where we can not deduce ©;(7r; X 1) directly. There are two choices that
©1(m X7ry) is either 1 or Extgr,(g) (w1, w1). We will show that (71 X 1) has a unique Whittaker
model which can imply that ®;(7; X m) =m;. Let N = {((1) '1’) |ne E} be the subgroup of GSp,(E).
Let ¥ be a nontrivial character of N. Consider the Whittaker model of ®(r; K 7¢),

dim Homy (® (7 X 1), @//N) = dim HompGLz(E)(rr] X, (D) <1
due to [Lu 2017b, Proposition 3.4], which implies that ®;(X) = ;. Therefore the exact sequence (4-3)
implies the inequality

dim Homgsy, (r)(t, C) > dim Homgo, , (g): (Ig:(z) Z) — dim Homgsp, () (71, C). (4-10)

We separate them into the following cases:
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(B1) If 7y is D* (F)-distinguished, then dim Homg, ,(g): (10(%), Z) = 3. Again, we consider the upper
bound (4-7) and the lower bound (4-10) to obtain the equality

dim HOIIIGSP4(C) (‘L’, ([:) =2.
(B2) If my = o = (X1, x2) with x1 # x2 and x1|rx = x2|rx = 1, then
dim HomGOM)(F)(E, C) =0.

In a similar way, we can get dim Homgsp,(r) (7, C) = 1.

(B3) If 7y is not GL,(F)-distinguished but (GL2(F), wg,r)-distinguished, then
HOl’nGspz(F) (711, (C) =0and HOHlGOM(F)(Z, C) ;ﬁ 0,

which implies that dimHomGOz’z(E)q(lg;‘(%), E) >1= dimHomGSO3v3(F)(®6+(r), C). Thus we can
deduce that dim Homgsp,(r) (7, C) = 1.

(iii) If 7 is not in case (i) or (ii), then the first occurrence index of T of GSp,(E) in the Witt tower H';

is 3. Observe that @;(r)lgsow( ) 1s irreducible unless © = Indgffz)“)(E)( X, ) with x = |—|Eg.

Suppose that T # Indg?%‘)(E)(l—| g, ). Consider the double see-saw diagrams

GO, 2(E)* GSpg(F) GOs 3(E)*

> | >

GOq4,0(F) GSp4(E)* GO33(F)

By [Kudla and Rallis 1992, p. 211] and Proposition 4.3.1, there are two exact sequences

0 — R*3(1) 7(3) R*(1) — 0
and

0 —— R*M @ R>*(1) — I(—3) — R>'MNR¥ M) —— 0

of GSpg(F)-modules, where Z(s) is the degenerate principal series of GSpg(F) and R™"(1) is the big
theta lift to GSpg(F) of the trivial representation 1 of GO, ,(F). Assume that 7 is generic and its theta
lift to GO, 2 (E) is zero. Then

HomGSp4(E):(R4’O(1), 1) = Homgo, o(r) (O] (1), C) =0,

so that

dim Homggy, ()2 (Z(—3), T) = dim Homgg,, (gy: (R™' (1) N R (1), 7).
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Thus applying Lemma 4.4.2,

2):7)
):7)
< dim Homggy, (R ), 1)
=dim HomGo“(F)(®6 (1), C)
= dim Homgo, ;- (TTX x)*, C) (4-11)

dim Homgsy, () (z, C) = dim Homggy, ()2 (Zo (5
1
2);

S dlm HomGSm(E)q ( (

where (TTIX x)* are two extensions to GO3 3(E) of ITX x. On the other hand, one has
Homgo, ;) (MK x)~, C) = Homgo, ,(r)(OF (1) ® v, C) = Homgs), (£):(O(v), ) =0
Then we have an inequality
dim Homgsy, (r) (7, C) < dim Homgso, ,(r)(ITX x, C) = dim HomgL,(r) (T, C). (4-12)
Now we want to obtain the reverse inequality. Note that
1 — R NR3A) — R*3A) —— R*2(1) —— 1

is exact (see [Gan and Ichino 2014, Proposition 7.2]). There is an injection

Homgsy, (g):(R*> (1), T) = Homggy, () (R (1) N R>(1), 1) = Homgg,, gy (Z(—3). T)  (4-13)

since the theta lifts to GO, 2(E) and GO4,0(E) of T are both zero by the assumption.
We will show that T does not occur on the boundary of 7 ( — %) under the assumptions. If 7 is nondiscrete,
then © = Jo(z)(x. ), x # 1, due to [Gan and Takeda 2011b, Table 1]. Note that

GSpy(E)*
(£ xGpy (N’ X

Zi(s)/Zo(s) = ind
where N’ = E @ Maty»(F) and x'(t, g) = |NE/F(t)S+% “A(g) "3 k. Set
= (GL{(E) x GSp,(E)%) - N'.
Thanks to the second adjoint theorem due to Bernstein, we have

Hom(Zi(—})/Zo(~3). 1) = Hompxsp iy (1@ indgp(7) C® =152 Ry (Joiy (3. 7)) =

because R;,/(J(X T)=x®m7+x '®my and x # 1. Moreover, the cuspidal supports of Jo(z)(x, )
and I»(— ) /T (— ) are disjoint. Therefore T = Jp(z)(x, ) does not occur on the boundary of Z (——)
and so

dim HomGSp4(E)n (I(—%) r) < dim HomGsp4(E)q (Io(—%), r) = dim Homggyp, (r) (T, O).



2448 Hengfei Lu

Note that if 7 is a discrete series representation, then we have

Homgsy, (py: (Zi41(—3)/Zi(—3), 7) =0

for i =0, 1. If not, then we will get a contradiction. Suppose that

Homgsp, () (Z1 (—3)/Zo(—3), T) #0.

Then Homgy, (gy(1, Rp/(7)) # 0, which contradicts Casselman’s criterion [Casselman and Mili¢i¢ 1982]
for the discrete series representation that

Homgr, (g)(|—1%. Rp (7)) #0

implies s < 0. Similarly,
1/6
HomGsp4(E):(Iz(—%)/fl(—%), ) = Homgr, (g)x F* (8P/t , Rp:(7)) =0

and so
dim Homgsy, )¢ (Z(~3), 7) < dim Homgsp,ry: (o(~3)- 7)- (4-14)

Therefore one can combine (4-12)—(4-14) to obtain that

dim Homgsy, () (7, ©) = dim Homgs,, (zy: (Zo(—1). 7)
= dim Homgso, ,(r) (®¢ (1), C)

= dimHOHlGL4(F)(H, G:) (4—15)

Thus the left-hand side is 1 if and only if IT is GL4(F')-distinguished.
If r = Indzs(%‘)(E)(|—|E, ) is irreducible, then 6g(t) = Jp(|—|g, ) K w,|—|g. It suffices to show
that Ip (| —|g, ) is GL4(F)-distinguished if and only if ¢ is conjugate-self-dual. This follows from
Lemma 4.4.6.

Hence we have finished the proof. O

Remark 4.4.10. We can also show that if T = 60 (7r1 X ) with nlv =y is generic, then ¢ = ¢z, ® ¢r,
is not only conjugate-orthogonal but also conjugate-symplectic. Keeping this fact in mind will be helpful

when we verify the Prasad conjecture for GSp, in Section 6C.
Corollary 4.4.11. The pair (GSp4(E)”, GSp,(F)) is not a Gelfand pair.
For a generic representation T of GSp,(E) with w;|px = X%» we may consider the multiplicity
dim Homgsp, (r) (77, XF)

which is equal to dim Homgsy, (r) (7T ® bel, C), where g is a character of E* and xp = xg|rx. We
will focus on the case xr = wg,r when we verify the Prasad conjecture for GSp, in Section 6C.
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5. The GSp, ;(F)-distinguished representations

Notation.

D (resp. Dg) is a quaternion division algebra over F (resp. E) with a standard involution .
7 PE is the Jacquet-Langlands lift to D (E) of & and P2 K7 PE is a representation of GSO4,(E).

2T (resp. V) is a right skew-Hermitian (resp. left Hermitian) D-vector space with isometry group
U (20) (resp. U (%0)).

4* is the dual D-vector space of {l in Resg,p Vg.
W ®p Y is a symplectic F-vector space.

GO;O = GL{(Dy) x Gy, /{(t7", 1?)} (resp. GO;,) is the inner form of GOj3 3 (resp. GOy, 2,) defined
over F' and D; is the division F-algebra of degree 4.

J(s) (resp. I(s)) is the degenerate principal series of GSp, ,(F) (resp. GO;Z(F ).
GSO;0 is the inner form of GSOj3 ; defined over F.

GOs,1 = GLa(DE) x Gy, /{(t7', t?)} is the pure inner form of GOs3 3 defined over E and MP° X x is
a representation of GSOs 1 (E).

B is the minimal parabolic subgroup of GL,(Dg)(E).
GSp, o = D™ (resp. Sp, ) is the inner form of GL; (resp. SL7).
P(Yp) (resp. ) is the Siegel parabolic subgroup of GU(Y) (resp. GO , (F)).

R3(1) (resp. R>(1)) is the big theta lift to GSp, ,(F) of the trivial representation of GO3 ((F)
(resp. GO} | (F)) and '/ (1) is the big theta lift to GO} ,(F) from GSp, ;(F).

0, (t) (resp. ©, (7)) is the small (resp. big) theta lift to GOs 1 (E) of t of GSp,(E).
Oy 2,y () is the big theta lift to GU(Y) of 7 of GU(2D).
yr is the Weil index and yr (¥ oq) € ug for the character of second degree x — ¥ (g (x, x)), where ¢

is a nondegenerate symmetric F'-bilinear form.

Theta lifts for quaternionic unitary groups. In order to study the GSp, ;-distinction problems, we

need to introduce the local theta lift for quaternionic unitary groups, following [Gan and Tantono 2014;
Gurevich and Szpruch 2015; Yamana 2011].

SB1. Morita equivalence. Let R = Mat, »(E) be the split quaternion algebra over E. Any left Hermitian

(resp. right skew-Hermitian) free R-module (Wg, hg) corresponds to a symplectic (resp. orthogonal)

space (Wg, hg) over E and

dimg Wg =2 -dimg Wg, Aut(Wg, hg) = Aut(Wg, hg).

See [Gurevich and Szpruch 2015, §2.1] for more details.
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5B2. Dual pairs. Let D be the unique nonsplit quaternion algebra over F, with a standard involution .
Then D ® p E = R. There is a D-linear map

tI’R/DZR—>D

such that trg/p(d) = 2d for d € D. Given a 4-dimensional symplectic space (W», hg) over E, corre-
sponding to a 2-dimensional left Hermitian space (Wg, hg), we set

hp(x,y) = trg/p(hg(x,y)) € D

for all x, y € Wg. Then hp is a nondegenerate Hermitian form on 2 = Resg,p Wg and dimp U = 4.
Given a left Hermitian space (U, hp) and a right skew-Hermitian space (20, sp), the tensor product
space 20 ® p U admits a symplectic form defined by

(wRv, w @) =1 trp/r((w, w)- (v, v)*).
This gives an embedding of F-groups
U) x U(Y) — SpBRp V).

Then we can define the Weil representation wy, on U () x U (*Y), using the complete polarization
BV=Yp+Y}of V.

Theorem 5.2.1 [Gan and Sun 2017, Theorem 1.2]. The Howe duality conjecture holds for the dual pair
U () x U (D).

We can extend it to the similitude group GU(20) x GU(®Y) following Roberts. (See [Gan and Tantono
2014, §31.)

5B3. The see-saw diagram. Let us fix the polarization Wg = Y + Y. Then
Y0 = RCSR/DWR =Yp—+ Yg.
Consider the following see-saw diagram:

GU() GO, 2(E)*

>

GU(Wg)* GO? | (F)

Here GU(Wg)* = GSp,(E)".

Proposition 5.2.2 [Gurevich and Szpruch 2015, Theorem 8.2]. Let T be an irreducible representation of
GSpW,) = GU(Wg). Assume that 1 is an irreducible representation of GOT’1 (F). Then

Homgy(w,: (Og,,y (), T) = Homgoy 1) (O (7), 7).
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Assume that Vg is a skew-Hermitian free module over R of rank 2, associated to the anisotropic
4-dimensional quadratic space over E given by (Dg, Np,) such that

GU(Vg) =ZGO04(E).

Then Resg/p Vg is a 4-dimensional skew-Hermitian D-vector space with trivial discriminant. There is a
natural embedding

SU(VR) = SO4,0(E) — SO;’Z(F) = SU(RCSR/DVR).

Given a 1-dimensional Hermitian vector space *U; over D, we consider the theta lift from GU(J;) =
GSp, o(F) to GO;z(F) and the theta lift from GSOy4 ¢(E) to GU(R ® p U1) = GL,(E). Consider the
see-saw diagram

GU(Resg,pV) GL,(E)"
GSO4,0(E)" GSp, o(F)

which is different from the situation in [Gurevich and Szpruch 2015, Theorem 8.2], since there does not
exist a natural polarization in the symplectic F-vector space V = (Resg,pVg) ®p V.
Assume that V = X @ Y is a polarization. Set the group

Mp(V)y = Sp(V) x C*

with group law

(81,21)(82, 22) = (8182, 2122 - 2v (&1, &2)),

where zvy (g1, £2) = yp(%lﬁ oq(Y, gy ly, gIY)) is a 2-cocycle (called Rao cocyle) associated to Y and
q(Y, gZ_IY, g1Y) is the Leray invariant. (See [Kudla 1996, §1.3].)
Suppose that V = X" @ Y’ is another polarization of V. There is an isomorphism

SX) = SX)).

Given ¢ € S(X) and ¢’ € S(X'), due to [Ichino and Prasanna 2016, Lemma 3.3], we have
1,7 L/ 1 I
w(X)=/ Y5,y = 50x, )@’ () dy
YOY\Y

where x" € X' and y' € Y are givenby x'+y =x+y e V.

Lemma 5.2.3 (local Siegel-Weil identity). Assume that 7w is an irreducible discrete series representation
of GLa2(E) so that the big theta lift © (i) to GSO4 0(E) is isomorphic to 7 PE R 7w PE where wPE is the
Jacquet—Langlands lift to Dy, (E) of . Let ¢ be an irreducible representation of GSp, o(F). Then

dim Homgso, (): (O (0), 7% K ) = dim Homgsp, () (7, 0),

where ©(p) is the big theta lift to GO;Z(F) of o.
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Proof. It suffices to show that two splittings of SO4,0(E) x Sp; o(F) in Mp(V) are compatible. Let us fix
two polarizations Resg,p Vg = U@ U* and R®p V1 =X @Y. Then

V=X8Y=URpV)®UW®pV;) and V=X @Y =(DgQr X)® (D RQ¢rY).

Choose a fixed element s € Sp(V) such that

X' =hoX and Y =hgY.
By [Ichino and Prasanna 2016, Appendix B.4], there is an isomorphism «g : Mp(V)y» — Mp(V)y via

(h, 2) = (ao(h), 2),
where ag(h) =h~' - g-h for all h € Sp(V). Moreover,
zyr(hi, h2) = zv(ao(h1), ao(h2)).
Now we fix the splitting iy : O;Z(F) X Spy o(F) <= Mp(V)y and
iy 1 SO4,0(E) x Spy(E) — Mp(V)y,

where the splitting iy (y, z) = ((y, z), Bv(z)) is defined in [Kudla 1994, Theorem 3.1].
We will show that iy (h) = ag o iy (h) for all h = (y, z) € SO4,0(E) x Sp; o(F). Consider

S04,0(E) x Spy o(F)—— 0% ,(F) x Sp; o(F) —— Mp(V)y

i

SO4.0(E) x Sp; o(F)—— SO4.0(E) x Spy(E) —— Mp(V)y’

Set iy (h) = (h, By(h)). Then By(z) =1 for all z € Sp; ((F). Similarly, we have
Py (y) =1
for all y € SO4,¢(E). In order to show that
By (h) = By (h)
for all A = (y, z) € SO4,0(E) x Spy o(F), we will show that By (y) = 1 = By (2).

o If y €S04,0(E) CO3,(F) = |_|l-2:0 Pw;*B, say y € Pw;*P, where P is the Siegel parabolic subgroup
of O3 ,(F), wy = 14 (the identity matrix in O3 ,(F)),

1 1

W) = 11 and w, =1 )

1 1
then By (y) = (—1)". Since w; switches a pair of vectors e; and €] in a basis {ey, e, €], €5}, which
corresponds to an element & € Oy o(E) with determinant —1, where B stabilizes the maximal

isotropic subspace {ey, e»}, it follows that

SO4,0(E) NPw'B = 2,
ie, By(y) = 1.
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e If z € Sp; o(F) and 50 z = g € SLy(E), then By () = yr (x(g), 29)* - yr (30 o Np,)* = 1, where

2y . .
x(g) = Ng,r(az1) (mod FXZ) if g = (G142) with apy #0,
Ng/r(ax) (mod F*7) otherwise.
Therefore we have finished the proof. 0

Remark 5.2.4. From the proof above, we can see that the see-saw identity does not hold if one replaces
SO4,0(E) by O4,9(E) in this case.

Let V be a free R-module of rank 2 corresponding to the quadratic space [H]% by the Morita equivalence.
Then Resg/pV is a skew-Hermitian D-vector space of dimension 4.

Lemma 5.2.5. Let X be an irreducible representation of GO22(E). Let o be an irreducible representation
of GSp, ;(F) for j =0or 1. Then

dim Homgo, ,(£):(©(0), £) = dim Homgsp, ;(#)(O14;(X - vty 0),
where v is the nontrivial character of GO22(E)/GSO32(E) and v|o,,E) = det.

Proof. Consider the see-saw diagram

GO3 ,(F) GSpy 12, (E)*
GO22(E)" GSp;, ;(F)

Assume that 20 = Resg,/p V. Let us fix the polarization 2J = {{ + 4[* and I]-I]% =Y +Y*, where Y* is the
dual space of Y. Let ¥ be a Hermitian D-vector space with isometric group GSp; ;(F). Then there exists
a natural polarization

WRpV=URpV+U" Qp V.

Similarly, [H]% QEWi4; =Y Qe Wiy +Y*®E Wiy, where W, is the symplectic vector space over E of
dimension 2r. Set Y =41*®p U and Y’ = Y* @ g Wi ;. Then we have the splitting iy and iy defined in
[Kudla 1994, Theorem 3.1]. For instance, iy (y, z) = ((y, 2), By (¥)) for (¥, 2) € O22(E) x Sp2+2j(E) and

iv(y,2) = ((y,2), Bv(y)) e Mp(W Qp V)vy
for y € O;z(F) and z € SpLj(F). Note that By/(y) =1 for y € O22(E) and
Br(y) = (=D
if y € Po;*P, where O3 ,(F) = J; Pw;*P and B is the Siegel parabolic subgroup of 03 ,(F). Thus

By (h) = v (h) - (v(h)'™
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for h € Oy 2(E). Hence

dim Homgg, ,(£): (©(0), ¥) = dim HomGOn(E)Jszp,,j(F)(ww,Y’ Y ®0)
= dim HomGOz,z(E)JXGSpLj(F) (a)v,‘y/, - 1)1+j Q Q)

= dim Homgsp, (r)(O14;(X - '), 0),

where wy, v (resp. wy y) is the Weil representation on Mp(2U ® p *U) emphasizing the splitting Y + Y*
(resp. Y’ + Y'®). This finishes the proof. g

5B4. Degenerate principal series. Let us fix the complete polarization
Y = Yp + YB

Suppose dimp U = 4. Assume that J(s) is the degenerate principal series of GU(U) = GSp, ,(F)
associated to a Siegel parabolic subgroup P(Yp), i.e.,

3$)={: GUE) — C| f(pg) =bpry) ()27 f(g) for all p € P(Yp), g € GUB)},
where 8p(y,) is the modular character. Similar to Proposition 4.3.1, we have

Lemma 5.2.6. Assume that R3(1) is the big theta lift to GU(D) of the trivial representation of GO;O(F ).

Then there is an exact sequence

0—— R 3(3) R2(1) 0,
where R*(1) is the big theta lift to GU(D) of the trivial representation of GOT’ 1 (F).

Proof. By [Yamana 2011, Theorem 1.4], we may give a similar proof as in Proposition 4.3.1. So we omit
it here. O

5BS. Double cosets. Assume that P(Yp) is the Siegel parabolic subgroup of GU(U) = GSp, ,(F). Then
the homogeneous space Xp = P(Yp)\GSp, ,(F) corresponds to the set of maximal isotropic subspaces
in 0. We consider the double coset X p/GU(Wgr)" = X p/GSp,(E)?, similar to Lemma 4.3.3.

Proposition 5.2.7. In the double cosets X p/GSp,(E)", there are
e one closed orbit with stabilizer P(Yp) N GSp4(E)”,
o one open orbit with stabilizer GUz(D)(F) = GSp, (F) C GSp4(E)t and

e one intermediate orbit with a representative

L=Dr(«/ge+f)+D<e—%f) € Xp,

which is a nonfree R-module with stabilizer (GL1(E) x GSp, ((F)) - N, N = E ® D, where r =

(19)=r2 € R and Wg = Re+ R with hg(e, f) = 1.
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Lemma 5.2.8. Let T be an irreducible representation of GU(Wg)" = GSp4(E)n and GSp4(E)” —
GSp, ,(F) be a natural embedding. Then

dimHomGSm(E)u(J(%), 7) > dim Homgsp, ,(r)(t ", O).

Proof. Note that there are three orbits for P(¥p)\GSp, ,(F) /GSp,(E)*%. There is a filtration for
j(%)|GSp4(E)J as follows:

. GSp,(E)" ~ ~ ~ ~
dengvl(F) C= JO(%) C Jl(%) C JZ(%) = J(%)|G5p4(E)J’

where 32(%)/31 (%) o~ indGSPzt(E)J

: _
=ind,, S;J/tz and 31(%)/30(%) = indi’,,sﬁ“(E) 53>, 572, where

P(Yp)™3

M =GL|(E) xGSp, o(F), NZD@®E and &(t,x)=|Ngr®* - 2(x)"|F

for (¢, d) € M. There exists an involution on GSp, , (F’) such that the fixed points coincides with GSp,(E )4,
Applying [Olafsson 1987, Theorem 2.5; Gourevitch et al. 2019, Proposition 4.9], we obtain the inequality

dim HomGSp4(E)t(’J(%), ‘E) > dim HomGsm(E)u(Tlo(%), ‘L’) =dim HOl’nGSpl,l(F)(Tv, 0).

This finishes the proof. U

SC. The distinction problem for GSp; ;. Let GUy(D) = GSp, ; be the inner form of GSp, defined over
F, whose E-points coincide with GSp,(E). Assume that T € Irr(GSp,(E)) with w;|px = 1. In this
subsection, we will study the multiplicity

dim HOl’rlepL1 (F) (‘L’, (C) .
Theorem 5.3.1. Let t be an irreducible representation of GSp4(E) such that I1y,_ is generic.

(@) If T = 0(m W my) is a nongeneric tempered representation of GSp,(E), where w1 M my is an
irreducible smooth representation of GSO4,0(E), then dim HomGspl‘ () (T, ©) = 1 if and only if one
of the following holds:

o Z o but w)! = 7wy
e 71 = 1y are both (D*(F), wg /r)-distinguished.

@1i) If t =0(m; Xmy) =0 (m, X my) is generic, then

fmi=m=r(x" x%,

if | = my are square-integrable and D> (F)-distinguished,
if my is D> (F)-distinguished and 7w, = 7,

if Ty #£ 1y are both D* (F)-distinguished,

otherwise.

dim HOHlGSpM(F)(T, (E) =

SN = =N

Here my = mw(x1, x2) with x1 # x2, X1lFx = x2|px = 1. Note that these conditions are mutually
exclusive.
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(iii) Assume that T is not as in case (i) or (ii), so that T = O(T1° X x) is generic, where TIP X x is an
irreducible representation of GSOs 1 (E). Then dim HomGspl,l(p)('c, C) = 1 if and only if one of the
following holds:

o ¢ is irreducible and conjugate-orthogonal or
o =, +Ppu with p° = p¥ !,
where T1 = JL(ITP) is the Jacquet—Langlands lift to GL4(E) of TI.

Proof. The proof is very similar to the proof of Theorem 4.4.9.

(i) Assume that Vg is a skew-Hermitian free module over R of rank 2, corresponding to D by the
Morita equivalence. Then Resg,/p Vi is a 4-dimensional skew-Hermitian vector space over D with trivial
discriminant. Fix a polarization Resg,pV = U @ U*. Consider the diagram

GSpy(E)" GOj3 ,(F) GLy(E)*
GSp, | (F) GOy o(E)" GSp, o(F)

There is an exact sequence of GO3 ,(F)-representations

0—— R 1(3) Rr01) ——0,

where I (s) is the degenerate principal series of GO;Z(F ) and SR/ (1) is the theta lift to GO;z(F ) the
trivial representation of GSp;_ j(F ). Set T = ®,(X), where

GO4o(E )
s _ Indngif)(;)(m N, ifm 2w,

(i Ra)™ if m; = 5.
Note that GO4 o(E) is an anisotropic group. Using the contravariant exact functor
Homgo, o(g): (—, ),
we obtain a short exact sequence
0 — Homgo, ,):(R"0(1), ) — Homgo, ,g): (1(2), £) — Homgo, .z R (1), £) — 0.
Applying Lemma 5.2.5, we have
0 — Homgsp, () (©1(Z ® v), C) - Homgo, ,(5y:(1(5). £) = Homgsp, ,(r)(z,C) = 0, (5-1)
where ©1(X ®v) is the big theta lift to GL,(E) of X ®v. There are no F-rational points on the nonidentity
connected component of GO , (see [Moeglin et al. 1987, pp. 21-22]), so that
GO3 5 (F) = GSO3 5 (F) = Q- GOy 0(E),

where 9 is the Siegel parabolic subgroup of GO3 ,(F). Then

. GO 0(E)"
Homgo, (£):(1(3), =) = Homgo, o (£): (indgo: () €. %) = Homgo; (7 (Z, ©). (5-2)
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Here GSO3 ((F) sits in the exact sequence

i

1 EX D} (E) x F* —— GSO5 o(F) — 1

] |

| —— EX —— DX(E) x D} (E) — GSO40(E) — 1

where i(e) = (e, NE/F(e)_l) and the embedding GSO;’O(F) < GSO4,0(E) is given by
(x, 1) > (x,1-x7)

for x € D;(E) and t € F*. The o-action on D (E) is induced from the isomorphism Dg(E) =
Dg(E)®g (E, o). There are two subcases:

o If 71 22 7y, then 7y W, does not participate in theta correspondence with GL,(E). The short exact
sequence (5-1) implies that

dim Homgsp, , (7 (7, €) = dim Homgo, o) (1(3), £) = dim Homgsos ,r) (71 K12, €). (5-3)
Hence one can get
dim Homgsy, ,(r) (7, €) = dim Hom px ) (05", 7)),
where {7 = JL™!(JL(71)?).
e If m; = mp, then the short exact sequence (5-1) implies that
dim Homgsy, ,(#) (7. C) = dimHomgo, ,: (1 (3). £) = dim Homgos ,(7) (. C)
because ©; (X ® v) = 0. Note that
dim Homc,so%(p) (1 Xy, C) =dim Homgozo(p)(Z, C) +dim HomGo;O(p)(Z ®v, C).

In a similar way, dim Homgos ,(r) (£ ® v, C) = dimHomgsp, ,(r)(JL(71), C). Therefore, if JL (1)
is D> (F)-distinguished, then 77 = " and so
dim HomGSO»Z«’O(F) m K, C)=1=dim HomGoz’O(F)(Z Qv, C).

Then dim Homgsp, ,(r) (7, C) =dim Homgos (r) (2, C)=0if JL(sry) is D> (F)-distinguished. Also,
7 is GSp | (F)-distinguished if and only if JL (7 )Y = JL (1) which is not D* (F)-distinguished.
Thus 7 is GSp; ; (F)-distinguished if and only if JL (1) is (D*(F), wg,r)-distinguished, in which
case ¢, is conjugate-symplectic.

(Similarly, one can show that
dimHomGSpm(F)(r, a)E/F) = diIIlHOInDE(E)(JTZV, T[]J) — dimHOl‘an(p)(®1(Z ® 1)), a)E/F).

Here we use the fact

wg/F o hvlgosr) = 1.
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Hence dim Homgsp, , (r) (7, wg/r) =1 if and only if either JL (7r1) = JL (7r2) are both D X (F)-distinguished
or my 2 7, but 7 = 7§ . It will be useful when we verify the Prasad conjecture for PGSp, in Section 7.)
(i) We will use a similar argument. Assume that Vi corresponds to |]-|]2E by the Morita equivalence. By

the conversation relation, we have 6, () = 0. Via the see-saw diagrams

GOs 1 (E)* GSp, »(F) GOy 2(E)*

> | >

GO;,O(F) GSp4(E)” GOT,I(F)

applying Lemma 5.2.6 and Proposition 5.2.2, we have
dim Homggy, £):(3(3). 7) = dim Homggy, (£):(R*(1), 7) = dim Homgo: (7 (@5 (1), ),
where J(s) is the degenerate principal series of GSp, ,(F). Due to Lemma 5.2.8,
dim Homgsy, ,(r)(z, C) < dim Homggy, (£y: (3(3). 7) =dim Homgoy; ( (0] (1), 0).

We want to get the reverse inequality. Consider the diagrams

GSpy(E)" GO;3 ,(F) GLy(E)"
GSpy, 1 (F) GO, 2(E)* GSpy o(F)

There is an exact sequence of GO3 ,(F)-representations
0—— R0A) —— I(—3) — KM@ ——0.

Note that dim Homgo, ,(5y:(R'°(1), £) = dim Homgsp, ,(r)(©1(E ® v), C) = 0. Thanks to [Olafsson
1987, Theorem 2.5; Gourevitch et al. 2019, Proposition 4.9], we have
dim Homgsp, ,(r)(7, C) = dim Homgop, , () R, o)

= dim Homgo, , g (1(—3), )

GO, (E)*

GO} | (F) C. %)

> dim HomGO“(E)ﬂ (lnd
= dim HOl’l’lGoTvl (F) (E s C) .

Therefore dim HomGspM( r(r,C) =dim Homgo: ( F)(®j{(t), C) unless ®j{ (7) is reducible. There is no
F-rational points on the nonidentity connected component of GO |, so that

GO (F) =GSO7 | (F).

There are two cases: w1 Z 7 and 71 = 7.
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Assume that 7t 2 ;. Since

GO? | (F) = GSOY | (F) = GLa(F) x D*(F)/{(t,1™1) : 1 € F¥},

for 1 # 7> one can obtain that ©F (1) = Indggé)z(’zz)z(fg)(m X 775) and

Homgo: (r)(2, C) = Homgo: | (r) (1 X, C) @ Homgor () (2 M7y, ©). (5-4)
There are two subcases:
e If m; (i =1, 2) are both D* (F)-distinguished, then (5-4) implies that
dim HomGsplel(p)(r, C) =dim HomGOTYI(F)(E, C)=2.

o If my is D*(F)-distinguished and 7w, = 7w (x1, x2) With x1 # x2, x1lFx = x2/Fx = 1, then 73 is
GL, (F)-distinguished but not D> (F)-distinguished (see Lemma 4.4.5). So (5-4) implies that

dimHomGspl’l(p)(r, (D) =1.

If 7y = m, are both square-integrable representations, then
1 if my is D> (F)-distinguished,
Homgo; (r) (X, C) = Homgsor , (r) (m1 W71, €) = : s
' : 0 otherwise.
If 1y =m=n(x"", x9), then ®j{(r) is reducible. We will show that T = Ip(z)(1, 1) does not occur
on the boundary of 3(%) and hence that

dim Homgsy, ,(r)(z, C) = dim HomGOT,l(F)(G)I(r), 0).

There is a filtration t
. (GSp,(E) ~ ~ ~ ~
deng,l(F) C =To(s) CT1(s) CTals) =T(S)lGsp, (k)

b
GSpy(E) (ng_l)/S and

of 3(S)|G5p4(E)b such that J,(s) /T (s) = ind},t

~ p. . GSpy(E)" ((1/2)+(s/5) ¢—1/2
31(5)/3o(s) = indyy ™ S5 T8,

where 83(7, x) = |Ng/r (1)*A(d) ™| F for (1, x) € M = GL{(E) x GSp, o(F). If
Homgsp,(ey:(31(3)/J0(3). 7) #0,
then
Homgy, (g)(I—1£e, Rp(Igz)(1, 1)) #0,
which is impossible, where P”" = (GL|(E) x GLy(E)") X N is a parabolic subgroup of GSp,(E)" and R 5,
denotes the Jacquet functor associate to the parabolic opposite to P”. So
Homgsp, ey (31(3)/J0(3). 7) = 0.

It is quite straightforward to see that

. GSp,(E)* (1/2
HomGSp4(E)u(lndpup4( ) 3P/q s Aoizy(1, 1)) =0

by applying the Jacquet functor. Hence © = Ip(z)(1, 1) does not occur on the boundary of 3(%)
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The big theta lift to GSO, > (E) of T = Ig(z)(1, 1) of GSpy(E) is
EthGSO(z,z)(E) (1 Ry, m Kory).
From the see-saw pairs diagram

GSOs(E)*  GSpy,(F)  GSOz(E)"

> >

GO 4(F) GSp, (EY GO; (F)

one can use the fact 6, () = 0 to obtain that
dim Homgsp, | (r)(7, C) = dim HomGSOT‘I(F) (EXté}SOM(E) (m Xy, W), C) =2.

(iii) Assume that 6, () = 0. Note that 0 — R>(1) — J(—1) — R3(1) — 0 is exact. Then we can use
the same method appearing in (ii) to show that

dim Homgos ,(r) (O (1), €) = dim Homggy, (5): (R (1), 7)
= dim Homggy, (£): (3(—%), r) > dim Homgsp, , () (7, ).
We will show that 7 does not occur on the boundary of 3(—%) in this case. Then
dim Homgg,, (): (J(—%) 7,') < dim Homgg,,, (g): (30(—%), ‘L') = dim Homgsp, , (r) (7, C)

and so
dim HomGspl’l(F)(r, C) = dim HOI’IlGSp4(E)u (j(—%), T).

In order to show that t does not occur on the boundary of J (—%) we separate them into two cases.
o If 1 =1gz)(x,m) with x #1, then

N 1Y (] . 1GSP4(E)* ¢1/6
Homgsy, y: (J2(~3)/31(~3). 1) = Homgsp, (zys (ind " 8,1, 1) = 0.

If Homgsp, (£): (31 (—%)/30(—%), r) # 0, then Homgy, () (1, Rp, (7)) # 0 which is impossible since
Rp/(1)=x®m®x '®mx and x # 1, where P” = (GL{(E) x GL,(E)") x N.

o If 7 is square-integrable, then Homgy, (£)(1, Rp, (7)) = 0 due to the Casselman criterion in [Cas-
selman and Mili¢i¢ 1982] for a discrete series representation that Homgy, (g)(|—[%, R/ (7)) # 0
implies that s < 0. Hence Homgg,, (£):(J1(—3)/Jo(—3%). T) = 0. In a similar way,

HomGSp4(E)u (32(—%)/31 (—%), 'L') = HomGLz(E)XFX (5;)/16, RISJ (T)) =0.

Hence 7 does not occur on the boundary of’J(—%). Moreover, if T #Ipz)(I—|E, p), then ®, (1) = MPXyx
is irreducible. Then there exists an identity

dim Homgsy, ,(r)(z, C) = dim Homgos ,(7)(M” K x, C) = dim HomD:(F)(l'ID, 0),

where Dy is the division algebra over F of degree 4.
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o If TT = JL(ITP) is a square-integrable representation of GL4(E), then [Beuzart-Plessis 2018,

Theorem 1] and Theorem 4.4.4 imply that
1 if ¢ is conjugate-symplectic,

dim Hom I, w = dim Hom ,~ l'ID, w =
GLy(#) E/F) RGN £/F) {O otherwise.

Thus dim Hom DI (F) (P, C) = 1 if and only if ¢ is conjugate-orthogonal.
o If IT? is an induced representation 7 (pp, (pp)" ® ) with u # w,,, then we use the orbit decom-
position Bj\GL,>(Dg)(E)/GL(D4)(F) and Mackey theory to get that
dimHomD:(F)(l'[D, C) = dimHomDE(E)(pg ®pp -1, C) = dimHomDE(E)(pg, op- - hH
1 ifpg = -1
_ if pp = poi (5-5)
0 otherwise.
In this case, p° = pu~! where p = JL(pp) is the Jacquet-Langlands lift to GL,(E) and ¢y =
b ® ¢/¥ - |4, which is conjugate-orthogonal due to Theorem 4.4.4.
o If 1P = Sp(pD|—|11E/2) is a generalized Speh representation and © = Io(z)(|—|£, p), then

o ~ \

Lif o7 = pVI=I5,

dimH ,([: =dimH * 5 ,(I: =
im Homasp, ,(r) (7. ©) = dim Homgos () (0 (). ©) {0 otherwise. O

6. The Prasad conjecture for GSp,

6A. The Prasad conjecture. In this subsection, we give a brief introduction to the Prasad conjecture
[2015, Conjecture 2]. One may refer to [Prasad 2015, §13] for more details.

Let G be a quasisplit reductive group defined over a local field F' with characteristic zero. Let W be the
Weil group of F and WD be the Weil-Deligne group of F. Let E be a quadratic extension over F. A qua-
dratic character x¢ is introduced in [Prasad 2015, §8] and another quasisplit reductive group G°P defined
over F is introduced in [Prasad 2015, §7]. Then there is a relation between the fibers of the base change map

® : Hom(WDp, “G°?) - Hom(WDpg, L GP)

from the Galois side and the xg-distinction problems for G(E)/G(F) from the automorphic side.

More precisely, assume the Langlands—Vogan conjecture in [Vogan 1993]. Given an irreducible
representation 7 of G(E) with an enhanced L-parameter (¢, A), where A is an irreducible representation
of the component group 7o(Z(¢,)) and the L-packet Iy is generic, we have

Zdim Homg, (r) (7, x6) = Zm()», ¢i) deg () /do (i),

where

e o € H'(Wg, G) runs over all pure inner forms of G satisfying G, (E) = G(E);

. (Z),' € Hom(WDp, L G°P) runs over all parameters of Lgor satisfying q~5i lwpy = &3

o m(r, $) = dim Hom, 4;))(1, M) is the multiplicity of the trivial representation contained in the
restricted representation A| T0(Z@))>

« do(¢) = |Coker{rto(Z($)) — m0(Z () *F/P}).
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Remark 6.1.1. If H!(F, G) is trivial such as G = GSp,,,, then the automorphic side contains only one
term. The Prasad conjecture gives a precise formula for the multiplicity

dim Homgr) (7, xG)-

Remark 6.1.2. There exists a counterexample even for GL, when Iy is not generic. Let G = GL,,
X6 = wg/r and w = 1 be the trivial representation. Then the automorphic side is zero however the Galois

side is nonzero.

Remark 6.1.3. If ¢ comes from a square-integrable representation, then deg ®(¢) = 1. The reason, due
to Prasad, is that q~3 represents a singleton in Hom(WDg, Lgory.

If 7 is square-integrable, then we have a refined version, i.e., the formula for each dimension
dim Homg, (r) (7, xG).
Let Z(G°P) be the center of the dual group G°P. There is a perfect pairing
HY(Gal(E/F), Z(G")"*) x H' (Gal(E/F), G(E)) - Q/Z
for Prasad’s studies [2015, §11] of the character twists. Set Qg (E) = H'(Gal(E/F), Z(G°)"). Given
a parameter q; e H'(Wg, Gop ), we consider the stabilizer Qg(qg, E) C Q¢g(FE) under the pairing

H'(Wr, Z(G) x H' (W, G%) — H' (W, G).
Set ~ 1
A(¢) C H (Gal(E/F), G(E)) = Qg(E)”
to be the annihilator of the stabilizer Qg (¢, E). Then there is another perfect pairing
Q6 (E)/ (9, E) x Ac(®) — Q/Z,

meaning that in the orbit Qg (E)/ Q(;(q;, E) of character twists of (,5 (which go to a particular parameter
under the base change to E) there are exactly as many parameters as there are certain pure inner forms
of G over F which trivialize after base change to E.
Consider
F(¢x) ={9: WDF — LG | lwp, = bz} = L[_;O().
Each orbit (’)(q;i) of Q¢ (E)-action on F (¢, ) is associated to a coset C; of A(;(q~5i) in H (Gal(E/F), G(E))
defining a set of certain pure inner forms G, of G over F such that G,(E) = G(E). Then

dim Homg,,, (7, wg) = Y _ m(h, ¢) - 1¢,(Ga) /do(1).
i=1
where

o 1¢, is the characteristic function of the coset C;;

« m(A, ¢) is the multiplicity for the trivial representation contained in the restricted representation

Moo (z($y)» Which may be zero;

e do($) = | Coker{mro(Z($)) — 70(Z (¢ ))CUMEI DY),
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6B. The Prasad conjecture for GL,. Before we give the proof of Theorem 1.2, let us recall the Prasad
conjecture for G = GL, = GSp,. Set G = GL,. Then xg = wg,r and G? =U(2, E/F) is the quasisplit
unitary group, where E is a quadratic field extension over a p-adic field F. Denote

LG = GL,(C) x (o),
where o-action on GL,(C) is given by
—1 _ _
o(g) =wo(g") @y =g-det(g)”,

wy = (_ | l) and g € GL,(C), g’ denotes its transpose matrix. Given an irreducible representation 7z of
GL,(E) with ¢ = ¢, irreducible (for simplicity), there is no other pure inner form for GL,. Then

dim Homgy,r) (7w, wg/r) = | F ()],
where F(¢) = {q~5 :WDp — LGP | q~5|WDE = ¢} and | F(¢)| denotes its cardinality.
Proposition 6.2.1. The following statements are equivalent:
(i) dim HomGLz(F) (7‘[, CUE/F) =1.
(i) The Langlands parameter ¢ is conjugate-symplectic.
(iii) There is only one extension ¢ € F(¢).
Proof. We only prove the direction (ii)=(iii) and the rest follows from Flicker’s results [1991]. If ¢ is
conjugate-symplectic, then
¢' =¢" =¢(detd) ",
where s € Wr \ Wg is fixed. There exists A € GL,(C) such that
Plsts™) =9 (1) = A-$p(1) det(p(1)) " - A™
for all t € WDg. Set

¢(s)=A-0
and ¢(7) = ¢ (1) for t € WDg. Then
G(sts™) = (s) - p(t) - p(s)”"

and qS(sz) = ¢(s?) = ((/S(S))2 due to the sign of ¢. More precisely, assuming that (—, —) is the WDg-
equivariant bilinear form associated to ¢ : WDg — GSp(V, (—, —)), we define

B:VxV—>C
by B(vy, v2) = (v, A~!v,) for vy, v € V. Then
B(¢(t)vi. ¢’ (DHv2) = (¢(Dv1, ¢" (1)A™ ' v3) = B(vy, v2)
and so B gives a conjugate-self-dual bilinear form on V. By Schur’s lemma, B has sign —1, i.e.,

B(vi, ¢(s*)v2) = —B(v2, v1)
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for all vy, v, € V. Thus B(Avy, ¢ (s?)v2) = —B(va, Avy), ie.,
(Avy, A7 P (s%)v2) = —(v2, A" Avy) = (v1, 1)

for all v; € V. Then det(A) - A 2¢(s?) = 1, i.e., p(s2) = A - det(A) ' A = (¢ (s))2.
Therefore q3 € F(o). If there are two extensions ¢~>,- with A; € GL,(C) such that qNS,- lwp, = ¢, then
AIAZ_1 € Z(¢) = C* by Schur’s lemma, so that ¢; = ¢;. O

Remark 6.2.2. This method will appear again when we study the Prasad conjecture for G = GSp, in
Section 6C1 The key idea is to choose a proper element A such that the lift

é:WDp — LG
satisfies q~>(s) =A-0 and ¢~5|WDE =¢.
6C. The Prasad conjecture for GSp,. The aim of this subsection is to verify the Prasad conjecture

for GSp,4. Now we consider the generic representation T = 6(ITX x) of GSp,(E), with ¢ conjugate-
symplectic and x|rx = 1. Note that the Langlands parameter ¢y is equal to i o ¢p;, where

i : GSpy(C) — GL4(C)

is the embedding between L-groups. Furthermore, yx is the similitude character of ¢,. If ¢ is
conjugate-symplectic (resp. conjugate-orthogonal), we say that ¢, is conjugate-symplectic (resp. conjugate-
orthogonal). There are two cases: ¢y is irreducible and ¢pq is reducible.

Lemma 6.3.1. Assume that v =60(I1X x) is a generic representation of GSp,(E) and w.|px = 1. Then t
is (GSp4(F), wg/r)-distinguished if and only if ¢ is conjugate-symplectic.
Proof. Due to Theorem 4.4.9, the following are equivalent:

7 is GSp, (F)-distinguished.

o IT is GL4(F)-distinguished.

e ¢p is conjugate-orthogonal.

Fix a character xg of E* such that xg|rx = wg/r. Then 7 is (GSp4(F), wg,Fr)-distinguished if and only
if T ® xg o Aw is GSp,(F)-distinguished, which is equivalent to that ¢ ® x g is conjugate-orthogonal.
Note that x, lis conjugate-symplectic. Hence 7 is (GSp,(F), wg,r)-distinguished if and only if ¢ is
conjugate-symplectic. 0

Recall that if G = GSp,,,, then xg = wg,r and

G (F) = {g € GSpy,(E)lo(8) =0(g)},

where 0(g) = Aw(g)~'g is the involution. Note that the o-actions on GSp,(E) and GSp,(C) are totally
different. (We hope that this will not confuse the reader.) Observe that H'(Gal(E/F), Z (6”1’ YWey =1,
which corresponds to the fact that the pure inner form of GSp,,, is trivial.
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According to Theorem 4.4.9, we will divide the proof of Theorem 1.2 into four parts:
e i o ¢, is irreducible;
e iop, =p®pv withv #1;
« the endoscopic case i o ¢, = ¢, @ ¢, and 7 is generic;
e i 0¢; = ¢x, ® ¢, and T is nongeneric.
See Section 6C1-Section 6C4.

6C1. The irreducible L-parameter ¢,. Given a conjugate-symplectic L-parameter ¢ = ¢, which is
irreducible, we want to extend ¢ to

¢:WDr — LGy =GSp,(C) x (0),

where o acts on GSp,(C) by
o(g) =g sim(g)".

Let s € Wr \ Wg. The parameter ¢ is conjugate-symplectic, so that ¢p¥ = ¢* and ¢¥ = ¢ x ~'. Hence
there exists an element A € GSp,(C) such that

pstsH=¢*O)=A-¢p)x (1) - A (6-1)

for all t € WDE. Set _ .
p(s)=A-0 and @) =¢()

for t € WDg. Then ¢ (sts™ ') = Agp (1) x ')A~ = ¢(s) - (1) - ¢(s)~ L. Moreover, we will show that
B(s?) = (s> = ($(s).
Then qS € Hom(WDp, L G) and ‘I;|WDE =¢.
Assume that (—, —) is the WDg-equivariant bilinear form associated to
¢ : WDEg — GSpy(C) = GSp(V, (—, —)).

Set
B(v, w) = (v, A" w)

for v, w € V. Then (6-1) implies that
B(p(t)v, (sts~Hw) = (p()v, () x ' VA~ w) = x (@) - (v, x ' (VA" w) = B(v, w).
Thus B is a conjugate-self-dual bilinear form on ¢ and hence it has sign —1 by Schur’s lemma, i.e.,
—B(w,v) = B(v, ¢(s)w).
Therefore we have
(v, w) = —(w, v) = —B(w, Av) = B(Av, ¢(s*)w)
= (Av, A7 ¢ (sHw) = (v, sim(A) A2 (sD)w)
and so ¢ (s2) = A -sim(A) ' A = (¢ (s))2.
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Proposition 6.3.2. Assume that T =6 (I1KX x) with ¢ irreducible. Then there exists at most one extension
& : WDr — LG such that q~>|WDE = ¢-.

Proof. If there are two extensions ¢~>,- (i =1, 2) such that ¢~5,~ (s)=A;-o with A; € GSp,(C) and
Gi(sts™") = i(s) - pe (1) - fi(s) ™"
forall t € WDE, then A Az_l commutes with ¢;. So A A2_1 is a scalar by Schur’s lemma. Thus ¢; =¢». O]

Hence, if T = 68(ITX yx) with ¢y irreducible and conjugate-symplectic, then there is one extension

é € F(¢;) and
dim Homgsp, (r) (T, wg/F) = 1.

If ¢ = ¢, is conjugate-symplectic and reducible, then there are several cases.

6C2. ¢, = p+ pv withv # 1 and p irreducible. If ¢ = p + pv with p irreducible and x = v -detp
conjugate-orthogonal, then x x* = 1. Thanks to Theorem 4.4.4, there are two subcases:

e p and pv are both conjugate-symplectic or

. val)_l.

(i) If p and pv are both conjugate-symplectic, then v is conjugate-orthogonal and there exist
0i : WD — GL,(C) x (o)

such that p1|wp, = p. p2lwp, = pv and p;(s) = A; - o for A; € GL,(C) due to Proposition 6.2.1. Note
that p is irreducible. Then given t € WDp,

BL OV (1) = p5(1) = Az (p()v(1))(A20) ' = Arp” (AT - v (1)

and so Aj -0 -p(t)o~'A[! = Ayp¥ (1) A, (since vv* = 1) which implies A; A, ' € C*. Set

d(s) = <A1 Al) .0 € GSp,(C) x (o) and ¢(t) = <p(t) p(t)v(t))

for t € WDg. Then ¢~> € F(¢) is the unique extension of ¢;.
(i) If p* = pVv~!, there exists an A € GL,(C) such that

pi(OV(1) = (et p(t) ™" - Ap()A™
for t € WDg. Then
det p* -detp - 1> =1,
which implies that v = v®. Observe that
0* (sts Hu(sts™) = (det p(sts™)) T Ap(stsTHAT!
=detp* () "A-v(@) Tdetp(t) TAp(H)AT! - A7
=v(r) tdetp®(t) " det p(t) 'A% p () A2,
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Then p(s?)p(t)p(s>) ™! = A?p(t) A~ since the character v det p is conjugate-orthogonal. Note that p is
irreducible. Then A=2p(s?) is a scalar. Choose a proper A such that A2p(s?) =1. Set

o (A 7o _ (P
¢(S)_< A.det(A—l))"’ and ‘W)_( p(t)v(t))

for t € WDg. Then

g o1 (A p(t) —1 Al

P o _( A-det(Arl)'“'( p(v)va))'(“ ( A—ldetm)))
_(A pY (v P A1
- A -det(A)™! pV (1) A~ldet(A)

Apv(t)V(t)_lA_l _ 05 (1) o
( A,ov(t)A_l) = < ps(t)v(t)) = (1) 6-2)

and ((/S(s))2 = ¢(s?). Thus q~> is a homomorphism from WD to G and q~>|WDE = ¢.

Remark 6.3.3. The key point here is to find a proper element ¢~)(s) such that ¢~) eHom(WDp, L Gy). Hence
we always need to check the following two conditions: ¢~>S (1) = d3(s) - (1) -¢~>(s)_1 and (¢~5(s))2 =¢(1?).
Following the definition, the computation like (6-2) is quite straightforward and we may skip it sometimes.

6C3. Endoscopic case. If ¢ = p; + p> is the endoscopic case, then det p; = det p, are both conjugate-
orthogonal. There are several subcases. Assume that t = 6 (71 X ;) is generic, p; = ¢, (i =1, 2) and

Po = X1+ x2, with x1 # x2 and xi|px = x2|rx = wg/r. There are also 2 cases: p; # p2 and p; = p,.
Assume that p; # p2. Then

(1) If p; and p, are both conjugate-symplectic and p; # po (i = 1,2), so that both 7; and 7, are
(D*(F), wg,F)-distinguished due to Lemma 4.4.5, then

dim Homgsp, (r) (T, wg/F) = 2.

Thanks to Proposition 6.2.1, there exist p; and p, of U(2, E/F) such that p;|wp, = p;. (Here we need to
choose A; properly such that det A} = det A, if p;(s) = A; -0.)
If p; and p, are both irreducible, then every lift of ¢ should be of the form

A1p1(s)
— ( kzﬁz(s)> € GSp,(C) % (o)

with )\% = A%. It is known that qg = WE/F - q~§ as parameters of LG since

ord=("_)é(’ _1)_1.

Thus there are two lifts ¢; = 5, + p» and ¢, = P1wE/F + p2 such that ¢~5i|WDE = ¢.
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If py = X_l + x?*, then the centralizer Zgp,(c)(p1) is C* x C* or GL,(C). Moreover,

- 1
p1(s) = ( x(sz)) ‘0.

In this case, o1 + 02 # p1wE/F + p2, which will be a different story if p; = po.

(ii) If p; = po and p» is conjugate-symplectic, then p;(s) = (1 _ ) - 0. Because

1

(77 5)=COC )

where a = (_1 ]), we have ¢; = ¢».

(iii) If p," = p3, then there exists an A € SL,(C) such that
A7 p) (DA = p3 (1)
fort € WDg. Set

B 2
d(s) = (A—l Apa(s )) -0 €Sp,(C) xo.
Then ¢(sts™') = ¢(s) - d(t) - (s~ ') and
e Apa(s?) _ (Apa(sHA™ _ (PP
o= Y ()

The last equality holds because det p; is conjugate-orthogonal and so det p;(s?) = 1.

_ 2
m@5>_¢@)

Now we assume p; = pp. According to p;, we still separate it into 3 cases in a similar way.

(i) If p; is conjugate-symplectic but p; # pg, then q~>1 = p1 + o1 and q~52 = p1 + p1wg/F, where pp :
WDF — GL,(C) x (o) satisfies p1|wp, = p1.

(ii) If p; = po, there is only one lift ¢ = 51 + fi.

(iii) If p; is not conjugate-symplectic but conjugate-orthogonal, set
~ —A
P(s) = (A ) -0 € GSp,(C) x (o)
where A € GL,(C) satisfies A,O]V(t)A_1 = p{(t). Let us verify
$(s7) = p(s%) = p(s)°,

ie., —A%det(A)~' = pi(s?).
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» Suppose that p; is irreducible. Let (—, —) be the WDg-equivariant bilinear form associated to
p1: WDg — GSp(V, (—, —)). Set
B(m,n) = (m, A 'n)
for m,n € V. We have
B(p1(H)ym, p}(t)n) = (p1(t)m, py (t))A™'n) = B(m, n).

Note that p; is conjugate-orthogonal. By Schur’s lemma, the conjugate-self-dual bilinear form B
has sign 1, i.e.,
B(m, pi(s*)n) = B(n, m)

for all m, n € V. Replacing m by Am, we have
(Ams A_lpl(s2)n> = <n’ A_lAm> = <l’l, m) = <m5 _n>

Therefore det(A) - A=2p;(s2) = —1. In this case,

-1
S —A\ (p] @) —4
OGO —(A )(1 plvm) (A )

Apv(t)A_l _ s
(O appoan) =80

for all t € WDg.
o If py = w1 + 2 with uyu3 =1, then p; is conjugate-symplectic, which contradicts the assumption.
o If py = 1+ o with py # up and | px = wa|px =1, then A = (1 _1) and A% = 1= p;(s?).
6C4. Nongeneric tempered. Let T be an irreducible nongeneric tempered representation of GSp,(E) and

T = 6(m X my), where each 7; is an irreducible representations of DE (E). If the enhanced L-parameter
of 7 is (¢, 1), where ¢ = p1 + p2, pi = ¢, and A is the nontrivial character of the component group

w0(Zy, / Zasp,(c)), then
dim Homgsp,(r) (7, wg/r) = 0.

On the Galois side, if ¢, = p| + p2, then for arbitrary parameter ¢ satisfying ¢|wn » = ¢r, the restricted
representation A| 70(Z(@)) does not contain the trivial character 1, i.e.,

m(, $) =0.
Finally we can prove Theorem 1.2.

Proof of Theorem 1.2. It is obvious if T is a nongeneric tempered representation of GSp,(E). (See
Section 6C4.) Since the Levi subgroup of a parabolic subgroup in GSp, are GL-type, [Prasad 2015,
Lemma 10] implies that deg ®(¢) = 1 in our case. By the above discussions, we know that if 7 is generic,
then the multiplicity dim Homgsp, () (T, @wg/F) €quals to the number of inequivalent lifts | F (¢;)]. O



2470 Hengfei Lu

7. Proof of Theorem 1.3

This section focuses on the Prasad conjecture for PGSp,. Let T be a representation of PGSp,(E), i.e., a
representation T of GSp,(E) with trivial central character. If the multiplicity

dim Hompgsp, (r) (T, wg,/r) = dim Homgsp, (r) (T, @E/F)

is nonzero, then we say 7 is (PGSp,(F), wg,r)-distinguished. Let PGSp, ; = PGU»(D) be the pure
inner form of PGSp, defined over F. Similarly,

dim Hompgsp, | (r)(T, wg/r) = dimHomgsp, | () (T, ®E/F)
for a representation t of GSp,(E) with trivial central character.

TA. Notation.

o 7,7, 777, 7w and 7~ are representations of PGSp,(E).

o s € Wp\ Wg and ¢5(t) = ¢, (sts~') for t € WDg.

Sy = mo(Z(¢)) is the component group associated to ¢.
¢ ¢:WDp — Sp4(C) and ¢; are Langlands parameters of PGSp,(F).
e C; 1s a coset of Ac;((];i) in H'(F, PGSp,) and 1¢, denotes its characteristic function.

» PGSp, | (resp. P D*) is the pure inner form of PGSp, (resp. PGL,) defined over F.

TB. The Prasad conjecture for PGL;. If G =PGL,, then xg = wg,r and G” = PGL,.

Theorem 7.2.1. Let @ be a generic irreducible representation of PGLy(E). Then the following are

equivalent:
(i) dimHompgy,(r) (7, wg/F) = 1.
(i1) The Langlands parameter ¢ is conjugate-symplectic.
(iii) There exists a parameter q~5 : WDg — SL,(C) such that $|WD ;= bz
(iv) w is (PD*(F), wg,F)-distinguished or m = 7 (X, XEI) with xg|px = wg/r and X% #1.
Proof. See [Gan and Raghuram 2013, Theorem 6.2; Lu 2017b, Main Theorem (local)]. O
7C. The Prasad conjecture for PGSp,. Recall that if G =PGSp,, then G= Sping(C) = Sp,(C), G =

PGSp, and xg = wg/r. Let T be a representation of PGSp,(E) with enhanced L-parameter (¢z, A7).
Assume that the L-packet ITy. is generic. The Prasad conjecture for PGSp, implies the following:

P@) If T is (PGSp4(F), wg,F)-distinguished, then
* Iy = I,y an equality of L-packets and
o ;= $|WDE for some parameter qs : WDg — Spyu(C).
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P(ii) If 7 is generic and there exists q~5 : WDF — Sp,(C) such that q~5|WDE = ¢z, then we have that T is
(PGSp4(F), wg,r)-distinguished.

P(iii) Assume that ¢; = q~5|WDE for some parameter é: WDp — Sps(C). If T is a discrete series
representation, then we set

F(pe) = (¢ : dlwp, = ps} =| | 0@,

where (’)(q;i) = {(13,-, WE/F 'q;i} which may be a singleton. Given a parameter ¢~5,- : Wr — Sp,(C)
with ¢; its restriction to WDg and q~5,- “WE/F = gz7>l~, there exists an element g; € Z(¢;) such that

(i - wr/) () = gidhi (X)g;!

for all x € WD and so g; normalizes Z(qs,-). Then Hompgsp, (r) (T, wg/F) 7 0 if Az(g;) = 1 and
Hompgspl’l(p)(f, a)E/F) # 0if )\.f(gl‘) = —1. In this case, AG((};i) C HI(F, PGSp4) is trivial and
_ i{PGSm} if Ae(gi) =1,
©lPGSpyy) ifae(g) =1

If ¢; # ¢i - wp/r, then Ag(¢;) = H'(F, PGSp,) and C; = {PGSp,, PGSp, ,}. Set G, to be PGSp,

or PGSp, ;. Then

dim Homg,(r)(T, wg/r) = Y _ m(he, §i)1e,(Ga) /do($0),
i

where m (Az, ¢;) is the multiplicity of the trivial representation contained in the restricted represen-

tation )\,fan(Z((ii)).
P(iv) If Iy, is generic, then we have (1-3), i.e.,
deg @ (¢)

dim Hompgsyp, (r) (T, wg,F) +dim Hompgsp, | (7) (T, wg/F) = Z m(iz, @) - o)
' 0

peF (o)

Let us start to verify the Langlands functoriality lift in the Prasad conjecture for PGSp,, i.e., part P(i)

and P(ii) listed above. Part P(iii) is the same with Theorem 1.3. Part P(iv) will be studied in detail in the
next subsection.

Theorem 7.3.1. Let T be a generic representation of PGSpy(E). It is (PGSp,(F), wg/r)-distinguished
if and only if there exists a parameter ¢ : WD — Sp4(C) such that blwp ;= Pz

Proof. Assume that t = 6(I1X x) with x =1, i.e., w; = 1. Fix s € Wg \ Wg.

(1) If 7 is (PGSp4(F), wg/F)-distinguished, then ¢y is conjugate-symplectic and so ITgs = ITyv = Tl
If ¢ is irreducible, then we can repeat the process in Section 6C1 to obtain that there exists a parameter
(/3 : WDr — Sp,(C) such that q~§|WDE = ¢;. If ¢ = p1 @ p» is reducible and p; is irreducible, then

1D pr=p) ®py = p] D p;

and either p} = p,’ or both p; and p, are conjugate-symplectic.
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o If p} = p,/, then there are two subcases. If p,’ = ps, then p] = p,. Set ¢ = Indwgg,ol if p; # po.

If pi = p» = p,, then pj = p; and so there exists a parameter p; : WDr — GL,(C) such that
Pilwp, = p1. Set ¢ = 51 @ py . If py # pa, then py = py. Thus p} = pi and ¢ = 51 @ 4y’
« If both p; and p; are conjugate-symplectic, then
- {Ind%;m if pj = p2 # p1,
p1®p  ifpl=p1.
If neither p; nor p, is irreducible, then ¢; belongs to the endoscopic case. Thanks to Theorem 4.4.9(ii),

either pj = p,’ or both p; and p are conjugate-symplectic. The argument is similar and we omit it here.
Therefore, there exists ¢ : WDp — Sp4(C) such that <f;|WDE = ¢;.

(i) Conversely, if there exists d~> : WDF — Sp4(C) such that ¢;|WDE = ¢, then it suffices to show
that ¢y is conjugate-symplectic. (See Lemma 6.3.1.) The nongeneric member in the L-packet ITy. is not
(GSp4(F), wg/F)-distinguished due to Theorem 4.4.9(i) if [Ty, | = 2. Assume that

¢z : WDE — Sp(V, (=, —)) =Sp4(C) and ¢n =io¢:: WDg — GL(V),
where i : Sp4(C) — GL(V) is the embedding between the L-groups. Then we set
B(m,n) = (m,$(s)"'n)
form,n € V. It is easy to check that B(¢r(t)m, ¢, (t)n) = B(m, n) and
B(m, ¢ri(sn) = (m, $(s)n) = —(@(s)n, m) = —(n, $(s)"'m) = —B(n, m).
Therefore, the bilinear form B on V implies that ¢ is conjugate-symplectic.

We have finished the proof. 0

However, in order to verify (1-3), we will need many more results from Theorems 4.4.9 and 5.3.1. We
will give the full detail in the next subsection.

7D. Proof of Theorem 1.3. This subsection focuses on the proof of Theorem 1.3. Before we give the
proof of Theorem 1.3, we will use the results in Theorems 4.4.9 and 5.3.1 to study the equality (1-3) in
detail. Then Theorem 1.3 will follow automatically. According to the Langlands parameter ¢z, we divide
them into three cases:

« the endoscopic case,

« the discrete series but nonendoscopic case and

e pr =p+pvwithv#1landvdetp =1.

Set Sy = mo(Z(¢)) to be the component group. We identify the characters of Wr and the characters
of F* via the local class field theory.
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7D1. Endoscopic case. Given ¢; = ¢ @ ¢», there are two cases: ¢; = ¢, and @1 # ¢;.

(A) If ¢1 = ¢» = p are irreducible, then the L-packet ITy. equals {m*, 77} and S¢. equals Z/27,
where 7~ (resp. 7 1) is a nongeneric (resp. generic) representation of PGSp,(E). There are two subcases:

(A1) If p is conjugate-orthogonal, then
dim Hompgsp, ,(r) (7", wg/r) = 0 = dim Hompgsp, () (7 ~, ©£/F)

and
dimHomstplll(F)(n*, a)E/F) =1=dim HOIIlstp4(F)(7T+, a)E/p).

On the Galois side, there is only one extension ¢ = p® 5 - wg /F with
deg®(¢) =2 and S;={1}— S,
where p : WD — GLy(C) x W with det p = wg,r. Note that 43 = <,z~5 -wg,/r. Then 7 supports a period
on the trivial pure inner form and 7~ supports a period on a nontrivial pure inner form.
(A2) If p is conjugate-symplectic, then
dim Hompgsp, (7) (™, wg/r) =0 = dim Hompgsp, (r) (T ~, wE/F)

and
dim Hompgsp, ,(7)(r ", wg/r) =1, dim Hompgsp, ) (7", g r) = 2.

In this case, p has two extensions p and p - wg,F, where p : WD — SL,(C). There are three choices for
the extension ¢ : WDg — Sp,(C) with deg ®(¢) = 1:

o o1t =5 @ p with Sge+ =L/27 = Sy;;

et =p®p- wg/F With S5y = 7/27 X /27 — S (sum map);

« @ " =p -wr/rDp-wp/F with S5 =7/27 = Sy..

The parameters ¢1+ and ¢~ are in the same orbit under the twisting by wg /F» which corresponds to
both pure inner forms. The parameter ¢~ is fixed under twisting by wg /F» which supports a period on
the trivial pure inner form.

(A3) If p is not conjugate-self-dual, then both the Galois side and the automorphic side are 0.

(B) If ¢ # ¢, are both irreducible, then the L-packet of PGSp, is [Ty, = {# ™+, 77"} and
Ss. = 2/27 x 7/21.

(B1) If ¢; and ¢, both extend to L-parameters of PGL,(F), i.e., both are conjugate-symplectic, then one
has ¢ # ¢,

dim Hompgsp, | () (7wt wgyr) =2 = dim Hompgsp, (r) (777, wg/F)
and
dim Hompgsp, (/) (T, wg/r) = 0 =dim Hompgsp, (7) (T, wg/F).
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On the Galois side, there are also four ways of extending ¢;. For each such extension ¢, one has
deg ®(¢) = 1 and the equality of component group

S; =S¢, =2/27 x 7/2Z.

Therefore only the representation 7 T in the L-packet can support a period. And there are 2 orbits in
F(¢z) under twisting by wg,r, each of size 2.

(B2) If ¢ and ¢, do not extend to L-parameters of PGL,(F), but ¢{ = ¢» = ¢, then

dim Hompgsp, ,(r) (", wg/r) = 0 = dim Hompgsp, () (7 ™~ 0E/F)
and
dim Hompgsp, | (7) (7™, wg/r) = 1 = dimHompgsp, (F) (", wE/F)

There is a unique way of extending ¢: = ¢; & ¢ to q~§ : WDp — Sp,(C). Namely, 45 = Indwg; ¢ is an
irreducible 4-dimensional symplectic representation, with a component group

Sy = Z7]27 < Sy.(diagonal embedding).

And Sq(;’fal(E/ P = S Thus 7™ supports a period on the trivial pure inner form and 7=~ supports a
period on the nontrivial pure inner form.

O Itpr=x1®x, !'is reducible, then there is only one element in the L-packet, i.e., [T1g.| = 1. There
are two cases: ¢; = ¢, and @1 # ¢,.

(C1) If ¢ = ¢, there are three subcases.
(Cl.i) If x1 = x{ = xrlw,, then S4. =1 and
dim Hompgsp, ,(7)(T, wg/r) =2 = dim Hompgsp, () (T, @E/F).

o If X12~“ # wg/F, then there are two ways to extend L-parameters of PGL,(F), denoted by p and
p - wg/r. Thus there are 3 ways of extending ¢z, which are ¢+, ¢~ and $*~. Moreover,
deg ®(ptt) =1 =deg P(¢~ ") and deg P (p7~) = 2.

o If X% = wg/r, then there is only one way to extend ¢;. Denote it by ¢~) Then
deg ®(¢p) = 4.
(CLii) If x; # x; ' but x1|rx = wg/r, then Sy, = 1 and
dim Hompgsp, | (r)(T, wg/r) =0 and dim Hompgsp, () (T, wg/F) = 1.
There is only one way to extend ¢;, denoted by

p =1Indyp" x1 : WDF — SLy(C).
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Then ¢ = 5 & p with Sd? =7/27 and deg ®(¢) = 1. Note that ¢ - WE/F = é. Then ¢ supports a period
on the trivial pure inner form.

(Cl.i) If x; # Xl_l but xi|px =1, then Sy. =1 and
dimHomstpl’l(p)(f, CL)E/F) =0 and dim Homstp4(F)(f, CL)E/F) =1.
On the Galois side, there is only one choice q~5 =p®pand S 5= 1, where
~ WDy .
o= IndWDEX1 : WDr — GL,(C)

with det p = wg,/F. Since ¢3 = qNS -wg/F, it picks up only the trivial pure inner form.

(C2) If ¢1 # ¢y, there are several subcases:
(C2.) If x1 = x{ = xrlw, and ¢ is irreducible and conjugate-symplectic, then Sy. = Z/2Z and
dim HomPGSplvl(F) (‘E, a)E/F) =2= dimHOIIlPGsp4(F)(‘E, a)E/F).
o If X127 # wg/F, then there are four ways of extending ¢z and for each such extension $, one has
S; =12/2Z = Sy,. There are two orbits under the twisting by wg,r, each of size 2.

o If X% = wg/F, then there are two ways of extending ¢z. For each such extension $, one has
deg ®(¢) = 2. There is one orbit under the twisting by wg JF-

In this case, the identity

deg ()

dim Homg, () (%, x6) = Zm(x, $i)1c, (Ga) - i

1

(7-1)

holds for G, = PGSp, and PGSp, ;.
(C2.ii) If x1 = x{ = xrlw, and x2 = x3 = x|y, where ¢» = x2 @ x; ', then Sy, = 1 and
dim HOH’IPGSPI'I(F)(‘E, wg/r) =2 = dim Hompgsp,(F)(T, @E/F).
o If neither X% nor x },2 equals wg, F, then there are four ways of extending ¢z. There are two orbits
under the twisting by wg, r, each of size 2.

o If X% = wg/r and x 1’3 # wg/F, then there are two ways to extend ¢z and for each such extension
¢~>, one has S¢~, =1=3S4. and deg <I>(d3) = 2. There is one orbit under the twisting by wg,r, which
corresponds to both pure inner forms.

o If X% = X/ﬁ? = wg/F, then there is only one way to extend ¢;. For this extension é, one has
deg ®(¢) =4.

(C2aiii) If x1 # x, Ubut x; is conjugate-symplectic, and ¢, is irreducible and conjugate-symplectic, then
S¢. =7/27 and

dim Hompgsp, ,(#)(T, wg/r) = 1 = dim Hompgsp, (7) (T, @E/F).
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There are two extensions q~5 = 1@ p2 or p1 D prwp,F With S& =7/27 xZ7/2Z, where p; : WD — SL,(C)
satisfies p;|wp, = ¢;. Here the map Sq; — Sg. 1s given by

x,y)—>x+y.

There is one orbit under the twisting by wg,r, which corresponds to both pure inner forms.

(C2.v) If x; # Xl_l but x is conjugate-symplectic, and x> = x5 = x|w, where ¢ = x2 @ Xz_l, then
S¢. =1 and

dim Hompgsp, ,(7)(T, wg/r) = 1 = dim Hompgsp, () (T, @E/F).

o If X/Fg # wg/F, then there are two ways to extend ¢z. Set q; = p1 ® p2 or p1 @ prwg/F With
S; = Z/27Z. There is one orbit under the twisting by wg,r, which corresponds to both pure inner
forms.

o If X? = wg/r, there is one way to extend ¢z. Set d=p ® Xp ® XpwE/F, and
deg ®(¢) = 2.
Note that the identity (7-1) fails in this case while the identity (1-3) still holds.
(C2.v) If ¢1 and ¢, are reducible and four different characters 1, x, ' %2 and X ! satisfy
X1lpx = wg/F = x2|F~,

then Sy, is trivial,

dim Hompgsp, | () (T, wg/Fr) =0,
and dim Hompgsy, (F)(T, g r) = 1. There is only one extension ¢~5 = p1 @ pp with S¢; =7/27 x7/27.
Since ¢ = ¢ - wEg/F, it picks up the trivial pure inner form.

(C2.vi) If ¢ = ¢y = ¢ and ¢ is not conjugate-symplectic, then Sy, = 1 and
dim Hompgsp, ,(F) (T, wg/rp) =0,  dimHompgsp,(r)(T, wg/r) = 1.

There is only one extension

¢ = Indyp 1 : WDr — Sp,(C)
with the component group S; = Z/27. Since b= wg /F, it picks up the trivial pure inner form.
It is easy to check that the identity (1-3) holds when Iy, is generic, i.e.,

deg <1><¢3>‘

dim Hompgsp, (r) (T, @g/r) + dimHompgsp, | (7) (T, wE/F) = Z mx, @) - s
0

PeF (¢7)
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7D2. Discrete and nonendoscopic case. Assume that ¢z is irreducible and so Iy, is a singleton. Given
a parameter ¢z, which is nonendoscopic, the theta lift @I(I) from PGSp,(E) to PGSO, »>(E) is zero.
If ¢; is conjugate-symplectic, then

dim Hompgsp, ,(r)(T, wg/F) = 1 = dim Hompgsp, (r) (T, wE/F).

There are two extensions ¢ and ¢ - wg /F With a component group Sj = Sg. = Z/27. There is one orbit
under the twisting by wg,r, which corresponds to both pure inner forms.

7D3. Generic but neither discrete nor endoscopic case. If ¢z = p @ pv, det p =v~! £ 1, then Sp. = 1.
There are two cases:

o If ¢; is conjugate-symplectic and p* = p, then
dimHomstplyl(F)(f, a)E/F) =1= dimHomstp4(p)(f, a)E/F).

There are two extensions ¢ = p + g and ¢ - wg/r Where p : WD — GL,(C) satisfies plwp, = p.

o If ¢; is conjugate-symplectic and p° # p, then

dimHomstp4(p)(f, a)E/F) =1 and dimHompGSplwl(F)(f, a)E/p) =0.

There is only one extension 45 = Indggg p such that q~>|WD . = oz.
Proof of Theorem 1.3. 1t follows from the discussions in the endoscopic cases (B)enumz in Section 7D1
and the discrete and nonendoscopic case in Section 7D2. O

7E. Further discussion. Let E be a quadratic extension over a nonarchimedean local field F. Let G
be a quasisplit reductive group defined over F. Let t be an irreducible representation of G(E) with an
enhanced L-parameter (¢;, A). Assume that F(¢;) = I_Ii(’)(q;i) where q~5,- lwp, = @-.

If for each orbit (9(¢~5,~), the coset C; € H'(Wr, G) contains all pure inner forms satisfying G, (E) =
G (E), then ¢ is called a “full” L-parameter of G(E), in which case 1¢,(Gy) =1 in (7-1).

Assume that 7 belongs to a generic L-packet with Langlands parameter ¢, : WDz — LG and that ¢,
is “full”. Then there is a conjectural identity

deg ()

= (7-2)
do (i)

dim Homg, (7, xg) = Zm()», bi) -

1

for any pure inner form G, € HY(Wg, G) satisfying G, (E) = G(E).
If H'(Wg, G) is trivial, then any L-parameter ¢, is “full”. So the conjectural identity (7-2) holds for
G = GL,. In fact, it holds for G = PGL, as well.
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Invertible functions on
nonarchimedean symmetric spaces

Ernst-Ulrich Gekeler

Let u be a nowhere vanishing holomorphic function on the Drinfeld space 2" of dimension r — 1, where
r > 2. The logarithm log |u| of its absolute value may be regarded as an affine function on the attached
Bruhat-Tits building B7". Generalizing a construction of van der Put in case r = 2, we relate the group
O(2")* of such u with the group H(BT", Z) of integer-valued harmonic 1-cochains on B7". This also
gives rise to a natural Z-structure on the first (£-adic or de Rham) cohomology of €.

0. Introduction

The nonarchimedean symmetric spaces 2= 2" introduced by Drinfeld [1974] have shown great importance
in the theories of modular and automorphic forms and of Shimura varieties, in the analytic uniformization
of algebraic varieties, in the representation theory of GL(r, K), in the local Langlands correspondence,
and in several other topics of the arithmetic of nonarchimedean local fields K. An incomplete list of a
few references is [Manin and Drinfeld 1973; Mustafin 1978; Gerritzen and van der Put 1980; Schneider
and Stuhler 1991; Laumon 1996; de Shalit 2001].

For a complete nonarchimedean local field K with finite residue class field F and completed algebraic
closure C, the space 2 is defined as the complement of the K -rational hyperplanes in P"~!(C). It carries
a natural structure as a rigid-analytic space defined over K, and is supplied with an action of the group
PGL(r, K). In contrast with the case of real symmetric spaces, it fails to be simply connected (in the étale
topology, see [Fresnel and van der Put 2004, pages 160-161], but has a rich cohomological structure. Its
cohomology (for cohomology theories satisfying some natural axioms) has been calculated by Schneider
and Stuhler [1991]; see also [de Shalit 2001] and [Iovita and Spiess 2001].

Suppose for the moment that » = 2. In this case, Q = Q7 has dimension 1, and a coarse combinatorial
picture is provided by the Bruhat-Tits tree 7 of PGL(2, K), a (¢ 4 1)-regular tree, where g = #(IF) is the
residue class cardinality of K. A map ¢ from the set A(7) of oriented 1-simplices (‘“arrows”) of T to Z
that satisfies

(A) ¢p(e) +¢(e) =0 for each e € A(T) with inverse e, and

(B) Y @(e) =0 for each vertex v of T, where e runs through the arrows emanating from v,

MSC2010: primary 32P05; secondary 11F23, 11F85, 32C30, 32C36.
Keywords: Drinfeld symmetric space, van der Put transform, Bruhat-Tits building.
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is called a (Z-valued) harmonic cochain on T. The group H(T, Z) of all such yields upon tensoring
with Z, (£ a prime coprime with ¢) the first étale cohomology group H élt(Qz, Z,) of Q? [Drinfeld 1974,
Proposition 10.2]. Marius van der Put [1983] (see also [Fresnel and van der Put 1981, 1.8.9]) established
a short exact sequence

1= C* = 0@ L5 H(T,2) > 0 0.1

of PGL(2, K )-modules, where O(2?) is the C -algebra of holomorphic functions on Q? with multiplicative
group O(2%)*. The van der Put transform P () of an invertible function u is a substitute for the logarithmic
derivative u’/u, and (0.1) provides the starting point for a study of the “Riemann surface” I" \ 2, where
I' € PGL(2, K) is a discrete subgroup [Gerritzen and van der Put 1980; Gekeler and Reversat 1996].

It is the aim of the present paper to develop a higher-rank (i.e., » > 2) analogue of (0.1). In [Gekeler
2019] it was shown that the absolute value |u| of u € O(2")* factors over the building map

A Q" — BT

and that its logarithm log, |u| defines an affine map on B7"(Q). Here BT is the Bruhat-Tits building
of PGL(r, K) (the higher-dimensional analogue of B72 = 7) and BT"(Q) is the set of @-points of its
realization B7" (R). This makes it feasible that u > log, |u| gives rise to a construction of P generalizing
van der Put’s in the case r = 2. The transform P (1) of u will be a Z-valued function on the set of arrows
A(BT") of BT subject to (obvious generalizations of) the conditions (A) and (B) above.

Our first result, Proposition 3.1, is that P (u) satisfies one more relation (condition (C) in Corollary 2.12)
not visible if » = 2. We then define H(B7T", Z) as the group of those ¢: A(B7") — Z which satisfy (A),
(B) and (O).

The principal result of the present paper is the fact that the set of these relations is complete:

Theorem 3.11. The map P: O(Q")* — H(BT", Z) is surjective, and the van der Put sequence
1> C*= 0" - HMBT",Z2) -0 (0.2)
is an exact sequence of PGL(r, K)-modules.

The proof requires the construction of certain functions # = fy g, whose transforms P (1) have a pre-
scribed behavior on the finite subcomplex B7" (n) of BT", and a crucial technical result (Proposition 3.10),
which solely refers to the geometry of 57"

Still, H(BT", Z) is a torsion-free abelian group of complicated appearance. However, as a further
consequence of Proposition 3.10, we are able to describe it in Theorem 4.16

o either as H(7,,, Z), where Ty, is a subcomplex of dimension 1 of B7" (in fact, a tree, which for r =2
agrees with the Bruhat-Tits tree 7 = BT?), and where only conditions (A) and (B) are involved,

« or as the group D°(P(V), Z) of Z-valued distributions of total mass 0 on the projective space P(V),
or by duality, on the compact space P(V") of hyperplanes of the K -vector space V = K".



Invertible functions on nonarchimedean symmetric spaces 2483

As the corresponding group D*(P(V"), A) with coefficients in some ring A depending on the coho-
mology theory used (e.g., A = Z, for étale cohomology, or, in characteristic zero, A = K for de Rham
cohomology) has been shown to agree with the first cohomology H'(Q", A) [Schneider and Stuhler
1991, Section 3, Theorem 1], we get in some cases a natural integral structure on H 1 (2", A) along with
a concrete arithmetic interpretation.

1. Background

1.1. Throughout, K denotes a nonarchimedean local field with ring O of integers, a fixed uniformizer 7,
and finite residue class field O /() = F = [, of cardinality ¢g. Hence K is a finite extension of either a
p-adic field @ p or of a Laurent series field [, ((X)). We normalize its absolute value |-| by |7 | = q_l,
and let C = K be its completed algebraic closure with respect to the unique extension of |-| to K. The
ring of integers of C and its maximal ideal are denoted by O¢ and m¢. Note that the residue class field

Oc /mc is an algebraic closure F of F. Further, log: C* — @ is the map z — log, |z|.

1.2. Given a natural number r > 2, the Drinfeld symmetric space 2 = Q" of dimension r — 1 is the
complement 2 = P"~!\ | J H of the K-rational hyperplanes H in projective space P"~!. Hence the set
of C-valued points of 2 (for which we briefly write €2) is

Q={(w1: - :wy) € I]:D’_I(C) | the w; are K-linearly independent}.
If not indicated otherwise, we always suppose that projective coordinates (w; : - - - : ,) are unimodular,
that is max;|w;| = 1. The set €2 carries a natural structure as a rigid-analytic space defined over K (see

[Drinfeld 1974; Deligne and Husemoller 1987; Schneider and Stuhler 1991]); in fact, it is an admissible
open subspace of P!, and even a Stein domain [Schneider and Stuhler 1991, Section 1, Proposition 14];
see [Kiehl 1967] for the notion of nonarchimedean Stein domain.

1.3. Let G be the group scheme GL(r) with center Z; hence G(K) = GL(r, K), Z(K) = K*, etc. The
Bruhat-Tits building [Bruhat and Tits 1972] BT = BT7" of G(K)/Z(K) = PGL(r, K) is a contractible
simplicial complex with set of vertices

V(BT)={[L]|L an O-lattice in V}, (1.3.1)

where L runs through the set of O-lattices in the K-vector space V = K" and [L] is the similarity class
of L. (An O-lattice is a free O-submodule of rank r of V, two such, L and L’, are similar if there exists
0 #£ ¢ € K such that L’ = ¢L.) The classes [Lo], ..., [Ls] form an s-simplex if and only if they are
represented by lattices L; such that

L();Ll;-HQLSQHL(). (1.3.2)
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The combinatorial distance d(v,v") of two vertices v, v' € V(BT) is the length of a shortest path
connecting them in the 1-skeleton of BT . It is easily verified that

d(v,v") = min{n | 3 representatives L, L' for v, v’ such that L > L' D 7" L}. (1.3.3)
The star st(v) of v € V(BT) will always denote the full subcomplex of B7 with set of vertices
V(st(v)) ={w e V(BT) | d(v, w) < 1}. (1.3.4)

We regard V as a space of row vectors, on which G(K) acts as a matrix group from the right. Hence
G (K) acts also from the right on BT . If the syntax requires a left action, we shift this action to the left

by the usual formula yx := xy L.

1.4. The relationship between 2 and BT is as follows: By the Goldman—Iwahori theorem [Goldman and
Iwahori 1963], the realization B7 (R) of BT is in a natural one-to-one correspondence with the set of
similarity classes of real-valued nonarchimedean norms on V, where a vertex v=[L] € V(BT) =BT (Z)
corresponds to the class of a norm with unit ball L C V. Now the building map

L Q— BT(R)
(1.4.1)
w=(w1:...: wr) = (V]
is well-defined, where the norm v, maps x = (x, ,X,) €V to
Ve (X) = Z X Wi |,
1<i<r

and [v,] s its similarity class. Since the value group is |C*| = ¢©, A maps to BT (Q), and is in fact onto
BT (Q), the set of points of BT (R) with rational barycentric coordinates. G(K) acts from the left on the
set of norms via

yv(x) :=v(xy) (1.4.2)

forx € V, anorm v, and y € G(K); the reader may verify that A is G(K)-equivariant, where the action
on €2 is the standard one through left matrix multiplication. The preimages under A of simplices of BT
yield an admissible covering of €2; see e.g., [de Shalit 2001, (6.2) and (6.3)]. We therefore consider BT
as a combinatorial picture of €.

We cite the following results from [Gekeler 2017; 2019].

Theorem 1.5 [Gekeler 2019, Theorem 2.4]. Let u be an invertible holomorphic function on Q. Then
|u(w)| depends only on the image M(w) of w € Q2 in BT (Q).

1.5.1. We thus define the spectral norm ||u|; as the common absolute value |u(w)| for all w € A~ (x),
where x € BT (Q).

Theorem 1.6 [Gekeler 2019, Theorem 2.6]. Let u be an invertible holomorphic function on Q2. Then
logu =log, |u| regarded as a function on BT (Q) is affine, that is, interpolates linearly in simplices.
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1.7. Let A(BT) be the set of arrows, i.e., of oriented 1-simplices of BT . For each arrow e = (v, V') =
([L1, [L']) we write

o(e) = originof e := v, t(e)=terminus of e:=v', and type(e):=dimp(L' /7 L),

where L, L' are representatives with L D L’ D L. Then 1 < type(e) < r — 1 and type(e) + type(é) =r,
where ¢ = (V/, v) is e with reverse orientation. We let

A= ] A (1.7.1)
1<tr<r-—1

be the arrows e with o(e) = v, grouped according to their types ¢. For an invertible function u on 2 and
an arrow e = (v, w), define the van der Put value P(u)(e) of u on e as

P(u)(e) =log, llullw —log, llully (1.7.2)
with the spectral norm of Section 1.5.1.
Proposition 1.8 [Gekeler 2017, Proposition 2.9]. The van der Put transform

Pw): ABT) - Q
e— P(u)(e)
of u has in fact values in 7 and satisfies
> Pu)(e)=0 (1.8.1)
ecA,

forall v e V(BT). Here the sum is over the arrows e with o(e) = v and type(e) = 1.

Actually, in [Gekeler 2017] the condition ), Ay P(u)(e) =0 is given instead of (1.8.1), due to
another choice of orientation. We will discuss this in more detail in Section 2.6 and Remarks 3.3(i), which

will also show that both conditions are equivalent in our framework.

Remarks 1.9. (i) In the case r = 2, Theorems 1.5, 1.6 and Proposition 1.8 have been known for quite
some time; see [van der Put 1983] and e.g., [Fresnel and van der Put 1981, 1.8.9]. For general r, they
are shown in [Gekeler 2017; 2019] in the framework of these papers, where char(K) = char(F) = p.
However, the proofs make no use of this assumption, and are therefore valid for char(K) = 0, too.

(i1) The three cited results are local in the sense that they do not require u to be a global unit. If, e.g., u is
a holomorphic function without zeroes on the affinoid A~!(x) with x € BT (Q), then |u(w)| is constant
on A~!(x); if u is invertible on ™! (o) with a closed simplex o of BT, then log u is affine there, and if u
is invertible on A~ !(st(v)), where st(v) is the star of v € V(BT) (see (1.3.4)), then P (u)(e) is defined for
all e € A, and satisfies (1.8.1).

(iii) It is immediate from the definitions that for invertible functions u, 1’ and arrows e,

P(u)(e) + P(u)(e) =0, (1.9.1)
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and more generally
Z P(u)(e) =0, if e runs through the arrows of a closed path in BT, (1.9.2)

as well as

Pwu'y=Pu)+ Pu). (1.9.3)

Hence the van der Put transform P: u + P (u) is a homomorphism from the multiplicative group O(£2)*
of invertible holomorphic functions on €2 to the additive group of maps ¢: A(BT) — Z that satisfy
(1.9.1), (1.9.2) and (1.8.1). Moreover, for y € G(K),

P(u)(ey) = Puoy ") (e), (1.9.4)
ie., y(Pu)) = P(yu) := P(uoy~") holds; whence P is G (K)-equivariant.

In Theorem 3.11 we will find exact conditions that characterize the image of P. This will yield the
exact sequence (0.2) of G(K)-modules that generalizes (0.1).

2. Evaluation of P on elementary rational functions

2.1. Let U be a subspace of V = K" of dimension ¢, where 1 <¢ <r — 1. We define the shift toward U
on V(BT) by
ww: V(BT) — V(BT),

@2.1.1)
v=[L]r [L]

where L' = (LNU)+m L. Obviously, e = (v, ty (v)) is a well-defined arrow of type type(e) =dim U =1.
We say that e points to U.

2.1.2. For a local ring R (in practice: R = K, or O, or a finite quotient O,, := O /(")) and a free R-
module F of finite rank, let Grg ,(F) be the Grassmannian of direct summands F’ such that rankg F’ =1¢.
Fixing v =[L] € V(BT), there is a natural surjective map
Grg (V) — Ay,
Ut (v, y(v))

(2.1.3)

and a canonical bijection

Ay, => Grp,(L/7L) 2.1.4)

given by e = (v, w) = ([L], [M]) — M := M/m L, where L > M D L. We denote the image of ¢ by
M, and the preimage of M in A, ; by e

2.1.5. For two arrows e = ej; and e’ = ejy;, with the same origin, we write e < e’ (¢ dominates e) if and
only if M C M.
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2.1.6. Fix n € N, let O,, be the ring O/(xr") and let t € {1, r — 1}. Then, as a generalization of the
above, U — (v, Ty (v), ..., T;;(v)) is surjective from Grg (V') onto the set A, ; , of paths of length n
in B7 which emanate from v, are composed of arrows of type ¢, and whose endpoints w have distance
d(v,w)=n (e.g., Ay;1 = A, ;). The set A, ; , corresponds one-to-one to Grg, ;(L/7" L), where the
composite map from Grg (V) to Gro, ;(L/m"L) is given by U = (LN U) +n"L)/x" L. This yields
in the limit the canonical bijections

Grg (V) => limA,;, =1imGro, ;(L/7"L) = Gro (L), 2.1.7)

whose composition is simply U +— U N L. Let e be an arrow of type ¢. Then
Grg ((e) :={U € Grk ;(V) | e points to U} (2.1.8)

is compact and open in the compact space Grg ;(V), and it follows from the considerations above that
the set of all Grg ;(e), where v is fixed and e belongs to A, ; , for some n € N, forms a basis for the
topology on Grg (V).

2.2. Given a hyperplane H in V, we let £ : V — K be a linear form with kernel H. We denote by the
same symbol its extension £ : V ®x C = C" — C. The quotients

KH,HI ZIEH/EHI (2.2.1)

of two such are rational functions on P’ ~!(C) without zeroes or poles on < P"~1(C). Note that £ is
determined up to multiplication by a nonzero scalar in K ; hence P (£, /) depends only on H and H',
but not on the scaling of £ and £g. Our first task will be to describe P(£y p).

2.3. We start with a closer look to the building map A. Let vy = [Lo] be the standard vertex, where
L is the standard lattice O" in V. Let us first recall the easily verified fact (where the unimodularity
normalization of @ € €2 is used):

Qy, =2~ (vg) = {w € 2| v, has unit ball Lo}

= {w € Q| the w; are orthogonal and |w;| =1 for 1 <i <r}. 2.3.1)

(21, ..., zn € C are orthogonal if and only if |, _; _, a;z;| = max;|a, z;| for arbitrary coefficients ¢; € K .)
Hence the canonical reduction of €2,, equals

Qu,=C"/P\|JH. (2.3.2)

where H runs through the hyperplanes defined over O/(r) = F. A similar description holds for A=!(v)
if v is an arbitrary vertex, but we need some preparations.

2.4. Write (-, -) for the standard bilinear form on V given by

(x',x)= Y xix;,

1<i<r
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which we extend to a form (-, -) on C”. It identifies V = K" with its dual V”. For each K -subspace U
of V, let

Ut:={xeV|{x U =0} (2.4.1)
be its orthogonal with respect to (-, - ). For an O-lattice L in V,
L":={xeV|{(x,L)C O} (2.4.2)

is the dual lattice. We put € for the preimage of Q in C”. Then L ®p O¢ embeds into C”, and by
(1.4.1) we find:

2.4.3. The image of (L™ ® O¢) N Qin Q equals 2, := 271 (v), where v = [L] is the vertex of BT
corresponding to L.

Similarly,
(L"® O¢c)® Oc/m¢c => (L"/n L) Q¢ F = (L/7L)" ®¢F. (2.4.4)

2.5. Let P(L" /7 L")/F be the projective space attached to the r-dimensional vector space L”/m L",
regarded as a scheme over O /() = [F. Its F-rational hyperplanes correspond to those of the vector space
(L™ /L") & F, or, by duality, to the F-lines (one-dimensional F-subspaces) G in L /x L. Therefore, the
canonical reduction €2, of Q, is

Q, =P /=LN/PH\| JH, (2.5.1)

where H runs through the hyperplanes defined over F. The set of these is in canonical bijection with the
set of F-lines in L/ L, that is, with A, ;. For each e € A, | let H, be the corresponding F-hyperplane
in (2.5.1).

2.5.2. The object H, (an [F-subspace of L"/7w L" or the corresponding hyperplane in P(L" /7 L")/F,
described through the same symbol) mustn’t be confused with the M, of (2.1.4), which is an F-subspace
of L/m L. The relationship is as follows. The form (-, -) induces an [F-bilinear form

(«,-):L/mLx L"/nL" — F.

For an F-subspace M of L/mL, M+ denotes its orthogonal with respect to (-, -) in L"/mL". Let
G, C L/m L be the line defined by e € A, | as in (2.1.4). Then H,=(G,)"'.

2.6. Let u be an invertible holomorphic function on €2, scaled such that |u||, = 1. Its reduction « at v
is a rational function on , without zeroes or poles. For each e € A, let m, be the vanishing order
of u along H, (negative, if u has a pole along H,), and let £, be a linear form on P(L" /7 L™)/F with

vanishing locus H . Up to a multiplicative constant, i equals [] 2, and so

eGAvvl

Z m, = weight of the form iz = 0. (2.6.1)

EEAUJ
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Now the value of the van der Put transform on e € A, ; is (with notation above)
P(u)(e) = —m,. (2.6.2)

To see this, we may assume (by (1.9.4), and since the action of G(K) on arrows of type 1 is transitive)
that e = (vg, v1) with vg = [Lo], vi = [L1], Lo = O", L1 = () X --- x (w) x O. Then LQ = Lo,
L} = (™ Hx---x (@ ") x 0, H, is the hyperplane {(x: - --:%:0)} in P(Ly/m L)) /F= P =1/F, and we
may choose £, : x =(x1:---:x,) — x,, which is the reduction of the global form ¢: @ = (w;:---:w;) > @,
on 2. In order to get “functions” instead of “forms”, we work with £,/£; (resp. { / { 1), where £1: x — x|
with 1ift £, : @ — w;. If & has a zero of order m along H, (e, i = ug(€./€1)", where ity has neither
zeroes nor poles on QUO and along H ), then u grows like (E /57 1) when moving from £2,, to €2,,. But
the absolute value of Z/Zl on 2y, is 1, while it is || = g ' on €2y,, which shows (2.6.2).
Finally, combining the above yields

Y P)(e) =0, (2.6.3)

eeA,,.l

that is, the assertion of (1.8.1).

2.7. Each hyperplane H of V is given as the kernel of a linear form
byp=1_Ly: x> (y,x) 2.7.1)

with some y € Lo\ 7w Lg. Let G=Ky = H~' be the line spanned by y. The arrow (v, 76 (vo)) € Ayy.1
equals ez with
G =(0y+mLy)/mLo.

Two such vectors y, y’ give rise to the same e if and only if y' = ¢ -y (mod ) with some unit c € O*.
More generally, y and y’ give rise to the same path (vo, TG (vo), . .., T (Vo)) € Ay, 1,, if and only if

y =c-y (modx") (2.7.2)

with ¢ € O*. In this case we call y and y’ n-equivalent; the respective equivalence classes are briefly the
n-classes of y, y'.

2.8. Let now hyperplanes H, H' of V be given by y, y’ as above. Put G = H- =Ky, G’ = Ky'. The
function £y ' = £/, has constant absolute value 1 on €2, and therefore, by reduction, gives a rational
function £z without zeroes or poles on ,, = P"~!/F. Put

H = ((LoNH)+mLo)/7 Lo,

and ditto H’. By definition, it is an F-subvector space of Lo/ Lo == F". As usual, we denote by the same
symbol the corresponding F-rational linear subvariety of P"~! /F that appears e.g., in (2.3.2). Suppose
that H differs from H'. Then £y has vanishing order 1 along H, vanishing order —1 along H’, and
vanishing order 0 along the other hyperplanes in the boundary of ,, (see (2.3.2)). If however H = H',
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then £z has neither zeroes nor poles along the boundary (and is therefore constant). According to the
recipe discussed in Section 2.6, we find the following description.

Proposition 2.9. Let e be an arrow in A, 1. Then

—1 e = (vo, 76(v0)) # (vo, TG’ (v0)),
P(pu)(e)=1+1 e=(vo, 16 (v0)) # (vo, 76 (v0)). O
0 otherwise.

Again by the transitivity of the action of G(K), we may transfer Proposition 2.9 to arbitrary arrows of
type 1, and thus get:

Corollary 2.10. Let e € A, 1 be an arrow of type 1 with arbitrary origin v € V(BT). Write eil (resp.
ef;],)for the arrow (v, Tty L(v)) (resp. (v, Ty (v))). Then

-1 e= ei, # e#,
PUgu)(e)=1+1 e=ep #ep, O
0 otherwise.

Next, we deal with arrows of arbitrary type.

Proposition 2.11. Given hyperplanes H, H' of V and an arrow e of BT with origin v € V(BT), let ei,
(resp. eﬁ) be the arrow with origin v pointing to G = H* (resp. to G' = H'%). The transform P(£x g')
evaluates on e as follows:

—1 eﬁ, < e,e# Ae,
Plum)e)={+1 e <e e Ae,

0 otherwise.

Proof. Let L be a lattice with [L] = v and e = ej;, where M is a subspace of L/m L of dimension

t =type(e). Since the case t = 1 is given by the last corollary, we may assume that ¢t > 2. Suppose that
J_ .

ey <e,ie.,

G=(LNG)+nrL)/rLCMCcCL/rL.

Let My =0 - M, =G c---C M, =Mbea complete flag connecting O to M, where dimM; = i
for 0 <i < 1. It corresponds to a path (vo, vy, ..., v,) in BT, where vo = v = [L], v; = t(ej;), and all
the arrows e; = (vg, V1), ..., e = (v;—1, v;) of type 1. As {vo, ..., v} is a t-simplex, d(vg, v;) = 1 for
1 <i <1, and therefore no ¢; different from e; = eg points to G.

Suppose that moreover eﬁ, A e, that is,

(LNGY+rL)/xL ¢ M.
Then none of the ¢; (1 <i <) points to G, so

Py p)(e)= Z Py n)e)=PUynu)ie)=-—1

1<i<t
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by (1.9.2) and Corollary 2.10. If eil =~ ei, < e, then we can arrange the flag M C --- C M, such that as
before e; points to G, e, points to G’, and no ¢; (3 <i <t) points to G or G'. In this case

P(ly.p)(e)=PUnyn)e))+ Py p)(e)=—1+1=0.

1_ 1
If ez; = ey, < e, then

P(ly,u)(e) =Py n)(e) =0 by Corollary 2.10.

If neither eﬁ < e nor ei, < e, neither of the arrows ¢; (1 <i <t) corresponding to a flag Mo =0C --- C
M,=M points to G or to G’, and so P(£y ') (e) = 0 results. The case e# < e, eﬁ A e comes out by
symmetry. O

Corollary 2.12. Let Hy, ..., H, be finitely many hyperplanes of V with corresponding linear forms
L; =Ly, ker({;) = H;, and multiplicities m; € Z such that leign m; = 0. The function

U= 1_[ e

1<i<n
is a unit on 2, whose van der Put transform P (u) satisfies the condition:

(C) For each arrow e € A(BT) with o(e) =v € V(BT),

P)(e)= Y  Pu)e).
e,EAv.l
e'<e
Proof. (C) is satisfied for u = €y g = £y /€y by Proposition 2.11. The general case follows as
condition (C) is linear (it holds for u - u” if it holds for u and u’) and [] £/ is a product of functions of

type €y q. 0

3. The van der Put sequence

Proposition 3.1. Let u be an invertible holomorphic function on Q2. Then its van der Put transform P (u)
satisfies condition (C) from Corollary 2.12.

Proof. Again by (1.9.4) we may suppose that the origin o(e) of the arrow in question is equal to vg = [Lg].
So e = ej; with some nontrivial F-subspace M of Ly /7 Lo. As in Section 2.8 we use the same letter M
for the corresponding linear subvariety of P"~!/F of dimension ¢ — 1, where ¢ = type(e) = dim M.

Multiplying u by suitable functions of type €y g (which doesn’t alter the (non)validity of (C) for u),
we may assume that P (u)(e’) =0 for all ¢’ € A, | dominated by e. Then we must show that P (u)(e) =0
too. Let u be normalized such that ||u|,, = 1, and let & be its reduction as a rational function on P —1/F,
see (2.3.2).

If P(u)(e) <O then |u| decays along e = ej; and u vanishes along M. Correspondingly, if P(u)(e) >0

then (i)' = (u~!) vanishes along M. Hence it suffices to show that, under our assumptions, i restricts
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to a well-defined rational function on M, i.e., M is neither contained in the vanishing locus V (i) nor in
V(z~"). But the latter is obvious: With a suitable constant ¢ # 0 we have

u=c- l_[ E’%(ﬁ),
where H runs through the boundary components of S_ZUO as in (2.3.2), £z is a linear form vanishing on H,
> m(H) =0, and m(H) = —P (u)(e%) =0 if H- ¢ M. Hence neither the rational function & nor its
reciprocal vanishes identically on M. 0

3.2. The proposition motivates the following definition. Let A be any additively written abelian group.
The group of A-valued harmonic 1-cochains H(BT, A) is the group of maps ¢: A(BT) — A that satisfy

(A) > ¢(e) =0, whenever e ranges through the arrows of a closed path in BT
(B) foreachtypet,1 <t <r —1, and each v € V(BT), the condition
> @(e)=0 holds; (B:)
ecA,,;
(C) foreachv € V(BT) andeache € A,,
Y e =gple).
e'eA, 1, e'<e

Remarks 3.3. (i) In the case where the coefficient group A equals Z, condition (A) is (1.9.2), (By) is
(1.8.1), and (C) is the condition dealt with in Corollary 2.12 and Proposition 3.1. (A) in particular implies
that ¢ is alternating, i.e., p(e) = —¢(e). Further, (B;) together with (C) implies (B,) for all types ¢, as

Y oel@)= ) plehec A, | <el,
e€Ay e'eAy
where #{ - - - }, the cardinality of some finite Grassmannian, is independent of ¢’.

(i1) Note that the current H(B7T, Z) differs from the group defined in [Gekeler 2017], as condition (C) is
absent there.

(iii) Proposition 3.1 together with the preceding considerations shows that
P: O(Q)* — H(BT, 2)
ur> P(u)

is well-defined. Its kernel consists of the invertible holomorphic functions f on €2 with constant absolute
value, which equals the constants C*, as will be shown in Proposition 3.4. Hence, by (1.9.4), we have the
exact sequence of G (K)-modules

1= C* = 0Q)* L5 H(BT, 7).

In fact, we will show that P is also surjective, which yields our principal result Theorem 3.11.
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(iv) Beyond the natural coefficient domains A = Z or Q for H(BT, A), at least the torsion groups
A =7Z/(N) deserve interest. For example, in the case r = 2 and char(C) = char(F) = p, the invariants
H(BT,F p)r under an arithmetic subgroup I' C G (K) differ in general from H(BT, Z)" ®F s see [Gekeler
and Reversat 1996, Section 6]. The coefficient rings A = Z, (£ a prime number) and A = K come into
the game by relating H(B7, Z) with the first cohomology of €2; see Section 5.5.

Proposition 3.4. Each bounded holomorphic function f on Q is constant. In particular, the kernel of the

map P equals the constants C*.

Proof. Let w = (w1 : - - - : ;) be an element of 2. We are going to show that f as a function in w;, where
W1, ..., Wi—1, Wi+1, ..., w, are fixed, is constant for each i, which will give the result. Let

ag): P ~Y(K)—> P'(C) bethe map (xy:---:X;) > ( Z Xjw; :xi).
1<j<r
i#]
It is well-defined (since the w; are K-linearly independent) and continuous with respect to the nonar-
chimedean topologies on both sides, whence its image im(a(g)) is compact. Moreover, the complement
QY .=P'(C)\im@?’) in P'(C) equals the set of those w € C = {(w: 1)} < P!(C) which are eligible
for (wy:--1wj—1:w:wjt1:---:w,) tolie in . Analytic spaces of this shape are extensively discussed in
[Fresnel and van der Put 2004, Chapter II]. Notably, their Proposition 2.7.9 states that bounded functions
on Q9 are constant as wanted. 0

3.5. The strategy of proof of the surjectivity of P will be to approximate a given ¢ € H(BT, Z) by linear
combinations of elements P (u), where u is a function of type £y, or a relative of it.
Given two hyperplanes H # H' of V and n € Ng = {0, 1, 2, ...}, define

faan=14+7"Cy . (3.5.1)

Here by g =Ly /[ty =4Ly/Ly, where y, y € Lo\wLy, H =ker(¢y), H’ =ker(¢y). Like £y 1, fH 1 n
is a unit on 2. We denote by
BT (n) C BT (3.5.2)

the full subcomplex with vertices V(BT (n)) = {v € V(BT) | d(vo, v) < n}. Hence BT (0) = {vo},
BT (1) = st(vg), etc. Further,
Qn) =1~ (BT ). (3.5.3)

Then €2(n) is an admissible affinoid subspace of €2 and Q2 = UnZO Q(n). (In [Schneider and Stuhler
1991, Section 1, Proposition 4] Q(n) is called £, and a system of generators of its affinoid algebra is
constructed.)

Lemma 3.6. For n € Ny, the following hold on Q2 (n):
(1) IOg EH,H’ <n.

(1) [fu,ual=1
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Proof. (i) By our normalization, |{y p(@)|=1forw e 2~ (vp). Then by Proposition 2.11, ||y p (@) |y <
q" for v € V(BT) whenever d(vg, v) < n, which gives the assertion.

1) |fewn@)| =114+ 7"y m(w)| <1 on Q2(n) by (i), with equality at least if » = 0 or @ doesn’t
belong to 271 (v), where v is a vertex with d(vg, v) = n, since in this case logly 1 (w) < n. But the
equality must also hold for @ with A(®) = such a v, due to the linear interpolation property Theorem 1.6
of log, |l fu, 1 .nllx for x belonging to an arrow e = (v, v) with d(vg, V') =n — 1. O

Definition 3.7. A vertex v € V(BT) is called n-special (n € Np) if there exists a (necessarily uniquely
determined) path (vo, vy, ..., vy = V) € Ay 1.0, 1.€., the arrows ¢; = (v;_1, v;), i = 1,2, ..., n all have
type 1, and d(vg, v) = n. (By definition, vg is 0-special.) An arrow e € A(BT) is n-special (n € N) if
o(e) is (n — 1)-special and ¢ (e) is n-special, that is, if it appears as some e, as above. Also, the path
(vo, ..., vy) = (eq,...,ey) is called n-special. An arrow e with d(vg, o(e)) = n is inbound (of level n)
if it belongs to BT (n), and outbound otherwise. That is, e is inbound < d(vy, f(e)) < n.

3.8. Next, we describe the restriction of P(fy p'.n) to (n+ 1)-special arrows e. Let n € Ny, and choose
hyperplanes H, H' of V, given as H =ker({,), H' =ker({,) asin (3.5.1), G = Ht =Ky, G’ =Ky
Assume that y and y’ are not 1-equivalent (2.7.2), that is, 75 (vg) # T/ (vo).

(i) According to Corollary 2.10, £y g = £, /£y has the property that log £y, g grows by 1 in each step
of the (n + 1)-special path

(UO, v19 LI ] vl’l! Un-‘,—l) = (el’ 629 ceey en—‘,—l) (3'8'1)

from vg toward G'. Together with Lemma 3.6(ii), this implies that P(fy g'.n)(en+1) = 1.

(i) On the other hand, again by Corollary 2.10, log £y v < n on A~!(v) for each n-special v dif-
ferent from v,. By a variation of the linear interpolation argument in the proof of Lemma 3.6(ii),
P(fu . n)(e) =0 for each (n 4 1)-special arrow e with o(e) # v,.

(iii) The function u := fy pn = (Ly +7"Ly) /Ly satisfies |ul,, = 1. Its reduction u as a rational
function on the reduction

Q,, = (P(L"/nL")/F)\ U H (see (2.5.1), here v, =[L]) (3.8.2)

of Q,, = A~!(v,) has a simple pole along the hyperplane H,,, corresponding to the arrow e, 1, a simple

€n+1
zero along a unique H,, where e = (v,, w), and neither zeroes nor poles along the other hyperplanes that
appear in (3.8.2). The hyperplane H, is the vanishing locus in P(L" /7 L")/F of the reduction of the

form £, 4+ "¢, = £yr; accordingly, w = 75 (v,), where G” = K'y” and
y' =y +n"y. (3.8.3)

(iv) If y’ is fixed and y runs through the elements of Ly \ 7w Lo not 1-equivalent with y’, then the
corresponding y” are n-equivalent but not (n + 1)-equivalent with y’ (see (2.7.2)). In this way we get all
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the (n 4 1)-classes with this property, that is, all the (n + 1)-special paths (e, e3, ..., e,, €¢) which agree
with the path (eq, ..., e,, e,+1) of (3.8.1) except for the last arrow. We collect what has been shown.

Proposition 3.9. (i) Let H, H' be two hyperplanes in V, G = H+, G' = H'*, with 16 (vo) # ¢ (vo)
and n € Ng. Put v; := (1g/) (vo). If e is an (n + 1)-special arrow then

+1 l:fe:(vl’l’vn—‘rl)a
P(fumn)e)=1—1 ife=(v,, w), (3.9.1)
0 otherwise.

Here w = 167 (vy) # Uyt1, where G = Ky” with y” = y'+ "y as described in Section 3.8, notably
in (3.8.3).

(ii) If H' is fixed, each (n + 1)-special arrow e # (v,, V1) with o(e) = v, occurs through a suitable
choice of H as the arrow e = (v, w) where P(fu n'n) evaluates to —1. O

The next result, technical in nature, is crucial for the proof of Theorem 3.11. Its proof is postponed to
the next section.

Proposition 3.10. Let n € Ng and ¢ € H(BT, Z) be such that ¢(e) = 0 for arrows e that either belong to
BT (n) or are (n + 1)-special. Then ¢(e) =0 for all arrows e of BT (n + 1).

Now we are able to show (modulo Proposition 3.10) the principal result.
Theorem 3.11. The van der Put map P: O(Q2)* — H(BT, Z) is surjective, and so the sequence
1> C"—> O0Q)*"—>HMBT,Z) — 0 (0.2)
is a short exact sequence of G(K)-modules.

Proof. (1) Let ¢ € H(BT, Z) be given. By successively subtracting P (u,) from ¢, where (u;,),en 1S @
suitable series of functions in O(2)* with u, — 1 locally uniformly (i.e., uniformly on affinoids) we will

(p—P( l_[ ui)EO on BT (n).

1<i<n

achieve that

Then ¢ = P (u), where u = lim,_, o [ [, -; -, #; is the limit function.

(i1) From condition (B) for ¢ and Proposition 2.9 we find a function u, namely a suitable finite product
of functions of type £y g, such that (¢ — P(u1))(e) =0 for each e € A, 1. By condition (C), ¢ — P (u1)
vanishes on all e € A,,, and thus by (A) on all e that belong to B7 (1) = st(vy).

(iii) Suppose that uy, ..., u, € O(2)* are constructed (n € N) such that for 1 <i <n
(@) P(uj)=0o0n BT ([ —1),

(b) u; =1 (mod w!¢=D/2ly on BT ([(i — 1)/2]), here [-] is the Gauss bracket,

© ¢—P([]i<i<, u:) =00n BT (n)
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hold. (Condition (a) is empty for i = 1 and therefore trivially fulfilled.) We are going to construct u,,
such that uy, ..., u,+ fulfill the conditions on level n + 1.

(iv) From (c) and (B1) we have for n-special vertices v and ¥ := ¢ — P(ngign u;) e H(BT, Z):

Y. V@@= ) vE=0

ecA,, | outbound ecAy

(v) According to Proposition 3.9, we find u, 1, viz, a suitable product of functions fy g’ ,, such that

(Y — Pupy1))(e) = <¢ - P( ] u,-)><e> =0

1<i<n+l1
on all (n 4 1)-special arrows e. Furthermore, that u, 1 (like the functions fy g’ ,, see Lemma 3.6(ii))
satisfies P (u,+1)=0o0n BT (n),i.e., condition (a), and condition (b): u,; =1 (mod 7*/?1) on BT ([n/2]).
Hence ¢ — P([],~;-, i) vanishes on arrows which belong to BT (n) or are (n + 1)-special. Using
Proposition 3.10, \;/e_see that o — P([| \<i<n+1 i) vanishes on BT (n+ 1). That is, conditions (a), (b), (¢)
hold for uy, ..., u,+1, and we have inductively constructed an infinite series u1, us, ... with (a), (b)
and (c) for all n.

(vi) It follows from (b) that the infinite product
u= l_[ Ui
ieN
is normally convergent on each €2(n) and thus defines a holomorphic invertible function # on . Its

van der Put transform P (u) restricted to B7 (n) depends only on uy, ..., u,, due to (c), and thus agrees
with ¢ reduced to BT (n). Therefore, ¢ = P (u), and the result is shown. O

4. The group H(BT, 7)
4.1.

Proof of Proposition 3.10. (i) The requirements of Proposition 3.10 for ¢ € H(BT, Z) on level n € Ny
will be labeled by R(n).

(i) Suppose that R(n) holds for ¢. Then ¢ vanishes on all arrows A, ; whenever v is n-special, since
such an e is either (n + 1)-special or belongs to BT (n). Hence by conditions (C) and (A) of Section 3.2,
¢(e) = 0 whenever e is contiguous with v, i.e., if e belongs to st(v). This shows, in particular, that

Proposition 3.10 holds for n = 0.

(iii) Let v € V(BT) have distance d(vg, v) = n, but be not necessarily n-special. For the same reason as
in (ii), ¢ vanishes identically on st(v) if it vanishes on all outbound arrows e € A, ;. Hence it suffices to
show

¢(e) =0 for outbound arrows e of type 1 and level n. (0)
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(iv) For a vertex v with d (vg, v) =n, we let s(v) be the distance to the next w € V (B7T) which is n-special.
We are going to show assertion (O) by induction on s(o(e)).

(v) By R(n), (O) holds if s = s(o(e)) =0, i.e., if o(e) is n-special. Therefore, suppose that s > 0. By the
preceding we are reduced to showing:

Let e be an outbound arrow of type 1, level n, and with s = s(o(e)) > 0.
Then e belongs to st(v), where d(vg, V) =n and s(0) < s.

(P)

(vi) We reformulate (P) in lattice terms. Representing vg = [L¢] through Lo = O, the vertices v € V(BT)
correspond one-to-one to sublattices L of full rank » which satisfy L C Lo, L ¢ m Lg. For such a vertex
v or its lattice L, we let (ny, no, ..., n,) withn; > ny > --- > n, = 0 be the sequence of elementary
divisors (sed) of Lo/L (n, =0as L ¢ wLg). That is,

Lo/L=0/(™) % -+ x 0/(x").

Then ny = d(vg, v), and v is n-special if and only if its sed is (n, ..., n, 0).

(vii) Let e = (v, v’) be given as required for (P), v =[L], v/ =[L'], where n"T!Lo C L' C L C L. Let
(ny =n,ny,...,n,) be the sed of Lo/L. Then, as dimg(L/L") =r —1 and d(vo, V") =n+1, (n] =
n+l1,..., n/r_l =n,_1+1, n,) is the sed of Ly/L’. This means that L has an ordered O-basis {x1, ..., x,}

mtly, . w1t x, | ' x,} is a basis of L’ and {n"x|, n™2x3, ..., 7" x,} is a

such that {7" x|, 7
basis of L. Assume that kK with 1 <k <r — 1 is minimal with n,_; = n;. Let M be the sublattice of L
with basis {m"xy, ..., 7"x,_1, x,}. Then w = [M] is n-special and s(v) = d(v, w) =n —n,_1, which by

assumption is positive. Put L for the lattice with basis

ni+1 ng+1+1 ny—1+1

n n Ng— n
{7T X1, xy, o, g, T X, T Xk41s -5 TT Xp—1, T ’xr}.

The vertex v := [I:] satisfies
dvg, ) =n, dw,0)=1=d@,?) and s@) =dw,0)=n—n—_1—1=s@)—1. (“.1.1)

Hence e = (v, v’) belongs to st(v), where ¥ is as wanted for assertion (P).
This finishes the proof of Proposition 3.10. U

Corollary 4.2. Let ¢ € H(BT, Z) be such that ¢(e) = 0 for all i-special arrows e, where 1 <i <n. Then
¢ =0o0n BT (n).

Proof. This follows by induction from Proposition 3.10. O

4.3. Next we give a different description of H(BT, Z), see Theorem 4.16. Let v be an n-special vertex
(n > 1), v* its predecessor on the uniquely determined n-special path (vg, vy, ..., v,—1 = v*, v) from vy
to v, and e* the n-special arrow (v*, v). Its inverse e* = (v, v*) belongs to Ayt

Lemma 4.4. In the given situation, e € A, .| is inbound if and only if e < e*.
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Proof. As the stabilizer GL(r, O) of Ly = O" acts transitively on n-special vertices or arrows, we may
suppose that v =[L,], where L, is the O-lattice with basis {7"x1, ..., 7"x,_1, x,}, and thus v* =[L,,_].
(Here {x1, ..., x,} is the standard basis of L¢.) Under (2.1.4), e* corresponds to the (r — 1)-dimensional
subspace 7 L,_1/m L, of the r-dimensional F-space L,/ L,, which has the (7"x;) = 7"x; (mod 7 L,),
1 <i <r,as abasis. Let G be a line in L,/m L, with preimage G in L,, and let ez = (v, vg) be the
arrow of type 1 determined by G. Then vg =[G] and

eg<e' S GCnL, /mL,< G CnL, ;.

If this is the case, 7"Lo C L, Ct~'G C L,_; C Ly, that is, d(vo, [G]) < n, and eg is inbound. On the
other hand, if G ¢ w L,_, then 7 'G ¢ Ly. Since 7" Lo ¢ G, we then have d (v, [G]) =n+1, and ez
is outbound. U

4.5. We may now reformulate condition (B;) for ¢ € H(BT, Z) at the n-special vertex v of level n > 1
as follows: Splitting

Av,l == Av,l,in 0] Av,l,out (451)

into the subsets of inbound / outbound arrows (note that e € A, is outbound if and only if it is
(n + 1)-special), (B;) reads

0= 9= > g@+ Y. g@=pE)+ Y ¢

eeAv,l eGAU,l,in EGAU,I.out EEAU,LOL“

(where we used Lemma 4.4 and condition (C) for ¢(e*)), i.e., as the flow condition

e =) vl (4.5.2)
EEAU,I,out
The number of terms in the sum is
HA, | ou =H#A, | —#A, | =#PTUF) —#P 7 2(F) =¢" . (4.5.3)

4.6. Let T,, be the full subcomplex of BT composed of the n-special vertices (n € Np) along with the
1-simplices connecting them. In other words, 7, is the union of the paths A, 1 ,, where n € N, see
Section 2.1.6. It is connected, one-dimensional and cycle-free, hence a tree. The valence (= number of
neighbors) of vy is #PU(F) = (g" —1)/(g — 1), the valence of each other vertex v # vg is q’_1 +1, as
we read off from (4.5.3). Let further 7y, (n) := Ty, N BT (n).

4.6.1. We define H(n) as the image of H(BT, Z) in {¢: A(BT (n)) — Z} obtained by restriction. Hence

H(BT, Z) = limH(n). 4.6.2)

neN
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Put further

H ) :={p: A(Ty,(n)) — Z | ¢ is subject to (4.6.4) and (4.6.5)(v) for each i-special v, 0 <i < n}.
(4.6.3)
Here A(S) is the set of arrows (oriented 1-simplices) of the simplicial complex S, and the conditions are

p(e) +¢(e) =0 for each arrow e with inverse e; (4.6.4)
> ele)=0. (4.6.5)(v)
e€A(Ty,)
o(e)=v

4.7. Equality (4.5.2) together with the condition (B) at vy states that the restriction of ¢ € H(BT, Z) to
Ty (n) is an element of H'(n). Therefore, restriction defines homomorphisms r,, : H(n) — H'(n), which
make the diagram (with natural maps gy, g,,)

Hn+1) 25 Hn+1)

l \ lq;, 4.7.1)

H(n) —— H(n)
commutative. Note that both g, and g,, are surjective, the first by definition, the second one since Ty, is a
tree. Corollary 4.2 may be rephrased as
Proposition 4.8. r, is injective for n € N. O
Lemma 4.9. r, is also surjective.

Proof. For n = 1, this is implicit in the proof of Theorem 3.11 (i.e., one may arbitrarily prescribe the
value of ¢ € H(BT, Z) on e € Ay, 1, subject only to (B;) at vp).

Forn > 1, let O, (respectively Q' . ,) be the kernel of g, (respectively g, ). Then r,4+1(Q,+1) C Q

/ /
n+1 n+l1°

and we have the commutative diagram with exact rows

0 — Qw1 — Hn+1) —— H@n) —— 0

l lm. l

0 —— 0,,, — H@n+1) — H®n —— 0.
By induction hypothesis, r, is surjective, so the surjectivity of r,4 is implied by

Fng1(Qny1) = Q;,+1- (%)
But

Ont1={peHmn+1|9=00nBT(m)} and Q,, ={peHn+1)|p=0o0nT,mn)}

so () follows from the existence of sufficiently many elements of O, (e.g., the classes in H(n + 1)
of the P(fu, n',,)) which have sufficiently independent values on the arrows in 7, (n 4 1) not in 7y, (n).
See also the proof of Theorem 3.11, steps (iv) and (v). O
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4.10. Let H(Ty,, Z) = lim, _ H'(n) be the group of functions ¢: A(T,,) — Z which satisfy (4.6.4)
and (4.6.5)(v) for all vertices v of Ty,. Similarly, we define H(7,,, A) for an arbitrary abelian group A
instead of Z. That is, elements of H(7,,, A) are characterized by conditions analogous with (A) and (B)
of Section 3.2, while (C) is not applicable. Putting together the considerations of Section 4.5 with
Proposition 4.8 and Lemma 4.9, we find

H(BT,7) => H(T,,, 2), 4.11)

where the canonical isomorphism is given by restricting ¢ € H(BT, Z), ¢: A(BT) — Z to the subset
A(Ty,) of A(BT).
In what follows, A is an arbitrary abelian group. The next result is a consequence of the above.

Proposition 4.12. Restriction to the arrows of Ty, yields an isomorphism
H(BT, A) => H(T,,, A). (4.12.1)

Proof. 1t suffices to observe that the preceding results Proposition 3.10, Corollary 4.2, Proposition 4.8,
and Lemma 4.9 remain valid — with identical proofs —for A-valued functions instead of Z-valued
functions. 0

4.13. Recall that an A-valued distribution on a compact totally disconnected topological space X is a

map 6: U — §(U) € A from the set of compact-open subspaces U of X to A which is additive in finite

disjoint unions. We call §(U) the volume of U with respect to §. The total mass (or volume) of § is §(X).
We apply this to the situation (see Section 2.1.6, (2.1.7) and (2.1.8)) where

X =Grg 1 (V) = {lines G of the K-space V} =P (V). (4.13.1)
As we have identified V with its dual V” through the bilinear form (-, - ), we also have an identification
Grg (V) =P(V) = P(V") =Grg ,—1(V)

given by G — G+~. Hence we could state the following assertions concerning distributions on P(V') for
distributions on P(V").

4.13.2. Let D(P(V), A) be the group of A-valued distributions on P(V) with subgroup DO(P(V), A)
of distributions with total mass 0. By (2.1.8), the sets P(V)(e) = Grk 1(e), where e runs through the
outbound arrows of A, 1, (n € N), i.e., through the set

AT (T,,) = {e € A(Ty,) | e oriented away from vy}, (4.13.3)
form a basis for the topology on P(V). Therefore, an element § of D(P(V), A) is an assignment

§: AT (Ty) — A
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(where we interpret §(e) as the volume of P(V')(e) with respect to §) subject to the requirement

Se)= Y () (4.13.4)
€A (Tyy)
o(e)=t(e*)

for each e* € AT (T,,). The total mass of § is

SP(V)= Y )= )Y . (4.13.5)
e€AT (Tyy) e€A )1
o(e)=vg

In view of (4.5.2) and (4.6.5)(v), we find that
D (P(V), A) => H(Tyy, A), (4.14)

where some §: A1 (T;,) — A in the left hand side is completed to a map on A(Ty,) by (4.6.4), i.e., by
p(e) = —p(e).

While both isomorphisms in (4.11) (or (4.12.1)) and (4.14) fail to be G (K )-equivariant (as G(K) fixes
neither vy nor 7,), the resulting isomorphism

H(BT, A) => D (P(V), A)
- 4.15)
pr—9

is. Here the distribution ¢ evaluates on P(V)(e) as ¢(e) whenever e is an arrow of BT of type 1 and
P(V)(e) is the compact-open subset of lines G of V such that e points to G.

We summarize what has been shown.

Theorem 4.16. Let A be an arbitrary abelian group. Restricting the evaluation of ¢ € H(BT, A) to

arrows of Ty, (resp. arrows of type 1 of BT) yields canonical isomorphisms
H(BT, A) => H(T,,, A) resp. H(BT,A) => DY (P(V), A).

The second of these is equivariant for the natural actions of G(K) = GL(r, K) on both sides, while the
first isomorphism is equivariant for the actions of the stabilizer G(O)Z(K) of v € G(K).

As a direct consequence of the first isomorphism, i.e., of (4.12.1), we find the following corollary, which
is in keeping with the fact that bounded holomorphic functions on €2 are constant (see Proposition 3.4).

Corollary 4.17. If ¢ € H(BT, A) has finite support, it vanishes identically.

Proof. Suppose that ¢ has support in B7 (n) with n € N. Then its restriction to 7, (n + 1) satisfies (4.6.4)
and (4.6.5)(v) at all vertices v of T, (n+1). As T,,(n+1) is a finite tree, this forces ¢ to vanish identically
on 7y, (n+ 1), thus on BT. O
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5. Concluding remarks

5.1. Ehud de Shalit [2001, Section 3.1] postulated four conditions 2, 25, €, ® for what he calls harmonic
k-cochains on B7. These conditions specialized to k = 1 are essentially our conditions (A), (B), (C) from
Section 3.2. Grosso modo, de Shalit’s 25 corresponds to (B), € to (C) and © to (A), while 2 is a special
case of (A).

5.2. In fact, the relationship with de Shalit’s work is as follows. Suppose that char(K) = 0, and consider
the diagram
u O(Q)* £ > H(BT, Z)

l l [ (5.2.1)

dlogu=u"'du {closed 1-forms on Q} ——— H(BT, K)(= C, _of [de Shalit 2001]),

har

where “res” is de Shalit’s residue mapping. Its commutativity follows for u = £y g+ from Corollary 7.6
and Theorem 8.2 of [de Shalit 2001] (along with the explanations given there, and our description of
P(u)), and may be verified for general u by approximating. Hence the van der Put transform P yields a
concrete description of the residue mapping on logarithmic 1-forms. On the other hand, in characteristic p
the van der Put transform is finer than “d log”, as the latter kills all p-powers.

5.3. Now suppose that char(K) = p > 0, and that moreover r = 2. Then BT is the Bruhat-Tits tree 7,
and the residue mapping
res: {1-forms on Q = Q%} — H(T, C)

(see [Gekeler and Reversat 1996, 1.8]) is such that the diagram analogous with (5.2.1)

u o) —2 s H(T, 7)
l l l (5.3.1)
dlogu {1-forms on Q} — H(T, C)

commutes, with remarkable arithmetic consequences [loc. cit., Sections 6 and 7]. A similar residue map
for r > 2 unfortunately lacks so far. In any case, we should regard P as a substitute for the logarithmic
derivation operator

urdlogu=u"'du

in characteristic 0.

5.4. Peter Schneider and Ulrich Stuhler [1991] described the cohomology H* (€2, A) of Q = Q" with
respect to an abstract cohomology theory, where A = H°(Sp(K)). That theory is required to satisfy four
natural axioms, [loc. cit., Section 2]. As they explain, these axioms are fulfilled at least

« for the étale £-adic cohomology of rigid-analytic spaces over K, where £ is a prime different from
p = char(F), and A =7, and

o for the de Rham cohomology (where one must moreover assume that char(K) = 0); here A = K.
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Their result is stated [loc. cit., Section 3, Theorem 1], which in dimension 1 is (in our notation)
HY(Q, A) = DY (P(V"), A). (5.4.1)

Theorem 8.2 in [de Shalit 2001] gives that (in the case where char(K) =0 and H* = HJj is the de Rham
cohomology)
HY @) =5 ¢ (5.4.2)

where Cﬁar is our H(B7T, K). Hence our Theorems 3.11 and 4.16 refine the above in the case k = 1. In
[Alon and de Shalit 2002], the authors relate the approaches of [Schneider and Stuhler 1991; de Shalit
2001; Iovita and Spiess 2001] to the de Rham cohomology of 2. Specialized to k = 1, this gives some
more insight into our situation. In particular, it is possible to derive the surjectivity of the map P in
Theorem 3.11 also with the methods of [Alon and de Shalit 2002], at least if char(K) = 0.

5.5. Let now I' be a discrete subgroup of G(K). The most interesting cases are those where the image of
I'in G(K)/Z(K) =PGL(r, K) has finite covolume with respect to Haar measure, or is even cocompact.
Examples are given as Schottky groups in PGL(2, K) [Gerritzen and van der Put 1980] or as arithmetic
subgroups of G (K) of different types, when K is the completion k, of a global field k at a nonarchimedean
place oo [Drinfeld 1974; Reiner 1975]. Then often the quotient analytic space I' \ 2 is the set of C-points
of an algebraic variety [Goldman and Iwahori 1963; Drinfeld 1974; Mustafin 1978], which may be studied
via a spectral sequence relating the cohomologies of 2 and I" with that of I \ @ [Schneider and Stuhler
1991, Section 5]. For r = 2, this essentially boils down to a study of the I"'-cohomology sequence of (0.2)
[Gekeler and Reversat 1996, Section 5]. But also for » > 2, (0.2) with its I"-action will be useful, which
is the topic of ongoing work.
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On a cohomological generalization of
the Shafarevich conjecture for K3 surfaces

Teppei Takamatsu

The Shafarevich conjecture for K3 surfaces asserts the finiteness of isomorphism classes of K3 surfaces
over a fixed number field admitting good reduction away from a fixed finite set of finite places. André
proved this conjecture for polarized K3 surfaces of fixed degree, and recently She proved it for polarized
K3 surfaces of unspecified degree. We prove a certain generalization of their results, which is stated by
the unramifiedness of ¢-adic étale cohomology groups for K3 surfaces over finitely generated fields of
characteristic 0. As a corollary, we get the original Shafarevich conjecture for K3 surfaces without assuming
the extendability of polarization, which is stronger than the results of André and She. Moreover, as an
application, we get the finiteness of twists of K3 surfaces via a finite extension of characteristic O fields.

1. Introduction

The Shafarevich conjecture for abelian varieties is a remarkable result which asserts the finiteness of
isomorphism classes of abelian varieties of a fixed dimension over a fixed number field admitting good
reduction away from a fixed finite set of finite places. This theorem was proved by Faltings [1983] in the
polarized case, and Zarhin [1985] in the unpolarized case.

In this paper, we shall prove an analogue of this theorem for K3 surfaces. For any discrete valuation
field K and a K3 surface X over K, we say X has good reduction if X admits a smooth proper model
over the valuation ring of K, as an algebraic space (see [Liedtke and Matsumoto 2018, Section 1]).! Then
one can formulate the analogue of the Shafarevich conjecture for K3 surfaces. Previously, this conjecture
was studied in [André 1996; She 2017] for polarized K3 surfaces. The goal of this paper is to generalize
these results in terms of the unramifiedness of £-adic étale cohomology groups. Our main theorem is the
following (for a more generalized form, see Theorem 6.1.1).

Theorem 1.0.1 (compare with Theorem 6.1.1). Let F be a finitely generated field over Q, and R be a
finite type algebra over Z which is a normal domain with the fraction field F. Then, the set

X : K3 surface over F,

for any height 1 prime ideal p € Spec R,
there exists a prime number £ ¢ p

such that Hézt(Xp, Q) is unramified at p

Shaf(F, R) := /F-isom
is finite.

MSC2010: primary 14J28; secondary 11F80, 11G18, 11G25, 11G35.
Keywords: K3 surfaces, Shafarevich conjecture, good reduction.
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As a corollary, we have the original Shafarevich conjecture for K3 surfaces over finitely generated
fields of characteristic 0.

Corollary 1.0.2 (Corollary 6.1.4). Let F be a finitely generated field over Q, and R be a finite type
algebra over Z which is a normal domain with the fraction field F. Then, the set

{X | X : K3 surface over F, X has good reduction at any height 1 prime ideal p € Spec R} / F-isom
is finite.

Note that our results are stronger than results of André and She (see Remark 1.0.4 for details). Moreover,
as an application of our cohomological generalization, we get the following corollary, which asserts the
finiteness of twists of a K3 surface via a finite extension of characteristic O fields.

Corollary 1.0.3 (Corollary 6.2.1). Let F be a field of characteristic 0, E/ F be a finite extension, and X
be a K3 surface over F. Then, the set

Twg/p(X) :={Y : K3 surface over F | Yg ~p Xg}/F-isom
is finite. Here Yg >~ X g means the K3 surfaces Yg :=YQrE and Xg := XQrE are isomorphic over E.

We note that our cohomological generalization is necessary for this application, i.e., the original
statement of the Shafarevich conjecture (Corollary 1.0.2) is not enough to show Corollary 1.0.3.

Let us give some comments on the statement of Theorem 1.0.1. Theorem 1.0.1 is motivated by the
good reduction criterion for K3 surfaces given by Liedtke and Matsumoto [2018]. For K3 surfaces
over a Henselian discrete valuation field satisfying some assumptions, they showed the equivalence
between the unramifiedness of ¢-adic étale cohomology groups and admitting good reduction after a finite
unramified extension [Liedtke and Matsumoto 2018, Theorem 1.3]. Note that the latter condition cannot
be replaced by “admitting good reduction” (see [Liedtke and Matsumoto 2018, Theorem 1.6]), so our
cohomological generalization is stronger than the original Shafarevich conjecture. Moreover, we deal
with finitely generated fields of characteristic O rather than number fields, motivated by the application to
Corollary 1.0.3. In fact, André also proved the Shafarevich conjecture for polarized K3 surfaces in this
way (see [André 1996, Theorem 9.1.1], and also Remark 1.0.4).

Remark 1.0.4. Our results are stronger than previous results obtained by André and She. To explain this,
we briefly recall their results. André [1996, Theorem 9.1.1] proved the Shafarevich conjecture for polarized
K3 surfaces, i.e., the finiteness of isomorphism classes of polarized K3 surfaces of fixed degree over a fixed
number field which admit good reduction away from a fixed finite set of finite places (actually, as stated
above, André dealt with finitely generated fields of characteristic 0). Here, André said that a polarized K3
surface (X, L) admits good reduction if there exists a smooth proper model X of X as a scheme such that
the ample line bundle L extends to an ample line bundle on X. She [2017, Theorem 1.1.5] proved it for

INote that it is natural to admit an integral model being an algebraic space rather than a scheme in the case of K3 surfaces
(see [Matsumoto 2015, Section 5.2]).
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polarized K3 surfaces of unspecified degree. More correctly, She proved the finiteness of K3 surfaces over
a fixed number field which admit good reduction as polarized K3 surfaces (without fixing polarization
degree) away from a fixed finite set of finite places. Here, we remark that She’s result does not cover K3
surfaces admitting a smooth proper model only as an algebraic space. Moreover, there exists an example of
a K3 surface admitting good reduction such that no smooth proper model has a polarization (therefore this
K3 surface does not admit good reduction as polarized K3 surfaces) (see [Matsumoto 2015, Section 5.2]).
Therefore, Corollary 1.0.2 is also stronger than previous results, even in the number field case.

The strategy of the proof of Theorem 1.0.1 is as follows. We basically take the approach of André
and She. We first show the polarized version of Theorem 1.0.1 before dealing with the unpolarized
case. To generalize the result obtained by André, we should formulate the Kuga—Satake construction
as preserving the finiteness. We achieve this by using the moduli interpretation of the Kuga—Satake
construction introduced by Rizov [2010]. In the perspective of the unpolarized case, we use the uniform
Kuga-Satake construction introduced by She to study K3 surfaces of all degrees simultaneously. Our
proof is slightly different from She’s proof, and here we will sketch the differences. In [She 2017], it
is crucial to show that K3 surfaces admitting good reduction are sent to abelian varieties admitting good
reduction via the uniform Kuga—Satake map. She proves this using integral canonical models of certain
Shimura varieties (the argument like “O-valued points go to O-valued points”). However, in our case, we
do not assume that each K3 surface admits a smooth proper model, so instead of She’s method, we use the
Néron—Ogg—Shafarevich criterion for abelian varieties (this approach is already known by [André 1996];
see also [Imai and Mieda 2020]). For this purpose, we study She’s uniform Kuga—Satake construction
in detail in Section 3. Note that our proof does not require the theory of integral canonical models of
Shimura varieties. To simplify the arguments, we need a section of the natural map from the GSpin
Shimura variety to the SO Shimura variety (see Section 3.3). To get such a section, we should work with
a level structure that has a sufficiently small Z,-component (see Remark 3.1.7). So we should suppose
the unramifiedness of 2-adic representation to overcome that general K3 surfaces may not admit level
structure (see Proposition 4.2.3). However, this assumption is not essential since £-independence of the
unramifiedness is true in a general situation (see Lemma 5.0.1). Note that Lemma 5.0.1 is essentially
known by Madapusi Pera, Matsumoto [2016] and Imai and Mieda [2020] (see Remark 5.0.2).

The outline of this paper is as follows. In Section 2, we will recall the basic results on K3 surfaces, and
define the moduli space of K3 surfaces introduced by Rizov and Madapusi Pera. In Section 3, we will
define several algebraic groups to introduce the uniform Kuga—Satake abelian varieties, and study their
basic properties. In Section 4, we will prove the main theorem in a little weaker form (i.e., only considering
2-adic cohomology) by using the results of Section 3 and the arguments given by André and She. In
Section 5, we will see an £-independence of the unramifiedness by using Matsumoto’s result on weight
filtrations [2016, Theorem 3.3]. We also prove a crystalline analogue of it by using Ochiai’s £-independence
results [1999] and the Kuga—Satake abelian varieties (as above, this result is essentially proved in [Imai
and Mieda 2020]). In Section 6, we will complete the proof of the main theorem combining the results
in Sections 4 and 5, and prove the finiteness of twists via a finite extension of characteristic 0 fields.
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2. K3 surfaces and their moduli
2.1. Basic definitions for K3 surfaces. In this subsection, we give definitions and basic notations
about K3 surfaces.

Definition 2.1.1. (1) For any field &, a K3 surface over k is a smooth proper surface X over k with
Q%/x = Ox and H'(X, Ox) =0.

(2) For any scheme S, a K3 family over S is a smooth proper algebraic space X’ over S whose geometric
fibers are K3 surfaces.

Remark 2.1.2. For any field k, a K3 family over k is automatically a K3 surface over k since smooth
proper algebraic spaces of dimension 2 over a field are schemes.

Definition 2.1.3 [Rizov 2006, Definitions 3.2.2, 3.2.3]. (1) A polarization on a K3 family 7 : ¥ — §
is an element A € Picy/s(S) whose pullback by any geometric point of S is an ample line bundle.
Here Picy s is the relative Picard functor.

(2) A polarization A is primitive if its pullback by any geometric point of S is primitive, i.e., not divisible
by an integer greater than 1.

(3) A polarization A is of degree 2d if its pullback by any geometric point of S has degree 2d, i.e., its
self intersection number is 2d.

Remark 2.1.4. Let F be a subfield of C. For a K3 surface X over F, the relative Picard functor Picx r is
represented by a scheme, thus Picy,r(F) = Pic(X F)Gal(F /F) is a primitive sublattice in H 2(X(C), Z(1))
via the Chern class map as in [She 2017, Lemma 2.2.3]. Hence there exists a primitive polarization for
each X (by dividing a polarization by an integer greater than 1 if necessary). Note that the inclusion
Pic(X) C Picy,r(F) may be proper in general, though it always has a finite cokernel (see [Huybrechts
2016, Chapter 17, Section 2.2]).

Definition 2.1.5. (1) A K3 lattice L3 is a unimodular lattice? of signature (19, 3) which is defined as
Lks =EP & H®,
where [Eg is the (positive signature) Eg-lattice as in [Huybrechts 2016, Chapter 14, Example 0.3],
and H is the hyperbolic plane.
(2) Consider the last component H C Lk3, and take e, f € H C Lg3 satisfying
(e, H=(fie)=1, (e,e)=(f, f)=0.
Let vy := e — df. Then the degree 2d primitive part of L3 is defined as
Lg:=v7 ~FOH* @ (2d).

The lattice £, is a primitive sublattice of Lg3, and disc(Ly) = 2d.

2In this paper, a (Z-)lattice means a finite free Z-module with a symmetric bilinear pairing valued in Z, and (c) means the
Z-lattice of rank 1 given by (a, b) = cab.
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Remark 2.1.6 [Rizov 2006, Remark 2.3.2]. For a K3 surface X over C and its primitive polarization L
of degree 2d, there exists an isomorphism

(H*(X(C), Z(1)), —V) = L3

which sends chz (L) to vs. Here —U denotes the minus of the cup product. Therefore, for a primitively
polarized K3 surface (X, L) of degree 2d over a field F which is contained in C, we sometimes identify
H(X(C). Z(1)) with L3, HX(X5, Z(1)) with L33 = Lx3 ®2 Z, P2(X(C), L¢), Z(1)) with Lg,
and Pézt((X 7 Lp), Z(l)) with £, 7 := L; ®z Z. Here, we denote the primitive parts of the singular
cohomology group and the étale cohomology group by
P?((X(©), Le), Z(1)) := ch(Le)™ C H*(X(C), 2),
P2(X7, L7), Z(1)) :=chy(L)* € HX (X5, Z(1)).

To simplify notation, we omit the pairing in the rest of the paper. We denote (H 2(X(©), Z(1)), —V) by
H?(X(C), Z(1)), and same with others.

Definition 2.1.7. The discriminant kernel of L; is
Dy :={g € SO(L, 7) | g acts trivially on EZ Z/ﬁdi}-

Note that D, is a compact open subgroup of SO(L4a,). For any prime number ¢, we denote its
Z¢-component by (Dy)y.

Proposition 2.1.8 [Madapusi Pera 2016, Lemma 2.6]. There is a natural identification
Dy ={g € SO(Lg37) | §(va) = va}.

Proof. This is proved in [Madapusi Pera 2016, Lemma 2.6]. We include its proof because we need to
recall the identification explicitly. Let £ be any prime number, and we will verify this claim for each
Z¢-component. First, we will define a map from the left-hand side to the right-hand side. For

8 € (Dg)e =1{g € SO(Ly,7,) | g acts trivially on ﬁg,zg/ﬁd,le}’
define g, as the image of g, via the composition of
SO(L4,z,) = SO(L4,@,) — SO(Lk3,0,)-
Then we have g,vs = vys. We will show that g,Lk3 7, = Lk3,7,. Consider the morphisms
Lx372,~Lxs37, > Lz, ®Wa)" — L]z, (D
For any v € Lk3 7,, denote its image in QJ/,L @ (vg)Y by uy + uy. Then we have
ge(ur +uz) = ge(ur) +uz = (ge(ur) —ur) + (1 +uz) € Lg37,,

because g, acts trivially on L‘Z z(,/ﬁd,le- Hence g;“cm,@ C Lk3,7,, thus g¢Lk37, = Lk3.7,, and we
can define the desired map.
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Next, we will define a map from the right-hand side to the left-hand side. For h ¢ € SO(Lk3,7,) such
that ﬁg Vg = Vg, We can associate i, € SO(Ly,7,) as the restriction of fzg. We can show that s, acts
trivially on EZ, 7,/ La,z,- Indeed, because the embedding L4 < L3 is primitive, the composition of (1)
is surjective, so for any u; € E;’Ze, there exists us € (vg)" such that u; +us € Lg3,7,. Thus we have

he(ui) —uy = he(uy +uz) — (w1 4 u2) € Lx3.z, N Lag, = Laz,
Clearly, the above maps are inverses of each other. This finishes the proof. U

2.2. Moduli spaces of K3 surfaces and the Torelli theorem. In this subsection, we recall the Torelli
theorem in terms of moduli spaces. First, we recall the definition of the moduli space of K3 surfaces with
oriented level structures. See [Rizov 2006, Section 6; Madapusi Pera 2015, Section 3; Ito et al. 2018,
Section 5] for details.

We define a groupoid-valued moduli functor My, by

M3, o(8):={(m: X — S, LePicx/s(5)) |7 : K3 family over S, A : primitive polarization of degree 2d}

for any Q-scheme S. Let M 54,0 e the twofold finite étale cover constructed by Madapusi Pera [2015,
Section 5] which parametrizes orientations. Then, for any S — M 54,0 We get (mr, A, v), where (T, A) is
as above, and v is an isometry of 7-local systems

v : det L7~ det Pzn*z

such that for any s € S(C), the isometry v restricts to an isometry
vy det Lz ~ det P? (X, Z).

Here, we put

P2, Z(1) := chz(\)* C R*m,Z(1),

where ch5 (1) is the Chern class of A [Madapusi Pera 2015, Section 3.10]. Let K C D, be a compact
open subgroup. For any scheme S over M§ 1.0> One can define the étale sheaf / by

I(T) = {g L3 7> RzrrlT*/Z\(l) | g :isometry, g(vq) = ch5 (1), det g induces vlT},

for any étale morphism 7" — S. A K-level structure on S — M 54,0 18 asectiona € H 08, I/K), where [K
acts on / through L5 7. Then, one can define the moduli functor M3, , o over M§ 1.0 Which parametrizes
[K-level structures. For simplicity, we write an each element of M;d’K’@(S) as (X, A, v, a). Moreover,
for any field F of characteristic 0, we denote the base change by M5, \ .

Definition 2.2.1. (1) SO, is an algebraic group over () whose R-valued points are given by

SO, (R) :={g € SL(L4.r) | (gv, gw) = (v, w), for any v, w € L4 g}.
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(2) We put
ngad := {oriented negative definite planes in Ly r}.

Then Qsioﬁd is naturally identified with Xgo ” which gives the Shimura datum (SO, Xso cd) with
a reflex field Q. Actually, Xso y is isomorphic to XGspin g which is defined as in Definition 3.2.3
via the adjoint representation.

Here, we quickly state the moduli interpretation of the Torelli theorem over Q.

Proposition 2.2.2 (the Torelli theorem [Madapusi Pera 2015, Corollary 5.4, Theorem 5.8]). Let K C Dy
be a compact open subgroup. Moreover, assume that K is contained in the principal level n congruence
subgroup of SO(L,; 7) withn > 3. Then M3, \ ¢ is representable by a scheme, and moreover there is the

period map which is an étale morphism between Q-schemes
j : M;d,K,@ — ShK(SOLd, XSOC([).
Here Shik(SO¢,, XSOLd) is the canonical model of the Shimura variety over Q.

In Proposition 3.3.3, we will use the more detailed properties of the period map j.

3. The uniform Kuga—-Satake construction

In this section, we recall the definition and properties of the Kuga—Satake construction. In this section,
we use only the uniform Kuga—Satake construction introduced by She. In fact, the classical Kuga—Satake
construction is enough for proving the polarized case (Theorem 4.1.3), but we need She’s methods to
prove the unpolarized case (Theorem 4.1.4). Hence we omit the classical Kuga—Satake construction to
avoid some repetitions.

3.1. Preparation. In this subsection and the next, we will define several algebraic groups and their adelic
subgroups which play an important role in the Kuga—Satake construction. In this subsection, we discuss
objects related with the lattice £,.

For any algebra R and any quadratic space A over R, we denote the Clifford algebra (resp. even
Clifford algebra) of N by C(N) (resp. CT(N\)).

Definition 3.1.1. GSpin,, is an algebraic group over Q, whose R-valued points are given by
GSpin,,(R) :={z € C*(La.r)* | 2La.rZ"" = La.r}-
Remark 3.1.2. (1) There exists the following natural homomorphism of algebraic groups over Q
fa:GSping, — SO,,; g (I glg™).
(2) For any Z-algebra R, we put

GSpin(L4.r) = {z € CT(Lar)* | 2La r7™" = La g}
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Then, for any prime number ¢, we can define
Ja : GSpin(L4,z,) — SO(La,z,)
by the conjugation. Moreover, it is easy to confirm the identity
GSpin(Ly,z,) = GSpin(L4,0,) NCT (Laz,)*.

(3) For any Z-algebra R, we will use the notation GSpin(Lg3 g) in a similar sense to (2). Moreover,
for any prime number ¢, we denote the conjugation map GSpin(Lg3,7,) — SO(Lg3,7,) by fk3. As
in (2), it follows that

GSpin(Lk3,z,) = GSpin(Lk3,0,) N CT (Lx3,2,) "

Lemma 3.1.3 [Madapusi Pera 2016, (2.6.1)]. Let £ be any prime number. Through the natural inclusion
C*t(Ly4z7,) CCT(Lk3.7,), we have

C*(Laz,) ={z € CT(Lk3.2,) | vaz = zva}.
Moreover, the above inclusion induces an embedding
GSpin(Ed,z@) C GSpin(ﬁm’zz).

Proof. The first claim is essentially proved in [Madapusi Pera 2016, (2.6.1)]. For the sake of completeness,
we recall the proof. For the first claim, both sides of the desired identity are primitive Z,-modules in
C*(Lk3.7,)- Thus, it is enough to show that

Ct(Lyq,) =1{z€C"(Lk3.q,) | vaz = zv4}.

It can be easily verified by using a basis of Lx3 g, which is given by a basis of £, g, and vy. For
the second claim, by Remark 3.1.2(2) and (3), we can reduce the problem to the obvious inclusion
GSpin(£L4.q,) C GSpin(Lk3,q,)- Il

Definition 3.1.4 [André 1996, Section 4.4; Rizov 2006, Example 5.1.4]. For any positive integer n, we
define a compact open subgroup Kzl?n C GSpin,,(Ay) by

K, = 1{g € GSpin(L,3) | g =1in CT(Ly 3,2}
Proposition 3.1.5 (cf. [André 1996, Section 4.4; Madapusi Pera 2015, Section 4.4]).
Dy(n) := fa(K;,) C SO(Ly7)
is a compact open subgroup of D.
Proof. First, we shall show that D;(n) is contained in D;. Lemma 3.1.3 shows that
Jk3(GSpin(Ly,7,)) C {g € SO(Lk3,7,) | gva = va},

thus the desired inclusion follows from Proposition 2.1.8.
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For the openness, it is enough to show that for any ¢ not dividing 2dn, the Z,-component of D,(n) is
equal to SO(Ly, 7,). This follows from [André 1996, Section 4.4]. O

The following proposition gives more information about D;(n).

Proposition 3.1.6. For any odd prime number £ # 2, we have

fa(GSpin(Ly,7,)) = (Dg)e.

If £ =2, as a subset of SO(Lk3.7,), we have

fa(GSpin(Ly,7,)) = (Da)2 N fx3(GSpin(Lk3,7,)).

Proof. If £ does not divide 2d, these results are essentially shown in the proof of Proposition 3.1.5.
First, for any prime number £, we have f;(GSpin(Ly4,z,)) C (Dg), as in the proof of Proposition 3.1.5.

We assume £ # 2. Forany g € (Dg)¢ C SO(Lg3,7,), by the same argument as in [André 1996, Section 4.4]

(here we use £ # 2), there exists z € GSpin(Lg3,7,) such that fx3(z) = g. Proposition 2.1.8 implies

1

Zvg7~ " = vy, and so in fact, z € CJF(Ed,ZZ)>< by Lemma 3.1.3. By Proposition 2.1.8, z stabilizes L4 7,

via conjugation; thus z € GSpin(L,; z,), finishing the proof of the first claim. If £ = 2, the second claim
follows by the same arguments. U

Remark 3.1.7. Unfortunately, if £ = 2, we have f;(GSpin(L4,7,)) # (Dg)2. Indeed, there exists
g2 € (Dg)» which is nontrivial in SO(Ly4,7/27) (for example, permutation of two components Hz, C L4,7,),
though any element in the image of f; is trivial there.

Corollary 3.1.8. Let (D;(n))¢ be the Zy-component of Dy(n), and ng be the L-part of n. Then, for any

prime number £ # 2, we have

[(Da)e : (Da(m))e] <n.

Moreover, there exists a positive integer N which is independent of d and n such that
. 2%)
[(Da)2: (Dg(n))2] <N -ny 7.
Proof. Assume ¢ # 2. We have the following commutative diagram:

GSpin(Ly,7,) —» (Da)e

(F)e —— (Da(n));

Here we have
(< )e = (g € GSpin(La,z,) | g = 1 in C*(La,z,/n,2,)}-

Since
20
#(CH(Lazymz)”) <#CT(Lazymz) =08 ",

the index of (K:fn) ¢ 1In GSpin(Ly, z,) is bounded by nfgzzo). This finishes the proof of the first claim.
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For the second claim, we put

N :=[SO(Lk3,7,) : fx3(GSpin(Lk3,7,))].

Then, by the second claim of Proposition 3.1.6 and the above arguments, we have

[(Da)2: Da(n)2] < [(Dg)2 : (Dg)2 N fx3(GSpin(Lk3,7,))] ,ng”) < N‘ngzzo). .

3.2. Preparation II. Here, we will introduce an even unimodular lattice £ of signature (26, 2) which
contains all £;. Then we will define related objects as in the previous subsection.

Proposition 3.2.1 (see also [She 2017, Lemma 3.3.1]). We put
L:=E oH.
For any positive integer d, there exists a primitive embedding of lattices
ig:Lg— L.
Proof. See [Nikulin 1979, Corollary 1.12.3]. O

Remark 3.2.2. (1) Since £ is unimodular, the group SO(L5) is the discriminant kernel of £, which is
defined as in Definition 2.1.7.

(2) To get a primitive embedding into a self-dual lattice, the lattice [E% ® H? @ (1) is enough (see [She
2017, Lemma 3.3.1]). However, we require that £ comes from a quadratic space for using the usual
definition of Clifford algebras.

Next, we will define related algebraic groups and Shimura data for £ as in Definitions 2.2.1 and 3.1.1.
Definition 3.2.3. (1) GSpin, is the algebraic group over Q2 whose R-valued points are given by
GSping(R) :={z € CT(Lr)* | zLrz ™' = Lg).

(2) Take a 2-dimensional negative definite subspace of Lg, and let e, e; be its orthogonal basis.
Let e/l, e/2 be an orthonormal basis over R which are given by constant multiples of e;, e;, and
J :=ejes € CT(Lpr). Let ¢ be the map

VS — GSping p; o+ Bi > o+ BJ,

and XGspin, be a GSpin (R)-conjugacy class containing .

(3) SO¢ is the algebraic group over Q whose R-valued points are given by
SO, (R) :={g € SL(LR) | (gv, gw) = (v, w) for any v, w € Lg}.

(4) Xso, is the (isomorphic) image of Xgspin, Via the adjoint representation GSpin, — SO¢.



On a cohomological generalization of the Shafarevich conjecture for K3 surfaces 2515

(5) For V := C(£) and a fixed a € V which is a constant multiple of eje;, define ¢, : V x V — Z
as ¢, (x, y) :=try,g(xay*). Here try,g(x) means the trace of a left multiplication map by x as in
[Huybrechts 2016, Chapter 4, Section 2.2], and * denotes the natural anti-automorphism on the
Clifford algebra. Then ¢, is a nondegenerate alternative form. We denote its degree by r. Let
GSpy , be the algebraic group over Q whose R-valued points are given by

GSpy ,(R) := {g € GL(Vg) | there exists ¢ € R™ such that ¢,(gx, gy) = c¢,(x, y) forany x, y € VR}.
Let (GSpy ., XGSpv,a) be the Shimura datum associated with (V, ¢,).
Remark 3.2.4. (1) Asin Remark 3.1.2(1), we can define a homomorphism
f :GSping — SOr; g+ (I glg™h).
Moreover, it induces a morphism of Shimura data
(GSping, XGspin,) = (SOr, Xso,)-
(2) We can define a homomorphism
h : GSpin, — GSpy, ,; g+ (v > gv).
Moreover, it induces an embedding of Shimura data
(GSping, XGspin,) —> (GSpiny ,, XGspin, )
by our definition of a (see [Huybrechts 2016, Chapter 4, Section 2.2]).
(3) We will use a similar notation as in Remark 3.1.2 (2), (3) for L.

Definition 3.2.5. For any positive integer 7, we define compact open subgroups [<,” C GSpin, (A ;) and
<. € GSpy ,(Ay) by

P :={g € GSpin(L7) | g =1 in C+(£Z/nz)},

I, :={g € GSpy ,(Ay) | gV7z = V7, g acts trivial on V7,,7}.
Remark 3.2.6. (1) One can show that 4 (<) C I, and 7~ (K,,) = K[°. Moreover, our definition of K,

coincides with A, in [Rizov 2010, Section 5.5]. Therefore, as in [Rizov 2010, Section 5.5], we have
an embedding

ShK,, (GSpvya, XGSPV,a) — .Ag,\/;m’@.

Here, we put g := 2?7, and A, Jr.n.@ 1 the moduli space of g-dimensional degree r polarized abelian
schemes with level n-structure.
(2) The lattice embedding i; : £; — £ induces a morphism of algebraic groups iy : SOz, — SO,. It

induces an embedding of Shimura data

(8O¢,, Xso,,) = (SO, Xs0,.).
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(3) One can show that D(n) := f(IK;") is a compact open subgroup of SO(L%) as in Proposition 3.1.5.
Moreover, it is clear that iy (Dy(n)) C D(n) because GSpin(Ly4,7,) C GSpin(Lz,) as in Lemma 3.1.3.

3.3. The uniform Kuga—Satake construction. In this subsection, we assume that a positive integer n
is sufficiently large (in our application, n would be a sufficiently large power of 2). The previous two
subsections imply that there exists the following diagram of schemes over Q:

ShK;P (GSplnc s XGSpin£ )

MSd,D,l(n),@A Shp,m)(SO¢,, Xso,,) RN Shp)(SO¢, Xso,) Shy, (GSpy 4, Xasp, ,)

Here Shi (G, X) means the canonical model of a Shimura variety of level K associated with (G, X)
over @, which is the reflex field of (G, X). Then, by the arguments in [Rizov 2010, Section 5.5], we can
find § which is a section of f over a certain number field E,. Indeed, as in [Rizov 2010, Section 5.5],
our definition of D(n) guarantees that f in the above diagram induces isomorphisms between geometric
connected components of the above Shimura varieties. Hence we can find a section of f over a number
field on which all geometric connected components are defined.

In the following of this subsection, we fix a field F' containing E,. We consider the base change
from Q to F of the above diagram.

st K (%)
M3y by —— Shp,)(SOL,) —— Shpr (SOp) Shy, (GSpy )

Here, and in the following of this paper, for simplicity, we denote (Shi (G, X))r by Shik(G). Moreover,
we denote the composition hodoizo j by Ay.

Remark 3.2.6 implies that there exists the universal abelian scheme A over Shy, (GSpy, ,) possessing
the degree r polarization and the level n-structure. Then, for (X, L, v, a) € Mé’d’ Dy(n), 7 (F) which
corresponds to a morphism 7 : Spec F — M3, |, .\, We can associate an abelian variety A-L% by
pulling buck A via A4 o t. We will quickly recall the properties of AX:L:®),

Definition 3.3.1. Let ¢ be any prime number.

(1) Let S be any (schematic) connected component of Shp;)(SO.), and s — S be a geometric point.
Then, as in [Milne 1990, III, Remark 6.1], we can show that

lim Shy(SO,) — Shp ) (SOL)
K

is a Galois covering with a Galois group D(n), and so we can associate the representation
m1(S,5) = (D(n))e = SO(Lz,).

We define Cszhef as the corresponding Z,-sheaf on Shp,)(SO,), which has a symmetric pairing
structure.
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(2) Similarly, we define Ef}ffzz as the Zy-sheaf on Shp,,)(SO,,) corresponding to the representation
(Dg(n))e — SO(Ly,7,). The sheaf Ei}?fzz has a symmetric pairing structure.

(3) Similarly, we define VZS?f as the Z;-sheaf on Shy, (GSpy, ,) corresponding to the representation
()¢ — GSp(Vz,, ¢q). The sheaf stzlf has a symplectic pairing structure.

Lemma 3.3.2. (1) There exists the natural injection of étale sheaves LM, — i*L preserving the
j d,Z, d*~z, P 8
pairing. Moreover, (EflhfZ()L is trivial as a Z¢-sheaf.

(2) There exists the natural injection of étale sheaves f *E}ff — End(h*(VZSZ‘f)), which induces a “left

multiplication” on a stalk.

Proof. For (1), it is enough to show that iy : L4 7, = Lz, is 71(S, §)-equivariant, and (Ed,zf)l is a trivial

m1(S, 5)-module. Here S is any connected component of Shp,,)(SO,,), 5 is a geometric point of S, and

m1(S, s)-module structures on Lg4,7,, L7, correspond to Lzhle, ijﬁszlzf. In regard to a Z,-sheaf given by a

representation of adelic subgroup, a pullback of a Z,-sheaf corresponds to a pullback of a representation.
Thus 71 (S, §)-module structure on Lz, is given by

71(S,5) = (Dg(n))e = (D(n))e — SO(Lz,).

Hence the desired claim is clear.
For (2), it is enough to show that the morphism

Lz, — End(Vz,); vi—> (z > vz)

is 1 (S, 5)-equivariant, where § is any connected component of Shys» (GSpin), and 771 (S, 5)-module struc-

tures on Lz,, Vz, correspond to f* (Eszhzf), h* (st?f). By the same reason as (1), these structures are given by

71(8,8) = (e L (D) = SO(Lz,),
71(8.5) = (ISP & (Kn)e — GSp(Vz,., pa).
Hence if we denote the first arrows of the both by o, these actions are described as

y=ave), y@ =0,
fory e m1(S,s), v € Lz,, and z € Vz,. Thus the desired equivariance is clear. ]

Proposition 3.3.3. Let £ be any prime number, t : Spec F — M5, ,, (). F be the point corresponding to
(X,L,v,a) e Mé’d’Dd(n)’F(F), AXLD) po the abelian variety given by (Agot)*(A), and Lz, x,L,«) be
the Gal(F / F)-lattice identified with (ig o j o t)*(L3}"). Then the following hold.

(1) There exists a Galois equivariant lattice embedding
PA((XFs L), Ze(D) C L7, 1.0
such that Gal(F / F) acts trivially on the orthogonal complement

PA(Xp Lp), Ze(D)) C L2y x, 1)
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(2) The abelian variety AL has a level n-structure defined over F. Thus each n-torsion point of
AL s Forational.

(3) The abelian variety AXL® admits a left C(L)-action over F, and moreover there exists an isomor-
phism of Z,-modules
XL,
HAAYED 20) ~ C(Lz,.(x.L.a)

which identifies the algebra
C(Lz,)™ CEnd(Hi(AX" . 7))

with
C(Lz,.x.L.0)® CEnd(C(Lz,.(x.L.a)))-

Here, the former inclusion of algebras is induced by the above C (L)-action, and the latter is induced
by the right multiplication.

(4) The left multiplication by C(Lz, (x.L.«)) on the right-hand side of the isomorphism in (3) induces a
Galois equivariant isomorphism

C(Lz,.(x.L.a) = Endec, o (HY(AS DD 7,)).
Here, the (left) C(Lz,)°P-module structure is induced by the left C (L)-action on AL gsin (3).

Proof. These results are essentially proved in [She 2017, Proposition 3.5.8].
Statement (1) follows from Lemma 3.3.2(1) and the fact

(o) (LYY) ~ PA(Xp, L), Ze(1))

(see [Madapusi Pera 2015, Proposition 5.6 (1)]).

Statement (2) is clear because the universal family .4 admits a level n-structure.

Before proving (3) and (4), we note that for the universal abelian scheme u : A — Shy, (GSpy, ,), we
have R'u,Z, ~ stilf.

For (3), as in [Madapusi Pera 2016, Section 3.10], h*(A)Shsz (Gspin,)c admits a C(£)-action which
corresponds to a right multiplication on the cohomology, since our definition of & guarantees that the
right multiplication preserves the Hodge structure. This action descends to F by [Madapusi Pera 2016,
Proposition 3.11] and induces a C(£)-action on AL+ with desired properties.

For (4), the statement (3) of this proposition and Lemma 3.3.2(2) imply the well-definedness and the
Galois equivariance of our morphism, and it is clearly bijective. (|

4. Proof of the Main Theorems

4.1. Statements.

Lemma 4.1.1. Let F be a finitely generated field over Q, R be a smooth algebra over Z which is an
integral domain with the fraction field F, and s be a geometric point corresponding to an algebraic
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closure F over F. For any m; (Spec F, 5)-module M such that Ker(mry(Spec F, 5) — Aut(M)) is closed,
the following are equivalent.
(1) The 7 (Spec F, 5)-action on M arises from a i (Spec R, 5)-action on M.
(2) Forany height 1 prime ideal p € Spec R, the 71 (Spec F, 5)-action on M arises from a w1 (Spec Ry, §)-
action on M.

(3) For any height 1 prime ideal p € Spec R, M is unramified at p, i.e., if we take v which is an extension
of valuation p to F, the inertia group Iy acts trivially on M.

When M satisfies the above equivalent conditions, we say M is unramified over Spec R.

Proof. First, we recall that 7 (Spec F, 5) — m1(Spec R, 5) is surjective and its kernel is identified with
Gal(F/Fy), where Fy' is the composite of finite extensions E/F which are unramified over Spec R [Fu
2015, Proposition 3.3.6]. Here, we say E/F is unramified over Spec R if the normalization of Spec R
in E is unramified over Spec R. The same results hold for R.

(1)< (2) By the assumption on M, it suffices to show that
Ker(m(Spec F,5) — m1(Spec R, 5))

is generated by
(Ker(7r(Spec F, 5) — m1(Spec Ry, 5)))p

as a topological group. By the above remark, it is enough to show that Fp' = ﬂht(p)zl F,‘;;. The inclusion
FY¥ C My =1 ng is obvious, and the other direction follows from the Zariski—-Nagata purity.

(2)(3) By the assumption on M, it suffices to show that Ker(sr|(Spec F,s) — m(Spec Ry, 5)) is
generated by (I3)g overp as a topological group, but it follows from the above remark. O

Remark 4.1.2. The condition “M is unramified at p” does not depend on a choice of v. Indeed, for
each p, the inertia group I; is determined by p up to conjugation in Gal(F /F).

The following are the statements of results of this section (for more generalized statements, see
Theorem 6.1.1).

Theorem 4.1.3. Let F be a finitely generated field over Q, R be a smooth algebra over Z which is an
integral domain with the fraction field F, and d be a positive integer. Then, the set

X : K3 surface over F,

L € Picx,p(F) : primitive ample,
HZ(Xp, @) : unramified over Spec R,
deg L =2d

Shaf(F, R,d) := { (X, L) / F-isom.

is finite.
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Theorem 4.1.4. Let F be a finitely generated field over Q, and R be a smooth algebra over Z which is an
integral domain with the fraction field F. Then, the set

Shaf(F, R) := {X | X : K3 surface over F, Hézt(Xp, Q) : unramified over Spec R}/F—isom
is finite.

Remark 4.1.5. For a nonempty open subscheme Spec(R’) C Spec(R), the finiteness of Shaf(F, R’, d)
(resp. Shaf(F, R")) clearly implies the finiteness of Shaf(F, R, d) (resp. Shaf(F, R)). Thus, to prove
Theorems 4.1.3 and 4.1.4, we may assume % € R. Note that it is equivalent to say that the residual
characteristic at any point of Spec R is different from 2.

4.2. Proof of Theorem 4.1.3. In this subsection, we use the same notation as Theorem 4.1.3, unless
otherwise noted. First, for using the Kuga—Satake construction, we will replace F by an appropriate finite
extension of it to provide a level structure on (X, L) € Shaf(F, R, d). The following lemma is essential
for justifying this replacement.

Lemma 4.2.1. Let E/F be a finite extension, Xo be a K3 surface over F, and Lo € Picx,/r(F) be a
polarization. Then, the set

{(X, L) | X is a K3 surface over F, L € Picy,r(F) : ample, (Xg, Lg) ~g (Xo,E, L07E)}/F—isom
is finite.

Proof. Taking the Galois closure of E in F , we may assume that E/F is a Galois extension. Then we
can identify this set with the Galois cohomology group H'(Gal(E/F), Autg (X, Lo)). The finiteness of
this set follows from [Huybrechts 2016, Chapter 5, Proposition 3.3]. U

Lemma 4.2.2 (cf. [André 1996, Lemma 8.4.1]). Let X be a K3 surface over F, L € Picx;r(F) be a
primitive polarization of degree 2d on X over F, and n be a positive integer. We put

W5 = P2((Xp, L), Z(1)).

Let
p:Gal(F/F) — O(W5)

be the natural Galois representation. Fix an isometry
: : e~ 2(v_ T
i(x.L)* Lx37 = Hy(Xp, Z(1)),

which restricts to an isometry Lg3 =~ H2(X(C), Z(1)), and which sends vy to ch3(L) (see Remark 2.1.6).
Using i(x, 1y, we identify Dg(n) with a compact open subgroup of SO(W%). Then, for any finite extension
E/F, we have

p(Gal(F/E)) C Dy(n) < pe(Gal(F/E)) C (Dy(n))¢ forevery £ |2n.
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Proof. In the following, we identify SO(Edi) with SO(W%) vie i(x, ). This lemma is essentially shown
in [André 1996, Lemma 8.4.1]. The following claim is shown in the proof of [André 1996, Lemma 8.4.1],
using specialization arguments and the Weil conjecture.

Claim. If there exists a prime number € such that p(Gal(F/E)) C SO(Wz,), then p(Gal(F/E)) C
SO(W5).

André stated that the above claim implies the following result.
p(Gal(F/E)) C Dy(n) < pe(Gal(F/E)) C (Dy(n)), for every £ | 2dn.

Indeed, for £ 1 2dn, we have (Ds(n)); = SO(L4.7,)-

More generally, for £ 1 2n, we have (D;(n))¢ = (Dg)¢ (see Corollary 3.1.8). Therefore, to gen-
eralize André’s result to our lemma, it is enough to show that if p, (Gal(F /E)) C SO(Wgz,), then
pe(Gal(F /E)) C (Dg)¢. However, since Gal(F / F) stabilizes chz, (L), it follows from our description of
the discriminant kernel

(Da)e = {80 € SO(HZ(X ., Z0)) | g¢(chz, (L)) = chz, (L)},
which follows from Proposition 2.1.8. g
In the rest of this section, fix a positive integer n which is a sufficiently large power of 2.
Proposition 4.2.3. To prove Theorem 4.1.3, it is enough to show that

X : K3 surface over F,
L € Picx,p(F) : primitive ample,
Shaf (F, R,d) = { (X, L) Hézt(XF, Q») : unramified over Spec R, ; /F-isom
deg L =2d,
(X, L) admits a D;(n)-level structure
is a finite set for any F, R, d as in Theorem 4.1.3. Moreover, if we fix a number field F’, it suffices to show
only in the case where F O F’ and % € R.
Here, “(X, L) admits a Dy(n)-level structure” means that there exists an element (X, L, v(x,1), ®(x,L))
in M3y p, oy, (F)-

Proof. We should prove the finiteness of Shaf(F, R, d). By Remark 4.1.5, we may assume % € R (so the
Tate twist ®Z,(1) does not affect the unramifiedness over Spec R; see Lemma 4.1.1).

First, we will show that there exists a finite extension E/F such that for any (X, L) € Shaf(F, R, d),
the pair (Xg, Lg) admits a Dy (n)-level structure. We fix (X, L) € Shaf(F, R, d) and i(x, ), moreover
we use the same identification as in Lemma 4.2.2. Let

P2 1= p(x.0).2 i m1(Spec R, 5) — O(PL((X . L), Z2(1))
be the representation induced by

p = persy : Gal(F/F) — O(PA((X 7. L), Z(1))).
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The inverse image 0, ! ((Dg(n))») is a finite index subgroup, so we can associate a pointed finite étale cover
Spec R— Spec R. Then we have p, (7t (Spec ﬁ, 5)) C (Dg4(n));. The former equals p; (Gal(F/Frac(ﬁ))),
and by Lemma 4.2.2, we can get the D,(n)-level structure on (XFraC( R I~ ;g)) by ix.1).

Here, note that

[m1(Spec R, 5) : 5 ' (Da(n))2)] < Cq :=[0(La.z,) : (Da(n))a],

where C, is independent of (X, L) and i(x ;). By the analogue of the Hermite—-Minkowski theorem
[Harada and Hiranouchi 2009, Proposition 2.3, Theorem 2.9], the family of subsets

C:={H C m(Spec R, 5) : open subgroup | [r;(Spec R, 5) : H] < Cy4}

is finite, therefore

Hy:= ﬂ H
HeC
is an open subgroup. Let Spec Ry — Spec R be the corresponding pointed finite étale covering, then by
the above argument, we can get a Dy(n)-level structure on (Xp,c(z,)> Lrrac(R,))- Hence we now get a
desired finite extension E := Frac(Ry).
Thus, by using the assumption for Shaf’ (E, ﬁo, d) and Lemma 4.2.1, we can show the finiteness of
Shaf(F, R, d). Note that the latter statement is clear by Lemma 4.2.1. O

The following proposition is essentially known by [André 1996], and one can prove it as a corollary of
the theory of potentially good loci of Shimura variety (see [Imai and Mieda 2020]).

Proposition 4.2.4. Assume F D E,, where E,, is as in Section 3.3. For (X, L,v,a) € M;d’Dd(n),F(F),
let AL be the Kuga—Satake abelian variety as in Proposition 3.3.3. Let R be a smooth algebra over 7
which is an integral domain with the fraction field F, and assume % € R. Assume that H ézt(X 7 Qo) is
unramified over Spec R (its Tate twists are unramified too, because % € R). Then, for any height 1 prime

ideal p € Spec R, the abelian variety A%1® has good reduction at p.>

Proof. We will follow the proof by André [1996, Lemma 9.3.1].* By the Néron—-Ogg—Shafarevich
criterion for abelian varieties (it is true whether a residue field is perfect or not), it is enough to show that
H élt(A(ﬁX’L’“), Z,) is unramified at p (here we use % € R). Let ¥ be an extension on F of the valuation p,
and ¢ : I; —> Aut(H élt(A%X’L’“) , Z3)) be a restriction of the Galois representation. Since C(L£)-action on
AX-L.9) s defined over F, for any y € I, we have

() € Endecy,yon (HL (ALY 29)) ~ C(Lz, (x L)
(see Proposition 3.3.3 (3), (4)). Thus we also denote its image by ¢(y) € C(Lz,,(x,L,a))-

31f n is a sufficiently large power of £, then the same argument work with £ in place of 2.

4The referee taught me another quick way of seeing this proposition. By the construction, the Galois representation on
H élt(A%X’L’a), @») has to factor through GSpin(P H ézt(X P Q»)) and hence the inertia representation has to factor through the
center @zx and in fact through ZZX by the compactness. Moreover, by the level assumption, it factors through 1 + 475, so it
finishes proof since 1 + 47, has no nontrivial quasiunipotent elements.
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On the other hand, I; acts trivially on Pézt((X 7> L), Z2(1)) by our assumptions (see Lemma 4.1.1),
and moreover acts trivially on Pézt((Xﬁ, Lz), Zy(1)*+ C L7,.(x,L,«) by Proposition 3.3.3(1), thus y (¢) = ¢
for any y € I; and ¢ € C(Lz,,(x,1,a))- By Proposition 3.3.3(4), we have y(z — cz) = (z > ¢z) in
Endc(clz)op(Hélt(Ag’L’a), 7,)), where the left-hand side is (z — ¢ (y)c@(y)~'z). This implies ¢(y) is
contained in the center of C(Lq,,(x,1,«)), Which is a reduced algebra.

Proposition 3.3.3(2) and the Raynaud semiabelian reduction criterion [SGA 7; 1972, Exposé 1X,
Proposition 4.7] imply that AX-L-® has semiabelian reduction at p (i.e., AX-L-% extends to a semiabelian
scheme over Spec Ry). Here, we use that n > 3 is a power of 2, and the residual characteristic of p is
not 2. Thus for any y € I, ¢(y) is a unipotent element of a reduced algebra, it is identity. Hence it
finishes the proof. g

We now complete the proof of Theorem 4.1.3. By Proposition 4.2.3, it is enough to show the finiteness
of Shaf (F, R,d) when F D E, and 1/2 € R. Here, we take E, as in Section 3.3. In the following, we
identify (X, L) € Shaf'(F, R, d) with (X, L, v, @) € M;d’Dd(n)’F(F) by choosing a level structure. Hence
for (X, L, v, @) € Shaf’(F, R, d), we can associate AX-L-® and since in the diagram (%) of Section 3.3,
each fiber of i, is finite and 4 is injective (because they are induced by an embedding of Shimura data), it
suffices to show the finiteness of A;(Shaf (F, R, d)). The image Ay(X, L, v, &) corresponds to AL
with their degree r polarization and level n-structure. However, by Proposition 4.2.4, the abelian variety
AX-L:9 hag g0od reduction at any height 1 prime of Spec R, so this set is finite by [Faltings 1983, Satz 6]
(for finitely generated fields of characteristic 0, see [Faltings et al. 1984, VI, §1, Theorem 2]).

4.3. Proof of Theorem 4.1.4. In this subsection, we use the same notation as in Theorem 4.1.4, unless
otherwise noted. The strategy is the same as [She 2017], i.e., we use Theorem 4.1.3 for reducing the
problem to the finiteness of Picard lattices, and use the uniform Kuga—Satake maps for associating
Shaf(F, R) with a finite set of abelian varieties.

Lemma 4.3.1 (cf. [She 2017, Corollary 4.1.3]). For any Xy € Shaf(F, R), there exist only finitely many
X € Shaf(F, R) whose Picard lattice Picx,r (F) is isometric to the Picard lattice Picx,r (F).

Proof. As in [She 2017, Proposition 4.1.2], a K3 surface X over F admits a primitive polarization whose
degree bounded by a constant depending only on the isometry class of Picy,r(F). Hence this lemma
follows from Theorem 4.1.3. U

Lemma 4.3.2 (cf. [She 2017, Lemma 4.1.4]). Let E/F be a finite extension. For any Xy € Shaf(F, R),
the set
{X < Shaf(F, R) | Xg >~ X(),E}

is finite.

Proof. Taking a Galois closure, we may assume E/F is a Galois extension. By Lemma 4.3.1, it suffices
to show the finiteness of isometry classes of Picard lattices Picy,r (F) associated with the considering
set. Note that Picy/r(E)SE/F) = Picy,r(F) and Picy,r(E) is isometric to Picx,,r(E). Since the set
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of conjugacy classes of subgroups of O(Picy,,r(E)) with the order [E : F] is finite by [Borel 1963,
Section 5, (a)], the desired finiteness follows. O

Proposition 4.3.3. Recall that we fixed a positive integer n which is a power of 2. To show Theorem 4.1.4,

it is enough to show that

X : K3 surface over F,

Hézt(XF, Q) : unramified over Spec R,
there exists dx, Ly, vx, ax such that
(X5 LX? VX, aX) S MSanDdX(n)v@(F)

Shaf' (F, R) :={ X / F-isom

is a finite set for any (F, R) as in Theorem 4.1.4. Moreover, if we fix a number field F', it suffices to show
only in the case where F O F’' and % € R.

Proof. The proof is similar to Proposition 4.2.3, but we need more precise evaluation since we should
discuss all degrees simultaneously.

As in the proof of Proposition 4.2.3, it is enough to show the finiteness of Shaf(F, R) with % € R.
First, note that every K3 surface over F' admits some primitive polarization over F. Therefore, for
any X € Shaf(F, R), we can associate a primitive polarization Ly. Let 2dx be the degree of Lx. We
will show that there exists a finite extension E/F such that for any X € Shaf(F, R), the pair (Xg, Lx E)
admits a Dy, (n)-level structure. For each X € Shaf(F, R), we fix i(x 1) as in Lemma 4.2.2, and we use
the notation p; := p(x,1y),2 in the same sense as in Proposition 4.2.3. To get a desired extension, we
should replace the bound Cy, in the proof of Proposition 4.2.3 by a bound which is independent of X.
For I' := p, (1 (Spec R, 5)), we have

[T : TN (Dgy (m)2] = [ : T NSO(La.2,)]- [T NSO(Lay 2,) : T N (Dagy (n)2] < 2N -n®.

Here, we use I' N SO(L4,7z,) C I' N (Dg)2 (which follows from Proposition 2.1.8, see the proof of
Lemma 4.2.2), and Corollary 3.1.8. We note that this bound is independent of X, Lx, and i(x 1 ). Hence
replacing Cy4 by 2N - n@ in the arguments in the proof of Proposition 4.2.3, we get a pointed finite étale
covering Spec ﬁo — Spec R, whose fraction field E satisfies the desired property. Thus, by using the
assumption for Shaf’(E, Ro) and Lemma 4.3.2, we get the finiteness of Shaf(F, R). The latter statement
is clear by Lemma 4.3.2. 0

Definition 4.3.4 [She 2017, Definition 4.1.10]. Let F be a subfield of C, X be a K3 surface over F, and £
be any prime number. We define (relative) transcendental lattices by

T(X) :=Picx,r(F)* C H*(X(C), Z(1)),
T(X)z, :=Picy/r(F)" C H3(Xp, Zi(1)),
T(X)7 := Picx,r(F)* C HX(X 7, Z(1)).

Here we omit the Chern class map.
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Remark 4.3.5 (cf. [She 2017, Corollary 4.1.13]). Recall that M := H 2(X(C), Z(1)) ~ L3 is unimodular,
and N :=Picx,r(F) is a primitive sublattice. In this situation, one can verify a canonical isomorphism
NY/N~M/(N+N*)~(NHY/N*.

Thus we get disc(Picy,r(F)) = disc(T (X)).
Lemma 4.3.6 (cf. [She 2017, Proposition 4.1.11]). For (X, L, v, «) € M;d’Dd(n)’F(F) and any prime

number £, we have
Gal(F/F
Lo )T =T(X)z,.
Here, the orthogonal complement of the left-hand side is taken in Lz, (x.L.«), and the above equality is as
a sublattice of Pézt((XF, Lg), Zy).
Proof. First, we can show that
T(X)z, = (PA(X ., L), Ze(1)) /D) -

(the orthogonal complement of the right-hand side is taken in Pézt((X 7> L§), Z¢(1))). Indeed, since the
both sides of this equality are primitive in Pézt((X 7 LF), Z¢(1)), it suffices to show this equality after
inverting £, which follows directly from the Tate conjecture over F' [1994, Theorem 5.6(a)].
Hence we have to show that
F Gal(F
(Pa((X s L), Ze() I = (g0 )+
(note that the L in both sides have different meaning). However, since the both sides are primitive in

L7,.(x,L,«)» We may invert £ for showing this equality, so it follows obviously from Proposition 3.3.3(1). [

Let us complete the proof of Theorem 4.1.4. As in the previous subsection, by Theorem 4.1.4, it
suffices to show the finiteness of Shaf’ (F, R) when F D E, and 1/2 € R. By Lemma 4.3.1 and the fact
[Cassels 1982, Chapter 9, Theorem 1.1] which asserts the finiteness of isometry classes of lattices with
bounded rank and discriminant, it is enough to show that disc(Picy,r(F)) (X € Shaf’(F, R)) is bounded.
Using Remark 4.3.5, we can reduce the problem to the finiteness of {7'(X)7 | X € Shaf (F, R)}/isometry.

For X € Shaf'(F, R), we choose an element

(X, Lx, vx, ax) € M3y p, .7 (F)-

Then, by Proposition 4.2.4 and [Zarhin 1985, Theorem 1] (for finitely generated fields of characteristic 0,
see [Faltings et al. 1984, VI, §1, Theorem 2]), the subset

{Aagy (X, Lx, vx,ax) | X € Shaf (F, R)} C Shy, (GSpy ,)(F)
is finite. We denote them by 11, ... ,,,, and we put
Shaf/(F, R),:={X € Shaf'(F, R) | AdX(X, Lx,vx,ax) =t}

Thus, the desired finiteness follows from the following lemma.
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Lemma 4.3.7. The 7-lattices T(X)7 (X € Shaf (F, R);) are isometric to each other.

Proof. By Lemma 4.3.6, it suffices to show that Lz, (x,1y.ay) (X € Shaf'(F, R);) is unique up to a
Gal(F / F)-equivariant isometry, for any £. We denote the lift of #; on Shp,)(SO,) via h o § (it exists
by the definition of #;, and it is unique because & o § is injective) by 7;. Recall that we have the étale
sheaf Eszlf, which has a symmetric pairing structure, so we get the Gal(F /F)-lattice fi*(ﬁszllf), which
depends only on 7. By our construction of Lz, (x.L.«) in Proposition 3.3.3, for any X € Shaf' (F, R);, the
Gal(F / F)-lattice L7, (x,1y.«y) is none other than 7} (Eszlf), finishing the proof. O

5. {£-independence

In this section, we prove £-independence of the unramifiedness for completing the proof of the main
theorem.

Lemma 5.0.1. Let K be a Henselian discrete valuation field, k be the residue field of K, p be the
characteristic of k, and X be a smooth proper surface X over K. Then, the following are equivalent.

(@) The Gal(K /K)-representation on Hézt(XIg, Qy) is unramified for some £ # p.
(b) The Gal(K /K )-representation on Hézt(X,?, Q) is unramified for all £ # p.

Moreover, if K is a complete discrete valuation field of mixed characteristic (0, p) with the perfect residue
field k and X is a K3 surface over K, then (a)(<(b)) is equivalent to the following.

(c) The Gal(K /K )-representation on H ézt(X i Qp) is crystalline.

Remark 5.0.2. (1) In fact, for K3 surfaces, Lemma 5.0.1 is already mentioned by Madapusi Pera in
[Matsumoto 2015, Remark 4.3] (using the Kuga—Satake construction, we can reduce the problem
to the case of abelian varieties). We note that such arguments also appeared in [Imai and Mieda
2020]. So we will prove only the £ versus £ part for general smooth proper surfaces as a corollary
of Matsumoto’s £-independence result [2016, Theorem 3.3(2)].

(2) If we assume that X admits a Kulikov model after a finite extension of K, then Lemma 5.0.1 is
known as a corollary of a good reduction criterion for K3 surfaces (see [Chiarellotto et al. 2019,
Theorem 1.1] for example).

(3) For any smooth proper surface X over K, one can easily prove the similar assertion for H ét i #72).
Indeed, the case of i =0, 4 is trivial. Moreover, for i =1, 3, by using the Picard variety, we can reduce
the problem to the case of abelian varieties. Therefore, it follows from the Néron—Ogg—Shafarevich
criterion for abelian varieties (and its crystalline analogue [Coleman and Iovita 1999, Theorem 1]).

5.1. Proof of Lemma 5.0.1. In this subsection, we prove the Lemma 5.0.1. As in Remark 5.0.2, it is
enough to show the equivalence (a)<>(b) in Lemma 5.0.1. Let K be a Henselian discrete valuation field, &
be the residue field of K, p be the characteristic of k, and X be a smooth proper surface over K.

First, we recall the definition of the monodromy operator.
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Definition 5.1.1. Let ¢ be a prime number different from p. Consider the representation
pe: Gal(K /K) — GL(H} (X, Qp)).

By Grothendieck’s monodromy theorem, there exists an open subgroup of the inertia subgroup J C Ig
and the nilpotent operator
Ne: Hy(Xg. Qo(1) — Hg(Xg, Q)

such that for all o € J, we have py(0) = exp(t;(0)Ng), where t, : Ix — Z¢(1) is a natural projection. By
fixing an isomorphism Q,(1) >~ Q;, we regard N, as a linear endomorphism of H ézt(X %> Q¢), which is
called the monodromy operator.

Remark 5.1.2. By the definition, N, does not change if we replace K by a finite extension of it.
The following lemma is an elementary fact about £-adic representations.
Lemma 5.1.3. The following are equivalent.
(1) The £-adic representation p; is unramified.
(2) Ne=0and tr(pe(0)) =dim(H;(X g, Q) for any o € Ik.

Proof. (1) = (2) is trivial. Therefore we prove the opposite direction. By the definition of the monodromy
operator, we have py(g) = 1 for any g € J, where J is an open subgroup of Ix. Hence for any o € Ik,
we get p¢(o) is of finite order, and the trace condition implies that p,(0) = 1. U

Definition 5.1.4. (1) There exists a unique increasing filtration M, (H ézt(X > Q¢) on H é"\‘t(X i» Q¢) such
that M, =0 forr <0, M, = Hézt(X,?, Q) forr >0, N(M,) C M, _, and N” induces an isomorphism
grM ~ M for any positive integer r. We call M, the monodromy filtration on H ézt(X 7 Qo).

(2) If X admits a strictly semistable model over Ok, we get the weight filtration W, (H ézt(X > Q) on
H ézt(X 7 Q¢) by the weight spectral sequence (see [Saito 2003, Corollary 2.8]). For general X, one
can also define the weight filtration W, by using de Jong’s alteration.

Lemma 5.1.5. (1) For any integer r, we have
M, (Hg (X g, @) = Wy (Hg (X . Qo).

(2) For any integer r, the dimension of gr}’v(H ézt(X - Qo)) is independent of ¢.

Proof. Part (1) is well-known as the weight monodromy conjecture for surfaces (see [Rapoport and Zink
1982, Satz 2.13; Saito 2003, Lemma 3.9)]. Part (2) follows from [Matsumoto 2016, Theorem 3.3(2)]. I

The proof of (a) < (b) in Lemma 5.0.1. Taking a completion, we may assume K is complete. We shall
prove (a) = (b). Take prime numbers £, £’ # p. By [Ochiai 1999, Corollary 2.5] (for imperfect residue
fields, see [Vidal 2004, Proposition 4.2]), we have tr(p;(0)) = tr(pg (o)) for any o € Ix. By the definition
of the monodromy filtration, we have

Ne =0 & dim(gr) (HZ(X g, Qp))) = dim(HZ (X g, Qo).

Therefore, by Lemmas 5.1.3 and 5.1.5, we get the desired implication.
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6. Corollaries

6.1. Some remarks. First, combining Theorem 4.1.4 with Lemma 5.0.1, we obtain the main theorem in
a more generalized form.

Theorem 6.1.1. Let F be a finitely generated field over Q, R be a finite type algebra over Z which is a

normal domain with the fraction field F, and d be a positive integer. Then, the set
S(F, R) :={X | X : K3 surface over F satisfying the condition (C)}/F-isom
is finite. Here, the condition (C) is the following.

(C) For any height 1 prime p € Spec R, take a discrete valuation field E, such that Ey is an algebraic
extension of discrete valuation fields over I = Frac(Ry), the residue field of Ey, is the perfection of
the residue field of Ry, and a uniformizer of Ry is also a uniformizer of Ey. Then, there exists a prime
number £ different from the residual characteristic of p such that H ézt(X By Q) is an unramified
Gal(F / Ep)-representation.

Remark 6.1.2. (1) The field extension E, in the condition (C) always exists by [Matsumura 1989,
Theorem 29.1].

(2) By Lemma 5.0.1, the unramifiedness assumption in the condition (C) is independent of £. If the
residual characteristic of p is positive, replacing E, by the completion of it, we can replace this
condition in terms of crystalline representations.

Proof. Shrinking Spec R if necessary, we may assume that R is smooth over Z since the generic fiber
R ®7 Q is generically smooth over Q. Let M be the order of GL,,(F;). Shrinking Spec R again, we may
assume that 1/M € R. Consider a height 1 prime p € Spec R, and we denote its residual characteristic by
p > 0. Take an extension of valuation p to F, and we denote it by U. We denote the inertia subgroups by
I; C Gal(F/F), I’ C Gal(F/Ep). We denote the Gal(F / F)-representation Hézt(XIg, Z5) by p. Then, by
Remark 6.1.2(2), we get p(I7) = 1. If p =0, we have p(I) = p(I}) = 1. If p > 0, for any finite index
open normal subgroup H of p(I;), we get [p(l3) : H] is a p-group. (Here, we use that for any finite
extension of discrete valuation fields of characteristic 0, the extension degree is equal to the product of
the ramification index and the inertia degree). Therefore we get

p(I3) N (1+2-Maty(Z)) =1

since the former is pro-p and the latter is pro-2. Moreover, the image of p (/) in GL2,(F;) via the
reduction map is trivial because p does not divide M. Therefore, we get p(I;) = 1 even if p > 0. Thus
we have S(F, R) C Shaf(F, R), so S(F, R) is a finite set. O

Next, as an immediate consequence of Theorem 6.1.1, we obtain the unpolarized Shafarevich conjecture
for K3 surfaces over finitely generated fields of characteristic 0.
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Definition 6.1.3. Let R, be a discrete valuation ring with maximal ideal p, and F be the fraction field of Ry,.
For a K3 surface X over F, we say X has good reduction at p if there exists a smooth proper algebraic
space over R, whose generic fiber is isomorphic to X. Note that such model would be automatically a K3
family over Spec Ry, (see Definition 2.1.1(2)).

Corollary 6.1.4. Let F be a finitely generated field over Q), and R be a finite type algebra over Z which
is a normal domain with the fraction field F. Then, the set

{X | X : K3 surface over F, X has good reduction at any height 1 prime ideal p € Spec R}/F-isom
is finite.

6.2. The finiteness of twists. Here, we give the finiteness result of twists of K3 surfaces via a finite
extension of characteristic 0 fields.

Corollary 6.2.1. Let F be a field of characteristic 0, E/ F be a finite extension, and X be a K3 surface
over F. Then, the set

Twg r(X) :={Y : K3 surface over F | Yg ~p Xg}/F-isom
is finite.

Proof. Clearly, we may assume E/F is a finite Galois extension. First, we will reduce the problem to the
case of finitely generated fields. Since Aut(X ) is a finitely generated group [Sterk 1985, Proposition 2.2],
extending E if necessary, we may assume Aut(Xg) = Aut(X ). We can take a finitely generated field
E’ C E on which X and any elements of Aut(Xg) are defined. Moreover, by extending E’ if necessary,
we may assume E’ is Gal(E/F)-stable and Gal(E/F) — Aut(E’) is injective. Let F' be the fixed subfield
E'GA(E/F) Then, the description of twists

Twe,r(X) >~ H (Gal(E/F), Aut(Xg)) ~ H' (Gal(E'/F'), Aut(Xg')).

implies that the desired finiteness is reduced to the case of E'/F".

Thus, in the following of this proof, we assume F is a finitely generated field and E/F is a finite
Galois extension. One can take a smooth proper morphism of schemes X — Spec R whose generic
fiber is X, where R is a smooth algebra over Z which is an integral domain with the fraction field F
and % € R. Then, via a monodromy action, we get H ézt(X 7> Z£>) is unramified over Spec R. Let R be the
normalization of R in E. Shrinking Spec R if necessary, we may assume Spec R — Spec R is a finite
étale covering. Since E is unramified over Spec R, by [Fu 2015, Proposition 3.3.6], we have

Ker(m(Spec E, s) — m1(Spec ﬁ, 5)) = ker(mr (Spec F, 5) — m1(Spec R, 5)).

For any Y € Twg,r(X), the isomorphism Yr ~g X implies that the Gal(F/E)—action on Hézt(YF, Z5)
arises from a m(Spec R, s)-action. Moreover, because of the above equality, the Gal(F / F)-action on
Hézt(YF, Z>) also arises from a 71 (Spec R, 5)-action. Hence we get a natural inclusion Twg,r(X) <
Shaf(F, R), and thus the desired finiteness follows from Theorem 4.1.4. O
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Iterated local cohomology groups and
Lyubeznik numbers for determinantal rings

Andras C. Lérincz and Claudiu Raicu

We give an explicit recipe for determining iterated local cohomology groups with support in ideals of
minors of a generic matrix in characteristic zero, expressing them as direct sums of indecomposable
D-modules. For nonsquare matrices these indecomposables are simple, but this is no longer true for
square matrices where the relevant indecomposables arise from the pole order filtration associated with
the determinant hypersurface. Specializing our results to a single iteration, we determine the Lyubeznik
numbers for all generic determinantal rings, thus answering a question of Hochster.

1. Introduction

We consider positive integers m > n > 1 and let X = C™*" denote the affine space of m x n complex
matrices, equipped with the natural action of the group GL = GL,,,(C) x GL, (C). We denote the orbits
of the GL-action by O,, 0 < p <n, where O,, consists of matrices of rank p, and write H (—) for the
functors of local cohomology with support in the orbit closures. If we let S = Clx;;] denote the coordinate
ring of X, and let /4 be the ideal of (p+1) x (p + 1) minors of the matrix of indeterminates (x;;), then
1 p+1 is the ideal of functions vanishing on the variety O p» and the functors H ( ) are often denoted by
(—), and referred to as the functors of local cohomology with support in the ideal I,1. The goal of

1 pt
this work is to give an explicit recipe for computing all the iterated local cohomology groups

Hy (5 (- Hy (5)--2)). (1-1)

Specializing our results to the case H (H (S)) we determine the Lyubeznik numbers of the coordinate
ring of each O p» and observe a dlchotomy between the case of square and nonsquare matrices. This is
explained geometrically by the way the conormal varieties to the orbits intersect in the two cases, and
algebraically by the fact that an appropriate category of modules is semisimple for nonsquare matrices,
and quite interesting for square matrices.

The groups (1-1) are finitely generated modules over the Weyl algebra Dy of differential operators on X,
which in addition are equivariant for the action of the group GL. We will therefore work in the category
modg (Dx) of GL-equivariant Dx-modules, which is known by a result of Vilonen [1994, Theorem 4.3]
to be equivalent to the category of finitely generated modules over a finite-dimensional algebra, or
alternatively, to the category of finite-dimensional representations of a quiver with relations. The explicit

MSC2010: primary 13D45; secondary 13D07, 14M12.
Keywords: determinantal varieties, local cohomology, Lyubeznik numbers, equivariant D-modules.
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description of the relevant quiver has been obtained in [Lérincz and Walther 2019, Theorem 5.4], and it
is closely related to that of the quiver attached to a slightly larger category considered in [Braden and
Grinberg 1999, Section 4.1]. We identify a suitable finite set of indecomposable objects in modgr (Dx)
and express each of the local cohomology groups in (1-1) as a direct sum of these indecomposables.
The multiplicities of indecomposables are encoded in terms of Gaussian binomial coefficients (reviewed
in Section 2B). Our proofs employ the symmetries coming from the GL-action, the inductive structure
of determinantal varieties, and the quiver description of modgr.(Dyx), as well as a number of vanishing
results for local cohomology that we prove by working on appropriate desingularizations of determinantal
varieties, and using Grothendieck duality and the Borel-Weil-Bott theorem.

For nonsquare matrices (m > n) the category modgr (Dyx) is semisimple by [MacPherson and Vilonen
1986, Theorem 6.7], since the conormal varieties to the orbits (described in [Strickland 1982]) intersect in
codimension > 2. This has two important implications:

o The indecomposable modules in modg (Dy) are simple.

o The module structure of M € modgr (Dy) is determined up to isomorphism by its class [M]p in the
Grothendieck group I'p of modgL(Dx) (see Section 2D).

For this reason we begin by considering the simpler problem of determining the class in I'p of a local
cohomology group. We return to the general case m > n and let

DO’D19"'5D}1

denote the simple objects in modg (Dy), where D, has support equal to 9] p» and is often referred to
as the intersection homology Dx-module corresponding to the orbit O,. When p = n, we have that

0, = X and D, = S is the coordinate ring of X. Our first theorem determines the class in I'p of the local
cohomology groups of each D, thus generalizing the main result of [Raicu and Weyman 2014] which

addresses the case p = n.

Theorem 1.1. For every 0 <t < p <n < m we have the following equality in I'p[q]:

t
S UL (Do g7 = Y [Dlp-q =0 0o (M7 )q2 (77 : ‘S)qz. (1-2)

—S r—s
j=0 s=0 p

The restriction to the case ¢ < p is done in order to avoid trivialities. If M is any S-module whose
support is contained in O, (such as M = Dp,orM= Hé (N) for p <t, j >0, and any S-module N), then
p

H%(M):M and H (M) =0 fori > 0. (1-3)

For this reason, there is no harm in assuming for instance that i} < i, < --- < i, in (1-1).

Example 1.2. Consider the case when m =3 and n = 2. For p =2 and t = 1 we have D, = § and

1
S 1HL (91p-¢' = Y Dp ¢ =[Dilp >+ [Dolo 47,
j=0 =0
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which implies that the only nonzero local cohomology groups are in this case (see also [Walther 1999,
Example 6.1])
HZ (S)=D; and H} (S)=Dy.
1 0,

For p =1 and t = 0 we obtain

Z[Héo(Dl)]D -q’ = [Dolp - q* - G)qz = [Dolp - q* +[Dolp - ¢*.
j=0

Combining this with the observation (1-3) it follows that the only nonzero groups H'50(H ('71 (8)) are
2 2 _ g4 2 _ 70 3 _
HZ (HZ ($)) = Hj (H3 (5) = HS (H} ($)) = Do. (1-4)

Iterated local cohomology groups have been studied in the seminal work [Lyubeznik 1993], which
introduced a new set of numerical invariants attached to any local ring which is a quotient of a regular
local ring containing a field [Lyubeznik 1993, Theorem-Definition 4.1]. These invariants are known
today under the name of Lyubeznik numbers, and have been the subject of extensive investigation (see
[Nufiez Betancourt et al. 2016], for example). For determinantal rings, the question of describing the
Lyubeznik numbers was posed by Mel Hochster as part of his list of “Thirteen Open Questions about
Local Cohomology”. Part of our work here is dedicated to answering this question. For p < n we have
that S/1,4 is the coordinate ring of 9] p» and we let RP) = (S/I p+1)m denote its localization at the
maximal homogeneous ideal. The Lyubeznik numbers X; ; (RP)) are characterized by the equalities

, i @i i (RP
Hp (H " ($) = D, (1-5)

We encode the Lyubeznik numbers of determinantal rings by a bivariate generating function L, (g, w) €
Zlg, w],
Lp(g.w)= Y A ;j(RP) " -wl. (1-6)
i,j>0
We prefer this encoding since it is more compact than the one given by the Lyubeznik tables
ARPY) = (i (RP))o<i, j<dim(r)
which were first considered in [Walther 2001]. We have for instance from (1-4) that whenm =3 and n =2,

00010
00000
Li(g,w)=w+¢> w*+4* w*  orequivalently AR =]0000 1
00000
00001

In this example, R is the local ring at the vertex of the affine cone of the Segre embedding P! x P? — P>,
Since P! x P2 is smooth, it is known that the Lyubeznik numbers have a topological interpretation, being
determined by the Betti numbers of P! x P? [Garcia Lépez and Sabbah 1998; Switala 2015]. By contrast,
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there are singular examples where the Lyubeznik numbers at the cone point depend on the projective
embedding [Reichelt et al. 2018; Wang 2020], so the topology of the projective scheme does not control
on its own the Lyubeznik numbers. Nevertheless, based on the work [Reichelt et al. 2018], one can show
that in the case of (projective) determinantal varieties most of the Lyubeznik numbers do not depend on
the choice of embedding into a projective space (see [Reichelt and Walther > 2020]).

For nonsquare matrices our Theorem 1.1, together with the fact that modgr.(Dy) is semisimple, gives
the following description of Lyubeznik numbers.

Theorem 1.3. If m > n > p then the Lyubeznik numbers for R'P) are computed by

Ly(g.w) = Xp:qsz+5'(m—n) . (’;)qz P 2P (mAn=2p=2) <”I—)i;5)w2‘ (1-7)
s=0
In fact, using Theorem 1.1 and the semisimplicity of modgy (Dx) we can determine (1-1), and in
particular describe the generalized Lyubeznik numbers as defined in [Nifiez Betancourt et al. 2016,
Section 7]. More generally,

Hy (Hy, (- Hy (D))

can be computed for any D,. We leave the determination of the precise formulas to the interested reader.

When m = n the situation is more subtle, as can be seen already in the following simple example.

Example 1.4. Suppose that m =n =2 and let p = 1. Applying (1-2) we get
[H (5)]p = [Dolp +[Dilp

but Hél(S) is not the direct sum of Dy and D;! If we write det for the 2 x 2 determinant, then
H (131 (S) = S¢et/ S contains no nonzero elements annihilated by the maximal homogeneous ideal, so it can’t
contain Dy (which is supported at 0) as a submodule. This observation is also reflected in the calculation
of Lyubeznik numbers, as follows. Since O0,isa hypersurface of (affine) dimension 3 (the cone over
P! x P! ¢ P3), the only nonzero Lyubeznik number is A3 3(R") = 1, that is the only nonzero group
H(%O(H'al (S)) is 3 1

Hao(Hal(S)) = Dy.

The nonzero local cohomology groups H(.ﬁo(DO) and H.EO(DI) are by (1-2) and (1-3)
HJ (Do) = Hy; (D1) = H} (D) = Dy,
so the local cohomology groups of H (13 (S) are not the direct sums of those of Dy and D;. In particular,
1
specializing (1-7) to the case when m = n would give the wrong answer! Instead, we have the following.
Theorem 1.5. I[fm =n then L,,_1(q, w) =(q - w)”z_1 and for 0 < p <n —2 we have

p
249 n—] 249 .2n—2p—2 I’l—2—s
Lygouwy =3¢ (V) rwrt e (VT 8)
s=0
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For instance, in the case of 4 x 4 matrices of rank at most 2 (m =n =4 and p = 2) we obtain
Lag,w)=w* + (@’ +¢° +q7) - v+ @ +¢""+¢") - (1-9)

Analogues of Theorems 1.3 and 1.5 for ideals of Pfaffians of a generic skew-symmetric matrix have been
obtained by Mike Perlman [2020], but the corresponding problem for symmetric matrices remains open.

As we saw in Example 1.4, for square matrices the (iterated) local cohomology groups of S are no
longer expressible as direct sums of the simple modules D,. We proceed instead to construct a different
set of indecomposables that play the role of the simples. We let det = det(x;;) denote the determinant of
the generic n x n matrix, and let (det™”)p denote the Dy-submodule of Sy generated by det™”. It is
shown in [Raicu 2016, Theorem 1.1] that

0CSC(det )p & G (det™)p = Sgut (1-10)

is a Dx-module composition series with composition factors S >~ D,, and

(det”")p

man_p forp=1,...,n. (1-11)

We define Q, = Sget and for p =0, ..., n—1, we let

Sdet
= 1-12
o (det?~"+1y (-12)
It follows from (1-10) and (1-11) that Q, has composition factors Dy, ..., D,, hence
)4
[Qylp =) [Dilp (1-13)
s=0

and the support of Q, is o p- We denote by add(Q) the full additive subcategory of modgr.(Dx) consisting
of modules that are isomorphic to a direct sum of copies of Qg, Q1, ..., Q. It follows from (1-13) that
[Qolp, ..., [Qn]p form a basis of the Grothendieck group I'p, so a module M € add(Q) is determined
up to isomorphism by [M]p. The following result (when combined with (1-2), (1-3), and (1-13)) allows
one to determine (1-1) when m = n, or more generally to describe arbitrary iterations

H’a] (H'aiz(---H'ar(M)---)), where M =D, or M =Q,, p=0,...,n.

Theorem 1.6. Forevery0 <t < p <n=m and j > 0 we have that
H. (D)) €add(Q) and HJ (Q,) € add(Q).

Moreover,

t

i P —242(p—s) (RH—S—1 p—s—1
S oUHS (@l -q" = Y [Q:dp-g 0= (M) L ( ). (1-14)

—s —t—1
j=0 s=0 p p
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This theorem is explained in Section 6. A formula analogous to (1-14) holds for the groups H ér (Dp),
and can be obtained based on (1-2) from the fact that H (Jj[ (D)) € add(Q) (see Theorem 6.1). To see how
Theorem 1.6 allows for the calculation of Lyubeznik numbers, or more general iterated local cohomology
groups, we explain next how to derive (1-9).

Example 1.7. If m =n =4 and p = 2 then we have

St 1007 2 [Dolo - (¢* +4°+ 4% + [Dilp - (¢* +4°) + [ Dalp -4

= (1-13) 4 6 8
= [Q2lp-q" +[Qilp-q° +[Qolp-q°.

By Theorem 1.6 we have that Héz (S) € add(Q) for all j; hence
HE (S)=02. HS (S)=0i. and HS (S)=Qo=Do.

Using (1-3) we get H% (H%Z(S)) = Dy and therefore Xo,g(R(z)) = 1. Using (1-14) we have
0

. . 3
Y H] (0DIp ¢’ =[Qolp-q°- (1) =D (g’ +q"+4q")

j=0 q

and therefore )\3,10(R(2)) = A5’10(R(2)) = )»7,10(R(2)) = 1. Using (1-14) again we have

. ' ;
Z[HéO(QZHD ¢/ =[Qolp-¢*- <2> =[Dolp- @ 44" +4"2)
j=0 q
and therefore Ag 12(R®) = A10.12(R®) = A12.12(R?) = 1. All the remaining Lyubeznik numbers vanish,
proving (1-9).

The paper is organized as follows. In Section 2 we recall some basic notions regarding weights
and Schur functors, g-binomial coefficients, categories of admissible representations and equivariant
D-modules, and Bott’s theorem for Grassmannians and flag varieties. We also discuss briefly families of
determinantal rings over a general base, and the inductive structure of determinantal rings. In Section 3 we
prove Theorems 1.1 and 1.3. Sections 4 and 5 are concerned with a number of technical results proving
the vanishing of a range of local cohomology groups. In Section 6 we recall the quiver description of the
category modgr (Dx) and use it in conjunction with the vanishing results of the earlier sections to provide
an inductive proof of Theorem 1.6. We also derive Theorem 1.5 as a quick corollary of the previous local
cohomology calculations.

2. Preliminaries

n

2A. Dominant weights and Schur functors. We write 7" _ for the set of dominant weights in 7", i.e.,

dom
tuples A = (A1, ..., Ay) € Z" with Ay > Ay > --- > X,,. When each A; > 0 we identify A with a partition
with (at most) n parts, and write A € N . When A € 7" is not dominant, it must contain inversions, i.e.,

pairs (i, j) withi < j and A; < A ;. The size of A is |A| = Aj +-- -+ A,. We sometimes use Greek letters
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n
dom

n

: /
dom+ We write x” for

to denote weights A € Z); _ and underlined Roman letters to denote partitions x € N
the conjugate partition of x, where x} counts the number of parts x; with x; > i. We partially order Z}_

(and NI ) by declaring A > p if A; > pu; foralli =1, ..., n. If a > 0 then we write a x b or (b*) for

dom
the sequence (b, b, ..., b) where b is repeated a times.
If V is a vector space with dim(V) =n and A € Z) = we write S, V for the corresponding irreducible
representation of GL(V') (or Schur functor). Our conventions are such that if A = (4,0, ..., 0) then

S,V = Symd V, and if A = (1") then S, V = /\" V. More generally, one can define S, & for any locally
free sheaf £ of rank n on some algebraic variety X. We write det(£) for /\"€ and call it the determinant
by identifying x € N’} with (x, 0"™"),

n m
as a subset of N Yom

of £. For m > n we will always think of Nj_ dom

and in this way S,V (resp. S;&) is defined whenever dim(V) > n (resp. rank(€) > n).

2B. Gaussian binomial coefficients. For a > b > 0 we define the Gaussian (or q-)binomial coefficient
(Z)q to be the polynomial in Z[q] defined by

(a) _ (1—g%-(1 _qa—l) ! _qa—b-i-l)
b/ (1—gt)-(1—gt - (1—¢q)

These polynomials are generalizations of the usual binomial coefficients, satisfying the relations

(), =(2n), (0),=(), =1 e (5),=(5) @D

One significance of the g-binomial coefficients is that (Z)q2 describes the Poincaré polynomial of the

a
b

number of Schubert classes of (co)dimension j, or equivalently the number of partitions x of size j

Grassmannian of h-dimensional subspaces of C% As such, the coefficient of g/ in ( )q computes the

contained inside the rectangular partition (a — b) x b. We get
a
(b)ﬁ > (2-2)
x<(b*=b)

Using the fact that the map x — x° := (b — x4—p, b —X4—p—1, ..., b —x2, b — x1) defines an involution
on the set of partitions x < (b, satisfying [x°| =b - (a — b) — | x|, we get that

a _ a . —b-(a—b) (2_3)
(b)w (b>q 1
The g-binomial coefficients also satisfy recurrence relations analogous to the Pascal identities for usual
binomial coefficients, namely
ay _ p (a—1 a—1
(b)q_q ( b )q+(b—1)q' (2-4)

2C. The ring of polynomial functions on m x n matrices and its equivariant ideals. We consider
positive integers m > n > 1 and let X = C"*" denote the affine space of m x n complex matrices. We
let GL = GL,,(C) x GL,(C) and consider its natural action on X via row and column operations. The
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orbits of this action are the sets O, consisting of matrices of rank p, for p =0, ..., n, and their orbit
closures are given by

o p
0,=\Jo.
i=0

The coordinate ring S of X can be identified with the polynomial ring § = C[x;;], where 1 <i <m and
1 < j <n. If we write I, for the ideal of p x p minors of the generic matrix (x;;), then I, is the defining
ideal of the closed subvariety O p—1 of X. To keep track of the equivariance it is convenient to identify the
space of linear forms in S with the tensor product C” ® C", which has a natural GL-action. The polynomial
ring S can then be thought of as the symmetric algebra Sym¢ (C" @ C") = P~ Sym?(C" ® C"), where
the component indexed by d corresponds to homogeneous forms of degree d in the variables x;;. The

structure of S as a GL-representation is governed by Cauchy’s formula [Weyman 2003, Corollary 2.3.3]

S= P s.C"®S,C". (2-5)

n
EENdom

We write I, C S for the ideal generated by the component S,C" ® S, C" in the above decomposition.
If x = (17) then the ideal I, coincides with the ideal I, defined earlier. As a GL-representation we have

L=s,cres,c. (2-6)

y>x

2D. Egquivariant D-modules and the Grothendieck group I'n. We write X = C™*" as in the previous
section, let Dy denote the sheaf of differential operators on X, and let modgr(Dx) denote the category
of GL-equivariant coherent Dx-modules. The category modgy (Dy) is a full subcategory of the category
of coherent Dx-modules, stable under taking subquotients (for more details on categories of equivariant
Dx-modules, see [Lorincz and Walther 2019, Section 2.1]). The simple objects in modgL(Dyx) are
Dy, ..., D,, where D, denotes the intersection homology D-module corresponding to the orbit O,,.
As a GL-representation, D, decomposes as (see [Raicu and Weyman 2014, Theorem 6.1; 2016, Main
Theorem(1); Raicu 2017, Theorem 5.1])

D,= P SunC"es.C. 2-7)
Ap=p—n
Ap+1<p—m
where
)‘(P) = ()"19 teey )"pv (p - n)m7n7 )\p—Fl + (m - n)v teey )"Vl + (m - n)) (2_8)

We note that for p = n the formulas in (2-5) and (2-7) coincide, which is a reflection of the fact that D,, = S.

We write I'p for the Grothendieck group of modgr.(Dy), and write [M]p for the class in I'p of an
equivariant Dy-module M. We note that the group I'p is a free abelian group of rank (n + 1), with
basis given by [D,]p, for p =0, ..., n. An important construction of new objects in modg (Dx) comes
from considering the local cohomology groups Hét (M) for j >0,0<t<n,and M € modg(Dx). A
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first approximation to the structure of these groups is given by their class in I'p. To keep track of this
information it is convenient to write ['p[g] for the additive group of polynomials in the variable ¢ with
coefficients in I'p, and define

HP(M:q) =) [H] (M)]p-¢’ € Tplql. (2-9)
Jj=0

In the case when M = §, the main result of [Raicu and Weyman 2014] (as interpreted in [Raicu and
Weyman 2016, Main Theorem(1)]) yields

t
—1)2 4 (n—s)-(m— n—1-—s
HP(S:q) =) [DJp-q " oo (75 (2-10)
s=0

We define a pairing ( , )p : I'plg] x I'plg] — Z[q] given by

V(@Y @)p=>_v(@) v,

s=0
where y () =Y +_o[Dslp-ys(q) and y'(q) = > 5_o[Ds1p ¥/ (). The assertion (2-10) is then equivalent to

n—1-—s

—1)? —5)-(m—
(HP(S:). Dy)p =g +=oonom. (M7 °

)qz for 0<s<t, and (HP(S:q), Dy)p =0 fors > 1.

Notice that in the formula above we have written D; instead of [ D;]p, to simplify the notation. We will
continue to do so as long as there is no possible source of confusion.

2E. Admissible representations and the Grothendieck group I'cr. We define an admissible represen-
tation of GL to be a representation M that decomposes as

M= P (SiC"®S,CHo
AeZY

dom

MGZ”

dom

for some nonnegative integers a;, ;. Examples of such representations include the polynomial ring in (2-5),
the ideals (2-6), and the Dyx-modules in (2-7). More generally, if M is a finitely generated GL-equivariant
S-module or Dy-module then M is an admissible representation.

We write 'L for the Grothendieck group of admissible GL-representations, and write [M]gL. for the
class in I'gL, of a representation M, and often refer to [M]gL as a character. The admissible representations
form a semisimple category, which implies that [M]gr, determines M up to isomorphism. We have that
"G is isomorphic to the product of copies of Z indexed by s, , =[S, C" ® S, C" gL, with A € ZJ  and

dom

weZ . Wedefine I'gr[¢g] in analogy with I'p[g], and express any y (¢) € I'cL(¢g) as an infinite sum

dom*

v@) =Y a.,u(q) sy witha, ,(q) €Z.
Al
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We consider the partially defined pairing ( , ) : ['gLlg] X I'cLlg] — Zlq]

Y@ Y@= _aru(q)-a; ,(q) 2-11)
A
whenever the sum (2-11) involves only finitely many nonzero terms.

We have a forgetful map that associates to a module M € modgr.(Dx) the underlying admissible
representation. This induces a homomorphism I'p — ['gp given by [M]p +— [M]gL. It will be important
to note that this homomorphism is injective, since the characters [D]gL described by (2-7) are linearly
independent. In other words, the composition factors of a GL-equivariant D-module (and their multiplici-
ties) are uniquely determined by its character. If we combine (1-13) with the case m = n of (2-7) (so that
A(s) = A for all s) then it follows that as a GL-representation Q, decomposes as

0,= P s.Cres.C. (2-12)
Ap+1<p—n
We extend the map I'p — ['gL to an injective homomorphism I'p[g] — ['gL[g], and note that for
instance the image of (2-9) via this homomorphism is
HEM(M:q) =) [H (Mo - ¢’ (2-13)
j=0

Taking W = S;,(,)C" ® S,,C" to be any representation that appears in (2-7) it follows that
(H”(M; q), Dp)p = (H"(M; q), W)L (2-14)

for any M € modgr.(Dy), which will be particularly useful for our calculations in Section 3. Notice again
the abuse of notation where we simply write W instead of [ W]gL, since there is no possibility of confusion.

2F. Flag varieties, Grassmannians, and Bott’s Theorem [Weyman 2003, Chapters 3 and 4]. Consider
nonnegative integers p < n and a complex vector space V with dim(V) =n. We denote by Flag([ p, n]; V)
the variety of partial flags

Vo: V=V, = Vg =V, =0,

where V, is a g—dimensional quotient of V foreachg = p, p+1, ..., n. Forq € [p, n] we write Q, (V) for
the tautological rank g quotient bundle on Flag([p, n]; V) whose fiber over a point V, € Flag([p, n]; V)
is V,. We consider the natural projection maps

7 Flag([p. n]: V) — Flag([p + 1. n]: V), (2-15)

defined by forgetting V), from the flag V.. For p < n — 1, this map identifies Flag([p, n]; V) with the
projective bundle Prrag(p+1,11;v)(2p41(V)), which comes with a tautological surjection

Qpr1(V) = Qp(V). (2-16)
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The careful reader may have noticed that we are using the same notation Q, (V) for the tautological

rank g quotient bundle on each of the spaces Flag([p, n]; V) with p < g < n. This should cause no

confusion (but has the advantage of simplifying the notation), as the bundle Q, (V) on Flag([p, n]; V) is

simply the pull-back along 7P of the corresponding bundle on Flag([p + 1, n]; V) when p < ¢ — 1.
The kernel of (2-16) is a line bundle which we denote £, (V) and note that

det(Qp41(V)) = Ly41(V) @ det(Q, (V). (2-17)

Just as with Q, (V), there is one line bundle £, (V') on each of the spaces Flag([p, n]; V) with p < g — 1.
When p > 0, the Picard group of Flag([p, n]; V) is free of rank (n — p), with u € Z"~? corresponding

to the line bundle
n—p
LYY = Q) Lpi (V)P (2-18)
i=1

Note that (2-17) can be used to prove inductively that
det(V) ® Optag(p.nt;vy = LY (V) @ det(Q,(V)). (2-19)

In particular for p =0 (when Flag([p, n]; V) is the full flag variety) we get that £ is (nonequivariantly)
isomorphic to the trivial line bundle, and the Picard group has rank (n — 1).
If we let G(p, V) denote the Grassmannian of p—dimensional quotients of V then we have a natural map

P> . Flag([p, nl; V) = G(p, V), givenby ¢ (V.) = V,. (2-20)

We abuse notation once more and write @, (V') for the tautological rank p quotient bundle on G(p, V),
and let R,,—, (V) denote the tautological rank (n — p) subbundle, whose fiber over the point corresponding
to V), is the kernel of the quotient map V — V,,. The following formulation of Bott’s theorem will be
useful for us throughout Section 4 (see [Weyman 2003, Theorem 4.1.8]). For m > 0 and y € Z™ we let

8™ =m—1,m—2,...,0) and 7 =sort(y +8")—sm™, (2-21)
where sort(y +8") € Z™ is obtained by arranging the entries of y 4 8™ in nonincreasing order.

Theorem 2.1. Let A € Zgom, neZ" P andlet y = (M) € Z" be the concatenation of A and . We write
F =Flag([p,n]; V), ¥ = 1/1‘(,1’), = n‘(,p), and let R, (resp. R'm,) denote the right derived functors of

Yy (resp. wy). Using (2-21) we have:

@) If u+ 8P has repeated entries then R' (S, Q,(V)® LK(V)) =0 forall t. Otherwise, there
exists a unique | > 0 (equal to the number of inversions in 4+ 8" ~P)) so that

g)\Qp(V)(ggﬂ,Rn—p(V) lft:la
0 otherwise.

R'Y($:.Q,(V)® LH(V)) = {
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(b) Ify + 8" has repeated entries then H' (F, S;, Qp(V)®LH(V)) =0 forall t. Otherwise, there exists
a unique | > 0 (equal to the number of inversions in y + 8™) so that
S;V ift=I,

0 otherwise.

H'(F, Spr(V)®£“(V))={

(©) If X = 1 and if we let A\t = (A, .. S Ap, 1) € 7Pt and u= = (U2, ..., Un—p) € 7" P~ then

dom

S Qpr1(V)® LM (V) ift =0,

0 otherwise.

R'1.(5:,Q,(V) ® L(V)) = {

2G. The relative setting. It will sometimes be convenient to work with spaces of matrices relative to
some base as follows. We let B denote an algebraic variety over Spec(C) and let F, G be locally free
sheaves on B of ranks m and n respectively. We can form

S =Symy, (F ®0; G)

and define X = Specp(S). We identify freely quasicoherent Ox-modules M with quasicoherent sheaves
of S-modules on B. We simply refer to such an M as an S-module, and when M C Ozx is an ideal sheaf,
we call M an ideal in §. An example of such ideal is the one defining locally matrices of rank less than p:
we denote by Z,, C S the ideal generated by the subsheaf N\’ F ® A’'G C Sym”(F ® G) C S. If we let
Z, C X denote the subvariety cut out by Z,,,; then we obtain a decomposition of the local cohomology
groups as Op-modules of the form

My, (X, 0x) = D(S1F © S,.6) %4,
A

where the multiplicities ay ,, are the same as in the case when B = Spec(C), X = X, and Z, = O .

2H. The inductive structure. This section builds on a standard localization trick that is often used to
study determinantal varieties inductively (see [Bruns and Vetter 1988, Proposition 2.4] or [Lyubeznik et al.
2016]). We let X = C™*" and consider the basic open affine X; C X consisting of matrices with x;; #~ 0,
whose coordinate ring is the localization Sy,,. We let X’ = C"~D>*®=D "and identify its coordinate ring
with §" = C[x] s with 2 <, j < n. We have an isomorphism (given by performing row and column
operations in order to eliminate entries on the first row and first column of the generic matrix)

X >~ X' xC" ' x¢r x C*,

where the coordinate functions on C”~ ! are x;;, 2 < i < m, those on C"~! are X1j, 2 < j <n, the
coordinate function on C* is x1, and
Xil* X1j

=Xij — .
X11

/
X;j
If we let 7 : X1 — X’ denote the projection map, and let 0;, denote the orbit of rank p matrices in X’ then

7 1(0})= 0,1 NX, forall p=0,....n—1.
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It follows that if we let D/p denote the intersection homology Dy -module associated with O; then
JT*(D;)) = (DP+1)|X1 = (DP-‘rl)xll for all p= 0,....,n—1.

If m = n and if we let det’ = det(xi/j) then det = x1; - det, so 7 (8h) = (Sae)y, = Sdet-x,,- More
generally, if we define the Dx-modules Q;, in analogy with (1-12) then we obtain

JT*(Q/p) = (Qp+Dix, = (Qp+Dxy, forall p=0,...,n—1. (2-22)

For every §’-module (resp. Dx/-module) M’ and every closed subset Z' C X', if we let Z =n~'(Z’) and
M = 7*(M’) then we have isomorphisms of Sy,,-modules (resp. of Dx,-modules)

7*(HL,(M')) = Hy(M) forall j > 0.
In particular, we obtain

*xcpyJ Ny o) _ J — _ i _
T (HE;,(S ) = H5p+1ﬁX1 (Sxpy) = (H5p+1(5))|xl forall p=0,...,n—1, and j > 0. (2-23)

3. Grothendieck group calculation of the local cohomology of simple D-modules

Recall that I'p denotes the Grothendieck group of modgr(Dx), and that if M € modgr.(Dx) then [M]p
denotes its class in ['p. The main result of this section describes the class in I'p of the local cohomology
groups with determinantal support for the modules D,,.

Theorem 3.1. For every 0 <t < p <n <m we have the following equality in I'p[q]:

t
D . 24 (p—s)-(m— n—s p—1—s
Ht (DP’Q)= E [DS]D'q(p e n).<p—S>q2.< t—s )qz
s=0

We record here a special case of Theorem 3.1, which will be used in Section 6C. If m =n = p and
¢, = (n — 1)? is the codimension of the orbit O, inside C"*" then

[ng(S)]D = [Dolp + [Dilp +- - -+ [Dilp. (3-1)

3A. A relation between rectangular ideals and simple equivariant D-modules. We use the notational
conventions from Section 2E, and recall from Section 2A that o’ denotes the conjugate of a partition «.
For positive integers a, d and partitions « = (o1 > > --- > o) and B =(B1 = B> -+ - > B—q) We let

)"(a’ d; a! ﬁ) = (d+al7d+a27 .. 7d+aa7 ﬂla /327 ey ,Bmfa)
and consider the polynomial /,x4(q) € I'gLlg] given by

haxd(@) =Y _[SitadiapyC" @ Shia.dspr.ayC'laL - TP,
a’IB

where the sum is over partitions «, f satisfying

@y <n—a, a,p <min(a,d) and Bj<m-—a. (3-2)
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The significance of the polynomials %,x4(g) is that they describe the GL-equivariant Hilbert series of
certain simple modules over the general linear Lie superalgebra gl(m|n). As such, they provide the
building blocks of the minimal free resolution over the polynomial ring S of the ideals /.4 (see [Raicu
and Weyman 2017, Theorem 3.1] or [Raicu 2017, Theorem 6.1]), namely we have

n—a

i 2
D _(Tor(laxa, Oler " = 3 hasrxasn(@) ¢ <
j=0 =

(3-3)

r

r+min(a, d)— 1)
q2

which will be used in Section 3D. For now, we prove the following.

Lemma 3.2. Ifwe let V = S;m)C" ® S(m)C" = det(C" @ C") and let d > 0 then

S n
(V®Dp, haxa(@))oL =0 fora#p and (V& Dy, hpxa(q))oL=q" "™ (p)qz'

Proof. To compute (V ® D, haxa(q))cL, we need to characterize the partitions «, 8 satisfying (3-2) and
for which Sj (44,0, C" ® Sj.(4,4:p',0/yC" appears as a subrepresentation of V ® D, i.e., those for which
there exists a dominant weight u € 72" with u, > p —n, u,41 < p —m (see (2-7)), and such that

n(p)+ @™ =ra,d;a,f) and w4+ m")=xra,d;p, o). (3-4)
If p < a then it follows from (2-8) that
p=p-—-n+n=puppytn=»ra,d;a B)pr1=d+ap
which is in contradiction with the fact that d > 0. If p > a then
a>pr=Ma,d;a, Bar1 = (Platt +n=per1 +n>pu,+n>(p—n)+n=p

which is again a contradiction. It follows that (V ® D, hyxa(q)) =0 for a # p, and it remains to analyze
the case p = a. The conditions (3-4) imply that

pi=d+oi—n and o+ (m—n)=p; foralli=1,...,p.

Since 81 < min(p, d) = p it follows from the above that 8 is completely determined by « via the relation
B’ = a+ ((m —n)?), which in turn implies that 8 = (p™~"|«’) and in particular

ﬁl:"':ﬂm—n:p'

Suppose now that « is any partition with at most p parts (i.e., ] < p) and that oy <n — p. If we
define g = (p""|a’) then B; < p and B| =& +m —n < m — p, so the conditions (3-2) hold for a = p,
since d > 0. We next let

pi=d+a—n fori=1,...,p, and p;=a, ,—m forj=p+1,...,n,

p

and observe that 1, > p —n since d >0, and that ;41 =] —m < p—m, 0 S;,»C"®S,C" appears
as a subrepresentation of D,,. Once we verify (3-4) it follows that the pair of partitions (c, 8) contributes
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the term g H1Al = g2 lelTp-(m=n) 16 (V ® D,,, h pxa(q)); hence

- mem) @D pmeny (T
(V ® Dy hpra(@)) = 3 g2 et rn=m B2 g ptn m.(p)qz,

o

as desired. For 1 <i < p we have that
w(p)i+n=d+o;=Arp,d;a, )i, and pi+m=d+oi+m—n=d+p=xr(p,d;p, ).
We have moreover that for 1 < j <m —n,
upprjtn=@p-—n+n=p=B;=»rp.d;a, B)ptj
and thatfor p+1<j <n,
pj+m=d;_,=xrlp,d;p,a);,
W(PIm—ntjtn=pj+m=a;_,=Buntj-p=nrp,d; & Bm-n+tj,
showing that (3-4) holds for a = p and concluding our proof. O

3B. A recursive formula for Euler characteristics. We use the notational conventions from Sections 2D
and 2E, and define the Euler characteristic maps

x:I'plgl > Tp and xs:Iplgl—>Z fors =0,...,n,
as follows: if y (q) € I'plg] is expressed as y (q) = > s_o[Ds1p - y5(q) with ¥,(q) € Z[q] then we let

x(@)=y(=1) and x;(y(q)) =ys(=1). (3-5)

We recall the notation (2-9) where the subscript ¢ indicates that we are considering local cohomology
with support in the orbit closure O;. Using (2-10) and (2-1) we get that

(_1)(n7t)+(nfs)-(m7n) X (nflfs) for s = 0, ot

t—s

3-6
0 fors > ¢. (3-6)

xs(HP(S; q)) = {

Lemma 3.3. Fort < p the Euler characteristics XO(HID(D ps q)) satisfy the recurrence relation

S HoHP (D - (-1 (L) S Cap (T (1) )

p—s P
s=r+1
Proof. The existence of a spectral sequence
L _ pgi J i+j
Ey) = Hy; (H] ($)) = Hy''(5)

and the fact that Euler characteristic is invariant under taking homology, imply the equality

p
> " x0(HP(Ds: @) - x5 (HY (S: @) = xo(HP (S: 9))
s=0
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which in view of (3-6) can be reformulated as

S KoHP (D3 ) - (P (15 pasnann (11

5s=0 p=s
Dividing both sides by (—1)"=P)*"(m=m and moving the term s = 0 to the right-hand side yields

—-1-

3 K0lHE(Dys ) (—1) ("2

s=1

= (") = oP@s an- (")), 69

Note that for s < ¢ we have that the support of D; is contained in O, and in particular H 0 (D )=
and HJ (D ) =0 for j > 0. It follows that XO(HD(DO q)) =1 and XO(HD(DS, q))=0 for O<s<t,
so (3- 8) is equivalent to the desired relation (3-7). O

3C. A binomial identity. The goal of this section is to use the recurrence relation from Lemma 3.3 in
order to deduce a closed formula for the Euler characteristic XO(H,D(D »; q)). We prove the following.

Proposition 3.4. For 0 <t < p <n we have that

Xo(HP (D @) = (=)= (7). (Pt‘l).

Proof. 1t suffices to check that the right-hand side of the above equality satisfies the recursion in Lemma 3.3,

that is (after canceling some signs)
s:fiﬂ(_l)(y_ﬂ () <s:l) ' <n;:s> = (=D (n:l) - <n1—)l). (3-9)

It suffices to prove that the (bivariate) generating functions of the two sides coincide, so we multiply each
side by x’ - y” and sum over all pairs 0 < r < p of nonnegative integers. We have

3 - —1—=
0§<:p<s§rl(_l)(s_t) . <Z) ' (S 14 1) ' (”pi;‘)) xteyP
s—1

=X () e (7)) (5 )

t=0 p=s

n s s— n—1-s __ (1+y)n—l n —y-(I—=x)\
=D () = [ (0 ()

s>1

n—1 ) _ n n n—1
:(1+y) .|:<1_y (1 x)) _1:|_ A +xy) _(1+)’) . (3-10)

1—x 14y T (1=x)-(1+y) l1—x
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We split the generating function of the right-hand side of (3-9) into two parts, as follows.

> et (T = ;(”jl)«xy)’- (pz;(—y)f”) =y (55). 6

O<t<p
n—1 n—1\ 1—x? 1 _ _
Z( p )'xt'ypzz( p ) Y= =4y (G12)
O<t<p p=0

Taking the difference between (3-11) and (3-12) we obtain

1 n—1 1 n 1 n—1
(ny)n_l‘( Y )_( 7 A4xpt A4y
l—x 1+y 1—x 1=x)-(0+y) 1—x
which is the same as (3-10), proving the identity (3-9). Il

3D. The proof of Theorem 3.1. The conclusion of Theorem 3.1 can be rephrased using (2-9) as
Dp . _ (=D (p—s)-tmn) ”—S) . (P— ! —S> _ _
(HP(Dy: ). D)o =g (), (F2s7),, fors=0n @13)
The fact that (H,° (D ps q), Ds)p =0 for s > t follows since we are considering local cohomology groups
with support in O,, and the modules D, with s > ¢ have strictly larger support.

We note that the polynomial on the right-hand side of the above formula is invariant under subtracting
one from each of m, n, p, t and s. If we restrict the local cohomology groups to the basic open affine
X1 = (x11 # 0) and use the inductive structure as explained in Section 2H then it follows that for s > 0

(HP (Dy: ), D)o = <ZO[H]2—| (D),_)1-¢7. [D; 1)
j=
so the desired conclusion follows by induction. We are left with considering the case s = 0, where we
need to verify that

p t

We consider a witness representation for the module Dy (as in (2-14)) defined by

(HZD(DM q), [Dol)p = q(p—z)2+p~(m—") . (n )qZ ' (p_1>q2'

W= §(_nm)(|:m ® S(_mn)(]:n =det(C" ® Cn)v

As seen in (2-14), the multiplicity of Dg as a composition factor in some GL-equivariant D-module M is
the same as the multiplicity of W as a subrepresentation of M, so W witnesses the occurrences of Dy as a
composition factor of M. It therefore suffices to verify that

24 (m— n —1
(HS5(D,; q), W)L = g'P=" Fptm=m., ( ) : (p ) .
P/ 42 t q2

We prove this equality in two steps:
(1) We show the inequality <, where Y a; -¢' <Y b; -¢' if and only if a; < b; for all i.
(2) We show that after plugging in ¢ = —1 we obtain an equality.
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For the inequality in (1) we begin by recalling that O, is defined by the ideal I;4; of (t +1) x (t+ 1)
minors of the generic matrix, and that the sequence of ideals I(;11)x4 is cofinal with the sequence of
powers of I, 1. It follows from [Eisenbud 2005, Exercise A1D.1] that

H} (D)) = h%)nExt{;w/laﬂ)xd, Dy). (3-14)

We compute the Ext modules in the above limit from the minimal resolution of S//41)x4 described
in [Raicu and Weyman 2017]. We have that Extg(S /It+1)xa, Dp) 1s the j-th cohomology group of a
complex F°*, where

Fl= TOT}?(S/IQH)X[J, C)Y ®c D,.
Notice that Torg(S/I(,H)Xd, C) = C so that F° = D, and (F° W)gL = 0 since p > 0. Notice also that
Tor} (/T4 1yxd> C) = Tor}_ (Iy11)xa> C)  for j =1,
so taking d >> 0 (in particular d > ¢ + 1) we have that

<Z[Fj]c.L -q’, W>GL = (WV ®D,, Z [Torf(S/I(t+l)xd» OlaL - qj>

jz() jZO GL
— \Y S .
=q-(W'®D,, ZO [Tor T yas Ol 4’ )
jz
n—1-—t , ot
= Z <W\/®DP’h(t+1+r)><(d+r)(Q)>GL'qr 2l ( ¢ ) ) (3-15)
r=0

where the last equality follows from (3-3) by taking a = ¢ 4 1, using the fact that min(t +1,d) =1+ 1,
and noting that (’:”)q2 = (’;”)qz. Lettinga =t+1+r and V = W" in Lemma 3.2 it follows that the

only term that survives in (3-15) is the one corresponding to r = p —t — 1, which yields

. . -
FlaL - g7, W> — gPm—n) (") g0 (p ) .
(YtFieL ¢/ w) =g p).d )y

j=0

This shows that W can only occur as a subrepresentation in F/ only if j = p-(m —n)+ (p — 1)? (mod 2),
and in particular W does not occur in any two consecutive terms of F°. Since Exté(S [Li1yxd, Dp) 18
obtained as the j-th cohomology group of F", it follows that (Extg'(S/I(,H)Xd, D)), W}GL = (F/, W)gL
for all j, and using (3-14) we conclude that

-1
(HP(Dy: q). Doyp = (HIM(Dyi q) Wiar =g 0ow (V) (PE0) 0 3-16)
q q
Since the exponents of ¢ appearing in (3-16) with nonzero coefficient have the same parity, it follows
that in order to prove the equality and conclude Step (2) of our argument, it suffices to check that equality

holds in (3-16) after plugging in ¢ = —1. In this case the left-hand side becomes y( HtD(D »s q)), while the

right-hand side becomes (—1)P~)+p:(m=n). (77) (P t_l ), so the conclusion follows from Proposition 3.4. []
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One consequence of (3-16) is a vanishing result for the local cohomology groups Hé (Dp), based
solely on the parity of j. Similar vanishing results, proved using more refined techniques in Sections 4
and 5, will play an important role in analyzing square matrices.

Corollary 35 If j£2(p—1t)+ p-(m—n) (mod 2) then H(%,(Dp) = 0. In particular, when m = n we
may have Hé (Dp) #0only when j = (p—t) (mod 2).

Proof. By (3-16), qj may appear with nonzero coefficient only when j=p-(m —n)+ (p — 1)? (mod 2).
Since (p — )% and (p — t) have the same parity, the conclusion follows. O

3E. The proof of Theorem 1.3. We have

Ly(g.w)= ) <H30<Hg:-f(s>>, Dop-q' - w

i,j=0
14 _ ‘
= Z<Z<H60<Ds>, Do)p-q'- (DHZ’Z“’(S), Dy)p- wf)),
i>0 N s=0 Jj=0

where the first equality follows from (1-5) and the second from the fact that modgr (Dx) is semisimple,
and the fact that local cohomology commutes with direct sums. We obtain by reversing the summation
order that

p
Lp(q, w) =Y (Hy (Dy: q), Do)p- (HY(S; w™"), Dy)p - w™
s=0
(3-13),(2-10) o n (e Y2 — () (11— n—1—s
A qu-i-s(m n)‘( ) cw (n—p) —(n—s)-(m n).< ) L
5=0 e p=s Jw

Using (2-3), it follows that in order to prove (1-7) it suffices to verify the identity
P H2pts-(m+n—2p=2)=—(n—p)*~@—s)-(m—n)=2-(p=3)-(n =1~ p)+mn

which follows by inspection after expanding the products.

4. Vanishing of local cohomology for the subquotients J. ,

Throughout this section we let m = n, and in order to keep track of the two distinct copies of C" we will
denote them by F and G respectively. We will then let X = (F ® G)” and S = Symq(F ® G) be the
coordinate ring of X. Finally, we write GL = GL(F') x GL(G). The goal of this section is to revisit the
construction of a class of GL-equivariant S-modules which have played a prominent role in describing the
graded components of Ext and local cohomology modules for determinantal ideals and their thickenings
[Raicu and Weyman 2014; Raicu 2018], and to prove vanishing results for some of their local cohomology
groups. These modules are indexed by pairs (x, p) with x a partition and p a nonnegative integer, and are
denoted J , (see Section 4A for their construction). We write m for the maximal homogeneous ideal of the
polynomial ring S, so that H,{;(—) =H éo (—). Our key vanishing result below will be proved in Section 4B.
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n
dom

Theorem 4.1. Suppose that 0 < p < n and that x € N
() H):(Exti(J, ,, $) =0 forall j > 0.
(b) If0 <1 < pthen HY (Jx,,) =0 fork # p—1t (mod2),

withxy =---=Xxp.

4A. The ]y, p-modules and their relative versions. Recall the notation from Section 2F. For 0 < p <n

we define
X(P) — Flag([p, nl; F) X Flag([p, nj; G)’

noting that X = Spec(C). On X we have a natural sheaf of algebras given by
SW =8Symy  (Qp(F)®Q,(G) = €D $:0,(F)®5,2,(G),

p

EENdom

where the last equality comes from Cauchy’s formula just like (2-5). Note that when p = n we get
S™ = S. We define Y ») = Specy»S?, which is a vector bundle over X ?) whose fiber can be identified

locally with the space of p x p matrices (see Section 2G). For x € Ngom we let I,Ep ) denote the ideal

in S (see also (2-6)) generated by S, 9, (F) ® S, Q,(G), and define
Igf) = Z Iép) for any subset X ¢ N/

dom"
xeX

We define for / < p and z € Nf the subset of N/

dom

p
dom

suce(z, l; p) = {X eN y=z and y; > z; for some i > [},

and consider the S(”-modules defined by
») _ +(p) j7P)
”75,1 - Igp /Isucc(g,l;p)’

with the convention that succ(z, p; p) = & and Jz(ﬁ,) = Ig(p ). When p=nand x € N}

Z dom
I, = Ii(c") as in (2-6), and we write J, ; = jx(f?. The ideals I, and the S-modules J, ; have been studied
in [Raicu and Weyman 2014, Section 2B; Raicu 2018, Section 2.1]. As noted in [Raicu and Weyman
2014, Lemma 3.1(a)], if we consider the line bundle

we have

det'”) = det Q,(F) ® det Q,,(G) (4-1)

then we have jx(? ®det? = jx(_];)(lp) ;- This allows us to define j)fl;) for any A € Zé’om: ifA=x—(dP)
x e , ,

dom® WE let

for some d € Z>p and x € N
TP = gB & (det?)® =D, (4-2)
For p 4+ 1 < g < n, we consider the line bundle on X 2 given by (see the notation in (2-17))
Ly=Ly(F)®Ly(G)

and for u € 7" we define in analogy with (2-18)

n—p
n_ Wi
LE = ®£p+i‘
i=1
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For A € Zgom, [ < pand e Z" P we define the S (P)_module (with S”-action inherited from ‘7/\(7))
» _ ~7(p)
MA,I;M — YA ®£I/-

As an Oy »-module, we have a direct sum decomposition

Mf\{’z);ﬂ = @ SsQp(F)®SsQ,(G)® LM, (4-3)
§>A
8;=M\; fori>l

We note that if y € Ngo_rf and d > y, and if we define x € Njj__ by letting
xy=--=xp=d and x,;=y; fori=1,...,n—p, (4-4)

then the module MEL’;,),), by coincides with the one denoted by M, , in [Raicu and Weyman 2014, (3-8)].

It follows from [Raicu and Weyman 2014, Lemma 3.2] that if we define x as in (4-4) then

J ifk=0
Hk X(p),M(p); . — X,p ’ 4-5
( (d ),P»X) 0  otherwise. )

We will be interested more generally in the cohomology groups of M;p 1); u for [ < p, which are naturally
S-modules. It will be useful to note that (2-19) yields det™ = det’” @ £1"") and therefore

(p) _ (p) n)
My vam e an-ry = Mop,, ® det™. (4-6)
Theorem 4.2. Let 0 <g < p and k > 0, suppose that A € Zgom with Ay =---= Ay, and that u € 7"~ . The

cohomology group H*(XP, ./\/lip ()I_ W) admits an S-module composition series with composition factors

n

isomorphic to J,; forl <qandv € Z .

Moreover, if L, < u; for some j then the composition series

can be chosen in such a way that each J, | appearing as a composition factor satisfies vi = - - - = Vj41.

Proof. Using (4-6) and the fact that det™ is a trivial bundle with fiber det(F) ® det(G) we obtain

HE XD, M nen) = HEXP, MEP ) @ (det(F) @ det(G)).
Since we also have that J,,(1»); = J,; @ (det(F) ®det(G)), it follows that we may assume without loss of

p

dom and u € NP We next reduce ourselves to the case when w is dominant. Consider

generality that A e N
G =G(p, F) x G(p, G)
and the natural map Y = w;p ) x wép ) X s G (see (2-20)). Using Theorem 2.1(a) we get that
RiyPMP) ) =RZyPDMP) ) foralli eZ,

(p)

where [ is the number of inversions in 1 +8"~P). We know moreover that Riy" (M P

) is nonzero

for at most one value of i, so the Leray spectral sequence degenerates and yields
k¢y(p) P N _ gk=i(x(P) pi, () AP
H (X P ) M}hq;ﬂ) - H l(G P ) R[ w*p (M)»,q;u))

_ Hri(G), Ri—ZIwip)(Mi{’;;ﬂ)) — kazz(X(p>’Milj;;ﬁ).
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Notice that if A, < u; for some j, then (2-21) forces A, < jt;. With these reductions, we prove our

(p)

g = L*. Since p is dominant, it

theorem by induction on p and ¢. When p = ¢ = 0 we have M
follows that its higher cohomology groups vanish and

HOXP M) ) =S, F®S,G = Jy.
proving the base case. Suppose next that 0 < g < p, consider the natural map (see (2-15))
7@=D :771(:17_1) > n((;p—l) - x=b 5 x®

and define
)\_=()L1»---a)hp—l) and M+=()\pvul’---’/¢bn—p)-

We have using Theorem 2.1(c) that

(») .
. _ M ifi =0,
Rz DM )= { i .
il 0 otherwise.

The Leray spectral sequence degenerates again, showing that

koyv(p) (p) _ gkoy(p=1 (p—1)
HY X, M) )= HN XD M0 )
and allowing us to obtain the desired conclusion by induction on p.
Finally, the most interesting situation is when p = ¢ > 0, in which case » = (d?) for some d > 0. If
d > 1 then it follows from (4-5) that Mf\p ; ” has no higher cohomology and
HO (X, ./\/l;{’;;u) =Jyp, wherev=(=d" pi,..., Mhn—p).

(p)

Note that in this case v, # v,11! If d < pu1 then we obtain a filtration of M = Mk,p;u

given by

M=MogD MDD My _q. where M; = M7, fori=0,..., 11 —d,

iP),piu
where the inclusions are the natural ones, compatible with the decomposition (4-3). In particular,
each M;, is a direct summand in M; (as an Ox(»-module, but not as an SP)-module!), and we
obtain a filtration

H* XD, M) 2 HY XD, M) 2 2 HE XD My, o). 47
It follows from (4-5) that H*(X ), M, —q) =0 for k > 0 and
HO(xP, My,—a)=1Jv,p, wherevi=---=v, 1 =p and vpy; =p,; fori =2,...,n—p.
Moreover, since

Mi/Mipr = MP

ot Where A= (d+)P7h and p' = (d+i prs e ),

it follows that the intermediate quotients in the filtration (4-7) have the form

Hk(X(p), M/ M) = Hk(X(p), Mgf,)p—l;lti)
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which by induction (on ¢) have an S-module filtration with composition factors as in the statement of
the Theorem. Therefore (4-7) can be further refined to obtain the desired filtration for H*(X®, M). O

We will use Theorem 4.2 in conjunction with the following vanishing result. Recall that m is the
maximal homogeneous ideal of the polynomial ring S.

Lemma 4.3. Suppose that 0 <[ < n and that v € 7} is such that vi = ---=v. Ifl # 1 orifl =1
and vy = v, then
Hy (1) =0.

Proof. Using graded local duality, the desired vanishing is equivalent to

Ext? ~'(J,;, §) =0.

n

Based on (4-2), we may assume without loss of generality that v € Nj_

so we can apply [Raicu and
Weyman 2014, Theorem 3.3] which completely describes the graded components of all the modules
Extfg(J,,,l, S). Based on the said theorem, the vanishing of Ext’éz_1 (Jv.1, S) amounts to proving that it is
impossible to find integers 0 <s <#; <--- <1, ; </ and dominant weights o € Zj_ simultaneously

satisfying the following conditions:

2 n—I _

! +2Zj:l tp=1,

o, >1—v —n,

Upjqj =1j — Vpy1—j — N forj=1,...,n—1,

ag>s—nand g1 <5 —n,
where by convention og = co. The first condition already forces [ =1and t; =--- =1t,_; = 0. Applying
the third condition for j =n — 1 we obtain «,,_; = —v; —n. Since « is dominant we must then have

—V—n=a,-1 >0, >1—v —n,

which in turn implies v; — 1 > v, and in particular v; 7 v;. It follows thatif / # 1 orif / =1 and v = v,
n?—1

the above conditions cannot be satisfied and Exty ~ (J,;, §) = 0, concluding our proof. O

Remark 4.4. If / = 1 and v > v, then HnL(JVJ) # (. As explained in the proof above we may assume

that v is a partition. We can then take s = #; =--- =1,_| = 0 and define a € Z3_ by letting
aj=—Vyqp1—j—n forj=1,...,n—1, and a,=1-v —n.

It follows that S, F ® S, G appears as a subrepresentation of Ext’s’z_l (Jv1, S), proving that Hnll(JU, DEA
Corollary 4.5. Suppose that p, q, A, v are as in the statement of Theorem 4.2 . If A, < juj for some j then

HA(H* XD, M) D) =0 forallk.

Proof. We know by Theorem 4.2 that each of the groups H* (X (P, M;p ;; u) has an S-module filtration with

composition factors isomorphic to J,,; where v; = - - - = v;41, so it suffices to prove that Hnlq(Jv,l) =0 for
each such factor. Since no factor has / = 1 and v; # v,, the desired vanishing follows from Lemma 4.3. [
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We record for later use one more vanishing result which is a direct consequence of Bott’s theorem.
Lemma 4.6. Suppose that M decomposes as an Ox ) -module into a direct sum of sheaves of the form
B=S,9,(F)®L'(F)®S,2,(G) ® LI (G),
where v € Zgom and . € 7"~P. We have that
HY(XP M)=0 fork odd.

Proof. Combining the Kiinneth theorem with Theorem 2.1(b) we see that 5 has nonvanishing cohomology
if and only if (v|) +8 has no repeated entries, in which case its only nonvanishing cohomology group is

H* (X", B) = H' (Flag([p, nl; F), S,Q,(F) ® £'(F)) ® H' (Flag([p, nl; G), $,Q,(G) ® L"(G)),

where [ is the number of inversions in (v|p) 4+ 8. In particular H* (X, B) = 0 for k odd, so the same

is true for M, concluding the proof. 0
Remark 4.7. The above vanishing applies when M = M;” ;; > Where 0 < g < p, ) € Z§ s such that
AM=---=Ag,and u € Z"P.

4B. Proof of Theorem 4.1. We fix 0 < p <n and x € N with x; = --- = x),. We write X = X7,

Y = YP and consider the commutative diagram

Yl T=SpecSx X —— X
x lrf
Spec S

We can identify 7 with the total space of the trivial bundle (F ® G)" over X, and ) with a subbundle

of T via the inclusion ¢. We write 7y = 7t ot for the projection map Y — X.

We define y € Njj_ " by letting y; = x,4; fori =1,...,n— p, setd = x; and let M = MESI)’),[J;y‘ We

dom
write S = S, D = det'”, and thinking of M as an S-module on X we have that

M=5S®o,V, where)V = pe! ®o, L2 is a line bundle on X. (4-8)
X X

We can then think of M as being locally (on the base &) isomorphic to S, or as the invertible sheaf 73,V
on ). The relationship between M and J , is given by (4-5), which can be interpreted as the equality

R¢*(M) = Jg,p (4'9)

in the derived category, where J, , is considered as a complex concentrated in cohomological degree 0.

Proof of Theorem 4.1(a). Observe that Exté(]L pS) = R/ Homg(Jy,,, S). Using (4-9) and Grothendieck
duality [Hartshorne 1966, Theorem 11.1] we obtain

R Homg(Jy , §) = RHomg (R« (M), S) = Rep(R¥Homy(M, ¢'S)) = Rp.(M" ®0y, ¢'S)), (4-10)

where the last equality follows from the fact that M is locally free. By functoriality we have ¢'S =1' (7' S)
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and 7'S = mrwx[dim X], where [—] indicates the shift in cohomological degree and wy is the canonical
bundle on & (see [Hartshorne 1966, Section II1.2]). Using [Hartshorne 1966, Section II1.6], we also have

¢'S = ' (Wrwx[dim X]) = * R¥omr (1,0y, mhwy[dim X])
= detWyp)[dim(Y) — dim(T)] ®o,, 75w [dim X1, (4-11)

where Ny,r is the normal bundle of V' in X. We have Nyr = m3;&", where
E=ker((F®G)®0Ox — Qp(F)® Q,(G)),
so in order to compute det(Nyr) it suffices to compute det(£). We have

det(§) =det(F ® G) @ det(Q,(F) ® QI,,(G))v
— (det(n))®" =T (det(p))®(—p)
— D@("‘P) ®OX E(”nip)’

where the last equality follows from the fact that det™ = det’” ®¢, £""). We have moreover that
dim()) — dim(T) +dim(X) = —n + p,

and the canonical bundle on X is given by (see for instance [Weyman 2003, Exercise 13, Chapter 3])

We can therefore rewrite (4-11) as
d)!S — n;(p@(Zp—Zn) ®OX £(2p+1—2n,2p+3—2n ..... —1))[_n + p]
Tensoring this with M" = 7,(D®% ®¢, £7Y) we obtain

! (p)
M @0y, 'S = M;" . [-n+ pl,
where

A=(Q2p—-2n—d)?) and u;=2p+2i—1-2n—y; forl<i<n-—p.
It follows from (4-10) that

[—n+ p]) = HI 7P (x P MmP) .

Ext)(Jy.p. §) = RI g (MP D

A D

Since d > y; it follows that A, =2p —2n —d < 41 =2p + 1 —2n — y1, so we can apply Corollary 4.5
to conclude that H! (Ext{(Jy, p, S)) =0 for all j. O

Proof of Theorem 4.1(b). We let Z, = ¢~! (0,) and note that working relative to the base X, Z; is locally
the variety of p x p matrices of rank at most ¢. It is cut out inside ) by the sheaf of ideals Z;1)x1 C S.
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It follows from the discussion in Section 2G that if we set m =n = p in (2-10) then

' - 0 if j —t d?2),
1, (V. 0y) =H) 1(;(,3):{ %J.?é(l? ) (mod 2)
, e+ D S19p(F)®S,0,(G) if j=(p—1) (mod2),
where the direct sum is over some collection of weights A € Zgom (with repetitions allowed), whose precise
description follows from (2-7), but is not relevant for the rest of the argument. It follows from (4-8) that
~ 0 if j —t d?2),
. M)={ HIEBmDmedD), )
' VQo. (GBSAQp(F)@)SAQp(G)) if j=(p—1) (mod 2).

Writing I'z for the functor of sections with support in Z, we get a natural isomorphism
g 0¢xs=¢s0l'z,
which yields in the derived category
RT 5 (Jy.p) = RT 5 (Rp M) = R (RT 7,(M)).
This means that we have a spectral sequence
Ey) = H' (Y, 1 (V, M) = Hy (Jx ).

We have noted in (4-12) that Hét (Y, M) =0 when j # (p —t) (mod 2), and it follows from Lemma 4.6
and (4-12) that H' (), ’HJZ, (Y, M)) =0 when i is odd. It follows that

E}' =0 wheni+j#(p—1) (mod2),

proving that H(ki (Jx,p) =0for k # (p —1) (mod 2), as desired. Il

5. More vanishing of local cohomology

The goal of this short section is to prove two vanishing results, which are based on Theorem 4.1 and
will constitute important ingredients in describing the module structure of local cohomology groups for
square matrices. We continue to assume as in Section 4 that m = n.

Theorem 5.1. Forall p < n and all j > 0 we have that
H;(ng () =0.
Proof. As in (3-14) we can write
H} (5) = r%r)lExtfg(S/I(pmxd, S).
Since local cohomology commutes with direct limits, it is sufficient to prove that

HYBxt(S/I(p11)xd> S)) = 0.
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Using [Raicu and Weyman 2014, Lemma 2.2] (with the notation there, we choose x to be the zero partition
and y = (dPt1)), we see that the modules S /I(p+1)xa admit a finite filtration by S-submodules whose
successive quotients are of the form J; ;, with z; = -+ = z,(= z,+1). By [Raicu and Weyman 2014,
Corollary 3.5] (see also [Raicu 2018, Theorem 3.2]), this induces a filtration on Exté(S /I(p+1)xa, S) with
successive quotients Exté(]Z, p»S). The conclusion follows now from Theorem 4.1(a). O

Recall the definition of Q, from (1-12). The following should be seen as an analogue of Corollary 3.5.

Theorem 5.2. Ift < p then we have that for all k % p —t (mod 2)
H (Q,) =0.
Proof. Note that since Sget = Q,, we have by (2-12) a decomposition

Si= P $HiC"®S,C",

)\'EZKOm

analogous to (2-5), with the only difference that X is allowed to be any dominant weight, as opposed to

just a partition. In analogy with I, we can then define the fractional ideals I to be the S-submodules of

Sdet generated by S, C" ® S, C". We have [, = det™! -I) 41y, and it follows from (2-6) that
L=s.Cc'es,.C". (5-1)

n=A
We can write

Sdet = li_n;l(det_d S) = 11_1’1’)1 I(,dn),
d d

Using (1-12) and (2-12) it follows that
(detr " p= @ SiC"®S:C"
Apy1zp+l—n
and in particular using (5-1) we get
Team 0 {det?™ Dyp = Iy 1+t ayp=r-)
for d > 0. We can then rewrite (1-12) as
det? -1 _gn) S

Qp = lim =lim — = lim :
d I((p+1—n)/’+1,(—d)"_p_l) d det 'I((p+l—n)P+1,(—d)"’l’*l) d I(p+l)><(d+p+l—n)

I(,dn)

Since local cohomology commutes with direct limits, it is enough to show that
Hg[ (S/Ip+1)x(p-nta+1) =0 fork # p—1t (mod2) and d > 0.

As seen in the proof of Theorem 5.1, the modules S/ /(4 1)x(p—n+a+1) admit a finite composition series
by S-submodules, with composition factors of the form J; ,, with z; = -- = z;,. The desired vanishing
now follows from Theorem 4.1(b). O
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6. Module structure of local cohomology groups

The goal of this section is to describe for X = C"*" the decomposition into a sum of indecomposable
objects in modgr (Dy) of the local cohomology groups H.E,(D”) and H(%[( Q). In the case of nonsquare
matrices (m > n) we have noted that modgr (Dx) is semisimple, so the indecomposable objects are the
simple modules Dy, ..., D,, and the decomposition of the local cohomology groups into a sum of simple
modules is already encoded by their class in the Grothendieck group described in Theorem 3.1. We will
therefore only be concerned with the case when m = n for the rest of the section.

To state the main results of the section, we begin by considering the full additive subcategory add(Q) of
modg (Dx) formed by the Dx-modules that are isomorphic to a direct sum of copies of Qq, O1, ..., Ox.
We let W denote the semigroup of isomorphism classes of objects in add(Q), where the semigroup
operation is given by direct sum. We write [M] for the class in ¥ of a module M € add(Q). We have a
natural inclusion of W as a subsemigroup of I'p, given by [M] — [M]p. Our first theorem describes the
local cohomology groups H 5{(D ») as elements of add(Q) as follows.

Theorem 6.1. Foreveryt, p, jwith0<t < p <n and j > 0 we have that Hé;t (Dp) € add(Q). Moreover,

t

S OUHL (Dp1-a7 =D 1041-q" " my(g?)

j=0 s=0

holds in W[q], where mg(q) € Z|q] is computed by m;(q) = (Z:i)q and

_(n—s p—1—s n—s—1 p—2—s _ B
ms(q)—(p_s)q-( fes )Q_(p—s—l)q'(t—l—s)q fors=0,...,t—1.

Proof. The main content of the theorem is the assertion that H 3, (D)) € add(Q), which will be proved
in Proposition 6.11. Since ¥ embeds into I'p, we can determine the polynomials m(q) by expressing
[Hé, (Dp)]p interms of [Q;]p. Using the fact that [Dg]p =[O ]lp—[Qs—1]p fors > 1 and [Dolp =[Qolp,
the desired formula for m,(g) follows from the case m = n of Theorem 3.1. O

In order to be able to compute iterated local cohomology groups, we need to be able to describe the
local cohomology groups of the modules Q.

Theorem 6.2. Foreveryt, p, j withO <t < p <nand j >0 we have that Hé (Qp) €add(Q). Moreover,

t

. . . _s—1 51
Z[Hét(Qp)] g = Z[QS] L q (P H2p=s) | (”ps_s )qz ) (I;—j—l)qz holds in ¥[q]. (6-1)
=0 5=0

6A. The quiver description of modgr,(Dyx). We recall from [Lorincz and Walther 2019] the quiver-
theoretical description of the category modg (Dy), referring the reader to [Lorincz et al. 2019, Section 2.4]
for a quick summary of the notation and properties of quiver representations that we will use. In particular,
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for a quiver representation 20 we write U, for the vector space associated to a vertex x, and write 20 ()
for the linear transformation attached to an arrow «. We consider the quiver with relations pictured as

— o] 0% Ap—1 [P
AAn: (0) (D (n—1)—=(n), (6-2)
:31 /32 ﬂnfl n
where the relations are given by the condition that all 2-cycles are zero (i.e., «; i = 0 = B;o; for all
i=1,...,n). By [Lérincz and Walther 2019, Theorem 5.4] we have an equivalence of categories
modgr (Dx) =~ rep(ﬁn) (6-3)

between modgr (Dyx) and the category of finite-dimensional representations of ﬁn. For instance, under
this equivalence the simple Dx-module D), corresponds to the irreducible representation

0 0 0 0 0 0
DWW . 0 0 C 0 0,
0 0 0 0 0 0

where a one-dimensional vector space C is placed at vertex (p), and O is placed at all the other vertices.
It will be important to identify the quiver representations corresponding to the modules Q, in (1-12).

Lemma 6.3. Foreach p =0, ..., n, we consider the representation QP e rep(ﬁn) obtained by letting

QES) =Cfor0<i<p,and Qgg) =0 fori > p, and with maps
1 1 1 0 0 0
QP C C e C 0 . 0. (6-4)
0 0 0 0 0 0

We have that QP contains P as its unique irreducible subrepresentation, and that QP /P ~ Q=D
Moreover, the Dx-module Q,, corresponds via (6-3) to the representation QWP forall0 < p <n.

Proof. The fact that ®P) is a subrepresentation of Q) and the identification Q) /D@ ~ Q=D follow
from the definition of Q). If 2 C QP is a subrepresentation with 20;, = C for some i < p, then
20 +1) contains the image under QP (1) of W), that is W; 1) = C. It follows that ;) = C for
all j =i,..., p, and in particular 20 contains ® , as a subrepresentation.

To prove that Q, corresponds to 0P via (6-3) we argue by descending induction on p. Using
(1-10)—~(1-12) we get that Q,,_1 = Q /D, proving the inductive step. It remains to address the base case
p=n,when Q, = Sqe. If we apply [Lérincz et al. 2019, Lemma 2.4] with G=GL, Y =C"*", U =0 =0,
the dense orbit of rank n matrices, and j : U — Y the natural inclusion, it follows that Sge; = j,j*S is
the injective envelope of S = D,, in modg (Dyx), s0 Sdet corresponds via (6-3) to the injective envelope
of ®™. Using the quiver description of the injective envelope of a simple representation from [L&rincz

et al. 2019, (2.15)], it follows that Q" is the injective envelope of D™, concluding the proof. U
For each p =0, ..., n we consider the full subcategory
modg? (Dy)

of modgr (Dy) consisting of modules with support contained in O p- This subcategory is closed under
extensions and taking subquotients, and it corresponds via (6-3) to the subcategory rep(ﬁ p) of rep(ﬁn),
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obtained by forgetting the vertices (p + 1), ..., (n) of the quiver ﬁn We have the following important
observation, which follows from [Lérincz et al. 2019, (2.15)] and the equivalence with rep(Z\A p)-

Lemma 6.4. Inside the category modgf (Dx), the module Q, is the injective envelope of D, and the
projective cover of Dy. In particular, Q , is indecomposable.

To describe local cohomology groups we will work mainly in the additive subcategory add(Q) of
modgr (Dx). One property important to us is that add(Q) is closed under taking extensions and quotients.

Lemma 6.5. For every 0 <i, j <n we have that EXtrlnodGL(Dx)(Qi’ Q;) =0. In particular, every short
exact sequence in modgy (Dy)
0—> M —-N—> M, —0, (6-5)

with M|, M, € add(Q) splits, and hence N € add(Q). More generally, if N € modgL(Dx) has a
composition series with composition factors in add(Q), then N € add(Q).

. .. . 0, . .
Proof. For the first assertion, we let p = max(i, j) and note that since mod;’ (Dx) is closed under taking

extensions it suffices to prove that
1
Ext o, (Q,', Qj):().

modg{ (Dx)
By Lemma 6.4, if p = i then Q; is projective in modgﬁ (Dx), while if p = j then Q; is injec-
tive, so the above vanishing follows. Since Ext' commutes with finite direct sums, it follows that
EXtrlnodGL(DX)(MZ’ My) =0 for My, M, € add(Q), and therefore (6-5) splits. To prove the last assertion,
we argue by induction on the length of the composition series. We write N as an extension (6-5), where
M, € add(Q) and M| has a shorter composition series with composition factors in add(Q). By induction
we have that M| € add(Q), hence (6-5) splits and N is also in add(Q). O

Lemma 6.6. Any quotient of Q , in modgL(Dy) is isomorphic to Q, for some 0 < q < p. More generally,
if M € add(Q) then any quotient of M is also in add(Q).

Proof. We prove the first assertion by induction on p. By Lemma 6.3 and (6-3), D, is the unique simple
submodule of Q,, and therefore every proper quotient of Q, factors through Q,/D, = Q,_1. By
induction, every quotient of Q,_ is isomorphic to Q, for some 0 < g < p — 1, so the same must be true
about every proper quotient of Q.

For the last assertion we argue by induction on the length of M. We consider a quotient 7 : M — P
and write M = Q , ® N with N € add(Q), and let P’ = (Q ). Using the previous paragraph, P’ >~ Q,
for some 0 < g < p. The map = induces a map of short exact sequences,

0 0; M N 0
0 P’ P P 0

where the vertical maps are surjective and P” = P/ P’. Since N has smaller length than M, it follows that
P” € add(Q), hence P € add(Q) by Lemma 6.5. O
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6B. Local cohomology of the polynomial ring S. The goal of this section is to prove that the local
cohomology groups of S are in add(Q), thus proving the case p = n of Theorem 6.1. Our argument will
be inductive, starting with the observations in Section 2H. We let X; C X denote the basic open affine
where x11 # 0, let U = X \ {0}, and let j; : X; — U denote the open immersion.

Lemma 6.7. If M, N € modgL(Dy) are such that there exists a Dx,-module isomorphism jiM >~ jIN
then M ~ N.

Proof. We let Z = U \ X and consider the exact sequences

0 —— HL(M) —— M —5 ji jiM —— HL(M) —— 0

%z
0 —— HYUN) —— N —Ls ji j*N L HL(N) —— 0

where ¢ exists by assumption. Since Z contains no invariant closed subset of U, it follows that no nonzero
subquotient of M and N can have support in Z. Hence, we have 7—[% (M) = ’H% (N) =0 and therefore «,
are injective. Moreover, we have g/ opoa =0and o’ o' 0 =0, so that ¢ o« (resp. ¢! o B) lifts to
an injective Dy-module homomorphism ¢ (resp. ¢). Since M and N have finite length, it follows that
their lengths coincide, and ¢ and ¢, must be isomorphisms. O

Proposition 6.8. Forallt <n andi > 0 we have Hia (S) € add(Q).

Proof. We proceed by induction on n: if = 0 then each H ’5 (S) is a direct sum of copies of Dy = Qy, so
it is in add(Q). We may assume then thatn > ¢ > 1 and let j : U — X denote the inclusion. For any
Dx-module M, we have the exact sequence

0— HYX(M) — M — j,j*M — HL (M) — 0. (6-6)

We let Qg = j*Q, for 1 < p <n and prove that j, Q(;7 = Q). From Lemma 6.3 we see that O, has no
submodules supported at Oy, so HO(Q ») =0. Choosing M = Q, in (6-6) gives then the exact sequence

0— Qp— jxQ) — Hp(Q,) — 0.
Since HIL(Q p) 1s a direct sum of copies of Dy = Qy, it follows from Lemma 6.5 that the above sequence
splits. If we set M = j, Q?, in (6-6) and note that the map j, Q?) — JxJ ¥ Jx Qg is an isomorphism, we get
Hr?l(j* Q([),) =0. Since Hn]NI(Qp) is a summand of j, Qg supported at O, this shows that Hnll(Qp) =0and
j* Q([); = Q p-
We now claim that each j*H i@ (S) is a direct sum of copies of the Dy -modules o, ..., Qg. To prove
this, it suffices by Lemma 6.7 to show that an isomorphism exists after restricting to X;. For that we have

O i i (2-23) i (2-22) ) . )
JEITHG, (8) = (H (), =" " (Hg, ()= 1@ (Q?“A)|X1=l@ Ji@)®e
<s<t <s<t

where the equality labeled (2-22) uses also the induction hypothesis, and where the numbers a; are in Z-.
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Since ]*H’ (S) is a direct sum of copies of 09, .. QO and j, QO = Q) for 1 < p <n, it follows now
that j, j*H ! (S) € add(Q). Setting M = H i (S ) in (6 6) we obtain using Theorem 5.1 the exact sequence

0— Hg(H’a(S)) — H (S) = juj*Hj; (8) — 0.
Since HQ(H% (8)) e add(Q), it follows from Lemma 6.5 that Hia (S) € add(Q), concluding the proof. [
6C. The structure of the modules H é (Qp). Inthis section we prove the case t = p—1 of Theorem 6.2.
p-1

Lemma 6.9. Forall j > 0 andt < n we have Hé (Sqet) = 0.

Proof. Multiplication by the polynomial det induces an S-module isomorphism Sget 9l Syer, which in turn
gives rise to an isomorphism H (Sdet) ﬂ) H J (Sdet) for each j > 0. Since the polynomial det vanishes
on O, it follows that every element me H (Sdet) is annihilated by det® for some k. Slnce multlphcatlon

by det* is an isomorphism, we conclude that m = 0 and, since m was arbitrary, that H (Sdet) = U

Lemma 6.10. Forall p <n and j > 0, we have Hé l(Qp) € add(Q) and
o

Hg (Qp)=Hy (Qp)=0. (6-7)

Proof. The case p = n follows from Lemma 6.9, so we may assume that p < n. We consider the
spectral sequence
E;) = H (HL = H’*J (8)-
p
If weletc, = (n — p)? denote the codimension of O p in X, then we know that H / (S) has support
contained in 0 —1 if j # c¢p, and therefore E J=0ifi # 0 and j # cp. Moreover combining

Proposition 6.8 with (1-13) and (3-1) we see that H5 (S) = Qp, so we have
P
ic ; . 0,j ' .
Ey"=H; (Qp) fori=0 and E; /= Hép(S) for j # cp. (6-8)
It follows that the potentially nonzero groups E’ZJ are arranged along a hook shape centered around
the point (i, j) = (0, ¢;), and that the only potentially nonzero maps in the spectral sequence are

the homomorphisms

E§,Cp+r 1 EO cptr=l d, E " = Eg’c” for r > 2. (6-9)
It follows that
Egg’p“*l =ker(d,) and Eo’ =coker(d,) forr > 2.

Since ngil (8) =0 for k =c, (mod 2) by the case p=m =n and t = p — 1 of Corollary 3.5 it follows
that Eg) =0 when j = ¢, (mod 2). Since Ey”’ =0 for j # ¢, (mod 2) by (6-8) and Corollary 3.5, we
conclude that Eg;)j = 0 for all j > 0, and in particular that all the maps d, in (6-9) are injective. The
vanishing of Ef,)gj and the shape of the spectral sequence show that

L,Cp

EY =Hg:(5) forall i > 0, (6-10)
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and therefore we obtain short exact sequences

rcp

0,c —1 , :
ot A, RO BT (8) - 0.
2 Op—l

0—E,

Ocptr=1 . nd Hr+ "(S) are in add(Q) by Proposition 6.8 and (6-8), it follows

from Lemma 6.5 that the same is true for E ,l.e., H(’) 1(Qp) € add(Q) for all r > 2.
.

Since the modules E,’

Since the maps (6-9) do not involve any of the modules Ei’c” for i =0, 1, it follows that

(6 8) 1 cp i,cp (6-10) l+C],

=Ey" = (S = fori =0,1,

p]

L (@p) =

l-‘r(,],

where the vanishing of H—- 5
p-1

(S) follows from the fact that

Cp—1 :(n—p—|—1)2>i—+—cp=i—|—(n—p)2 fori =0,1and p < n,
proving (6-7) and concluding our proof. O

6D. Local cohomology of the simples D,. We are now ready to finalize the proof of Theorem 6.1.
Proposition 6.11. For every j > 0 andt,p with0 <t < p <n we have Hé (D)) € add(Q).

Proof. We prove the result by descending induction on the pair ¢+ < p. We begin with the case when
t = p — 1 and consider the short exact sequence

0—-D,— Q,— Qp-1—0.

Since HY  (Qp-1) = Qp-1, H. (Qp-1) =0 for j >0 by (1-3), and HL (Q,)=0forj=0,1
p— p— p—1
by (6-7), we obtain by the long exact sequence in cohomology that [

ng_l(Dp) =0, ngfl(D,,) =Q,-1, and Hépil(Dp) = Hépil(Qp) for j > 2. (6-11)
It follows from Lemma 6.10 that H é 1(D ») € add(Q) for all j > 0. For the inductive step we consider
o

1 <t < p and the spectral sequence
Ey = H (Hi (D,)) = H”f / (D).

By induction, the modules H J (D ) belong to add(Q), and their summands are among Qy, ..., Oy,
since they have support contalned in O;. Using the fact that for s < ¢ — 1 we have H 0 (Q s) = Qg and
H ! (Qs) = 0, together with the fact that H i (Q,) € add(Q) proved in Lemma 6 10 we conclude
thatr each E belongs to add(Q). Our final goal is to prove that EOO € add(Q), since the modules E. g
constitute the composition factors of H5 g (D ) with respect to the filtration induced by the spectral
sequence. By Lemma 6.5, this will 1mp1y that H k (Dp) € add(Q) for all k£ > 0, concluding the
inductive step.

Using Theorem 3.1 we have that H k (D p) =0for k= p—1 (mod2), so we only need to con51der
the modules E wheni+ j#p—t (mod 2). We will prove by induction on r > 2 that E
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quotient of E'ZJ when i 4+ j #% p —t (mod 2). Since E, 4 = ker(d,)/Im(d,), it suffices to check that the
differentials '/ : EM — EF T are identically O for i + j # p —t (mod 2).
Since i +r > 2 this is in turn is implied by the vanishing

E;f =0 fori>2and i+ j=p—1t (mod?2), (6-12)

which we explain next. Theorem 3.1 implies that H é (Dy)=0for j # p—1t (mod 2), so we only need
to prove (6-12) wheni > 2 iseven and j = p —t (mod 2). Since H% (Qs;)=0fori >0ands <r—1,
t—1

and since H é;t (D)) is a direct sum of copies of Qy, ..., O, it suffices to check that
H%,I(Qf) =0 fori even,
which follows from Theorem 5.2, and concludes our proof. 0

6E. Local cohomology of the indecomposables Q ,. The goal of this section is to prove Theorem 6.2.

Proof of Theorem 6.2. If p = n then it follows from Lemma 6.9 that H% (Qy)=0forall 0 <t <n,
n—s—1 !
n—s

which coincides with the formula (6-1) since ( )q2 = 0 for all s. We may therefore assume that
t <n —2, and proceed by induction on p, starting with the case p = ¢ + 1. Combining (6-7) with (6-11)

and Theorem 6.1, we get that H (% 1(Q p) € add(Q) for all j > 0 and moreover
P

. . . . p_l
[Qp-1]-q+ ) [H (Qp)]-¢' =) [Hy (Dp]-q’ =) [0:]-q-ms(g),
Jj=0 j=0 s=0

where mp,l(q) = ("_f'H)q :1+q+q2+...+qn—l7 and

m,( )_<n—s> _(n—s—l) 24 s <n—s—l)
W)= pP—5s)q p—s—1/4 = 1 p—s /4

Using the fact that m,_i(g) — 1 =¢q - (”I”)q, we obtain
p—1 1
. , ) (=S —
YUIHL (107 =10, ( ).

—S
j=>0 s=0 p

which agrees with (6-1) in the case when r = p — 1.
For the induction step, we assume that p > ¢ 4 2 and consider the short exact sequence

0—D,— Q0p,— Qp-1—0. (6-13)
Combining Theorem 5.2 with Theorem 6.1 we obtain
HS N (Qp-1) = H} (Qp) = HS (D) =0 for j #p—1 (mod2).

Therefore, the long exact sequence in cohomology associated with (6-13) splits into short exact sequences

0— Hé;t_l(prl) — Hét(Dp) — Hét(Qp) 0. (6-14)
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Since the module H é (Qp) is aquotient of H é (D)), and the latter belongs to add(Q) by Proposition 6.11,
it follows from Lemma 6.6 that the former also belongs to add(Q). It is then sufficient to verify that (6-1)
holds in I'p[¢g]. Using (6-14), Theorem 6.1, and the induction hypothesis we get

Y HL (Qp)p-q? =) [HL (DY)Ip-a'=q- ) [H] (Qp-Dlp-¢’

Jj=0 j=0 j=0
d n—s—1 p—s—2
_ A 00-02. 2y_,. (p—l—z>2+2-<p—1—s>,< 5= ) ( 5= )
—Xg[Qx]’D |:C] ms(g°)—q-q p—s—1)p \p—t—2)p
§=
Since 14+(p—1—1)242-(p—1—s5) = (p—1)>+2-(t —s), in order to prove (6-1) it suffices to check that
s (nes=ly p—s=2\ p,s_<n—s—l) .<p—s—1)
m@ -~ (3 707) (075), =4 L) (), (6-15)
When s = ¢, we have
p—s—=2\ _(p—s—1 1
<p_t_2>q_<p_t_1>q_
by (2-1), so (6-15) amounts to the equality
(n—t) _(n—t—l) :qp—t‘(n_t_l)
pP—t)y p—t—1/, p—t Jqg
which follows from (2-4). When s < t we get
p—s—2\ _(p—s—2 p—s—1\ _/p—s—1
<P—l‘—2>q_( t—s )q and (p_t_l)q_< t—s )q

using (2-1), so we can rewrite (6-15) as

p—s—1 n—s p—s (N—5—1 e (P52 p—s—2 n—s—1
( t—s )q‘ <p—s>q_q ( p—s ),1 K < t—s >q+(t—s—1>q '<p—s—l)q
which follows by applying (2-4) to both sides of the equation. O

6F. The proof of Theorem 1.5. If p =n — 1 then O,_ is a hypersurface so its only nonzero Lyubeznik
number is )\nLl,nLl(R(n_l)) = 1. We assume that p <n — 2 and get as in Section 3E that

. 2. . .
Ly(q,w)= Y (Hp (Hs (), Do)p-q" - w’
i.j=0 !
p

N Z [Z HOO(Q ) Do) -gq"- (Z<ng,,_j(S)’ D5 — Dyy1)p - wj)],

i>0 b s=0 j>0
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where we used the fact that the groups H ey (S) belong to add(Q), and that the multiplicity of Qs as a
summand in M € add(Q) can be computed us1ng (1-13) by the formula (M, Dy — D4 1)p. We obtain that

p
Lp(g. w) =Y (Hy (Qs: q). Do)p - (Hy (S: w™"), Dy — Dy 11)p - w"
s=0

p
(6—1)é2-10)zq52+25.(n_1) P (”_1_s> _<”_2_s) '
- s q2 p—s w—2 p—S—l w2
5=

Using (2-4) we have

2

(n—l—s) _(n—2—s> :w_z,(p_s)'<n—2—s>’

p—S Jw2 p—s—1/,- p—s

and combining this with (2-3) it follows that in order to prove (1-8) it suffices to verify the identity
PP H2p+s-@n—2p=2)=—(n—p)>=2-(p=5)=2p—s)-(1—2—p)+n’,

which follows again by inspection.
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On asymptotic Fermat over Z,-extensions of Q
Nuno Freitas, Alain Kraus and Samir Siksek

Let p be a prime and let Q, , denote the n-th layer of the cyclotomic Z,-extension of Q). We prove
the effective asymptotic FLT over Q, , for all n > 1 and all primes p > 5 that are non-Wieferich, i.e.,
2P=1 £ 1 (mod p?). The effectivity in our result builds on recent work of Thorne proving modularity of
elliptic curves over Q, ,.

1. Introduction

Let F be a totally real number field. The asymptotic Fermat’s last theorem over F is the statement that
there exists a constant By, depending only on F, such that, for all primes £ > B, the only solutions to
the equation x¢ 4 y* +z¢ =0, with x, y, z € F are the trivial ones satisfying xyz = 0. If By is effectively
computable, we refer to this as the effective asymptotic Fermat’s last theorem over F. Let p be a prime, n
a positive integer and write Q, , for the n-th layer of the cyclotomic Z ,-extension. In [Freitas et al. 2020],
the authors established the following theorem.

Theorem 1. The effective asymptotic Fermat’s last theorem holds over each layer Q,, > of the cyclotomic

Z,-extension.

The proof of Theorem 1 relies heavily on class field theory and the theory of 2-extensions, and the
method depends crucially on the fact that 2 is totally ramified in Q, ». We establish the following.

Theorem 2. Let p > 5 be a prime. Suppose p is non-Wieferich, i.e., 2~ % 1 (mod p?). The effective

asymptotic Fermat’s last theorem holds over each layer Q) , of the cyclotomic Z ,-extension of Q.

We remark that the only Wieferich primes currently known are 1093 and 3511. It is fascinating to
observe that these primes originally arose in connection with historical attempts at proving Fermat’s last
theorem. Indeed Wieferich [1909] showed that if 27! # 1 (mod p2) then the first case of Fermat’s last
theorem holds for exponent p.

In contrast to Theorem 1, the proof of Theorem 2 makes use of a criterion (Theorem 3 below) established
in [Freitas and Siksek 2015] for asymptotic FLT in terms of solutions to a certain S-unit equation. The proof
of that criterion builds on many deep results including modularity lifting theorems due to Breuil, Diamond,
Gee, Kisin, and others, and Merel’s uniform boundedness theorem, and exploits the strategy of Frey, Serre,
Ribet, Wiles and Taylor, utilized in Wiles’ proof of Fermat’s last theorem [1995]. We use elementary
Wsupported by a Ramén y Cajal fellowship (RYC-2017-22262). Siksek is supported by EPSRC grant “Moduli of Elliptic
curves and Classical Diophantine Problems” (EP/S031537/1).
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arguments to study these S-unit equations in @, , and this study, together with the S-unit criterion, quickly
yields Theorem 2. The effectivity in Theorem 2 builds on the following great theorem due to Thorne [2019].

Theorem (Thorne). Elliptic curves over Q, , are modular.

2. An S-unit criterion for asymptotic FLT

The following criterion for asymptotic FLT is a special case of [Freitas and Siksek 2015, Theorem 3].

Theorem 3. Let F be a totally real number field. Suppose the Eichler—Shimura conjecture over F holds.
Assume that 2 is inert in F and write ¢ = 2Op for the prime ideal above 2. Let S = {q} and write O§ for
the group of S-units in F. Suppose every solution (A, L) to the S-unit equation

At+u=1, AopneOg 2-1)
satisfies both of the following conditions:
max{|ordg(A)], lordg ()|} < 4, ordg(Ap) =1 (mod 3). (2-2)

Then the asymptotic Fermat’s last theorem holds over F. Moreover, if all elliptic curves over F with full
2-torsion are modular, then the effective asymptotic Fermat’s last theorem holds over F.

For a discussion of the Eichler—Shimura conjecture see [Freitas and Siksek 2015, Section 2.4], but for
the purpose of this paper we note that the conjecture is known to hold for all totally real fields of odd
degree. In particular, it holds for Q, , for all odd p.

To apply Theorem 3 to F' = Q,,, we need to know for which p is 2 inert in F. The answer is given by
the following lemma, which for n = 1 is [Washington 1997, Exercise 2.4].

Lemma 2.1. Let p > 3, q be distinct primes. Then q is inert in Q, , if and only if g~ %1 (mod p?).

Proof. Let L = Q(¢n+1) and F = Q, ;. Write o, and 7, for the Frobenius elements corresponding to g
in Gal(L/Q) and Gal(F/Q). The prime g is inert in F precisely when 7, has order p". The natural
surjection Gal(L/Q) — Gal(F/Q) sends o, to 7, and its kernel has order p — 1. Thus ¢ is inert in F' if
and only if the order of oy is divisible by p", which is equivalent to qu ! having order p". There is a
canonical isomorphism Gal(L/Q) — (Z/p"*'Z)* sending o4 t0 g+ p"t1Z. Thus q is inert in F if and
only if g?~! + p"*1Z has order p". This is equivalent to g?~' # 1 (mod p?). O

3. Proof of Theorem 2

Lemma 3.1. Let p be the unique prime above p in F =Q), ,. Let . € Or. Then . =Normpg,g(A) (mod p).

Proof. As p is totally ramified in F, we know that the residue field Of/p is [,. Thus there is some a € Z
such that A =a (mod p). Let 0 € G = Gal(F/Q). Since p° = p, we have L. =a (mod p). Hence
Normp g (1) = ]_[ 1% =a*% (mod p).
oeG

However #G = p" so Normpg,q(A) =a = A (mod p). O
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Lemma 3.2. Let p # 3 be a rational prime. Let F = Q,, ,. Then the unit equation
A+u=1, i pue0Of (3-D

has no solutions.

Proof. Let (A, u) be a solution to (3-1). By Lemma 3.1, A = £1 (mod p) and u = %1 (mod p).
Thus £14+1 =X+ u =1 (mod p). This is impossible as p # 3. U

Remark 3.3. Lemma 3.2 is false for p = 3. Indeed, let p =3 and n = 1. Then F = Q; 3 = (2(0), where 6
satisfies 6> — 602 496 — 3 = 0. The unit equation has solution A =2 —6 and p = —146. In fact, the unit
equation solver of the computer algebra system Magma [Bosma et al. 1997] gives a total of 18 solutions.

Lemma 3.4. Let p > 5 be a rational prime. Let F = Q, ,. Suppose 2 is inert in F and write ¢ =20
for the unique prime above 2. Let S = {q} and write Og for the group of S-units. Then every solution to
the S-unit equation (2-1) satisfies one of the following:

(i) ordg(A) =1, ordq() =05

(i1) ordq(A) =0, ordg(u) = 1;
(iii) ordy(A) = ordy(u) = —1.
Proof. Write n; = ordq(A) and n, = ordg(u). Suppose first ny > 2. Then n, = 0 and so u € O;.
Moreover, as 4 | A, we have u =1 (mod 4) and so u° =1 (mod 4) for all 0 € G = Gal(F/Q). Hence
Normp/g(n) =[[ n? =1 (mod 4). But Normp,g(u) = %1, thus Normp g (1) = 1. As before, denote
the unique prime above p by p. By Lemma 3.1 we have © =1 (mod p). Hence p divides 1 — u = A
giving a contradiction.

Thus n; < 1. Next suppose ny < —2. Then n, =n,. Let A’ =1/x and u' = —p/A. Then (X', u')
is a solution to the S-unit equation satisfying n,, > 2, giving a contradiction by the previous case.
Hence —1 <n, <1 and by symmetry —1 <n, < 1. From Lemma 3.2 either n; # 0 or n, # 0. Thus one
of (i), (ii), (iii) must hold. 0
Remark 3.5. Possibilities (i), (ii), (iii) cannot be eliminated because of the solutions (2, —1), (—1, 2)
and (3, 1) to the S-unit equation.

Proof of Theorem 2. We suppose p > 5 and non-Wieferich. It follows from Lemma 2.1 that 2 is inert in
F =Q,,,. Write ¢ =20F. By Lemma 3.4 all solutions (A, i) to the S-unit equation (2-1) satisfy (2-2).
We now apply Theorem 3. As elliptic curves over Q, , are modular thanks to Thorne’s theorem, we
conclude that the effective Fermat’s last theorem holds over Q,, . O

Remark 3.6. The proof of Theorem 2 for p = 3 and for the Wieferich primes seems out of reach at
present. There are solutions to the unit equation in Q) 3 (as indicated in Remark 3.3), and therefore
in Q, 3 for all n, and these solutions violate the criterion of Theorem 3. For p a Wieferich prime, 2 splits
in @y, , into at least p prime ideals and we would need to consider the S-unit equation (2-1) with S the
set of primes above 2. It appears difficult to treat the S-unit equation in infinite families of number fields
where #S > 2 (see [Freitas et al. 2020, Theorem 7] and its proof).
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4. A generalization

In fact, the proof of Theorem 2 establishes the following more general theorem.

Theorem 4. Let F be a totally real number field and p > 5 be a rational prime. Suppose that the following

conditions are satisfied.
(a) F is a p-extension of Q (i.e., F/Q is a Galois extension of degree p" for some n > 1).
(b) p is totally ramified in F.
(c) 2isinertin F.

Then the asymptotic Fermat’s last theorem holds for F.

Example 4.1. A quick search on the L-Functions and Modular Forms Database [LMFDB 2020] yields 153
fields of degree 5 satisfying conditions of the theorem with p = 5. The one with smallest discriminant is
Q5. The one with the next smallest discriminant is F = Q(6) where 6> — 11003 —6050> —9900 —451 = 0.
The discriminant of F is 58 - 114, It is therefore not contained in any Z p-extension of Q.
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