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Counting abelian varieties over finite fields
via Frobenius densities

Jeffrey D. Achter, S. Ali Altuğ, Luis Garcia and Julia Gordon
Appendix by Wen-Wei Li and Thomas Rüd

Let [X, λ] be a principally polarized abelian variety over a finite field with commutative endomorphism
ring; further suppose that either X is ordinary or the field is prime. Motivated by an equidistribution
heuristic, we introduce a factor νv([X, λ]) for each place v of Q, and show that the product of these
factors essentially computes the size of the isogeny class of [X, λ].

The derivation of this mass formula depends on a formula of Kottwitz and on analysis of measures on
the group of symplectic similitudes and, in particular, does not rely on a calculation of class numbers.

1. Introduction

Let [X, λ] ∈Ag(Fq) be a principally polarized g-dimensional abelian variety over the finite field Fq = Fpe .
Its isogeny class I ([X, λ], Fq) is finite; our goal is to understand the (weighted by automorphism group)
cardinality #̃I ([X, λ], Fq).

A random matrix heuristic might suggest the following. Let fX/Fq (T ) be the characteristic polynomial
of Frobenius of X . It is well known that fX/Fq (T ) ∈ Z[T ]. Following Gekeler [2003], for a rational prime
ℓ ∤ p disc( f ), one can define a number

νℓ([X, λ], Fq)= lim
n→∞

#{γ ∈ GSp2g(Zℓ/ℓ
n) : charpolyγ (T )= fX/Fq (T ) mod ℓn

}

#GSp2g(Zℓ/ℓ
n)/#AGSp2g

(Z/ℓn)
, (1-1)

where GSp2g is the group of symplectic similitudes of a symplectic space of dimension 2g, and AGSp2g
is

the space of characteristic polynomials of these similitudes.
For ℓ ∤ p disc( f ), in which case the conjugacy class is determined by the characteristic polynomial (see

Lemma 3.1), we interpret νℓ[X, λ] as the deviation of the size of the conjugacy class with characteristic
polynomial fX/Fq (T ) from the average size of a conjugacy class in GSp(Zℓ).

For ℓ | disc( fX/Fq (T )), since the characteristic polynomial need not determine a unique conjugacy
class in GSp2g(Zℓ), a slightly more involved definition of νℓ[X, λ] is needed; see (4-1). Similarly, we
define quantities νp([X, λ], Fq) and ν∞([X, λ], Fq) using, respectively, equidistribution considerations
for σ -conjugacy classes in GSp2g(Qq) and the Sato–Tate measure on the compact form USp2g.

MSC2010: primary 11G10; secondary 14G15, 20G25, 22E35.
Keywords: abelian variety, isogeny class, orbital integral.
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Careless optimism might lead one to hope that #̃I ([X, λ], Fq) is given by the product of the average
archimedean and p-adic masses with the local deviations:

#̃I ([X, λ], Fq)∝ ν∞([X, λ], Fq)
∏
ℓ

νℓ([X, λ], Fq). (1-2)

This argument is (at best) superficially plausible. Nonetheless, in this paper we give a pure-thought proof
of the following theorem:

Theorem A. Let [X, λ] be a principally polarized abelian variety over Fq with commutative endomor-
phism ring. Suppose that either X is ordinary or that Fq = Fp is the prime field. Then

#̃I ([X, λ], Fq)= q
1
2 dim(Ag)τT ν∞([X, λ], Fq)

∏
ℓ

νℓ([X, λ], Fq). (1-3)

Here dim(Ag)=
1
2 g(g+ 1) and τT is the Tamagawa number of the algebraic torus associated with [X, λ]

in Section 2A.

As we have mentioned, this formulation is inspired by Gekeler [2003], who proves Theorem A for
an ordinary elliptic curve E over a finite prime field Fp. (In the case g = 1 considered by Gekeler, τT

equals 1.) Roughly speaking, the strategy there is to compute the terms νℓ explicitly, and show that the
right-hand side of (1-3) actually computes, via Euler products, the value at s = 1 of a suitable L-function.
One concludes via the analytic class number formula and the known description of the isogeny class
I (E, Fq) as a torsor under the class group of the quadratic imaginary order attached to the Frobenius
of E . This strategy was redeployed in [Achter and Williams 2015] and [Gerhard and Williams 2019] for
certain ordinary abelian varieties.

More recently, Achter and Gordon [2017] showed directly that the right-hand side of (1-3) actually
computes the product of the volume of a certain (adelic) quotient and an orbital integral on GL2. Thanks
to the work of Langlands [1973], and Dirichlet’s class number formula, one has a direct proof that this
product computes the size of the isogeny class of the elliptic curve.

In fact, Langlands’ formula, originally developed to count points on modular curves over finite fields,
has been generalized by Kottwitz [1992] to an essentially arbitrary Shimura variety of PEL type. We
review this latter formula in Proposition 2.1, and refer to it as the Langlands–Kottwitz formula below.
It comes as a product of an (adelic) volume of a torus and an orbital integral, this time over GSp2g.
Although the orbital integral in the Langlands–Kottwitz formula clearly decomposes as a product of local
terms, the volume term, however, appears as a global quantity (a class number in the case of GL2; see
[Achter and Gordon 2017, Lemma A.4]). Thus an Euler product expression for #̃I ([X, λ], Fq) such as
the one in (1-3) is, at least, not immediate.

The content of the present paper is to prove that the Euler product given by the right-hand side of (1-3)
is indeed equal to the product of the global volume and the orbital integral given by Kottwitz’s formula.
We establish this by a delicate analysis of the interplay between various measures on the relevant spaces.

This paper is the logical extension of [Achter and Gordon 2017], which worked out these details for
the case with governing group GSp2 = GL2. The reader will correctly expect that the structure of the
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argument is largely similar. However, the cohomological and combinatorial intricacies of symplectic
similitude groups in comparison to general linear groups — in particular, the tori are much more complex
and conjugacy and stable conjugacy need not coincide — mean that each stage is considerably more
involved.

We highlight three particular issues that make the generalization from elliptic curves to higher rank not
straightforward.

The first is already mentioned above — the difference between conjugacy and stable conjugacy in
GSp2g when g > 1. This issue is discussed in detail in Section 3, and leads to Definition 4.1, which (as
we prove in Section 3) coincides with (1-1) when ℓ ∤ p disc( f ).

The second is the fundamental lemma for base change, which is used to relate a Gekeler-style ratio
at p to the twisted orbital integral. The complicated function one generally gets as a result of base change
is the reason we have to assume that X is ordinary if q ̸= p; this is discussed in detail in Section 4C.

The last is that the tori in GSp2g for g ≥ 2 are significantly more complicated than those for g = 1.
The global calculation in Section 5 reflects this complexity, and involves the Tamagawa number of the
algebraic torus T . This number is well known to be 1 for g = 1, but for general g we have to leave it as
an (unknown) constant; Thomas Rüd and (independently) Wen-Wei Li obtained suggestive partial results
and kindly agreed to present them in the Appendix.

Perhaps not surprisingly, (1-3) can also be interpreted as a Smith–Minkowski–Siegel type mass formula
(in the sense of Tamagawa–Weil) with explicit local masses (see [Gan and Yu 2000]). Here the underlying
group, of course, is GSp2g and the masses calculate sizes of the relevant isogeny classes. Although this
point of view is interesting in its own right we do not pursue it further in this paper. We would, however,
like to note that the appearance of Tamagawa numbers is natural in this context.

The present work is, of course, part of a long and thriving discourse on the size of isogeny classes of
abelian varieties over finite fields. Deuring [1941] computes the size of an isogeny class of elliptic curves
as a class number. Waterhouse [1969] reinterprets and extends Deuring’s work to a much larger class of
abelian varieties. The key point in his study is to consider separately the ℓ-primary components of the
kernel of an isogeny, and model them using the various Tate modules (for ℓ prime to the characteristic) and
the Dieudonné module. Both of these approaches have been revisited and enhanced in recent times. Yu
and collaborators have undertaken a detailed analysis of, for example, the number of supersingular abelian
varieties over finite fields; their answers are often expressed in terms of a mass formula which comes
from a local lattice-theoretic perspective on the isogeny problem (e.g., [Xue and Yu 2021; Yu 2012]). In
a somewhat different direction, Marseglia [2021] and Howe [2022] are often able to express the size of an
isogeny class of principally polarized abelian varieties as a sum of suitably generalized class numbers.

In the approach taken here, the orbital integral in the Langlands–Kottwitz formula (Proposition 2.1)
does the work of assimilating information from the different local lattice calculations. Class numbers
necessarily arise from our formula, but are not built-in; see Section 6 for this emergence.

Notation. We work over a finite field Fq = Fpe of characteristic p. We will often drop the field from all
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notation. We denote by Qq the degree e unramified extension of Qp, and by Zq its ring of integers; the
p-th power automorphism of Fq lifts to the Frobenius automorphism σ of Qq .

Fix a positive integer g. Let V = Z⊕2g, endowed with basis x1, . . . , xg, y1, . . . , yg, and equip it with
the symplectic form such that ⟨xi , y j ⟩ = δi j and ⟨xi , x j ⟩ = ⟨yi , y j ⟩ = 0. Let G be the group of similitudes
G = GSp(V, ⟨ · , · ⟩) ∼= GSp2g; it has dimension 2g2

+ g+ 1 and rank r = g+ 1. Its derived group is
Gder ∼= Sp2g, and G/Gder ∼= Gm . Let η : G→ Gm be the corresponding surjection (the multiplier map).
We write Tspl for the split torus of diagonal matrices in G.

If K is a field, α ∈ G(K ), and 0 ⊆ G(K ), we let 0α = {β−1αβ : β ∈ 0} be the orbit of α under 0.
Since G has simply connected derived group, the stable conjugacy class, or stable orbit, of α is those
elements of G(K ) which are conjugate to α as elements of G(K ) [Kottwitz 1982, p. 785].

For α ∈ G(Qq), the twisted, or σ -, conjugacy class of α is {β−1αβσ : β ∈ G(Qq)}; and the stable
twisted conjugacy class of α is G(Qq)∩ {β

−1αβσ : β ∈ G(Qq)}.
For an element γ ∈ G(Qℓ), where ℓ is an arbitrary prime, the Weyl discriminant of γ is denoted

by D(γ ): D(γ )=
∏
α∈8(1−α(γ )), where the product is over all roots of G (see Section 6A1 for details).

2. Background

2A. The Kottwitz formula. The key formula we need is developed by Kottwitz [1992]. In fact, the special
case we need is detailed in [Kottwitz 1990, Section 12]. By way of establishing necessary notation, we
review the relevant part of this work here.

Let Ag denote the moduli space of principally polarized abelian varieties of dimension g. An isogeny be-
tween two principally polarized abelian varieties [X, λ], [Y, µ] ∈Ag(Fq) is an isogeny φ : X→Y such that
mφ∗µ=n·λ for some nonzero integers m and n. The isogeny class I ([X, λ], Fq) is the set of all principally
polarized abelian varieties [Y, µ]/Fq admitting such an isogeny (over Fq ), and its weighted cardinality is

#̃I ([X, λ], Fq)=
∑

[Y,µ]∈I ([X,λ],Fq )

1
#Aut(Y, µ)

.

The abelian variety X/Fq admits a Frobenius endomorphism ϖX/Fq , with characteristic polynomial
fX/Fq (T ) of degree 2g. (By [Tate 1966], this polynomial determines the isogeny class of X as an
unpolarized abelian variety.)

For each ℓ ̸= p, H 1(XFq
,Zℓ) (the dual of the Tate module) is a free Zℓ-module of rank 2g, endowed with

a symplectic pairing ⟨ · , · ⟩λ induced by the polarization. The Frobenius endomorphism ϖX/Fq induces an
element γX/Fq ,ℓ ∈GSp(H 1(XFq

,Zℓ), ⟨ · , · ⟩λ), and thus an element of G(Zℓ), well-defined up to conjugacy.
Moreover, there is an equality of characteristic polynomials fγX/Fq ,ℓ

(T ) = fX/Fq (T ). Simultaneously
considering all finite primes ℓ ̸= p, we obtain an adelic similitude γ[X,λ] ∈ G(Ap

f ). (Alternatively one
can, of course, directly consider the action of ϖX/Fq on H 1(XFq

, Ẑp)= lim←−
p∤n H 1(XFq

,Z/n).)
Similarly, the crystalline cohomology group H 1

cris(X,Qq) is endowed with an integral structure
H 1

cris(X,Zq) and a σ -linear endomorphism F . It determines, up to σ -conjugacy, an element δX/Fq

of G(Qq) with multiplier η(δX/Fq )= p.
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The e-th iterate of F is linear, and in fact Fe is the endomorphism of H 1
cris(X,Qq) induced by ϖX/Fq .

Let T[X,λ]/Q represent the automorphism group of [X, λ] in the category of abelian varieties up to
Q-isogeny. Concretely, the polarization λ induces a (Rosati) involution (†) on End(X)⊗Q; and for each
Q-algebra R, we have

T[X,λ](R)= {α ∈ (End(X)⊗ R)× : αα(†) ∈ R×}.

By Tate’s theorem [1966], for ℓ ̸= p, T[X,λ](Qℓ) is isomorphic to GγX/Fq ,ℓ
(Qℓ), the centralizer of γX/Fq ,ℓ,

and T[X,λ](Qq) is isomorphic to GδX/Fq σ
(Qp), the twisted centralizer of δX/Fq in G(Qq).

A direct analysis of the effect of isogenies on the first cohomology groups of abelian varieties shows:

Proposition 2.1 [Kottwitz 1990]. The weighted cardinality of the isogeny class of [X, λ] ∈Ag(Fq) is

#̃I ([X, λ], Fq)= vol(T[X,λ](Q)\T[X,λ](A f )) ·

∫
GγX/Fq

(A
p
f )\G(A

p
f )

1G(Ẑp
f )
(g−1γX/Fq g) dg

·

∫
GδX/Fq σ

(Qp)\G(Qq )

1G(Zq ) diag(p,...,p,1,...,1)G(Zq )(h
−1δX/Fq hσ ) dh. (2-1)

In the orbital and twisted orbital integrals in (2-1), we choose the Haar measures on G which assign
volume 1 to G(Ẑp) and to G(Zq), respectively. The choice of measure on T does not matter here, as
long as the same measure is used to calculate the global volume. We define the specific measure on T in
Section 5. It coincides with the canonical measure at all but finitely many places.

This formula appears in [Kottwitz 1990, p. 205]; see also [Kottwitz 1992] for its generalization to a
much larger class of PEL Shimura varieties. As in [Achter and Gordon 2017, 2.4], the weighted cardinality
accounts for the fact that we have not introduced a rigidifying level structure, and thus our objects admit
nontrivial, albeit finite, automorphism groups.

Remark 2.2. Using Honda–Tate theory, one can find γX/Fq ,0 ∈G(Q), well-defined up to G(Q)-conjugacy,
such that γX/Fq ,0 and γX/Fq ,ℓ are conjugate in G(Qℓ); see Kottwitz [1990, p. 206; 1992, p. 422]. Similarly,
γX/Fq ,0 and N δX/Fq are conjugate in G(Qq), where N denotes the norm map

G(Qq)→ G(Qq), α 7→ αασ · · ·ασ
e−1
.

In particular, the characteristic polynomial of γX/Fq ,0 is fX/Fq (T ). In fact, by adjusting δX/Fq in its twisted
conjugacy class, we henceforth can and will assume that

N(δX/Fq ) ∈ G(Qp)⊂ G(Qq) (2-2)

[Kottwitz 1982, p. 206]. Then the group variety T[X,λ]/Fq is isomorphic to the centralizer of N(γX/Fq ,0) in G.
It turns out that, moreover, one can find a rational element γ0 ∈ G(Q) such that γ0 is G(Qℓ)-conjugate

to γX/Fq ,ℓ for every ℓ ̸= p (see [Kisin 2017, p. 889]). Consequently, in (2-1) we could replace γX/Fq with
a global object γ0; but we will never use this fact in this paper.

In the remainder of this paper we fix a principally polarized abelian variety [X, λ]/Fq with commutative
endomorphism ring End(X). (For example, any simple, ordinary abelian variety necessarily has a
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commutative endomorphism ring [Waterhouse 1969, Theorem 7.2].) By Tate’s theorem, the commutativity
of End(X) is equivalent to the condition that T[X,λ] is a maximal torus in G.

To ease notation slightly, we will write δ0 and T for δX/Fq and T[X,λ], respectively. If ℓ is a fixed,
notationally suppressed prime, we will sometimes write γ0 for γX/Fq ,ℓ; by Remark 2.2, one may equally
well let γ0 be the image of some choice γ0 in G(Q) (though we will not be using it).

2B. Structure of the centralizer. For future use, we record some information about the centralizer
T = T[X,λ]. Recall that X is a g-dimensional abelian variety with commutative endomorphism ring.
Then T is a maximal torus in G, and K := End(X)0 = End(X)⊗Q is a CM-algebra of degree 2g over Q.
Then K is isomorphic to a direct sum K ∼=

⊕t
i=1 Ki of CM-fields, and the Rosati involution on End(X)

induces a positive involution a 7→ ā on K , which in turn restricts to complex conjugation on each
component Ki . Let K+ ⊂ K be the subalgebra fixed by the positive involution. Then K+ ∼=

⊕t
i=1 K+i ,

where K+i is the maximal totally real subfield of Ki , and [K+ :Q] = g.
In general, if L is a field and M/L is a finite étale algebra, let RM/L be Weil’s restriction of scalars

functor. The norm map NM/L induces a map of tori RM/LGm→Gm , and the norm-one torus is the kernel
of the map

1→ R(1)M/LGm→ RM/LGm
NM/L
−−−→ Gm→ 1.

With these preparations we have

T der
:= T ∩Gder ∼= RK+/Q R(1)K/K+Gm,

and T sits in the diagram

1 // T der

∼

��

// T
� _

��

// Gm
� _

��

// 1

1 // RK+/Q R(1)K/K+Gm // RK/QGm
RK+/Q NK/K+

// RK+/QGm // 1

(2-3)

On points, we have

T (Q)= {a ∈ K× : aā ∈Q×} =

{
(a1, . . . , at) ∈

⊕
K×i : there exists c ∈Q× such that ai āi = c

}
,

T der(Q)= {a ∈ K× : aā = 1} =
{
(a1, . . . , at) ∈

⊕
K×i : ai āi = 1

}
.

Let T̃ = T der
×Gm . It is not hard to write down an explicit isogeny α : T̃ → T and a complementary

isogeny β : T→ T̃ such that α◦β is the squaring map. We choose the maps which, on points, are given by

T β
−→ T̃ α

−→ T, a β
7−→ (aā−1, aā), (b, c) α

7−→ bc.

2C. The Steinberg quotient. Recall that we have fixed a maximal split torus Tspl in G; let W be the
Weyl group of G relative to Tspl. Let T der

spl = Tspl ∩Gder, and let Ader
= T der

spl /W be the Steinberg quotient
for the semisimple group Gder. It is isomorphic to the affine space of dimension r − 1= g.



Counting abelian varieties over finite fields via Frobenius densities 1245

We let AG = Ader
×Gm be the analogue of the Steinberg quotient for the reductive group G, and define

a map
G c
−→ AG, γ 7→

(
tr(γ ), tr

(∧2
γ
)
, . . . , tr

(∧g
γ
)
, η(γ )

)
. (2-4)

Note that η(γ ) = tr
(∧g+1

(γ )
)
/ tr(γ ); and if γ ∈ Gder

⊂ G, then c(γ ) = (cder(γ ), 1), where cder is the
usual Steinberg map.

2D. Truncations. Let ℓ be any finite prime (including ℓ = p). Let πn = πℓ,n : Zℓ → Zℓ/ℓ
n be the

truncation map. For any Zℓ-scheme X , we denote by πX
n the corresponding map

πX
n : X (Zℓ)→ X (Zℓ/ℓn)

induced by πn . Given Sn ⊂ X (Zℓ/ℓn), we will often set

S̃n = π
−1
n (Sn).

The projection maps πG
n extend to a somewhat larger set of similitudes. Let M(Zℓ) be the set of symplectic

similitudes which stabilize the lattice V ⊗Zℓ. Then

M(Zℓ)= GSp(V ⊗Qℓ)∩End(V ⊗Zℓ)∼= GSp2g(Qℓ)∩Mat2g(Zℓ).

Inside this set, for each d ≥ 0 we identify a subset

M(Zℓ)d = {A ∈ M(Zℓ) : ordℓ det(A)≤ d}.

Finally, let us denote by M(Zℓ/ℓn)d the set

M(Zℓ/ℓn)d = {A ∈ M(Zℓ/ℓn) : ordℓ det(A)≤ d}.

Note that M(Zℓ)0 = G(Zℓ), and in the last definition, the condition on the determinant is not vacuous
even if d ≫ n, because it rules out the matrices of determinant zero.

With a certain amount of abuse, we introduce the following notion of “M(Zℓ)d -conjugacy”:

Definition 2.3. If γ ∈ M(Zℓ) and in particular if γ ∈ G(Zℓ), we will write γ ∼M(Zℓ)d γ0 if there exists
some A ∈ M(Zℓ)d such that Aγ = γ0 A.

Similarly, if γ ∈ M(Zℓ/ℓn), we write γ ∼M(Zℓ/ℓn)d γ0 if there exists some A ∈ M(Zℓ/ℓn)d such that
Aγ = πn(γ0)A.

When n is small relative to d, truncations of M(Zℓ)d- conjugate elements might not be M(Zℓ/ℓn)d-
conjugate (since, e.g., all the elements A ∈ M(Zℓ) satisfying Aγ = γ0 A might project to 0 mod ℓn). Of
course, this does not happen when n≫ d . We also note that trivially, if γ ∼M(Zℓ)d0

γ0 for some d0, then
γ ∼M(Zℓ)d γ0 for all d ≥ d0. The analogous statement holds for γ ∈ G(Zℓ/ℓn) as long as n≫ d .

2E. Measures and integrals. As in [Achter and Gordon 2017], we need to explicitly work out the
relationships between several different natural measures on the ℓ-adic points of varieties, especially groups
and group orbits. The definitions introduced in [Achter and Gordon 2017, §3] (where a little more historical
perspective is briefly reviewed) go through with minimal changes. We recall the relevant notation here.
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Serre–Oesterlé measure: Serre [1981, §3], observed that for a smooth p-adic submanifold Y of Zm
p of

dimension d , there is a limit limn→∞|Yn|p−nd , where Yn is the reduction of Y modulo pn (in our notation,
Yn = πn(Y )). Moreover, Serre pointed out that this limit can be understood as the volume of Y with
respect to a certain measure, which is canonical. The definition of this measure for more general sets Y
was elaborated on by Oesterlé [1982] and by Veys [1992]. We refer to this measure as the Serre–Oesterlé
measure, and denote it by µSO.

Measures on groups: Once and for all, we fix the measure |dx |ℓ on the affine line A1
Qℓ

to be the translation-
invariant measure such that vol|dx |ℓ(Zℓ)= 1. Then there are two fundamentally different approaches to
defining measure. The first is, for any smooth algebraic variety X over Qℓ with a nonvanishing top degree
differential form ω on it, one gets the associated measure |dω|ℓ on X (Qℓ). In particular, for a reductive
group G, there is a canonical differential form ωG , defined in the greatest generality by Gross [1997].
This gives a canonical measure |dωG |ℓ on G(Qℓ). When G is split over Q, this measure has an alternative
description using point-counting over the finite field (i.e., it coincides with the Serre–Oesterlé measure µSO

G

defined above): ∫
G(Zℓ)
|dωG |ℓ =

#G(Z/ℓ)
ℓdim(G) . (2-5)

This observation is originally due to A. Weil [1982], and is actually built into his definition of integration
on adeles. Weil’s classical observation is precisely what makes this paper possible.

For groups, there is a second approach. Start with a Haar measure and normalize it so that some given
maximal subgroup has volume 1. The choice of a “canonical” compact subgroup in this approach could
lead to very interesting considerations (and is one of the main points of [Gross 1997]), but in our situation
only one easy case is needed. For G(Qℓ), the relevant maximal subgroup is G(Zℓ); we denote such a
Haar measure on G(Qℓ) by µcan

G .

Geometric measure on orbits: This is a measure constructed in [Frenkel et al. 2010] on a fibre of the
Steinberg map c :G→AG . LetωG be a volume form on G, and letωA be the volume form

∧
dxi∧(dx/|x |)

on AG ∼= Arank(G)−1
×Gm . On the fibre c−1(c(γ )), factor ωG as

ωG = ω
geom
c(γ ) ∧ωA;

integrating |ωgeom
c(γ ) | defines a measure µgeom on c−1(c(γ )).

Suppose φ is a locally constant compactly supported function on G(Qℓ). Recall the family γX/Fq ,ℓ

(and δ0), whose centralizers are the sets of Qℓ-points of the algebraic torus T := T[X,λ]. We use two
different measures on the orbit G(Qℓ)γX/Fq ,ℓ

∼= T[X,λ](Qℓ)\G(Qℓ) to define an integral. When ℓ is fixed,
we will often denote the element γX/Fq ,ℓ by γ0; we define µTama

γ0
as the quotient measure µcan

G /µTama
T ,

where µTama
T is the Tamagawa measure on T defined below in Section 5A, and let µgeom

γ0 be the geometric
measure reviewed above. (Since the orbit of γ0 is an open subset of c−1(c(γ0)), the restriction of the
geometric measure from c−1(c(γ0)) to the orbit makes sense.) Then for • ∈ {Tama, geom}, set

O•γ0
:=

∫
T (Qℓ)\G(Qℓ)

φ(g−1γ0g) dµ•γ0
.
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3. Conjugacy

3A. Integral conjugacy. To relate the right-hand side of (2-1) to the ratios νℓ of (1-1), we interpret the
orbital integral as the volume of the intersection of the G(Qℓ)-orbit of γ0 with G(Zℓ). For almost all ℓ,
G(Zℓ)∩G(Qℓ) γ0 =

G(Zℓ) γ0:

Lemma 3.1. Suppose γ0 ∈ G(Zℓ) and ℓ ∤ D(γ0). If γ ∈ G(Zℓ), then

γ ∼G(Qℓ) γ0 ⇐⇒ γ ∼G(Zℓ) γ0.

Proof. The hypothesis on γ0 implies that the centralizer Gγ0 is a smooth torus over Zℓ, and thus the
transporter from Gγ to Gγ0 is smooth over Zℓ (e.g., [Conrad 2014, Proposition 2.1.2]).

Since γ and γ0 are conjugate in G(Qℓ), they have the same characteristic polynomial, and thus their
reductions γ 0 = π

G
1 (γ0) and γ = πG

1 (γ ) are stably conjugate in G(Zℓ/ℓ). By Lang’s theorem, γ 0 and γ
are conjugate in G(Zℓ/ℓ); by smoothness of the transporter scheme, γ and γ0 are conjugate in G(Zℓ). □

If γ 0 is not regular, then the set G(Zℓ)∩G(Qℓ) γ0 generally consists of several different G(Zℓ)-orbits.
Nonetheless, the number of distinct orbits is bounded; and membership in G(Qℓ)γ0 can be detected at a
finite truncation level.

Lemma 3.2. Suppose γ0 ∈ G(Zℓ) is regular semisimple. There exists an integer e = e(γ0) such that, if
n≫ 0 and d > e, then for γ ∈ G(Zℓ/ℓn), the following conditions are equivalent:

(1) γ ∼M(Zℓ/ℓn)d γ0 mod ℓn , and

(2) there exists some γ̃ ∈ G(Zℓ) such that γ̃ mod ℓn
= γ and γ̃ ∼G(Qℓ) γ0.

The statement is also true with G(Zℓ) replaced with M(Zℓ) everywhere.

Proof. We prove the original statement.
The intersection of G(Zℓ) with the G(Qℓ)-orbit of γ0 is a finite union of G(Zℓ)-orbits, since it is

compact (recall that γ0 is regular semisimple) and the G(Zℓ)-orbits are open in this intersection; let
g1, . . . , gs be representatives of these orbits, and let Ai ∈ G(Qℓ) be elements satisfying Ai gi A−1

i = γ0,
so that Ai gi = γ0 Ai . We clear denominators; for each i , let X i ∈ M(Zℓ) be a scalar multiple of Ai . Then
X i gi = γ0 X i , and we set

e(γ0)= max
i∈{1,...,s}

{|ord(det X i )|}.

Now, suppose n> 2d(γ0), where d(γ0) is the valuation of the discriminant of γ0, e≥ e(γ0), and n≫ e.
We want to prove that with these assumptions, an element γ ∈ G(Zℓ/ℓn) satisfies

γ ∼M(Zℓ/ℓn)e πn(γ0)

if and only if there exists a lift γ̃ ∈ G(Zℓ) such that πn(γ̃ )= γ and γ̃ ∼G(Qℓ) γ0.
One direction is easy: suppose there exists γ̃ ∈ G(Zℓ) such that γ̃ mod ℓn

= γ and γ̃ ∼G(Qℓ) γ0. Then
there exists i ∈ {1, . . . , s} such that γ̃ ∼G(Zℓ) gi . Therefore there exists Y ∈ G(Zℓ) such that Y γ̃ = gi Y .



1248 Jeffrey D. Achter, S. Ali Altuğ, Luis Garcia and Julia Gordon

Recall that, as above, there exists X i ∈ M(Zℓ) such that X i gi = γ0 X i . Then Z := πM
n (X i Y ) lies in

M(Zℓ/ℓn)e and satisfies the condition Zγ = πn(γ0)Z .
The other direction is a special case of Hensel’s lemma. Since Hensel’s lemma in this generality,

though well-known, is surprisingly hard to find in the literature, we provide a detailed explanation with
references.

For each n, let

Rγ0(Zℓ/ℓ
n)=

{
(A, γ ) : A ∈ M(Zℓ/ℓn), γ ∈ G(Zℓ/ℓn), Aγ = πG

n (γ0)A
}
⊂ M(Zℓ/ℓn)×G(Zℓ/ℓn),

where πG
n is the projection from Section 2D. This is a system of (2g)2 equations in 8g2 variables (namely,

the matrix entries of A and γ ). Now Hensel’s lemma as stated in [Bourbaki 1985, III.4.5., Corollaire 3,
p. 271] applies directly, as follows. Let n(γ0) be the valuation of the minor formed by the first (2g)2

columns of the Jacobian matrix of this system of equations at γ0. By Hensel’s lemma, if n > 2n(γ0) and
(A, γ ) ∈ Rγ0(Zℓ/ℓ

n), then there exists some γ̃ ∈ G(Zℓ) such that πn(γ̃ )= γ and γ̃ ∼M(Zℓ) γ0.
Since the core argument simply relies on the solvability, via Hensel’s lemma, of a system of equations

over Zℓ, it is also valid if G(Zℓ) is replaced by M(Zℓ). □

Remark 3.3. We observe (though we do not need this observation in this paper) that n(γ0) in fact equals
the valuation of the discriminant of γ0, e.g., by the argument provided in [Kottwitz 2005, §7.2].

For γ0 ∈ G(Zℓ), let
C(d,n)(γ0)= {γ ∈ G(Zℓ/ℓn) : γ ∼M(Zℓ/ℓn)d γ0}. (3-1)

If d = 0, this coincides with the usual conjugacy class of πn(γ0). As in Section 2D, let C̃(d,n)(γ0) =

(πG
n )
−1(C(d,n)(γ0)) be the set of lifts of elements of C(d,n)(γ0) to G(Zℓ).

We also extend this notation to elements γ0 ∈ M(Zℓ):

C(d,n)(γ0)= {γ ∈ M(Zℓ/ℓn) : γ ∼M(Zℓ/ℓn)d γ0}.

(If γ0 ∈ G(Zℓ)⊂ M(Zℓ), the two notions coincide and thus there is no ambiguity.)

Corollary 3.4. (a) Suppose γ0 ∈ G(Zℓ). There exists d = d(γ0) such that, if n≫ 0, then

C(d,n)(γ0)= πn(G(Zℓ)∩G(Qℓ) γ0).

Moreover,
G(Zℓ)∩G(Qℓ) γ0 =

⋂
n≥0

C̃(d,n)(γ0).

(b) Suppose γ0 ∈ M(Zℓ). There exists d = d(γ0) such that, if n≫ 0, then

C(d,n)(γ0)= πn(M(Zℓ)∩G(Qℓ) γ0).

Moreover,
M(Zℓ)∩G(Qℓ) γ0 =

⋂
n≥0

C̃(d,n)(γ0).

Proof. This is a direct consequence of Lemma 3.2. □
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3B. Stable (twisted) conjugacy. In this section, we further assume that [X, λ] is a principally polarized
abelian variety with commutative endomorphism ring for which 1

2 is not a slope of the Newton polygon
of X . (Again, any ordinary simple principally polarized abelian variety satisfies these hypotheses.)

Recall the definition of K and K+, as well as the discussion of T , from Section 2B. By a prime of K
(or K+) lying over p we mean a prime p of some Ki (respectively, K+i ) lying over p, and we write Kp

for Ki,p. With this convention, we then have K ⊗Qp ∼=
⊕

Kp.

Lemma 3.5. Let p+ be a prime of K+ lying over p. Then p+ splits in K .

Proof. This is standard. We work in the category of p-divisible groups up to isogeny. Then X [p∞] has
height 2g, and comes equipped with an action by K ⊗Q Qp.

Corresponding to the decomposition K+⊗Q Qp ∼=
⊕

p+|p K+p+ we have the decomposition

X [p∞] =
⊕

X [p+∞].

Moreover, X [p+∞] is a p-divisible group of height 2[K+p+ :Qp], and self-dual (because p+OK is stable
under the Rosati involution). We now fix one p+, and show that it must split in K .

Since K+p+ is a field (and not just a Qp-algebra) of dimension 1
2 ht(X [p+∞]), X [p+∞] has at most two

slopes. Since by hypothesis 1
2 is not a slope of X , X [p+∞] has exactly two slopes, say λ=a/b and 1−a/b,

where gcd(a, b) = 1. Let m be the multiplicity of λ as a slope of X [p+∞]; then mb = [K+p+ : Qp].
The endomorphism algebra of X [p+∞] (again, in the category of p-divisible groups up to isogeny) is
isomorphic to

End(X [p+∞])0 ∼=Matm(Dλ)⊕Matm(D1−λ),

where Dλ is the central simple Qp-algebra with Brauer invariant λ. In particular, any subfield L of
End(X [p+∞])0 satisfies [L :Qp] ≤ mb = [K+p+ :Qp]. Since K ⊗K+ K+p+ acts on X [p+∞], we must have
K ⊗K+ K+p+

∼= K+p+ ⊕ K+p+ , as claimed. □

Corollary 3.6. T der
Qp
∼=

⊕
p+

RK+
p+
/Qp

Gm .

Proof. Since T der
= RK+/Q R(1)K/K+Gm , using Lemma 3.5 we find

T der
Qp
= RK+⊗Qp/Qp R(1)K⊗Qp/K+⊗Qp

Gm ∼=
⊕
p+|p

RK+
p+
/Qp

R(1)
K⊗K+K+

p+
/K+

p+
Gm .

If L is any field then RL⊕L/LGm ∼= Gm,L ⊕Gm,L ; the norm map RL⊕L/LGm → Gm is given by multi-
plication of components; and so R(1)L⊕L/LGm is isomorphic to Gm,L , where the latter is embedded in the
former via (id, inv). □

Recall that the twisted conjugacy class of N(δ0) is defined over Qp, and consequently contains a
G(Qp)-rational representative [Kottwitz 1982, p. 799, Theorem 4.4]; and we have adjusted δ0 in its
twisted conjugacy class to ensure that γ0 := N(δ0) ∈ G(Qp) (2-2).



1250 Jeffrey D. Achter, S. Ali Altuğ, Luis Garcia and Julia Gordon

Lemma 3.7. The stable conjugacy class of γ0 consists of a single conjugacy class, and the stable
σ -conjugacy class of δ0 consists of a single σ -conjugacy class.

Proof. To prove the first claim, it suffices (by [Kottwitz 1982, p. 788]) to show that H 1(Qp, T ) vanishes.
By taking the long exact sequence of cohomology of the top row of (2-3), and then invoking Hilbert 90
and Corollary 3.6, we find that H 1(Qp, T ) does in fact vanish.

For the second claim, it similarly suffices to show that the first cohomology of the twisted centralizer
Gδ0,σ vanishes [Kottwitz 1982, p. 805]. However, the twisted centralizer of an element is always an inner
form of the (usual) centralizer of its norm [Kottwitz 1982, Lemma 5.8]. In our case, the centralizer T =Gγ0

is a torus, and thus admits no nontrivial inner forms. We conclude again that H 1(Qp,Gδ0,σ ) is trivial. □

4. Ratios

4A. Definitions. For ℓ ̸= p, we define a local ratio νℓ([X, λ]) designed to measure the extent to which
the conjugacy class of γX0/Fq , as an element of G(Zℓ/ℓ), is more or less prevalent than a randomly chosen
conjugacy class. More precisely, to measure this probability, we consider the finite group G(Zℓ/ℓn) for
sufficiently large n, and recall that our notion of “conjugacy” in this group is not the usual conjugacy but
the relation∼M(Zℓ/ℓn)e defined above in Section 2D. For ℓ= p, the element γX0/Fq is not in G(Zp), and we
use M(Zp) instead; but this has no effect on the definition since our notion of “conjugacy” in G(Zp/pn)

already uses M(Zp).
Recall the definition of C(d,n)(γ0) from (3-1), and that Cn(γ0) := C(0,n)(γ0) is the actual conjugacy

class of πn(γ0) in G(Zℓ/ℓn).

Definition 4.1. For each finite place ℓ, including ℓ= p, using the shorthand γ0 := γX/Fq ,ℓ ∈ M(Zℓ), set

νℓ([X, λ])= νℓ([X, λ], Fq)= lim
d→∞

lim
n→∞

#C(d,n)(γ0)

#G(Zℓ/ℓn)/#AG(Zℓ/ℓn)
. (4-1)

At infinity, define

ν∞([X, λ])= ν∞([X, λ], Fq)=
|D(γ0)|

1
2
∞

(2π)g
, (4-2)

where | · |∞ is the usual real absolute value.

Remark 4.2. So far we have avoided using the fact that there exists a rational element γ0 ∈ G(Q) as in
Remark 2.2, and treated γ0 as an element of G(A f ). We can continue doing so, and then for (4-2) simply
define the archimedean absolute value of its discriminant by |D(γ0)|∞ :=

∏
ℓ|D(γX/Fq ,ℓ)|

−1
ℓ .

The ratios stabilize for large enough d and n, and thus the limits are not, strictly speaking, necessary.
In fact, for ℓ ̸= 2, p and not dividing the discriminant of γ0, the ratios stabilize right away, at d = 0
and n = 1, as the next two lemmas show.

Lemma 4.3. If ℓ ∤ D(γ0) and n≫ 0, then C(d,n)(γ0)= Cn(γ0).
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Proof. Recall that all our notation assumes that ℓ is fixed. Clearly Cn(γ0) ⊆ C(d,n)(γ0). Conversely,
suppose n is sufficiently large as in Lemma 3.2 and that γ ∈C(d,n)(γ0). Then there exists some γ̃ ∈π−1

n (γ )

such that γ̃ ∼G(Qℓ) γ0. By Lemma 3.1, γ̃ ∼G(Zℓ) γ0, and so γ ∼G(Zℓ/ℓn) γ0. □

Lemma 4.4. If ℓ ∤ D(γ0), ℓ ̸= 2, and d ≫γ0 0, then for n ≥ 1,

#C(d,n)(γ0)

#G(Zℓ/ℓn)/#AG(Zℓ/ℓn)
=

#{γ ∈ G(Zℓ/ℓ) : γ ∼ γ0}

#G(Zℓ/ℓ)/#AG(Zℓ/ℓ)
. (4-3)

Proof. By Lemma 4.3, the left-hand side of (4-3) is

#G(Zℓ/ℓn)/#Gγ0(Zℓ/ℓ
n)

#G(Zℓ/ℓn)/#AG(Zℓ/ℓn)
=

#AG(Zℓ/ℓ
n)

#Gγ0(Zℓ/ℓ
n)
.

Since π1(γ0) is regular, the centralizer Gγ0 is smooth over Zℓ of relative dimension g+1. Since the same
is true of the scheme AG/Zℓ, the result now follows. □

4B. From ratios to integrals. Fix a prime ℓ (possibly ℓ = p or ℓ = 2). (In this subsection, as above,
all quantities depend on this notationally suppressed prime.) Recall (2-4) the canonical map c : G→ A
from G to its Steinberg quotient. The fibres of this map over regular points are stable orbits of regular
semisimple elements. Define a system of neighbourhoods of c(γ0) inside AG(Zℓ) by

Ũn(γ0)=
∼

πAG
n (c(γ0))= (π

AG
n )−1(πAG

n (c(γ0))
)
.

In other words,

Ũn(γ0)= {a = (a1, . . . , ag, η) ∈ AG(Zℓ) | ai ≡ ai (γ0) mod ℓn, η ≡ η(γ0) mod ℓn
}.

These definitions and (3-1) are summarized by the diagram

C̃(d,n)(γ0)⊂ M(Zℓ)

πM
n

��

c
// AG(Zℓ)⊃ Ũn(γ0)

π
AG
n
��

C(d,n)(γ0)⊂ M(Zℓ/ℓn)
cn
// AG(Z/ℓ

n) ∋ π
AG
n (c(γ0))

(4-4)

where cn : G(Z/ℓn)→ AG(Z/ℓ
n) is the map sending an element to the coefficients of its characteristic

polynomial mod ℓn . The diagram of maps commutes since reduction mod ℓn is a ring homomorphism, and
the map c is polynomial in the matrix entries of γ . (The diagram of subsets need not commute, though.)
We also note that when ℓ ̸= p, the sets C̃(d,n)(γ0) and C(d,n)(γ0) are contained in G(Zℓ) and G(Zℓ/ℓn),
respectively, since ordℓ(det(γ0))= 0 in this case, and this is also true for all elements that are congruent
to any conjugate of γ0.

By definition of the geometric measure, for any open subset B ⊂ G(Zℓ) we have

volµgeom
(
B ∩ c−1(c(γ0))

)
= lim

n→∞

vol|dωG |

(
c−1(Ũn(γ0))∩ B

)
vol|dωA|(Ũn(γ0))

. (4-5)
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Recall that each stable orbit c−1(c(γ )) is a finite disjoint union of rational orbits. Each rational orbit being
an open subset of the stable orbit, we may and do define geometric measure on each rational orbit, by
restriction.

In simple terms, the sets Ũn form a system of neighbourhoods of the point c(γ0)∈AG ; the set C̃(d,n)(γ0)

can be thought of as the intersection of a neighbourhood of the orbit of γ0 with G(Zℓ); the set c−1(c(γ0))

is the stable orbit of γ0. The following lemma gives the precise relationships between all these sets.

Lemma 4.5. (a) Let ℓ ̸= p. For large enough d and n (depending on γ0), we have

c−1(Ũn(γ0))∩G(Zℓ)=
⋃

γ ′∼G(Qℓ)
γ0

C̃d,n(γ
′), (4-6)

where γ ′ runs over a set of representatives of G(Qℓ)-conjugacy classes in the stable conjugacy class
of γ0 whose Qℓ-orbits intersect G(Zℓ), so that we may take the elements γ ′ to lie in G(Zℓ).

(b) When n is sufficiently large (depending on γ0), the sets C̃d,n(γ
′) above are disjoint.

(c) Let µSO
G be the Serre–Oesterlé measure on G(Qp) ∩ M(Zp), viewed as a submanifold of M(Zp).

Then volµSO
G
(C̃d,n(γ0))=ℓ

−n dim(G)#Cd,n(γ0); in particular, vol|dωG |(C̃d,n(γ0))=ℓ
−n dim(G)#Cd,n(γ0)

if ℓ ̸= p.

Proof. (a) This is an easy consequence of the fact that two regular semisimple elements of G(Qℓ) are
stably conjugate if and only if their characteristic polynomials coincide. In our notation,

c−1(c(γ0))=
⊔

γ ′∼G(Qℓ)
γ0

(G(Qℓ)γ ′ ),

where G(Qℓ)γ ′ denotes the rational conjugacy class of γ ′ in G(Qℓ) as before. Now, we will describe
both the left-hand side and the right-hand side of (4-6) as the set of elements γ ∈ G(Zℓ) whose char-
acteristic polynomial is congruent to that of γ0 mod ℓn . Indeed, on the left-hand side, by definition,
γ ∈ c−1(Ũn(γ0))∩G(Zℓ) if and only if πAG

n (c(γ )) = πAG
n (c(γ0)). By the commutativity of (4-4), this

is equivalent to cn(π
G
n (γ ))= cn(π

G
n (γ0)), i.e., the characteristic polynomials of γ and γ0 are congruent

mod ℓn . On the right-hand side, given γ ′ ∈G(Zℓ), by Lemma 3.2, for d and n large enough,1 we have that
γ ∈ C̃(d,n)(γ ′) if and only if there exists γ ′′ ∈G(Zℓ) such that γ ′′≡ γ ′ mod ℓn and γ ′′ is G(Qℓ)-conjugate
to γ . Taking the union of these sets as γ ′ runs over the set of integral representatives of G(Qℓ)-conjugacy
classes in the stable class of γ0, we obtain the set of all elements γ ∈ G(Zℓ) that are congruent modulo ℓn

to an element of G(Zℓ) that is stably conjugate to γ0, i.e., to an element having the same characteristic
polynomial as γ0. This means that cn(π

G
n (γ ))= cn(π

G
n (γ0)), completing the proof of the first statement.

(b) Since the orbits of regular semisimple elements are closed in the ℓ-adic topology, distinct orbits have
disjoint neighbourhoods.

1Large enough depends on γ ′, but only through its discriminant. Since stably conjugate elements have the same discriminant,
ultimately this only depends on γ0.
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(c) The map πM
n : C̃(d,n)(γ0)→ C(d,n)(γ0) is surjective, so C̃(d,n)(γ0) can be thought of as a disjoint

union of fibres of πM
n . Since M is a smooth scheme over Zℓ, each fibre of πM

n has volume ℓ−n dim(G) with
respect to the measure µSO (see [Serre 1981]). The first statement follows. Moreover, as discussed above
in Section 2E, on G(Zℓ), the measures µSO and µ|ωG | coincide. For ℓ ̸= p, we have C̃(d,n)(γ0)⊂ G(Zℓ),
which completes the proof. □

Recall that φ0 is the characteristic function of G(Zℓ).

Corollary 4.6. Let ℓ ̸= p. Then there exists d(γ0) such that for d ≥ d(γ0)

Ogeom
γ0

(φ0)= lim
n→∞

vol|dωG |(C̃(d,n)(γ0))

vol|dωA|(Ũn(γ0))
.

Proof. The orbital integral, by definition, calculates the volume of the set of integral points in the rational
orbit of γ0, with respect to the geometric measure on the orbit. Using Lemma 4.5(a)–(b), we write
c−1(Ũn(γ0))∩G(Zℓ)=

⊔
γ ′ C̃d,n(γ

′), where γ ′ are as in that lemma, with γ0 being one of the elements γ ′.
The union on the right-hand side of (4-6) is a disjoint union of neighbourhoods of the individual orbits,
intersected with G(Zℓ). The statement follows from the equality (4-5), applied to the set B := C̃d,n(γ0). □

Corollary 4.7. For ℓ ̸= p, the Gekeler ratio (4-1) is related to the geometric orbital integral by

νℓ([X, λ])=
ℓdim(Gder)

#Gder(Zℓ/ℓ)
Ogeom
γ0

(φ0).

Proof. Note that at a finite level n (and for d large enough so that the equalities in all the previous lemmas
hold), the denominator in (4-1) is

#G(Zℓ/ℓn)

#AG(Zℓ/ℓn)
=

#Gder(Zℓ/ℓ
n)#Gm(Z/ℓ

n)

ℓ(rank(G)−1)n#Gm(Z/ℓn)
=

#Gder(Zℓ/ℓ
n)

ℓ(rank(G)−1)n =
ℓ(dim(G)−1)(n−1)#Gder(Zℓ/ℓ)

ℓ(rank(G)−1)n .

By Lemma 4.5(c), we have vol|dωG |(C̃d,n(γ0)) = #Cd,n(γ0)/ℓ
n dim(G), and by definition of the measure

on the Steinberg quotient, vol|dωA|(Ũn(γ0)) = ℓ
−n rank(G) (here we are using the fact that |η(γX,ℓ)| = 1

for ℓ ̸= p, so the absolute value of the Gm-coordinate is 1 on Ũn).
Then for a given level n, we have

#C(d,n)(γ0)

#G(Zℓ/ℓn)/#AG(Zℓ/ℓn)
=
ℓn dim(G) vol|dωG |(C̃(d,n)(γ0))ℓ

(rank(G)−1)n

ℓ(dim(G)−1)(n−1)#Gder(Zℓ/ℓ)

=
ℓdim(G)−1

#Gder(Zℓ/ℓ)

vol|dωG |(C̃(d,n)(γ0))

vol|dωA|(Ũn(γ0))
.

The result now follows from Corollary 4.6. □

4C. Calculation at p. Recall that we have fixed a maximal split torus Tspl ⊂ G. For any cocharacter
λ∈ X∗(Tspl) (and any power q = pe of p), let ψλ=ψλ,q be the characteristic function of the double coset

Dλ,q = G(Zq)λ(p)G(Zq).
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By the Cartan decomposition, the collection of all ψλ is a basis for HG =HG,Qq , the Hecke algebra of
functions on G(Qq) which are bi-G(Zq)-invariant.

Let µ0 be the cocharacter p 7→ diag(p, . . . , p, 1, . . . , 1); it is the cocharacter associated to the Shimura
variety Ag. Define

ψq,p = ψµ0,q = 1G(Zq ) diag(p,...,p,1,...,1)G(Zq ) and φq,p = ψeµ0,p = 1G(Zp) diag(q,...,q,1,...,1)G(Zp).

Recall that δ0 = δX/Fq represents the absolute Frobenius of X , and that γ0 :=N δ0 lies in G(Qp)∩M(Zp)

(2-2).

Lemma 4.8. Let [X, λ]/Fq be a principally polarized abelian variety. Suppose that either X is ordinary
or that q = p (and thus e = 1). Then

G(Qp)γ0 ∩M(Zp)⊆ Deµ0,p.

Proof. We identify X∗(Tspl) with

{a = (a1, . . . , a2g) ∈ Z2g
: ai + ag+i = a j + ag+ j for 1≤ i, j ≤ g}. (4-7)

Suppose γ ∈ Da,p ⊆ G(Qp). Then ordp(η(γ )) is the common value of ai + ag+i ; and γ stabilizes
V ⊗Zp — that is, γ ∈ M(Zp)— if and only if each ai satisfies ai ≥ 0.

Let f (a) = #{i : ai = 0}. If α ∈ Da ∩ M(Zp), then f (a) is the rank of π1(α) as an endomorphism
of V/pV .

With these preparations, suppose γ ∈G(Qp) γ0 ∩M(Zp). Note that we have ai + ag+i = e.
First, suppose X is ordinary. Then exactly g eigenvalues of γ are p-adic units. Consequently, if γ ∈ Da ,

then f (a) = g. The only a as in (4-7) compatible with the symmetry and integrality constraints is
(e, . . . , e, 0, . . . , 0).

Second, suppose X has arbitrary Newton polygon but that e = 1. Again, the only a such that
ai + ag+i = e = 1 and each ai is nonnegative is (1, . . . , 1, 0, . . . , 0). □

Lemma 4.9. Suppose that [X, λ]/Fq is an ordinary, simple, principally polarized abelian variety. Then

T Oδ0(ψq,p)= Oγ0(φq,p).

Proof. There is a base change map b = bG,Qq/Qp :HG,Qq →HG,Qp . The fundamental lemma asserts that
if ψ ∈HG,Qq , then stable twisted orbital integrals for ψ match with stable orbital integrals for bψ . For
our δ0 and γ0, the adjective stable is redundant (Lemma 3.7), the case of the fundamental lemma we need
is [Clozel 1990, Theorem 1.1], and we have

T Oδ0(ψq,p)= Oγ0(bψq,p). (4-8)

While we will stop short of computing bψq,p, we will find a function that agrees with it on the orbit G(Qp)γ0.
The Satake transformation is an algebra homomorphism S : HG,Qq → HTspl,Qq which maps HG,Qq

isomorphically onto the subring HW
Tspl,Qq

of invariants under the Weyl group. It is compatible with base
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change, in the sense that there is a commutative diagram

HG,Qq

S
//

b
��

HTspl,Qq
∼= C[X∗(Tspl)]

b
��

HG,Qp

S
// HTspl,Qp

We exploit the following data about the Satake transform and the base change map.
Under the canonical identification of X∗(Tspl) and X∗(T̂spl), the character group of the dual torus,

λ ∈ X∗(Tspl) gives rise to a character of T̂spl, and thus a representation Vλ of Ĝ; let χλ be its trace. Then

S(ψµ,q)= q⟨µ,ρ⟩χµ+
∑
λ<µ

a(µ, λ)χλ

for certain numbers a(µ, λ), where as usual ρ is the half-sum of positive roots [Gross 1998, (3.9)].
On one hand, following Gross [1998, (3.15)] and Kottwitz [1984a, (2.1.3)], we observe that the weight

µ0 = (1, . . . , 1, 0, . . . , 0) is minuscule, and therefore

S(ψµ0,q)= q⟨µ0,ρ⟩χµ0 .

If we think of elements of C[X∗(Tspl)]
W as polynomials in 2g variables z1, . . . , z2g, then (essentially by

definition of the highest weight and the fact that the multiplicity of the highest weight in an irreducible
representation is 1 — in our case the representation in question is in fact the oscillator representation
[Gross 1998, (3.15)]), we find that the leading term of S(ψµ0,q) is q⟨µ0,ρ⟩z1 · · · zg. By definition, the
base change map takes f ∈ C[z1, . . . , z2g, z−1

1 , . . . , z−1
2g ]

W to f (ze
1, . . . , ze

2g). Then

b(S(ψq,p))= q⟨µ0,ρ⟩ze
1 · · · z

e
g +

∑
λ<eµ0

a(eµ0, λ)χλ.

On the other hand, we have

S(φq,p)= p⟨eµ0,ρ⟩χeµ0 +

∑
λ<eµ0

b(eµ0, λ)χλ = q⟨µ0,ρ⟩ze
1 · · · z

e
g +

∑
λ<eµ0

c(eµ0, λ)χλ.

In these formulas, a(eµ0, λ), b(eµ0, λ) and c(eµ0, λ) are coefficients of lower-weight monomials that
are ultimately irrelevant to our calculation. In particular,

φq,p −S−1(b(S(ψq,p))
)

vanishes on Deµ0,p = G(Zp)eµ0(p)G(Zp).
The last point to note is that the intersection of the support of this difference φq,p−S−1

(
b(S(ψq,p))

)
with the orbit of γ0 is contained in M(Zp). Once we have shown this, the desired result follows from the
fundamental lemma (4-8) combined with Lemma 4.8. We start by observing that since the multiplier is a
multiplicative map, it is constant on double G(Zp)-cosets. Therefore, for any double coset Da,p such
that Da,p ∩

G(Qp)γ0 ̸=∅, we have ai + ag+i = e. Now suppose λ↔ a is a dominant weight satisfying
this condition and further satisfying λ ≤ eµ0. Then we have a1 ≥ a2 ≥ · · · ≥ ag and ag ≥ 0 because λ
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is dominant; and on the other hand, e − a1 ≥ e − a2 ≥ · · · ≥ e − ag, and e − ag ≥ 0 because of the
condition λ≤ eµ0. Therefore, in particular, ag+1, . . . , a2g are nonnegative, and thus Dλ,p ⊂ M(Zp) (and
in fact, we have also shown that a1 = · · · = ag). □

Lemma 4.10. Suppose that either X is ordinary or that q = p. Then there exists d(γ0) such that

Ogeom
γ0

(φq,p)= lim
n→∞

vol|dωG |(C̃d(γ0),n(γ0))

vol|dωA|(Ũn(γ0))
.

Proof. Suppose that X is ordinary (but q is an arbitrary power of p). By Lemma 3.7, c−1(c(γ0)) is a single
G(Qp)-conjugacy class; the same argument shows this is true for elements in a small neighbourhood
of c(γ0). So, using (4-5), Ogeom

γ0 (φq,p) equals limn→∞
(
vol|dωG |

(
c−1(Ũn(γ0))∩Deµ0,p

)
/vol|dωA|(Ũn(γ0))

)
.

By Lemma 4.8, we have

c−1(Ũn(γ0))∩ Deµ0,p = c−1(Ũn(γ0))∩M(Zp).

Therefore, all we need to show is that for large enough d and n, we have

c−1(Ũn(γ0))∩M(Zp)= C̃d,n(γ0); (4-9)

but this is essentially Corollary 3.4(b).
The case where q = p follows from Corollary 4.6 and the second case of Lemma 4.8. □

Lemma 4.11. On the double coset Deµ0,p we have

|dωG | = q
1
2 g(g+1)+1µSO. (4-10)

Proof. Let K = G(Zp). First, observe that the measure µSO on G(Qp)∩M(Zp) is both left- and right-
K -invariant (since multiplication by an element of G(Zp) yields a bijection on mod pn-points). Consider
the decomposition of Deµ0,p into, say, left K -cosets: Deµ0,p =

⊔s
i=1 gi K (the number s of these cosets

was computed by Iwahori and Matsumoto but is not needed here). It follows from left K -invariance
of µSO that µSO(gi K ) is the same for all i .

Second, the measure |dωG | is normalized so that each K -coset has volume #G(Fp). Thus, in order to
compare the measures µSO and |dωG |, we need to compare the cardinality #πn(gi K ) of the reduction
mod pn of any such coset gi K that is contained in Deµ0,p with #G(Fp), for sufficiently large n. (Note
that n = 1 is insufficient, because for all such cosets the reduction mod p of any matrix in gK would be
of lower rank. One needs to go to n > e for the ratios #πn(gK )/pn dim(G) to stabilize.) Since the answer
does not depend on gi , we can take g0 = eµ0(p)= diag(q, . . . , q, 1, . . . , 1). In other words, we need to
compute the cardinality of the fibre of the map

ϕq : G(Z/pn)→ M(Z/pn),

[
A B
C D

]
7→

[
q A q B
C D

]
.

For simplicity, we would like to move the calculation to the Lie algebra. Let n ≫ e. Observe that
if ϕq(γ1) = ϕq(γ2) for γ1, γ2 ∈ G(Z/pn), then

[q Ig
0

0
Ig

]
(γ1γ

−1
2 − I ) = 0, where Ig is the g× g-identity
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matrix, and I is the identity matrix in M2g. This implies, in particular, that γ1γ
−1
2 ≡ I mod pn−e. Then

we can write the truncated exponential approximation: γ1γ
−1
2 = I + X + 1

2 X2
+· · · for some X ∈ g(Zp);

in particular, there exists X ∈ g(Zp) such that γ1γ
−1
2 ≡ I + X mod p2(n−e), and thus the kernel of the

map ϕq is in bijection with the set of (X mod pn) for X ∈ g(Zp) such that
[q Ig

0
0
Ig

]
X ≡ 0 mod pn .

We have g= sp2g ⊕ z, where z is the 1-dimensional Lie algebra of the centre. It will be convenient to
decompose it further: let h be the Cartan subalgebra of sp2g consisting of diagonal matrices, and let V
consist of matrices whose diagonal entries are all zero; then

g= (z⊕ h)⊕ V .

Consider the action of multiplication by
[q Ig

0
0
Ig

]
on each term of this direct sum decomposition.

On the term z⊕ h it acts by diag(a1, . . . , a2g) 7→ diag(qa1, . . . , qag, ag+1, . . . , a2g), which in the
z⊕ h-coordinates can be written as (recalling that ai + ag+i = z is independent of i):

z
2
⊕

(
z
2
− ag+1, . . . ,

z
2
− a2g,−

z
2
+ ag+1, . . . ,−

z
2
+ a2g

)
7→

qz
2
⊕

(
qz
2
−
(q + 1)ag+1

2
, . . . ,

qz
2
−
(q + 1)a2g

2
,−

qz
2
+
(q + 1)ag+1

2
, . . . ,−

qz
2
+
(q + 1)a2g

2

)
.

The only points (z, ag+1, . . . , a2g) that are killed (mod pn) by this map are of the form (z′, 0, . . . , 0)
with qz′ = 0; so there are q of them.

Next consider an element X =
[ A

C
B
D

]
∈ V . Then A is determined by D, and B is skew-symmetric (up

to a permutation of rows and columns). Multiplication by
[q Ig

0
0
Ig

]
scales each entry of A and B by a

factor of q, and does not change C and D. Since A is determined by D, the elements X killed by this
map are in bijection with symmetric matrices B with entries in Z/pn that are killed by multiplication
by q. Since the space of such matrices is a

( 1
2 g(g+1)

)
-dimensional linear space, the number of such

matrices B is q
1
2 g(g+1).

Thus, we have computed that |dωG | = q
1
2 g(g+1)+1µSO on the double coset Deµ0,p. Combining this

with (4-11), we get

νp([X, λ])=
qpdim(Gder)

#Gder(Zp/p)
q−

1
2 g(g+1)−1 vol|dωG |(C̃d,n(γ0))

vol|dωA|(Ũn(γ0))
= q−

1
2 g(g+1) pdim(Gder)

#Gder(Zp/p)
Ogeom
γ0

(φq,p),

which completes the proof. □

Corollary 4.12. Suppose that either X is ordinary or that q = p. For ℓ= p, the Gekeler ratio (4-1) is
related to the geometric orbital integral by

νp([X, λ])= q−
1
2 g(g+1) pdim(Gder)

#Gder(Zp/p)
Ogeom
γ0

(φq,p).

Proof. First observe that vol|dωA|(Ũn(γ0))= qp−n rank(G), since we are using the invariant measure on the
Gm-factor of AG =Arank(G)−1

×Gm , and for γ0 (and therefore, for all points in Ũn), that coordinate is the
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multiplier, with absolute value q−1. Thus, by Lemma 4.5(c) and the same argument as in Corollary 4.7,
we have that for d > d(γ0),

νp([X, λ])= lim
n→∞

#Cd,n(γ0)

#G(Z/pnZ)/#AG(Z/pnZ)
=

qpdim(G)−1

#Gder(Z/pZ)
lim

n→∞

volµSO(C̃d,n(γ0))

vol|dωA|(Ũn(γ0))
. (4-11)

The ratio inside the limit on the right-hand side is the same as the ratio in Lemma 4.10, except that
the measure in the numerator is the Serre–Oesterlé measure µSO rather than the measure |dωG |. (Both
measures are defined on G(Qp)∩ M(Zp).) Thus, to prove the corollary, we just need to compute the
conversion factor between the restrictions of the measures µSO and |dωG | to the support of φq,p, which
is the content of Lemma 4.11. □

5. The product formula

Now that the relationship between the ratios νℓ and orbital integrals (with respect to the geometric measure)
is established, we can translate the formula of Langlands and Kottwitz (2-1) into a Siegel-style product
formula for the ratios, thus obtaining our main theorem. Recall the notation of Section 2, in particular, the
element γ[X,λ] ∈G(A f ) associated with the isogeny class of [X, λ], and its centralizer T = T[X,λ]. Here in
order to ease the notation we drop all the subscripts [X, λ]. Note that there is some flexibility in the choice
of the measures in the Langlands–Kottwitz formula, but the measures need to be normalized by normalizing
the measures on G(Qℓ) and on T (Qℓ) separately. We will use the canonical measure dµcan

G on G(Qℓ) for
every prime ℓ, and the Tamagawa measure µTama

T (defined in detail below) on T (Qℓ) for all ℓ. This gives
a convergent product measure globally, since the local orbital integrals equal 1 at almost all places with
respect to this measure. Since Gekeler-style ratios are expressed in terms of the geometric measure on orbits,
we need to calculate the conversion factor between the geometric measure and the quotient µcan

G /µTama
T .

We start with a quick review of the definition of µTama
T in order to introduce all the relevant notation.

5A. Tamagawa measure. Let S be an algebraic torus; here we only discuss the setting where S is defined
over Q. The character group of S is the free Z-module X∗(S)= Ŝ in Ono’s notation (we emphasize that
this is the lattice of the characters defined over Q). If F is any field containing Q, we let (Ŝ)F be the
subgroup of characters of S which are defined over F .

As usual, we have S(A) and S(A f ), the points of S with values in, respectively, the ring of adeles and
the ring of finite adeles. The (finite) adeles come equipped with the product absolute value | · |A, and we set

S(A)1 = {s ∈ S(A) : |χ(s)|A = 1 for all χ ∈ (Ŝ)Q}.

Let F be a Galois extension which splits S. Then the character lattice X∗(S) can be viewed as a
Gal(F/Q)-module, and this module uniquely determines S up to isomorphism. We denote this represen-
tation by σS , and let L(s, σS)=

∏
ℓ Lℓ(s, σS) be the corresponding Artin L-function (see [Bitan 2011]

for a modern treatment). Let r be the multiplicity of the trivial representation in σS . By definition,

ρS := lim
s→1

(s− 1)r L(s, σS).
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Let ω be an invariant gauge form on S. (In particular, ω is defined over Q.) Set

ωTama
= ω∞

∏
ℓ

Lℓ(1, σS)ωℓ,

where ωℓ is the invariant volume form on S(Qℓ) induced by ω.
By the product formula, as long as ω is defined over Q, none of the global invariants depend on the

normalization of ω.
Let χ1, . . . , χr be a basis for (Ŝ)Q, and define a map 3 by

S(A) 3
−→ (R×

+
)r , x 7→ (|χ1(x)|A, . . . , |χr (x)|A).

(In the cases of interest, when S = T der or S = T , we have r = 0 or r = 1, respectively.) Then 3 induces
an isomorphism

3̃ : S(A)/S(A)1 ∼
−→ (R×

+
)r .

(Of course, both sides are trivial if S is anisotropic.)
Define dt̃ by

dt̃ := 3̃∗
( r∏

k=1

dt
t

)
.

Let d SQ be the counting measure on S(Q). The Tamagawa measure on S(A)1 defined by Ono [1961,
(3.5.2)] (taking into account that in our case the base field denoted by k in [Ono 1961] is Q) is the
measure µTama that makes the following equality true:

ρ−1
S ωTama

= dt̃ µTama d SQ. (5-1)

The Tamagawa number is defined by

τS =

∫
S1(A)/S(Q)

µTama.

We will also make use of the differential form on S that we denote by ωS (this notation agrees with that
of [Frenkel et al. 2010]). We define

ωS :=
dχ1

χ1
∧ · · · ∧

dχd

χd
, (5-2)

where d is the rank of X∗(S). This form is, a priori, defined over Q. However, in fact there exists D ∈Q

such that ωS/
√

D is defined over Q. (see [Gross and Gan 1999, Corollary 3.7]). Since the product
formula

√
|D|

∏
ℓ

√
|D|ℓ = 1 still holds, we can, in fact, use the form ωS instead of ω in the definition of

the Tamagawa measure, even though it is not quite defined over Q. Specifically, we will from now on
work with the form

ωTama
S = (ωS)∞

∏
ℓ

Lℓ(1, σS)(ωS)ℓ on S(A). (5-3)

We denote the product over the finite primes by ωS, f , i.e., write ωTama
S = (ωS)∞ωS, f ; the form ωS, f

defines a measure on S(A f ), the set of points of S over the finite adeles.
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5B. The measure µTama versus geometric measure. This section is based on [Frenkel et al. 2010]. We
recall that the measure on orbits that we call µgeom is constructed as a quotient of the measure |ωG |

by the measure |ωA| on our space AG , which is a “naïve version” of the Steinberg–Hitchin base (see
[Gordon 2022, §3.7] for a detailed comparison of the space AG , and the measure on it, with the actual
Steinberg–Hitchin base that is used in [Frenkel et al. 2010]).

Consider the measure on T defined by the form ωTama
T at every place (its only difference from the

Tamagawa measure on T is in the global factor ρT ). For every finite prime ℓ, let µTama
γℓ

be the measure
on the orbit of γℓ in G(Qℓ) obtained as the quotient of the measure ωcan on G that gives the maximal
compact subgroup G(Zℓ) volume 1, by the measure |ωTama

T |ℓ on T .
The following proposition is an adaptation of the equality (3.31) of [Frenkel et al. 2010] to our setting.

Proposition 5.1 [Frenkel et al. 2010, Proposition 3.29; (3.31)]. We have

µ
geom
γ,ℓ = |η(γ )|

−
1
4 g(g+1)

ℓ

√
|D(γ )|ℓ volωG (G(Zℓ))Lℓ(1, σT )µ

Tama
ℓ ,

where η(γ ) is the multiplier of γ .

Proof. For γ ∈ Gder, this is equivalent to the relation (3.31) of [Frenkel et al. 2010]; the additional
factor volωG (G(Zℓ)) on the right appears here because in (3.31) of [Frenkel et al. 2010], the same
measure on G needs to be used on both sides of the equation; here we are using the measure |ωG | on
the left, and the measure |ωcan

G | = |ωG |/ vol(G(Zℓ)) on the right; so this correction factor is needed.
More precisely, the relation (3.30) in [Frenkel et al. 2010] (which we also reproved in Section 4.2.1 of
[Achter and Gordon 2017]) asserts that for a semisimple group G,

µ
geom
γ,ℓ =

√
|D(γ )|ℓ |ωT \G |,

where ωT \G is the quotient of the measure ωG by the measure ωT on T defined above in Section 5A,
which is the same as the measure ωT in [Frenkel et al. 2010]. Since by definition (and the remark at
the end of Section 5A which allows us to use the form ωT in the definition of the Tamagawa measure),
ωTama

T,ℓ = Lℓ(1, σT )ωT,ℓ, this proves the proposition for γ ∈Gder. For general γ , the factor |η(γ )|−
1
4 g(g+1)

appears on the right-hand side because we are using the space AG instead of the Steinberg–Hitchin base
of GSp2g. This factor is calculated by considering the action of the centre of G on all the measure spaces
involved. This is explained in detail in Section 3.7 of [Gordon 2022]. □

5C. Proof of Theorem A. For convenience, we list here the results we proved above about the ratios νℓ
and the relevant orbital integrals:

(1) Corollary 4.7 (ℓ ̸= p) νℓ([X, λ])=
ℓdim(Gder)

#Gder(Zℓ/ℓ)
Ogeom
γ0

(φ0).

(2) Corollary 4.12 νp([X, λ])= q−
1
2 g(g+1) pdim(Gder)

#Gder(Zp/p)
Ogeom
γ0

(φq,p).
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Combining these with Proposition 5.1, and observing that for ℓ ̸= p, we have |η(γ )|ℓ = |det(γ )|ℓ = 1,
and at p, we have |η(γ )|p = q−1, we obtain

νp([X, λ])= q−
1
2 g(g+1) pdim(Gder)

#Gder(Fp)
Ogeom
γ0

(φq,p)

= q−
1
2 g(g+1)q

1
4 g(g+1)√

|D(γ )|p volωG (G(Zp))L p(1, σT )
pdim(Gder)

#Gder(Fp)
OTama
γ0

(φq,p)

= q−
1
4 g(g+1)√

|D(γ )|p L p(1, σT/G)OTama
γ0

(φq,p),

νℓ([X, λ])=
ℓdim(Gder)

#Gder(Fℓ)
Ogeom
γ0

(φℓ)

=
√
|D(γ )|ℓ volωG (G(Zℓ))Lℓ(1, σT )

ℓdim(Gder)

#Gder(Fℓ)
OTama
γ0

(φℓ)

=
√
|D(γ )|ℓLℓ(1, σT/G)OTama

γ0
(φℓ).

(5-4)

Here the notation Lℓ(1, σT/G) stands for Lℓ(1, σT )(1− 1/ℓ) (including the case ℓ = p), which agrees
with the use of this notation in [Frenkel et al. 2010], and the last equality in both cases follows from (2-5).

Taking a product of these over all primes ℓ, and recalling the product formula for absolute values, we
obtain ∏

ℓ

νℓ = q−
1
4 g(g+1)

|D(γ )|−
1
2 L(1, σT/G)OTama

γ , (5-5)

where OTama
γ stands for the product of orbital integrals in the Langlands–Kottwitz formula, with the

measure on each factor given by ωTama
T,ℓ .

Lemma 5.2. volωTama
T, f
(T (Q)\T (A f ))= ρT

1
(2π)g

τ(T ).

Proof. We start by emphasizing that while in the definition of the Tamagawa number, one starts
with an arbitrary differential form defined over Q, since here we have split off the infinite places,
the specific choice of the differential form matters. This choice (dictated by our calculations above,
specifically, Proposition 5.1) is the form ωT of (5-2) (which is not defined over Q but can still be used,
as discussed at the end of Section 5A). From this form, we make the form ωTama

T = (ωT )∞ωT, f as
in (5-3). We need to identify explicitly the component at the infinite place of the form ωTama

T , which
is the same as the component (ωT )∞ of the differential form ωT . We have a convenient basis for
the character lattice of T ; see Section 2B. Define the coordinates (z1, . . . , zg, λ) on T (C) such that
T (C) = {z1, . . . , zg, λz−1

1 , . . . , λz−1
g )}, and define the characters χi (z1, . . . , zg, z−1

1 , . . . , λz−1
g ) = zi ,

for i = 1, . . . , g, and the multiplier η(z1, . . . , zg, z−1
1 , . . . , λz−1

g ) := λ. (Note that in the Appendix, the
character lattice of T is described as a quotient of Z2g instead, which is convenient for the cohomology
computations; we do not use this description here.) We write every element of T (A) as a = a f a∞,
where a f has the infinity component 1 and a∞ = (1, z1, . . . , zg, λ) has all the components at the finite
places equal to 1. In this notation, T (A)1 is defined by the condition |zi | = |λ| = ∥a f ∥

−1/g. We note that
the character η coincides with the map 3̃ from T (A)/T (A)1 to R+ defined in Section 5A. Then, by the
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definition of µTama, it is the volume form on T (A)1 given by

µTama
∧

dη
η
=

dχ1(a f a∞)
χ1(a f a∞)

∧ · · · ∧
dχg(a f a∞)
χg(a f a∞)

∧
dη
η
,

and thus its component at∞ is the form µTama
∞
= (dz1/z1)∧ · · · ∧ (dzg/zg) on T (A)1

∞
≃ (S1)g. It is an

easy exercise (see [Gordon 2022, Example 2.4]) that the form dz/z gives precisely the arc-length measure
on the unit circle. Thus, we get

τT = volµTama(T (Q)\T (A)1)= ρ−1
T volωTama

T
(T (Q)\T (A)1)= ρ−1

T volωTama
T
(T (Q)\T (A f ))(2π)g,

which completes the proof. □

Now we can complete the proof of the theorem. By the Langlands–Kottwitz formula (in which we
choose the Tamagawa measure on T ), we have

#̃I ([X, λ])= volωTama
T
(T (Q)\T (A f ))OTama

γ = ρT
1

(2π)g
τT OTama

γ .

On the other hand, by (5-5), we have∏
ℓ

νℓ = q−
1
4 g(g+1)

|D(γ )|−
1
2 L(1, σT/G)OTama

γ .

It remains to recall that we have defined ν∞ = |D(γ )|
1
2/(2π)g, and note that the Euler product for

L(1, σT/G) is conditionally convergent and equals ρT (see [Frenkel et al. 2010, (3.25)]), since ρGm is
equal to 1, the residue of the Riemann zeta-function at s = 1. Thus,

q−
1
4 g(g+1)τT ν∞

∏
ℓ

νℓ =
τT
(2π)g

L(1, σT/G)OTama
γ = volωTama

T
(T (Q)\T (A f ))OTama

γ ,

which completes the proof.

6. Complements

For the convenience of a hypothetical reader interested in explicit calculations, we collect here some
reminders concerning the terms which arise in (1-3).

6A. ν∞. Recall that we have defined (4-2) ν∞([X, λ]) as
√
|D(γ0)|/(2π)g, where D(γ0) is the Weyl

discriminant D(γ0)=
∏
α∈8(1−α(γ0)), the product being over all roots of G. We may relate this to the

(polynomial) discriminant of fX/Fq (T ), the characteristic polynomial of Frobenius, as follows.

6A1. Weyl discriminants. Explicitly, γ0 has multiplier λ0 := η(γ0)= q . Write the (complex) eigenvalues
of (a Q-representative of) γ0 — equivalently, the roots of fX/Fq (T )— as (λ1, . . . , λg, λ0/λ1, . . . , λ0/λg).
Then

D(γ )=
∏

1≤i< j≤g

δi j ·
∏

1≤i≤g

δi ,

where

δi j = (1− λi/λ j )(1− λ j/λi )(1− λiλ j/λ0)(1− λ0/(λiλ j )) and δi = (1− λ2
i /λ0)(1− λ0/λ

2
i ).
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Possibly after reordering the conjugate pairs {λi , λ0/λi }, we may and do assume that λ j =
√

q exp(iθ j )

with 0≤ θ j < π . Then

δi j = (2 cos(θi )− 2 cos(θ j ))
2 and δ j = 4 sin2(θ j ).

6A2. Elliptic curves. Suppose that [X, λ] is an elliptic curve with its canonical principal polarization, say
with characteristic polynomial of Frobenius T 2

−aT +q . Then a= 2
√

q cos(θ), and D(γ0)= 4 sin2(θ)=

4− a2/q , and

ν∞([X, λ]/Fq)=
1

2π

√
|D(γ0)| =

1
π

√
1− a2

4q
.

Note that this term is half the archimedean term introduced in [Gekeler 2003, (3.3)] (when q = p) and
[Achter and Gordon 2017, (2-7)]. For purposes of comparison, we summarize this relationship by writing

ν∞([X, λ])= 1
2ν

Gek
∞
([X, λ])= 1

2ν
AG
∞
([X, λ]).

6A3. Polynomial discriminants. To facilitate comparison with [Achter and Williams 2015; Gekeler 2003;
Gerhard and Williams 2019], we express D(γ0) in terms of polynomial discriminants. Let f (T ) =
fX/Fq (T ), and let f +(T )= f +X/Fq

(T ) be the minimal polynomial of the sum of γ0 and its adjoint, so that

f +X/Fq
(T )=

∏
1≤ j≤g

(T − (λ j + q/λ j )).

Note that Q[T ]/ f +(T )∼= K+, the maximal totally real subalgebra of the endomorphism algebra of X .

Lemma 6.1.
disc( f (T ))

disc( f +(T ))
= (−1)gq

1
2 g(3g−1)D(γ0).

Proof. On one hand,

disc( f (T ))=
∏

1≤i< j≤g

α2
i j

∏
1≤i≤g

α2
i ,

where

αi j = (λi − λ j )(λi − λ0/λ j )(λ0/λi − λ j )(λ0/λi − λ0/λ j ) and αi = (λi − λ0/λi ).

On the other hand,

disc( f +(T ))=
∏

1≤i< j≤g

β2
i j ,

where

βi j = (λi + λ0/λi − (λ j + λ0/λ j )).

Now use this to evaluate disc( f (T ))/ disc( f +(T )), while bearing in mind that

αi j

β2
i j
= λ0,

αi j

δi j
= λ2

0 and
α2

i

δi
=−λ0. □
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6B. νℓ. Gekeler [2003] observed that, for elliptic curves, his product formula essentially computes an
L-function; a similar phenomenon has been observed in other contexts as well [Achter and Williams
2015; Gerhard and Williams 2019]. We briefly explain how this relates to (1-3). This detour also has the
modest benefit of showing that the right-hand side of (1-3) converges, albeit conditionally.

6B1. Zeta functions. We express the zeta function of a number field M as ζM(s)=
∏
ℓ ζM,ℓ(s), where

ζM,ℓ(s)=
∏
λ|ℓ(1−NM/Q(λ)

−s)−1. For a direct sum M =
⊕t

i=1 Mi of such fields we write ζM,ℓ(s)=∏
i ζMi ,ℓ(s); the product over all primes yields ζM(s)=

∏
i ζMi (s).

Recall that to a torus S/Q one associates an Artin L-function L(s, σS)=
∏
ℓ Lℓ(s, σS). This construction

is multiplicative for exact sequences of tori, and for a finite direct sum M of number fields one has
L(s, σRM/QGm )= ζM(s). (It may be worth recalling that RM/QGm ∼=

⊕
RMi/QGm .)

If ℓ is unramified in some splitting field for S, then (see [Bitan 2011, 2.8; Voskresenskiı̆ 1998, 14.3])

#S(Fℓ)= ℓdim S Lℓ(1, σS)
−1.

Lemma 6.2. Suppose that ℓ ∤ 2p disc( fX/Fq (T )). Then

νℓ([X, λ])=
ζK ,ℓ(1)
ζK+,ℓ(1)

.

Proof. By Lemma 4.4,

νℓ([X, λ])=
#{γ ∈ G(Fℓ) : γ ∼ π1(γ0)}

#G(Fℓ)/#AG(Fℓ)
=

#G(Fℓ)/#T (Fℓ)
#G(Fℓ)/(ℓg#Gm(Fℓ))

= ℓg #Gm(Fℓ)

#T (Fℓ)
=

Lℓ(1, σT )

Lℓ(1, σGm )
,

since dim T = g+1. Using (2-3), first to see that L(s, σT )= L(s, σT der)L(s, σGm ) and second to compute
L(s, σT der), we recognize the final expression in the above equation to be

ζK ,ℓ(1)
ζK+,ℓ(1)

. □

Since ζK (s) and ζK+(s) both have a simple pole at s = 1, we immediately deduce:

Corollary 6.3. The right-hand side of (1-3) converges conditionally.

Moreover, up to a finite factor B([X, λ]), we can express #̃I ([X, λ], Fq) in terms of familiar quantities:

Corollary 6.4. We have

#̃I ([X, λ], Fq)= τT
q−

1
4 g(3g−1)

(2π)g

√∣∣∣∣ disc( f )
disc( f +)

∣∣∣∣B([X, λ]) lim
s→1+

ζK (s)
ζK+(s)

,

where

B([X, λ])=
∏

ℓ|2p disc( f )

ζK+,ℓ(1)
ζK ,ℓ(1)

νℓ([X, λ]).

6B2. Elliptic curves. If [X, λ] is an elliptic curve, let χ be the quadratic character associated to the
imaginary quadratic field K . Then K+ =Q, and ζK (s)/ζQ(s)= L(s, χ).
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Now further suppose that q= p and that the Frobenius order is maximal, i.e., that Z[T ]/ fX/Fq (T )∼=OK .
Then Gekeler shows with an explicit calculation that for each prime ℓ, νGek

ℓ ([X, λ])= Lℓ(1, χ), and thus∏
ℓ ν

Gek
ℓ ([X, λ])= L(1, χ).

6B3. Abelian varieties with maximal Frobenius order. Similarly, suppose [X, λ] is an ordinary abelian
surface with End(X)⊗Q a cyclic quartic extension of Q, and further suppose that the Frobenius order is
maximal. Achter and Williams [2015] define a local term νAW

ℓ ([X, λ]), and show that
∏
ℓ ν

AW
ℓ ([X, λ])=

ζK (1)/ζK+(1). This observation has been extended to certain abelian varieties of prime dimension
[Gerhard and Williams 2019, Proposition 8.1].

6C. ν p. Since the multiplier η(γ0) of Frobenius is q , γ0, while an element of M(Zp)⊂ G(Qp), is never
an element of G(Zp). Nonetheless, if the isogeny class is ordinary, it is possible to transfer part of the
work in calculating νp([X, λ]) from M(Zp) to G(Zp), as follows.

Suppose X is ordinary. Then its p-divisible group splits integrally as X [p∞]= X [p∞]tor
⊕X [p∞]ét. (In

general, the slope filtration only exists up to isogeny, as in Lemma 3.5.) Thus, there exists a decomposition
VZp = V ét

Zp
⊕V tor

Zp
into maximal isotropic summands stable under γ0, where α0 := γ0|V ét

Zp
∈ End(V ét

Zp
) is in-

vertible; and the polarization induces an isomorphism V tor
Zp

with the dual of V ét
Zp

, such that γ0|V tor
Zp
=q(α⊤0 )

−1.
This can also be proved directly through linear algebra. Indeed, let β0 = qγ−1

0 . Then V ét
Zp
=

⋂
n γ
◦n
0 (VZp),

while V tor
Zp
=

⋂
n β
◦n
0 (VZp).

Lemma 6.5. For n and d sufficiently large and γ ∈ M(Zp/pn), the following conditions are equivalent:

(a) γ ∼M(Zp/pn)d γ0 mod pn;

(b) there exists some γ̃ ∈ M(Zp) such that γ̃ mod pn
= γ and γ̃ ∼G(Qp) γ0;

(c) γ stabilizes a decomposition VZp/pn ∼= V+Zp/pn ⊕ V−Zp/pn into maximal isotropic subspaces, and there
exists an isomorphism ι : V+Zp/pn → V ét

Zp/pn such that ι∗α0 = γ |V+
Zp/pn

.

Proof. The equivalence of (a) and (b) is Lemma 3.2. For the equivalence of (a) and (c), use the argument
above to show that any such γ induces an appropriate decomposition of VZp/pn . □

Therefore, if α0 mod p is regular, we obtain a version of Lemma 6.2 at p.

Corollary 6.6. Suppose [X, λ] is ordinary and ordp disc( fX/Fq (T ))= e · g(g− 1). Then

νp([X, λ])=
ζK ,p(1)
ζK+,p(1)

.

Note that we always have qg(g−1)
| disc( fX/Fq (T )). The case g = 1 also follows from the explicit

calculation in [Gekeler 2003, Theorem 4.4].

Proof. Define ϵ0 ∈ Sp(VZp) by ϵ0|V ét
Zp
= α0 and ϵ0|V tor

Zp
= (α⊤0 )

−1.

The argument of Lemma 6.5 shows that, for sufficiently large d and n, both #C(d,n)(γ0) and #C(d,n)(γ0)

are given by the product of the number of decompositions VZp/pn =V+Zp/pn⊕V−Zp/pn into maximal isotropic
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subspaces, and the number of α ∈ End(VZp/pn ) with α ∼End(VZp/pn )d α0. In particular, #C(d,n)(γ0) =

#C(d,n)(ϵ0).
The regularity hypothesis implies that ϵ0 mod p is regular, and the result follows from Lemma 6.2. □

6D. Explicit examples.

6D1. g = 1. Consider the elliptic curve E/F7 with affine equation y2
= x3

+ x + 1. Its Frobenius
polynomial is fE(T )= T 2

− 3T + 7, which has discriminant −19, a fundamental discriminant. So the
order generated by the Frobenius endomorphism is the ring of integers in K :=Q(

√
−19); using Magma,

we numerically estimate
∏
ℓ νℓ(E/F7) = L

(
1,

(
−19
•

))
as ≈ 0.72073. Continuing to work numerically,

we obtain that ν∞(E/F7)=
1

2π

√
4− 32

7 ≈ 0.2622. Since T = RK/QGm , we have τT = 1, and therefore
τT
√

7ν∞(E/F7)
∏
ℓ νℓ(E/F7)≈ 0.5000.

This reflects the easily verified arithmetic statement that the only elliptic curve over F7 with trace
of Frobenius 3 is E itself; and Aut(E)∼=O×K = {±1}, so that the weighted size of this isogeny class is
#̃I ([E], F7)=

1
2 . (In modest contrast, [Gekeler 2003] assigns weight 2/#Aut(F) to an elliptic curve F ;

this is reflected in the fact that νGek
∞
([E], /F7)= 2ν∞([E], F7).)

6D2. g = 4. Consider the 3-Weil polynomial

f (T )= T 8
− 6T 7

+ 13T 6
− 10T 5

+ T 4
− 30T 3

+ 117T 2
− 162T + 81.

It turns out that there is a unique principally polarized abelian fourfold (X, λ) over F3 with characteristic
polynomial equal to f (T ). (This is a single data point in a census of isogeny classes which will soon be
integrated into the LMFDB.)

Let K = Q[T ]/ f (T ). One readily checks that disc( f (T ))/ disc(K ) = 34(4−1), and so νℓ([X, λ]) =
ζK ,ℓ(1)/ζK+,ℓ(1) for all finite ℓ, including ℓ = p. Again, we numerically estimate

∏
ℓ νℓ([X, λ]) =

lims→1+ ζK (s)/ζK+(s)≈ 0.871253 and ν∞([X, λ])≈ 0.000111808. The field K is Galois over Q, with
group Gal(K/Q) ∼= Z/4⊕Z/2, and the Tamagawa number of the torus T is 2 (see Section A6). Our
formula numerically yields

#̃I ([X, λ], F3)= 33τT ν∞([X, λ], F3) lim
s→1

ζK (s)
ζK+(s)

≈ 0.050000.

This reflects the fact that the torsion group of O×K , and thus Aut([X, λ]), has order 20.
The referee points out that it is possible to take advantage of other recent work on isogeny classes, which

appeared essentially simultaneously with or since the first preprint of this work was made available, to
independently verify these assertions without recourse to the LMFDB. For example, our characterization
of K shows that in fact K =Q(ζ20); and the discriminant calculation shows that End(X)= Z[ζ20]. Since
h(K )= h(K )/h(K+)= 1, one can use [Howe 2022, Corollary 1.2] or [Guo et al. 2022, Theorem 1.1] to
conclude that #I ([X, λ], F3)= 1.

The state of the art on calculation of Tamagawa numbers has also improved; see [Liang et al. 2021;
Rüd 2022b].
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6E. Level structure. The Langlands–Kottwitz formula (2-1) is actually written for abelian varieties with
arbitrary level structure, and thus a version of our main formula is available in the context of abelian
varieties with level structure, too.

6E1. Product formula. Let 0 ⊂ G(Ẑp
f ) be an open compact subgroup. There is a notion of principally

polarized abelian variety with level 0 structure; let Ag,0 be the corresponding Shimura variety. If
(X, λ, α) ∈Ag,0(Fq) is a principally polarized abelian variety with level 0-structure, then the size of its
isogeny class in this category is given by the Kottwitz formula, except that the integrand in the adelic
orbital integral is replaced with 10.

We make the definition

νℓ([X, λ, α])= lim
d→∞

lim
n→∞

#(C(d,n)(γ0)∩πn(0ℓ))

#G(Zℓ/ℓn)/#AG(Zℓ/ℓn)
.

The analogue of Corollary 4.6 holds, and states that there exists d(γ0) such that

Ogeom
γ0

(10ℓ)= lim
n→∞

vol|dωG |(C̃(d(γ0),n)(γ0)∩0ℓ)

vol|dωA|(Ũn(γ0))
.

The calculations at p and∞, as well as the global volume term, are unchanged, and we find that

#̃I ([X, λ, α], Fq)= q
1
4 g(g+1)τT ν∞([X, λ])

∏
ℓ

νℓ([X, λ, α]). (6-1)

6E2. Principal level structure. Fix a prime ℓ0, and define 0(ℓ0)=
∏
ℓ 0(ℓ0)ℓ by

0(ℓ0)ℓ =

{
G(Zℓ) ℓ ̸= ℓ0,

ker(G(Zℓ0)→ G(Zℓ0/ℓ0)) ℓ= ℓ0.

Then Ag,0(ℓ0) is the moduli space of abelian varieties equipped with a full principal level ℓ0-structure.
For example, to fix ideas, suppose that g = 1 and that ℓ0 ̸= p, and let a satisfy |a| ≤ 2

√
q, p ∤ a

and ℓ0 || (a2
− 4q); we consider the set of elliptic curves with characteristic polynomial of Frobenius

f (T ) = T 2
− aT + q. Then some, but not all, elements of the corresponding isogeny class admit a

principal level ℓ0-structure (see, e.g., [Achter and Wong 2013]).
Let (X, λ, α) be an elliptic curve over Fq with trace of Frobenius a and full level ℓ0-structure α. We

may explicitly compute νℓ0([X0, λ, α]) as follows. Let χℓ0 = ( · /ℓ0) be the quadratic character modulo ℓ0.

Lemma 6.7. νℓ0([X, λ, α])=
1
ℓ2

0

1
1−χℓ0(disc( f )/ℓ2

0)/ℓ0
.

Proof. Let γ0 = γX,Fq ,ℓ0 be a Frobenius element for X at ℓ0. By hypothesis, γ0 = 1+ ℓ0β0 for some
β0 ∈Mat2(Zℓ0). Since ℓ2

0 is the highest power of ℓ0 dividing disc( f ), we in fact have β0 ∈GL2(Zℓ0), and
β0 is regular mod ℓ0, i.e., π1(β0) is regular.

Suppose that γ ∈0ℓ0 satisfies γ ∼G(Qℓ0 )
γ0. Then γ = 1+ℓ0β for some β ∈GL2(Zℓ0) which is regular

mod ℓ0, and direct calculation shows β ∼G(Qℓ0 )
β0. Lemma 3.1 then shows that β ∼G(Zℓ) β0.
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Consequently, for any d ≥ 0 and any n ≥ 2, we have bijections between the following sets:

{γ ∈ G(Zℓ0/ℓ
n
0) : γ ∼M(Zℓ0/ℓ

n
0)d
πn(γ0)};

{β ∈ G(Zℓ0/ℓ
n−1
0 ) : β ∼M(Zℓ0/ℓ

n−1
0 )d

πn−1(β0)};

{β ∈ G(Zℓ0/ℓ
n−1
0 ) : β ∼G(Zℓ0/ℓ

n−1
0 ) πn(β0)}.

Therefore,

νℓ0([X, λ, α])=
#G(Zℓ0/ℓ

n−1
0 )/#Gβ0(Zℓ0/ℓ

n−1
0 )

#G(Zℓ0/ℓ
n
0)/#AG(Zℓ0/ℓ

n
0)

=
#G(Zℓ0/ℓ

n−1
0 )

#G(Zℓ0/ℓ
n
0)

#AG(Zℓ0/ℓ
n
0)

#Gβ0(Zℓ0/ℓ
n−1
0 )

=
1
ℓ4

0

ℓ2
0#AG(Zℓ0/ℓ

n−1
0 )

#Gβ0(Zℓ0/ℓ
n−1
0 )

=
1
ℓ2

0

#AG(Zℓ0/ℓ0)

#Gβ0(Zℓ0/ℓ0)
=

1
ℓ2

0

1
1−χℓ0(disc( f )/ℓ2

0)/ℓ0
. □

7. GL2 reconsidered

In [Achter and Gordon 2017], we essentially treated the g = 1 case of the present paper. Unfortunately, a
simple algebra error — νAG

∞
([X, λ])= 2

π

√
|D(γ0)| (Section 6A2), in spite of the claims of the penultimate

displayed equation [Achter and Gordon 2017, p. 20] — masked certain mistakes involving the calculations
at p. We take the opportunity to correct these mistakes. The reader pleasantly unaware of these issues
with [Achter and Gordon 2017] may simply view the present section as an explication of our technique in
the special case where g = 1, and thus G = GL2.

Note that the definition [Achter and Gordon 2017, (2-6)] could have been replaced with a criterion
involving characteristic polynomials, e.g.,

νp(a, q)= lim
n→∞

#{γ ∈Mat2(Zp/pn) : fγ ≡ fγ0 mod pn
}

#G(Zp/pn)/#A(Zp/pn)
.

7A. Assertions at p. There are two problematic claims in [Achter and Gordon 2017]:

(1) For the test function 1G(Zℓ) at ℓ ̸= p, we have

νℓ(a, q)=
ℓ3

#SL2(Fℓ)
Ogeom
γ0

(1G(Zℓ)).

It is claimed in [Achter and Gordon 2017, Lemma 3.7] that the same is true for ℓ= p, where the test
function φq is the characteristic function of G(Zp)

(q
0

0
1

)
G(Zp).

(2) In [Achter and Gordon 2017, Appendix], revisiting the calculation [Frenkel et al. 2010, (3.30)], we
assert that

µ
geom
γ,ℓ =

√
|D(γ )|ℓ

vol|ωG |ℓ(G(Zℓ))
vol|ωT |ℓ(T ◦(Zℓ))

µ̄T \G,ℓ. (7-1)

This is valid for ℓ ̸= p, but requires correction at p, because our Chevalley–Steinberg map is not
exactly the same as the map in [Frenkel et al. 2010].
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7B. From point counts to measure. In (1), one exploits the fundamental fact that point counts mod ℓn

converge to volume with respect to the Serre–Oesterlé measure µSO. In the case where ℓ= p, however,
the ambient space is Mat2(Zp), rather than (its open subset) G(Zp). Thus, the volume of the set Vn of
[Achter and Gordon 2017] should be computed with respect to µSO

Mat2 , which is the usual measure on
the 4-dimensional affine space. We recall that for γ ∈ GL2(Qp), dµSO

GL2
(γ )= |det(γ )|−2dµSO

Mat2(γ ).
Moreover, one should be using the invariant measure dx ∧ (dy/|y|) on the Steinberg base AGL2

∼=

A1
× Gm , rather than the measure pulled back from A1

× A1. Then the measure of a radius p−n

neighbourhood Un of (a, q) in A is p−2n/|det(γ0)| = p−2n/q−1, and we find

νp,n(a, q)=
p3

#SL2(Fp)

|det(γ0)|
2 volµGL2

(Vn(γ0))

|det(γ0)| volA1×Gm (Un)
= |det(γ0)|

p3

#SL2(Fp)
Ogeom
γ0

(φq)

= q−1 p3

#SL2(Fp)
Ogeom
γ0

(φq).

(This differs from the assertion of [Achter and Gordon 2017, Lemma 3.7] by a factor of q .)

7C. From geometric measure to canonical measure. Since orbital integrals of rational-valued functions
with respect to the canonical measure are rational, while

√
|D(γ0)|p =

√
q, the assertion of (2) cannot

hold at ℓ= p.
While the relation between the geometric measure and the canonical measure that we rely on is

correct for a semisimple group, it needs a correction factor for a reductive group. This part is completely
general for all reductive G, and is discussed in detail in [Gordon 2022]; the correct formula is stated in
Proposition 5.1. In particular, the correct calculation at p is

µgeom
γ,p = |η(γ )|

−
1
4 g(g+1)

p
√
|D(γ )|p

vol|ωG |p(G(Zp))

vol|ωT |p(T ◦(Zp))
µ̄T \G,p,

where η(γ ) is the multiplier of γ .

Appendix

by Wen-Wei Li and Thomas Rüd

We compute the Tamagawa numbers of some anisotropic tori in GSp2g and Sp2g associated with a single
Galois field extension (see Section 2B), and present a partial result towards the general case that illustrates
the difficulties.

Recall the setup of Section 2B in the case of a single Galois extension. Let K ⊃ K+ ⊃Q be a tower
of field extensions with K Galois, such that [K : K+] = 2 and [K+ :Q] = g. We define

T der
= Ker

(
RK/Q(Gm)

NK/K+
−−−→ RK+/Q(Gm)

)
= RK+/Q R(1)K/K+(Gm)⊂ Sp2g,

and

T = Ker
(
Gm ×Spec(Q) RK/Q(Gm)

(x,y)7→x−1 NK/K+ (y)
−−−−−−−−−−−−→ RK+/Q(Gm)

)
⊂ GSp2g.
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These fit in the short exact sequence

1→ T der
→ T → Gm→ 1.

Also, recall that we have been using τT (resp. τT der) to denote the Tamagawa numbers τQ(T ) and τQ(T der).
We will show the following.

Proposition A.1. τT der = τK+(R
(1)
K/K+Gm)= 2.

For the case of T , the result varies with the extension.

Proposition A.2. Assume that K is a Galois CM-field and K+ is its maximal totally real subfield. Then
we have τT ≤ 2 and:

• If g is odd, then τT = 1.

• If K/Q is cyclic, then τT = 1.

• If g = 2, then τT = 1 when Gal(K/Q)∼= Z/4Z and τT = 2 when Gal(K/Q)∼= (Z/2Z)2.

Additional results and details appear in the second author’s thesis [Rüd 2022a]; see also [Rüd 2022b].
We base our approach on the following formula of Ono.

Theorem A.3 [Ono 1963]. Let T be an algebraic torus defined over a number field F and split over some
Galois extension L. Then its Tamagawa number can be computed as

τF (T )=
|H 1(L/F, X⋆(T ))|
|X1(T )|

.

Here X⋆(T ) denotes the character lattice of T . The symbol X1(T ) denotes the corresponding Tate–
Shafarevich group defined by

Xi (T )= Ker
(

H i (L/F, T )→
∏
v

H i (Lw/Fv, T )
)
, (A-1)

where v runs over the primes of F and w is a prime of L with w|v.

Our approach is to do the computation on the level of character lattices. A very important consequence
of the Tate–Nakayama duality theorem (see [Platonov and Rapinchuk 1994, Theorem 6.10]) is that for a
torus T as in the previous theorem, the Pontryagin dual of X1(T ) is isomorphic to X2(X⋆(T )), so it
suffices to compute |X2(X⋆(T ))|.

The proof of Proposition A.1 is given in the next section. The proof of Proposition A.2 occupies
Sections A2–A5. In Section A6 we present an example not covered by Proposition A.2. In Section A7
we present a computation for the numerator that illustrates the difficulties that arise for a general torus
(not assuming that T is constructed from a single field).

A1. Computation of τT der . We write the proof of Proposition A.1 using Theorem A.3. Since the
Tamagawa number is preserved by restriction of scalars we have τT der = τQ(RK+/Q R(1)K/K+Gm) =

τK+(R
(1)
K/K+Gm). The cohomology of the characters of a norm 1 torus is obtained by a classic computation
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that one can see, for instance, in the proof of the Hasse norm theorem in [Platonov and Rapinchuk 1994,
Theorem 6.11]. We have

Ĥ i (K/Q, X⋆(T der))= Ĥ i (K/K+, R(1)K/K+Gm)= Ĥ i+1(Z/2Z,Z)=

{
Z/2Z if i is odd,
{0} if i is even.

In particular, |X1(T der)| = |X2(X⋆(T der))| ≤ |H 2(X⋆(T der))| = 1. We conclude τT der =
2
1 = 2.

This proves Proposition A.1.

A2. Computation of the first cohomology group of the character lattice. From now on, we focus on
the proof of Proposition A.2, and therefore we will assume that K is a CM-field with K+ its maximal
totally real subfield. Let ι be the nontrivial element of Gal(K/K+), and let 0 and 0+ denote respectively
the Galois groups of K/Q and K+/Q. Note that K+ is indeed Galois over Q by virtue of K being
a CM-field. The torus T arises as the subtorus of RK/Q(Gm) with the set of Q-points consisting of
elements x ∈ K× such that xι(x) ∈Q, and T der(Q) is the set of elements x ∈ K× such that xι(x) = 1.
We have the following exact sequence of finite groups:

1→ ⟨ι⟩ ∼= Z/2Z→ 0→ 0+→ 1. (A-2)

For each σ ∈ 0+ fix a preimage σ̂ ∈ 0. We get the description of X⋆(RK/Q(Gm)) = Z[0] as the set
of Z-linear combinations of σ̂ and σ̂ ι with σ ∈ 0+.

The embedding of T in RK/Q(Gm) gives us a surjective map X⋆(RK/Q(Gm))→ X⋆(T ). For χ =∑
σ∈0+ aσ σ̂ +

∑
σ∈0+ bσ σ̂ ι ∈ X⋆(RK/Q(Gm)) and t ∈ T (Q), we have

χ(t)=
∏
σ∈0+

σ̂ (t)aσ
∏
σ∈0+

σ̂ (ι(t))bσ

=

∏
σ∈0+

σ̂ (t)aσ
∏
σ∈0+

σ̂ (λt−1)bσ (where t ι(t)= λ ∈Q×)

= λ
∑
σ∈0+ bσ

∏
σ∈0+

σ̂ (t)aσ−bσ .

We get the descriptions

X⋆(T )= Z[0]/

{ ∑
σ∈0+

aσ σ̂ +
∑
σ∈0+

bσ σ̂ ι : aσ = bσ for σ ∈ 0+ and
∑
σ∈0+

bσ = 0
}

(A-3)

= Z[0]/L , (A-4)

where L =
{∑

σ∈0+ aσ σ̂ (1+ ι) :
∑

σ∈0+ aσ = 0
}
. For T der, we have λ= 1, so we recover

X⋆(T der)= Z[0]/{x = ι(x)} = Z[0̂+]⊗Z[ι]/⟨1+ ι⟩ = X⋆(RK+/Q R(1)K/K+(Gm)). (A-5)

In order to compute H 1(K/Q, X⋆(T )) we use the inflation-restriction exact sequence, which one can
find in [Gille and Szamuely 2006, Proposition 3.3.14, p. 65]. To simplify notation, let3=X⋆(T )=Z[0]/L
as in (A-3).
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The inflation-restriction exact sequence associated with the short exact sequence (A-2) takes the form

0→ H 1(0+,3Z/2Z)→ H 1(0,3)→ H 1(Z/2Z,3)0
+

→ H 2(0+,3Z/2Z)→ H 2(0,3). (A-6)

Lemma A.4. The sequence (A-6) can be rewritten as

0→ 0→ H 1(0,3)→ (Z/2Z)
1
2 (1+(−1)g)

→ 0+
ab
→ H 2(0,3). (A-7)

In particular, τT ≤ |H 1(0, X⋆(T ))| ≤ 2.

Proof. Let x ∈ Z[0], and let [x] denote its class in 3. Clearly [x] is fixed by ι if and only if x − ιx ∈ L ,
and since every element of L is fixed by ι, then so must x − ιx be, which forces x = ιx . Therefore,

3Z/2Z
=

{ ∑
σ∈0+

aσ σ̂ (1+ ι)
}
/

〈 ∑
σ∈0+

aσ σ̂ (1+ ι) :
∑
σ∈0+

aσ = 0
〉
∼= Z[0+]/I,

where I is the augmentation ideal of Z[0+], i.e., the subspace of sum-zero vectors. Further, observe that
Z[0+]/I ∼= Z as 0+-modules, where Z has trivial 0+-action (by definition of I ). We get that

H 1(0+,3Z/2Z)∼= H 1(0+,Z)= Hom(0+,Z)= {0}.

Also, using the sequence
0→ Z→Q→Q/Z→ 0, (A-8)

since the middle term is uniquely divisible hence cohomologically trivial, one has

H 2(0+,Z)∼= H 1(0+,Q/Z)= Hom(0+,Q/Z);

the last term is noncanonically isomorphic to 0+ab.
The only term left to compute is H 1(Z/2Z,3)0

+

. As a Z/2Z-module, we can write 3= Zg
⊕Zg/L ,

where L =
{
(a, a) : a = (a1, . . . , ag) such that

∑
ai = 0

}
, and Z/2Z acts as (a, b) 7→ (b, a). Therefore,

0→ L→ Zg
⊕Zg

= Z[Z/2Z]g→3→ 0.

Since the middle term is cohomologically trivial as a Z/2Z-module, and Z/2/Z acts trivially on L ,

H 1(Z/2Z,3)∼= H 2(Z/2Z, L)∼= Ĥ 0(Z/2Z, L)∼= L/2L .

To compute L/2L , we view L as a submodule of Zg of zero-sum elements. Recall that by construction
of L as a group algebra, 0+ acts transitively on L .

Let a = (a1, . . . , ag) ∈ L . We want to compute (L/2L)0
+

, and for that, we reason on the parity of ai ’s.

• If all ai are even, then a = 2a′ and a′ ∈ L , and hence a ∈ 2L .

• If a has ai even and a j odd, considering a permutation σ ∈0+ sending the i-th coordinate to the j -th,
we have that the j-th coordinate of a− σ a is a j − ai , which is odd, and hence a− σ a ̸∈ 2L .

• The last case to consider is when all ai are odd. In that case,
∑

i ai has the same parity as g, so a ∈ L
can only happen if g is even. One can prove that every element of L/2L has a representative of the
form a= (a1, . . . , ag) ∈ Zg with

∑
i ai = 0 and |ai | ≤ 1. When g is even and all ai are odd, the only
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possible such elements are vectors with half the coordinates being −1 and the other half 1. Moreover
all such vectors are in the same coset of 2L (one can permute the ±1 coordinates by adding ±2).

This shows that (L/2L)0
+

contains no nontrivial element when g is odd, and only one when g is even,
and concludes the proof. □

Corollary A.5. When g is odd, one has H 1(K/Q, X⋆(T ))= {0} and

H 2(K/Q, X⋆(T ))∼= 0+
ab
.

In particular, H 2(K/Q, X⋆(T )) has odd order, and so does X1(T ), since it is dual to X2(X⋆(T )) ⊂
H 2(K/Q, X⋆(T )).

Proof. The first equality comes directly from the sequence (A-7).
For the second equality, taking duals of the exact sequence (2-3), one gets

0→ Z→ X⋆(T )→ X⋆(T der)→ 0.

The cohomology of this sequence gives us

H 1(0, X⋆(T ))→ H 1(0, X⋆(T der))→ H 2(0,Z)→ H 2(0, X⋆(T ))→ H 2(0, X⋆(T der)).

We computed the cohomology H i (0, X⋆(T der))= H i (Z/2Z, X⋆(R(1)K/K+Gm)) in Section A1.
We can substitute H 1(0, X⋆(T )) = {0} = H 2(0, X⋆(T der)), H 2(0,Z) ∼= H 1(0,Q/Z) ∼= 0ab, and

H 2(0, X⋆(T der))∼= Z/2Z, which gives us

0→ Z/2Z→ 0ab
→ H 2(0, X⋆(T ))→ 0,

as desired. □

Proposition A.6. When the sequence (A-2) splits,

H 1(K/Q, X⋆(T ))=
{
{0} if g is odd,

Z/2Z if g is even.

In particular, this gives an alternate proof of the triviality of H 1(K/Q, X⋆(T )) whenever g is odd.

Proof. Since (A-2) splits, one can write the inflation-restriction exact sequence associated with the short
exact sequence

1→ 0+→ 0→ Z/2Z→ 1.

This gives us

0→ H 1(Z/2Z,30
+

)→ H 1(0,3)→ H 1(0+,3)Z/2Z
→ H 2(Z/2Z,30

+

)→ H 2(0,3). (A-9)

Since the sequence (A-2) splits, we have Z[0] = Z[0+] ⊗ Z[ι] as a 0-module. We have 3 =
Z[0+] ⊗Z[ι]/I ⊗ (1+ ι), where I is the augmentation ideal of Z[0+]. Because Z[0+] is an induced
module, and I⊗(1+ι)∼= I as a 0+-module, we get Ĥ i (0+,3)= Ĥ i+1(0+, I ). Now since Z=Z[0+]/I
with Z seen as a trivial module, the same argument yields Ĥ i (0+,3) ∼= Ĥ i (0+,Z). In particular,
H 1(0+,3)= {0}, so the sequence (A-9) gives an isomorphism H 1(0,3)∼= H 1(Z/2Z,30

+

).
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Direct computations using that
+
σ :=

∑
σ∈0+ σ spans the set of 0+-fixed elements of Z[0+] give us

that {1⊗ (1+ ι),
+
σ ⊗ ι} is a Z-basis for 30

+

, on which ι acts via
( 1

0
g
−1

)
. Identifying the space with Z2

we can compute cocycles and coboundaries. Coboundaries are of the form aι = (−gb, 2b) for b ∈ Z.
Cocycles are of the form aι = (a, b) with 2a+ gb = 0. Thus, if b is even then it is a coboundary, if b is
odd then g cannot be odd, and so we only get a nontrivial cocycle with g even and b odd. The difference
of two nontrivial cocycles has an even second entry, so it is a coboundary. This proves

H 1(Z/2Z,30
+

)=

{
{0} if g is odd,

Z/2Z if g is even,
as desired.

For the last assertion in the proposition, when g is odd, by the Schur–Zassenhaus theorem (see [Rotman
1995, Theorem 7.41]) the sequence (A-2) splits and we get our result immediately. □

A3. Case g odd. Now we are ready to show:

Lemma A.7. If g is odd, then τT =
1
1 = 1.

Proof. Using Corollary A.5 we have that |H 1(K/Q, X⋆(T ))| = 1, and X1(T ) has odd order. To show
that X1(T ) is trivial, it suffices to show it is 2-torsion. The cohomology of the sequence (2-3) yields

H 1(K/Q, T der)→ H 1(K/Q, T )→ H 1(K/Q,Gm)= 1,

where the right equality holds by Hilbert 90. So we have a surjection of H 1(K/Q, T der) onto H 1(K/Q, T ).
We claim that H 1(K/Q, T ) is 2-torsion; it suffices so show that H 1(K/Q, T der) is.

Taking the cohomology of the sequence

1→ R(1)K/K+Gm→ RK/K+Gm
NK/K+
−−−→ Gm→ 1,

where the middle term is cohomologically trivial, we have H 1(K/K+, R(1)K/K+Gm)∼= Ĥ 0(K/K+,Gm)=

(K+)×/NK/K+K×.
This gives us

H 1(K/Q, T der)= H 1(K/Q, RK+/Q R(1)K/K+Gm)= H 1(K/K+, R(1)K/K+Gm)∼= (K+)×/NK/K+K×.

This group is 2-torsion, hence so is H 1(K/Q, T ) and X1(T ) is a subgroup of the latter. We can conclude
that X(T ) is a 2-torsion group of odd order, hence it is trivial.

We can conclude using Theorem A.3 that τT =
1
1 = 1.

Note that one need not use Corollary A.5 to know that X1(T ) has odd order and hence is trivial.
Indeed, given that the extension K/K+ is quadratic, by the Chebotarev density theorem, we know that
there is a prime p ∈ K+ inert in the extension K/K+. Since p is stable under ι, which is of order 2, then
its decomposition group 0(p) has even order, and therefore odd index in 0. Now it suffices to look at
the restriction-corestriction sequence H 1(0, T )→ H 1(0(p), T )→ H 1(0, T ). The composition of the
two maps is just multiplication by n = [0 : 0(p)]. By definition of X1(T ), this subgroup of H 1(0, T ) is
killed by the restriction map, hence it is n-torsion, and we know n is odd, as desired. □
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A4. The case K/Q cyclic.

Lemma A.8. When K is cyclic, we have τ(T )= 1
1 = 1. In particular, this holds when K+/Q is cyclic of

odd order.

Proof. Write X⋆(T )= Z[0]/L as in (A-3).
By virtue of K being cyclic, the Tate cohomology is 2-periodic, so

H 1(K/Q, X⋆(T ))∼= H 2(K/Q, L)∼= Ĥ 0(K/Q, L).

Since L has trivial ι action, we can see it as the augmentation ideal of Z[0+], which has no 0+-fixed
point, as any augmentation ideal. In particular it has no 0-fixed point and so Ĥ 0(K/Q, L)= {0}.

Again using the fact that K is cyclic, we get that X1(T ) is trivial. Indeed, by the Chebotarev density
theorem, every cyclic extension has a prime p ∈Z that will stay inert, and therefore 0(p)=0, where 0(p)
is the corresponding decomposition group. Therefore, the map in the definition of X1(T ) is injective.

We can conclude by Theorem A.3 that τT =
1
1 = 1. □

A5. Case g = 2.

Lemma A.9. When g = 2 we have τT = 1 if 0 is cyclic and τT = 2 otherwise.

Proof. The first case is a consequence of Lemma A.8. If 0 isn’t cyclic, the only possibility is 0∼= (Z/2Z)2.
In that case, Proposition A.6 gives H 1(0, X⋆(T ))∼= Z/2Z. Concerning the Tate–Shafarevich group,

Cortella [1997] showed that X1(T )= {0} if g < 4.
Alternatively, since 0 is abelian, every proper cyclic subgroup appears as decomposition group. In

this specific case, it is a consequence of the Chinese remainder theorem and quadratic reciprocity. Using
SageMath computations (see below), we obtain that the map

H 2(0, X⋆(T ))→ H 2(Z/2Z×{0}, X⋆(T ))⊕ H 2({0}×Z/2Z, X⋆(T ))

is injective, and therefore X1(T )= 0. □

A6. Computing the Tamagawa numbers with SageMath. The second author implemented methods in
SageMath to deal with algebraic tori through their character lattices. Those methods should eventually be
added to SageMath in a future release.

Here we briefly describe the computation of the Tamagawa number which arises in Section 6D2, where
K =Q[T ]/ f (T ) for

f (T )= T 8
− 6T 7

+ 13T 6
− 10T 5

+ T 4
− 30T 3

+ 117T 2
− 162T + 81.

We have 0 = Gal(K/Q)= Z/4⊕⟨ι⟩, where ι denotes the complex involution.
Nakayama duality lets us compute the Tamagawa number as a function of the character lattice:

τQ(T )=
|H 1(Q, X⋆(T ))|
|X2(X⋆(T ))|

.
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Let 3 denote X⋆(T ). We build 3 in SageMath by inducing the trivial lattice Z= X⋆(Gm) to 0, build
the sublattice of zero-sum elements of ι-fixed points, and take the quotient of the former by the latter.

We can compute the first cohomology group by computing cocycles as solutions of linear equations
in 3|0|. However, for this example, Proposition A.6 gives us H 1(0,3) = 2. For the denominator, we
build a method that, given H a collection of subgroups of 0, and a 0-lattice L , computes

X1
H(L)= Ker

(
H 1(0, L)→

⊕
1∈H

H 1(1, L)
)

by checking which cocycles restrict to coboundaries on all 1 ∈H.
Consider the embedding ϕ : 3 → Z[0] ⊗Z 3 (with 0-action on the left component) via a 7→∑
g∈0 g⊗ g−1a. We build

3′ = Z[0]⊗Z3/ϕ(3).

Since Z[0] ⊗Z 3 is induced, it is cohomologically trivial, so Ĥ i (0,3)= Ĥ i−1(0,3′) for all i ∈ Z.
Consequently, if every element of H arises as a decomposition group, we have

X1
H(3

′)⊃X1(3′)=X2(3).

We take H to be the list of cyclic subgroups of 0. They all arise as decomposition groups. Using our
new SageMath package, we get |X1

H(3
′)| = 1≥X2(3)≥ 1, and hence

τ(T )=
|H 1(0,3)|

|X2(3)|
=

2
1
= 2.

A7. The numerator in Ono’s formula: general case. We give some indications for the general case in
which T is described by a CM-algebra K =

⊕t
i=1 Ki , each Ki being a CM-field. The Rosati involution

on K is still denoted as ι, with fixed subalgebra K+ =
⊕t

i=1 K+i . In this section we denote by 0
the absolute Galois group of Q. Our modest aim is to understand |H 1(0, X⋆(T ))| through Kottwitz’s
isomorphism (see [Kottwitz 1984b, (2.4.1) and §2.4.3])

H 1(0, X⋆(T ))∼= π0(T̂ 0),

where T̂ is the dual C-torus. This isomorphism is valid for all tori.
To describe X⋆(T ), we first write T as

T = (Gm × T der)/{(z, z) : z ∈ µ2}, µ2 := {±1}.

Choose a subset 8=
⊔t

i=18i of HomQ-alg(K ,Q), such that 8i ⊂ HomQ-alg(Ki ,Q) and

HomQ-alg(Ki ,Q)=8i ⊔8i ι

for all i = 1, . . . , t . Note that |8| = g. It is well known that

X⋆(T der)=
⊕
φ∈8

Zϵφ
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for some basis {ϵφ}φ∈8. Then 0 permutes {±ϵφ}φ∈8 by

σϵφ =

{
ϵψ if σφ = ψ ∈8,
−ϵψ if σφ = ψι ∈8ι,

φ,ψ ∈8. (A-10)

The inclusion µ2 ↪→ T der corresponds to the map

X⋆(T der)↠ X⋆(µ2)= Z/2Z,
∑
φ∈8

xφϵφ 7→
∑
φ∈8

xφ mod 2.

Write X⋆(Gm)= Zη, where η is the standard generator. Applying Cartier duality to the exact sequence

1→ µ2→ Gm × T der
→ T → 1,

we obtain

X⋆(T )=
{

tη+
∑
φ∈8

xφϵφ : t +
∑
φ

xφ ∈ 2Z

}
⊂ X⋆(Gm)⊕ X⋆(T der)

and a basis of X⋆(T ),
{2η} ⊔ {η+ ϵφ : φ ∈8}.

The element 2η is surely 0-invariant. On the other hand, for φ,ψ ∈8 and σ ∈ 0, we derive from (A-10)
that

σ(η+ ϵφ)=

{
η+ ϵφ if σφ = ψ ∈8,

2η− (η+ ϵψ) if σφ = ψι ∈8ι.
(A-11)

The 0-action on T̂ := X⋆(T )⊗C× ∼= C×× (C×)8 is thus

σ · (z,

8︷ ︸︸ ︷
1, . . . , w︸︷︷︸

φ

, . . . , 1)=


(z, 1, . . . , w︸︷︷︸

ψ

, . . . , 1) if σφ = ψ ∈8,

(zw, 1, . . . , w−1︸︷︷︸
ψ

, . . . , 1) if σφ = ψι ∈8ι.

Recall from the description of X⋆(T der) that T̂ der can be identified with (C×)8. Note that (T̂ der)0 is
finite since T der is anisotropic.

Lemma A.10. There is a canonical isomorphism (T̂ der)0 ∼=µt
2 characterized as follows. For (ai )

t
i=1 ∈µ

t
2,

the corresponding t̂ = (t̂φ)φ∈8 ∈ (T̂ der)0 is specified by

φ ∈8i =⇒ t̂φ = ai for all 1≤ i ≤ t.

Proof. Shapiro’s lemma reduces the computation of (T̂ der)0 or H 1(0, X⋆(T )) to the easy case t = 1 over
the base field K+. □

By dualizing 1→ T der
→ T → Gm→ 1 into 1→ C×→ T̂ → T̂0→ 1, then taking 0-invariants, we

obtain the exact sequence
1→ C×→ T̂ 0

→ (T̂ der)0.

It induces
π0(T̂ 0)= T̂ 0/C× ↪→ (T̂ der)0 = π0((T̂ der)0).

For each σ ∈ 0, set 8(σ) := {φ ∈8 : σφ ̸∈8}. For each i , set 8i (σ ) :=8(σ)∩8i .
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Proposition A.11. For any (ai )i ∈ µ
t
2, the corresponding element t̂ ∈ (T̂ der)0 belongs to the image

of T̂ 0/C× if and only if

A(a1, . . . , at ; σ) :=
∑

1≤i≤t
ai=−1

|8i (σ )| ∈ 2Z for all σ ∈ 0.

Proof. Identify T̂ der with (C×)8. Identify T̂ with C×× (C×)8 using the basis {2η} ⊔ {η+ ϵφ : φ ∈ 8}
of X⋆(T ); the homomorphism T̂ → T̂ der is simply the projection.

Note that t̂ is the image of (1, t̂)∈ T̂ . It comes from T̂ 0/C× if and only if (1, t̂) (or any other preimage)
is 0-invariant. For all σ ∈ 0, Lemma A.10 and the description (A-11) lead to

σ · (1, t̂)= ((−1)A(a1,...,at ;σ), t̂ ).

The assertion follows at once. □

To illustrate the use of Proposition A.11, we prove the following

Proposition A.12. If t = 1 and g is odd, then H 1(0, X⋆(T ))∼= π0(T̂ 0) is trivial.

Proof. It suffices to show A(−1, . . . ,−1; c) = |8(c)| ̸∈ 2Z, where c ∈ 0 is the complex conjugation.
Indeed, cφ= φι for all φ ∈8 by generalities on CM-fields, so 8(c)=8 has g elements, which is odd. □

Note that K is not assumed to be Galois over Q.
Kottwitz’s theory also relates Tate–Shafarevich groups to similar objects attached to dual tori; see

Section 4 of [Kottwitz 1984b]. Nevertheless, we are not yet able to determine the Tate–Shafarevich group
of T by this approach in the non-Galois case.
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The log product formula
Leo Herr

Let V,W be a pair of smooth varieties. We want to compare curve counts on V ×W with those on V
and W . The product formula in Gromov–Witten theory compares the virtual fundamental classes of
stable maps to a product Mg,n(V ×W ) to the product of stable maps Mg,n(V )×Mg,n(W ). We prove the
analogous theorem for log stable maps to log smooth varieties V,W .

This extends results of Y.P. Lee and F. Qu, who introduced this formula after K. Behrend. We introduce
“log normal cones” and “log virtual fundamental classes,” as well as modified versions of standard
intersection-theoretic machinery adapted to log geometry.

0. Introduction

The log product formula. The purpose of the present paper is to prove the “product formula” for log
Gromov–Witten invariants. We assume the reader is familiar with log geometry at the level of [Ogus 2018].

Let V , W be log smooth, quasiprojective log schemes. The moduli stack of log stable maps [Gross and
Siebert 2013; Chen 2014; Abramovich and Chen 2014] M ℓ

g,n(V ) parametrizes families of fs log smooth
curves C→ S with a stable map C→ V of log schemes. These coincide with ordinary stable maps if V
has trivial log structure MV ≃O∗V .

Let Q be the fiber product

M ℓ
g,n(V )×

ℓ

Mg,n
M ℓ

g,n(W )

in the category of fs (fine and saturated) log algebraic stacks [Ogus 2018, Corollary III.2.1.6], with maps

M ℓ
g,n(V ×W )

h
−→ Q 1̃

−→M ℓ
g,n(V )×M ℓ

g,n(W ).

We define log virtual fundamental class in Definition 3.1. One can endow Q with a log virtual fundamental
class in two ways: pushing forward that of M ℓ

g,n(V ×W ) or pulling back that of M ℓ
g,n(V )×M ℓ

g,n(W ).
The product formula equates these.

Theorem 0.1 (the “log Gromov–Witten product formula”). The two log virtual fundamental classes are
equal in the Chow group A∗Q:

h∗[M ℓ
g,n(V ×W )]ℓvir

=1![M ℓ
g,n(V )×M ℓ

g,n(W )]ℓvir .
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The symbol 1! refers to the log Gysin map of Definition 3.1.
The original, nonlog product formula was established by M. Kontsevich and Yu. Manin in genus zero

[Kontsevich and Manin 1996]. It was extended to arbitrary genus by Behrend [1999].
Theorem 0.1 was formulated using ordinary virtual fundamental classes by Lee and Qu [2018] and

proved under the assumption that one of V or W has trivial log structure. Like their work and the work
of Behrend [1999] before it, our proof centers on this cartesian diagram (Situation 5.5):

M ℓ
g,n(V ×W ) Q M ℓ

g,n(V )×M ℓ
g,n(W )

D Q′ Mg,n ×Mg,n

Mg,n Mg,n ×Mg,n

h

c
⌜ℓ

⌜ℓ
a

l φ

⌜ℓ
s×s

1

One applies Costello’s formula [2006, Theorem 5.0.1] and commutativity of the Gysin map to this diagram
to compare virtual fundamental classes.

In the log setting, one requires this diagram to be cartesian in the 2-category of fs log algebraic stacks
in order to preserve modular interpretations. The assumption of [Lee and Qu 2018] that V or W have
trivial log structure ensures that these squares are also cartesian as underlying algebraic stacks.

These fs pullback squares in question likely aren’t cartesian on underlying algebraic stacks. Therefore,
none of the standard machinery of ordinary Gysin maps and normal cones is valid. This quandary forced
us to prove the log analogues of Costello’s formula and commutativity for our “log Gysin map.” With
these modifications, the original proof of K. Behrend essentially still works. We pause to comment on the
new technology.

Log normal cones. The log normal cone Cℓ
X/Y = CX/LY of a map f : X→ Y of log algebraic stacks is

the central object of the present paper. Every log map factors as the composition of a strict and an étale
map X→ LY → Y , so the cone is determined by two properties:

• It agrees with the ordinary normal cone for strict maps.

• If one can factor f as X→ Y ′→ Y with Y ′→ Y log étale, the cones are canonically isomorphic:

Cℓ
X/Y ≃ Cℓ

X/Y ′ .

This object becomes simpler in the presence of charts. Locally, we may assume the map X→ Y has a
chart given by a map of Artin cones AP → AQ . The map AP → AQ is log étale, so we can base change
across it to get a strict map without altering the log normal cone.

Because this method can lead to radical alterations of the target Y , we recall another strategy that we
learned from [Ito et al. 2020, Proposition 2.3.12]. For ordinary schemes, one locally factors a map as a
closed immersion composed with a smooth map to get a presentation for the normal cone [Behrend and
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Fantechi 1997]. We obtain a similar local factorization (Construction 1.1) into a strict closed immersion
composed with a log smooth map, and the same presentation exists for the log normal cone.

The above is made more precise in Remark 2.7. The charts and factorizations these techniques require
are only locally possible, so we need to know how log normal cones change after étale localization. We
encounter a well-known subtlety noticed by W. Bauer [Olsson 2005, Section 7]: The log normal cone isn’t
invariant under base-changes by log étale maps (Remark 2.13). Our workaround is somewhat different
from that of Olsson. These results are at the service of log intersection theory, and we outline a standard
package of log virtual fundamental classes and log Gysin maps.

Pushforward and Gysin pullback. The proof of the product formula needs two ingredients: commutativity
of Gysin maps and compatibility of pushforward with Gysin maps. The commutativity of Gysin maps
readily generalizes to the log setting in Theorem 3.12; on the other hand, compatibility with pushforward
simply fails!

Nevertheless, the original proof of the product formula depends on a weak form of this compatibility
first introduced by K. Costello [2006, Theorem 5.0.1]. This theorem is false as stated due to a missing
properness hypothesis. We fix and generalize the statement in [Herr and Wise 2022] and offer a log
generalization in Section 4.

We obtain another partial result towards compatibility of pushforward and Gysin pullback. For a log
blowup p : X̂→ X with a log smoothness assumption, we show p∗[X̂ ]ℓvir

= [X ]ℓvir in Theorem 3.10.
The alternative approach of Barrott [2018] may extend our results by modifying the notions of dimension,
degree, pushforward, Chow groups, etc. in the log setting. See also [Ranganathan 2022] for an insightful
approach to log Chow groups.

D. Ranganathan obtained a version of the log product formula contemporaneously using an explicit
blowup instead of our log virtual fundamental class machinery [Ranganathan 2019]. We hope the
technology and the strategy of reducing statements about log normal cones to the strict, ordinary case
will be of interest.

Context and motivation. A pair (X, D) of a smooth divisor on a smooth variety is an example of a log
smooth target V . Jun Li [2001] defined relative stable maps to such a pair (X, D). We instead use the log
stable maps M ℓ

g,n(V ) of Gross and Siebert [2013], and Chen [2014] and Abramovich and Chen [2014].1

Even if one starts with V and W smooth pairs, their product V ×W is a log smooth log scheme and
likely not a smooth pair.

Gross and Siebert define the virtual fundamental class of M ℓ
g,n(V ) relative to a log variant LMg,n of

the stack of prestable curves Mg,n . We take this as a definition of the log virtual fundamental class and
related log normal cone. The log virtual fundamental class is then invariant under log modifications of
the target V . The classes defined in this paper live in ordinary Chow groups A∗( · ) but can be refined
[Herr et al. 2023] to both large and small log Chow groups [Holmes et al. 2019] or to K theory [Chou
et al. 2020].

1The forthcoming [Herr et al. 2023] compares relative and log stable maps.
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One might try to prove Theorem 0.1 using the ordinary Gysin map 1! instead of the log version. This
works if V or W has trivial log structure [Lee and Qu 2018] but is false in general. See [Chou et al. 2020]
for counterexamples to the ordinary Gysin map 1! version. Our log Gysin map is necessary to prove
Theorem 0.1 partially because it produces classes on the fs fiber product Q instead of the fiber product of
underlying schemes.

These log Gysin maps may be of interest wherever the fs fiber product arises in enumerative geometry.
For example, fs pullback squares abound in the punctured log stable maps of [Abramovich et al. 2020].
The fs fiber products in [Nabijou and Ranganathan 2022, Section 2.1] are reduced to ordinary fiber
products by weak semistable reduction to use ordinary intersection theory. The multiplicativity found in
[Holmes et al. 2019] is an example of a log intersection product.

Log Chow groups are still under construction. The log Chow group of X can be defined as a limit
or colimit over the Chow groups of log modifications of X [Holmes et al. 2019; Barrott 2018]. The log
virtual fundamental class can be refined to lie in log Chow [Chou et al. 2020; Herr et al. 2023]. Rather
than making sense of pairing with ψ classes, we simply prove the expected equality of virtual fundamental
classes in ordinary Chow here.

See [Molcho and Ranganathan 2021, Section 1.2] for a down-to-earth log intersection product related
to our 1!.

Our log product formula may compute the log Gromov–Witten invariants of toric varieties, as shown
to the author independently by J. Wise and D. Ranganathan. Any pair of toric varieties Y1, Y2 of the same
dimension are related by a third which is a log blowup of each: Y1← Ỹ → Y2. Log virtual fundamental
classes and Gromov–Witten invariants are invariant under log blowups [Abramovich and Wise 2018],
Theorem 3.10. The log Gromov–Witten invariants of all toric varieties of dimension n are essentially the
same, and one can compute just one example (P1)n .

Conventions. • We only consider fs log structures. We therefore use L,LY to refer to Olsson’s stacks
T or,T orY .

• We work over the complex numbers C.

• We adhere to the convention of [Olsson 2003] regarding the use of the term “algebraic stack”: we mean
a stack in the sense of [Laumon and Moret-Bailly 2000, 3.1] such that

− the diagonal is representable and of finite presentation, and

− there exists a surjective, smooth morphism to it from a scheme.

We do not require the diagonal morphism to be separated.

• By “log algebraic stack,” we mean an algebraic stack with a map to L. Maps between them need not lie
over L.

• The name “DM stack” means Deligne–Mumford stack and a morphism f : X→ Y of algebraic stacks
is (of) “DM-type” or simply “DM” if every Y -scheme T → Y pulls back to a DM stack T × f,Y X
[Manolache 2012].
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• The word “cone” in “log normal cone” refers to a cone stack in the sense of [Behrend and Fantechi 1997].

• Let P be a sharp fs monoid. Write

AP = [Spec C[P]/Spec C[Pgp
]]

for the stack quotient in the étale topology endowed with its natural log structure [Abramovich et al. 2017;
Cavalieri et al. 2020; Olsson 2003]. Beware that some of these sources first take the dual monoid. This
log stack has a notable functor of points for fs log schemes

Hom f s(T,AP)= Hommon(P, 0(MT )).

In particular,
Hom f s(AP ,AQ)= Hommon(Q, P).

We write A for AN = [A
1/Gm]. Log algebraic stacks of this form are called “Artin cones.” “Artin fans”

are log algebraic stacks which admit a strict étale cover by Artin cones. The 2-category of Artin fans is
equivalent to a category of “cone stacks” [Cavalieri et al. 2020, Theorem 6.11].

• The present paper concerns analogues of normal cones and pullbacks in the logarithmic category. We
use the notation ⌜, ×, C for pullbacks and normal cones of ordinary stacks, and write ⌜ℓ, ×ℓ, Cℓ to
distinguish the fs pullbacks and log normal cones. When they happen to coincide, we write ℓ, ⌜ℓ, ×ℓ, Cℓ

to emphasize this coincidence.

• Many of our citations could be made to original sources, often written by K. Kato, but we have opted for
the book [Ogus 2018]. We have doubled references to Costello’s formula [Costello 2006, Theorem 5.0.1;
Herr and Wise 2022] where appropriate because the original formulation is incorrect.

1. Preliminaries and the log normal sheaf

The present paper originated with one central construction, which we learned from [Ito et al. 2020,
Lemma 2.3.12].

Construction 1.1. The normal cone of a morphism f : B→ A of finite type is constructed by choosing
a factorization B→ B[x1, . . . , xr ]↠ A inducing a closed immersion into affine r -space

Spec A ↪→ Ar
B→ Spec B.

The normal cone of f may then be expressed as the quotient of the ordinary normal cone of the closed
immersion by the action of the tangent bundle of Ar

B→ Spec B.
Let P→ A and Q→ B be morphisms from fs monoids to the multiplicative monoids of rings (“prelog

rings”). A commutative square

B A

Q P

f

θ
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is a chart of a map between affine log schemes. Assume f is of finite type; θ automatically is by the
fs assumption. We will obtain a factorization of the induced log schemes into a strict closed immersion
followed by a log smooth map.

Start with a similar factorization

B B[x1, . . . , xr , y1, . . . , ys] A

Q Qs P

with Qs = Q ⊕Ns mapping to B[x1, . . . xr , y1, . . . ys] by sending the generators of Ns to the algebra
generators y1, . . . ys and Qs→ P surjective. Define Qθ

s via the cartesian product:

Qs Qθ
s P

Qgp
s Qgp

s Pgp

⌜

By definition, Qθ
s → P is exact, and Qs→ Qθ

s is a “log modification:” an isomorphism on groupifications.
Witness also that Qθ

s → P is surjective, so the characteristic monoid map Qθ
s
∼
−→ P is an isomorphism

[Ogus 2018, Proposition I.4.2.1(5)] and AP → AQθ
s

is strict. Take Spec and Artin cones of monoids to
obtain a diagram with strict vertical arrows:

X Xθ Ar+s
Y Y

AP AQθ
s

AQs AQ

⌜ℓ

We’ve written Y = Spec B, X = Spec A and introduced the fs pullback Xθ in the diagram. The top row
expresses our original map Spec f as the composition of a strict closed immersion, a log modification,
and a smooth and log smooth morphism. The log modification AQθ

s
→ AQs and hence Xθ → Ar+s

Y

may be expressed as a (strict) open immersion into a log blowup as in [Ogus 2018, Lemma II.1.8.2,
Remark II.1.8.5]. Hence X ⊆ Xθ is a strict closed immersion and Xθ → Y is log smooth.

Remark 1.2. Continue in the notation of Construction 1.1. If we began with a morphism of fs log rings
with f and θ both surjective, we could omit Qs → B[x1, . . . , xr , y1, . . . ys]. In that case, we obtain a
factorization

X ⊆ Xθ → Y

where Xθ → Y is not only log smooth but log étale.

As in [Behrend and Fantechi 1997], we will present the log normal cone locally as Cℓ
X/Y =[CX/Xθ/T

ℓ
Xθ/Y ]

using these factorizations. The difficulty is then piecing together the local descriptions and checking
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compatibility. In this sense, the heavy lifting has already been done for us by [Manolache 2012]. We
spend the rest of this section collecting relevant properties of the log normal sheaf N ℓ

X/Y . When we
define the log normal cone Cℓ

X/Y ⊆ N ℓ
X/Y , its important properties will be locally deduced from such

factorizations.

Remark 1.3. An algebraic stack X is DM if and only if the map X → Spec k to the base field is of
DM-type. If X→ Y is a morphism of DM type and Y admits a stratification by global quotients, then so
does X [Manolache 2012, Remark 3.2]. A morphism f : X→ Y of algebraic stacks is of DM type if and
only if its diagonal 1X/Y : X→ X ×Y X is unramified [Stacks 2005–, 06N3].

Lemma 1.4. Let f : X→ Y be a morphism of log algebraic stacks. If the map on underlying stacks is of
DM-type, then the induced maps LX→ LY and X→ LY are DM-type.

Proof. The inclusion X ⊆ LX representing strict maps is open, so it suffices to show that LX→ LY is
DM-type.

We will argue that the diagonal of LX→ LY is unramified [Stacks 2005–, 04YW]. The isomorphism
LX ×LY LX ≃ L(X ×ℓY X) identifies the diagonal 1LX/LY with the result of L applied to the fs diagonal

1ℓX/Y : X→ X ×ℓY X.

Any diagram
S0 LX

S′0 L(X ×ℓY X)

L1ℓX/Y

with S0 ⊆ S′0 a squarezero closed immersion of schemes is equivalent to a diagram

S X

S′ X ×ℓY X

1ℓX/Y

with S ⊆ S′ an exact closed immersion of log schemes. Composing with the fsification map X ×ℓY X→
X ×Y X sends this square to

S X

S′ X ×Y X

1ℓX/Y

in which case the two dashed arrows have the same underlying scheme map because X → X ×Y X is
unramified by hypothesis. Then the maps on log structure must be the same as well, because

(MX ⊕
ℓ
MY

MX )|S′→ (MX )|S′

is an epimorphism. □
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Recall the normal sheaf. If X ⊆ Y is a closed embedding with ideal I , the normal sheaf is simply
NX/Y = Spec Sym∗ I/I 2. If X → Y is smooth, then NX/Y = BTX/Y is the classifying space for the
tangent bundle. Behrend and Fantechi obtain a normal sheaf more generally by locally factoring X→ Y
into a closed immersion into affine space X ⊆ An

Y → Y . If X ⊆ An
Y can be chosen to be a regular closed

embedding, the map X→ Y is l.c.i. and the cotangent complex LX/Y is perfect of amplitude in [−1, 0].

Definition 1.5 (normal sheaf). Let f : X → Y be a DM type qcqs morphism of algebraic stacks with
cotangent complex LX/Y given by the system of truncations {τ≥−nπ

∗LX/Y }n [Olsson 2007, Theorem 8.1].
The normal sheaf is the associated Picard stack [SGA 41 1972, XVIII.1.4]

h1/h0((LX/Y, f l)
∨)

as in [Behrend and Fantechi 1997, Section 2]. An obstruction theory for f is a fully faithful functor
NX/Y ⊆ E into a vector bundle stack E over X .

Remark 1.6. The Picard stack h1/h0 only depends on the truncation τ≥−1, so we don’t need the entire
system {τ≥−nπ

∗LX/Y }n . Moreover, we can bypass π and pull back directly to the big fppf site

X f l→ Xlis− ét
π
−→ Xét.

Factor the map f locally as X ⊆ M→ Y as a closed immersion composed with a smooth map M→ Y .
Writing I = IX/M for the ideal sheaf, we obtain a map

LX/Y → [I/I 2
→�M/Y ]

which induces isomorphisms on the first two cohomology groups h−1, h0. This identifies their Picard
stacks

NX/Y ≃ [NX/M/TM/Y |X ].

The functor of points of the normal sheaf on a X -scheme S is given by the category of algebra extensions

NX/Y (S)= Ext(LX/Y |S,OS)=

{
OY |S

0 OS A OX |S 0

a squarezero algebra
extension on ét(T )

}
.

Definition 1.7 (log normal sheaf). Let f : X→ Y be a DM type qcqs morphism between log algebraic
stacks. Define the log normal sheaf N ℓ

X/Y := NX/LY = h1/h0(LℓX/Y, f l
∨
).

We will also have cause to consider NLX/LY , and NLX/LY |X = N ℓ
X/Y .

Remark 1.8. Locally in X and Y , f factors as X ⊆ M→ Y with X ⊆ M a strict closed immersion and
M→ Y log smooth by Construction 1.1. We have a similar presentation

N ℓ
X/Y = [NX/M/T ℓ

M/Y |X ].
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One may alternately define N ℓ
X/Y by gluing together these local presentations as in [Behrend and Fantechi

1997, Corollary 3.9]. One checks for Y → Z étale that the map on normal sheaves N ℓ
X/Y ≃ N ℓ

X/Z is an
isomorphism.

One may alternately use Gabber’s notion of log cotangent complex LG
X/Y because the two agree on

truncations τ≥−2LℓX/Y ≃ τ≥−2LℓX/Y [Olsson 2005, Theorem 8.27]. Gabber’s version has the advantage
that a distinguished triangle exists for all composable pairs of arrows X→ Y → Z .

We claim the functor of points of N ℓ
X/Y on an X -scheme S is given by squarezero extensions of algebras

OY |S

0 OS A OX |S 0

together with a “log structure” MA→A making

A∗ O∗X |S

MA MX |S

a pushout. We avoid this perspective because it requires squarezero extensions and log structures on étale-
locally ringed topoi ( ét(T ),OX |T ), (ét(T ),A). The reader may notice a resemblance to “deformations of
log structures” in [Illusie 1997] and to the classical notion of squarezero extensions along a map X→ Y
reprised in [Olsson 2005, Section 5].

Remark 1.9. The central object of this paper is a subcone stack Cℓ
X/Y ⊆ N ℓ

X/Y introduced in the next
section. This substack has no functor of points, as it is defined by a blowup; see [Khan and Rydh 2018]
for a derived workaround. Most of our arguments about Cℓ

X/Y go by way of the functor of points of N ℓ
X/Y ,

together with a pointwise argument to compare these substacks.

Functoriality of Nℓ
X/Y . To write down the functoriality of the log normal sheaf, we need to recall some

of the machinery of log stacks found in [Olsson 2005].
We denote Li

:= L[i], the stack of i-simplices of fs log structures. The j-th face map d j sends

(M0→ M1→ · · · → Mi+1) 7→


(M1→ M2→ · · · → Mi+1) if j = 0,
(M0→ · · · → M j−1→ M j+1 · · · → Mi+1) if j ̸= 0, i + 1,
(M0→ · · · → Mi ) if j = i + 1.

We write s, t : L1
→ L0

= L for the “source” d1 and “target” d0 maps, respectively. We have an
isomorphism Li

= L1
×t,L,s L1

×t,L,s · · · ×t,L,s L1 (i factors).
Endow Li with the final tautological log structure, Mi+1 in the above. All the face maps d j are strict

except j = i + 1.



1290 Leo Herr

We continue [Olsson 2005] to use “□” to denote the category with these objects, arrows, and relations:

0 1

2 3

◦

◦

We adopt pictorial mnemonics for fully faithful morphisms of these finite diagrams: means the functor
[2] ⊆□ avoiding 2, etc.

A commutative square
X ′ X

Y ′ Y

should lead to a map N ℓ
X ′/Y ′→ N ℓ

X/Y . This square does not induce a commutative diagram

X ′ X

LY ′ LY

×

so the naive strategy to get a map N ℓ
X ′/Y ′→ N ℓ

X/Y doesn’t work. To get around this, Olsson introduces
another stack.

Definition 1.10 (compare [Olsson 2005, Lemma 3.12]). Define V := L1
×
ℓ
t,L,t L

1. Given a scheme T ,
the points of this stack are cocartesian squares of fs log structures:

V(T ) :=

{
M0 M1

M2 M3
ℓ⌟

}

This is the “fsification” of the ordinary pullback L1
×t,L,tL1, endowed with the non-fs pushout M1⊕

mon
M0

M2

of the universal log structures.
The natural embedding V→ L□ exhibits the squares which are cocartesian as an open substack, as

we’ll record in Lemma 1.12.
For a morphism q : Y ′→ Y of log algebraic stacks, we obtain relative variants

Vq := V × ,L1 Y ′, L□q := L□× ,L1 Y ′.

The fs pullback here agrees with the ordinary one because Y ′→ L1 is strict. The points of these stacks
over some scheme T are squares

MY |T MY ′ |T

M0 M1

with those of Vq required to be cocartesian.
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Lemma 1.11. Let Larb f ine denote the stack of log structures which are fine but not necessarily saturated.
The natural monomorphism

L ↪→ Larb f ine

is an open immersion.

Proof. Consider some scheme X and pullback diagram:

X f s L

X Larb f ine

⌜

Then X f s ↪→ X is a monomorphism, the locus where the stalks of MX are saturated. After passing to an
open cover of X , [Ogus 2018, Theorem II.2.5.4] provides us with a locally finite stratification X =

⊔
σ∈6

Xσ
where:

• For each σ ∈6, M X |σ is constant.

• The cospecialization maps for x ∈ {ξ} ⊆ X

M x → Mξ

are localizations at faces.

The localization of a saturated monoid remains saturated [Ogus 2018, Remark I.1.4.5] and a monoid
is saturated if and only if its characteristic monoid is [loc. cit., Proposition I.1.3.5]. We then have that
X f s
⊆ X is locally a constructible subset which is closed under generalization, and hence open [Stacks

2005–, Tag 0542]. □

We collect several results of [Olsson 2005] adapted to the fs setting.

Lemma 1.12 [Olsson 2005, Theorem 2.4, Proposition 2.11, Lemma 3.12]. These statements remain true
in the fs context:

(1) For any finite category 0, the fibered category L0 of diagrams of fs log structures indexed by 0 is an
algebraic stack.

(2) The simplicial face maps d j : Li+1
→ Li are strict, étale, and DM-type for j ≤ i .

(3) If [1] →□ avoids the initial object 0 ( or ), it induces a strict étale, DM-type morphism

L□→ L1.

(4) If [2] →□ omits either 1 or 2 ( or ), it induces an étale, DM-type morphism

L□→ L2.

(5) The map V ⊆ L□ is an open embedding.
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(6) Given an fs pullback square
X ′ X

Y ′ Y

⌜ℓ

q

the associated square of stacks
X ′ X

Vq LY

⌜

is a pullback.

Proof. Facts (1) through (4) are immediate by Lemma 1.11 and the analogous facts in [Olsson 2005]. The
last two follow by the same arguments applied in the fs category. □

Remark 1.13. Apply L once more to the map LY → Y , one gets

d1 : L2Y → LY, (MY → M0→ M1) 7→ (MY → M1).

The result is étale, so the original d1 : LY → Y is log étale [Olsson 2003, Theorem 4.6(ii)]. The same
reasoning implies di+1 : Li+1Y → Li Y is log étale in general. In summary, all the face maps are log étale
and all but j = i + 1 are furthermore strict étale.

Remark 1.14. Given q : Y ′→ Y DM, the natural maps

Vq ⊆ L□q → LY ′

are étale. The second map is the product of the étale map

∗
: L□→ L2

over L1 (via ) with Y ′.

Definition 1.15. Use Lemma 1.12(6) to turn one commutative square of DM maps into another:

X ′ X

Y ′ Y.
q

⇝

X ′ X

L□q LY

Maps of normal sheaves
ϕ : N ℓ

X ′/Y ′ ≃ NX/L□
q
→ N ℓ

X/Y

arise from Remark 1.14 and the second square. This coincides with the “natural map”

LℓX/Y |X ′→ LℓX ′/Y ′

of [Olsson 2005, (1.1.2)]. We call the composite ϕ Olsson’s morphism.
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Remark 1.16. In Definition 1.15, if the first square was an fs pullback square, the second factors:

X ′ X

Vq L□q LY

⌜

Since this square is a pullback, Olsson’s morphism

ϕ : N ℓ
X ′/Y ′ ≃ NX ′/L□

q
≃ NX ′/Vq ↪→ N ℓ

X/Y |X ′

is then a closed immersion. This may be checked locally in X, Y , so we assume there is a factorization
X ⊆ Xθ → Y as in Construction 1.1. Take the fs pullback

X ′ X

X ′θ Xθ

Y ′ Y

⌜ℓ

⌜ℓ

along q to obtain a factorization X ′ ⊆ X ′θ → Y ′. The strict case gives NX ′/X ′θ ⊆ NX/Xθ |X ′ and pullback
identifies the tangent spaces T ℓ

X ′θ/Y ′ ≃ T ℓ
Xθ/Y |X ′θ .

If X→ Y is also log flat, ϕ is an isomorphism [Olsson 2005, (1.1(iv))]. This is not true if q is log flat,
as seen in Remark 2.13. See Lemmas 2.14, 2.15 for the strict case.

Remark 1.17. A commutative square of DM maps may be factored:

X ′ X

Y ′ Y

f

q

⇝

X ′ X

L□q LY

Y ′ Y

(1)

This induces a commutative square of normal sheaves:

N ℓ
X ′/Y ′ ≃ NX ′/L□

q
N ℓ

X/Y

NX ′/Y ′ NX/Y

◦
(2)

The Olsson morphisms are thereby seen to be compatible with the ordinary functoriality of the normal
sheaf via the forgetful maps N ℓ

X/Y → NX/Y .
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Now suppose the original square (1) is an fs pullback:

• If q is strict, then (2) is cartesian. This is local in X, Y , so we assume we have a factorization as in
Construction 1.1

X ⊆ Xθ → Ar+s
Y → Y

and take the ordinary scheme-theoretic pull back to obtain a similar factorization of X ′ → Y ′ using
strictness of q. Since X ⊆ Ar+s

Y is a closed immersion, the statement reduces to the cartesian square of
ordinary normal sheaves

NX ′/X ′θ NX/Xθ

NX ′/Ar+s
Y ′

NX/Ar+s
Y

⌜

which may be checked using the functor of points, for example.

• If instead f is strict, then X ′→ Vq factors through Y ′, and the factorization

X ′ X

Y ′ Y

Vq LY

⌜

⌜

shows that the vertical arrows of (2) are isomorphisms and the Olsson morphism is the same as the
ordinary functoriality of the normal sheaf.

Remark 1.18. Given a commutative square

X ′ X

Y ′ Y
q

of DM maps we can form two other commutative squares out of it:

X ′ X X ′ LX

L□q LY LY ′ LY

They induce morphisms

N ℓ
X ′/Y ′ ≃ N ℓ

X ′/L□
q
→ N ℓ

X/Y |X ′ and N ℓ
X ′/Y ′→ NLX/LY |X ′ .
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Form the diagram

X ′ LX X

L□q L2Y LY

LY ′

s

⌜

d0

to see that the two morphisms of normal sheaves are compatible:

N ℓ
X ′/Y ′ ≃ NX ′/L□

q
→ NLX/L2Y |X ′ ⊆ N ℓ

X/Y |X ′ .

L. Barrott pointed out to the author that “Condition (T)” as phrased in [Olsson 2005, (1.5.1)] ensures
étale locally that the square

LX X

L2Y LY

⌜

above is Tor-independent.

Lemma 1.19. Suppose given a pair of commutative squares

X ′ Y ′ Z ′

X Y Z
f g

of DM-type maps. The diagram

N ℓ
Y ′/Y

N ℓ
X ′/X N ℓ

Z ′/Z

commutes, where all the arrows are Olsson’s morphisms.

Proof. Introduce an algebraic X -stack W , with functor of points:{
W

T X

}
:=

{
M2 M1 M0

MX |T MY |T MZ |T

commutative diagrams of
fs log structures on T

}

In other words, W := (L□×L1 L□)×L2 X .
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All the triangles in this diagram commute by inspection:

NX/L□
g◦ f

N ℓ
X ′/X NX/W N ℓ

Z ′/Z

NX ′/L□
f

NY/L□
g

N ℓ
Y ′/Y

∼

∼

∼

Restricting the diagram to N ℓ
X ′/X , N ℓ

Y ′/Y , and N ℓ
Z ′/Z , we get the result. □

Proposition 1.20. Given X f
−→ Y g

−→ Z DM-type maps of log algebraic stacks, the Olsson morphisms
yield a complex of stacks

N ℓ
X/Y → N ℓ

X/Z → N ℓ
Y/Z |X ,

in that the composite factors through the vertex.
If h is smooth, N ℓ

Y/Z = BT ℓ
Y/Z and rotating the triangle in the derived category yields an exact sequence

of cone stacks:

T ℓ
Y/Z |X → N ℓ

X/Y → N ℓ
X/Z .

Proof. The Olsson morphisms come about from the commutative diagram:

X X Y

Y Z Z

⇝

N ℓ
X/Y N ℓ

Y/Y |X = X

N ℓ
X/Z N ℓ

Y/Z |X

0

Use Gabber’s log cotangent complex as in Remark 1.8 and rotate to get a distinguished triangle

LG
X/Z → LG

X/Y → LG
Y/Z |X [1]

+1
−→ .

Then LℓY/Z =�
ℓ
Y/Z [0] and h1/h0(LG

Y/Z [1])|X = h1/h0(LℓY/Z [1])|X = T ℓ
Y/Z |X . □

Remark 1.21. Suppose given a (not necessarily commutative) finite diagram of cones. If the diagram
induced by taking abelian hulls is commutative, so was the original.
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2. Properties of the log normal cone

We are ready to define the log normal cone. We recall the essential properties of the ordinary normal
cone; the rest of the section establishes analogous properties in the log context.

Remark 2.1. Consider a DM-type morphism f : X→ Y of algebraic stacks. K. Behrend and B. Fantechi
defined the (intrinsic) normal cone [Behrend and Fantechi 1997, Definition 3.10]

C f = CX/Y ⊆ NX/Y ;

C. Manolache [2012, Definition 2.30] removed their assumptions of smooth Y and DM X . This cone has
the following basic properties:

(1) A commutative diagram

X ′ X

Y ′ Y

f

q

yields a morphism of cones ϕ : CX ′/Y ′→ CX/Y ×X X ′:

• If the square was cartesian, ϕ is a closed embedding.
• If the square was cartesian and also f or q was flat, ϕ is an isomorphism.

(2) For a composite

X f
−→ Y g

−→ Z :

• If g is l.c.i., CX/Y = NX/Y and the sequence

NX/Y → CX/Z → CY/Z |X

of cone stacks is exact.
• If h is smooth, the sequence

TY/Z |X → CX/Y → CX/Z

is exact.

(3) Obstruction theories and Gysin pullbacks are obtained by placing the cone in a vector bundle
stack CX/Y ⊆ E via an isomorphism A∗E ≃ A∗X called “intersecting with the zero section;” see
[Manolache 2012, Section 3; Wise 2011, Proposition 3.6; Kresch 1999, Section 6.2].

Definition 2.2 (log intrinsic normal cone, Olsson morphisms). Let f : X→ Y be a DM-type morphism
of log algebraic stacks. We define the log (intrinsic) normal cone

Cℓ
X/Y := CX/LY ⊆ N ℓ

X/Y
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after [Gross and Siebert 2013]. Endow it with the log structure pulled back from X . Given a commutative
square of log algebraic stacks and its partner:

X ′ X

Y ′ Y
q

⇝

X ′ X

L□q LY

The latter induces

ϕ : Cℓ
X ′/Y ′ ≃ CX ′/L□

q
→ Cℓ

X/Y .

This is again called the Olsson morphism.

Remark 2.3. The map LY→ Y has a section Y ⊆LY which is an open immersion. This open immersion
represents strict log maps to Y .

As a result, if X → Y is DM and strict, Cℓ
X/Y = CX/Y and N ℓ

X/Y = NX/Y . In addition, the Olsson
morphisms are the same as the ordinary functoriality of the normal cone (Remarks 1.21 and 1.17).

The Olsson morphism of any fs pullback square is a closed immersion, because it fits into a commutative
square of closed immersions from Remark 1.16:

Cℓ
X ′/Y ′ Cℓ

X/Y |X ′

N ℓ
X ′/Y ′ N ℓ

X/Y |X ′

Remark 2.4 (short exact sequences of cone stacks). Recall [Behrend and Fantechi 1997, Definition 1.12].
Let E be a vector bundle stack and C, D cone stacks all on some base algebraic stack X . A composable
pair of morphisms of cone stacks

E→ C→ D

is called a short exact sequence if:

• C→ D is a smooth epimorphism.

• The square

E ×C C

C D

pr2

σ

where pr2 is the projection and σ the action, is cartesian.

These are equivalent to having C ≃ E ×X D locally in X .
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Note that this definition is fpqc-local in the base X [Stacks 2005–, 02VL]. Another reduction we will
need applies in case there is a commutative diagram of cone stacks

E C D

E ′ C ′ D′

s t

with E, E ′ vector bundles. If the top sequence is exact and the arrows labeled s, t are smooth and
surjective, then the bottom is exact. To see this, push out along E → E ′ so as to assume E = E ′ (s, t
remain smooth and surjective). The diagram on the left is the pullback along the smooth surjection
D′→ D of the one on the right:

E ×C ′ C ′ E ×C C

C ′ D′ C D

⌜

We can verify that E ×C is the pullback after smooth-localizing.

Proposition 2.5. Suppose X f
−→ Y g

−→ Z are DM maps between log algebraic stacks, and g is log
smooth. Then

T ℓ
Y/Z |X → Cℓ

X/Y → Cℓ
X/Z

is an exact sequence of cone stacks.

Proof. Encode the log structures on the maps via the top row of the diagram:

X LY L2 Z L2

Y LZ L1

⌜ ⌜

Since Y → LZ is smooth, LY → L2 Z is. Moreover, they have the same tangent bundle

T ℓ
Y/Z |LY = TY/LZ |LY = TLY/L2 Z

since the vertical maps are log étale [Ogus 2018, Corollary IV.3.2.4].
Together with the isomorphism Cℓ

X/Z ≃ CX/L2 Z , we obtain the exact sequence. □

Remark 2.6. In the proof, the composite

Cℓ
X/Y → CX/L2 Z ≃ Cℓ

X/Z
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is precisely the Olsson morphism. This is immediate from the diagram:

X X

L□q L2 Z

LY LZ

Remark 2.7. The introduction promised three characterizations of Cℓ
X/Y .

The log intrinsic normal cone is characterized by the strict case of Remark 2.3 and the log étale case
of Proposition 2.5. This is because any map X→ Y factors into the strict map X→ LY composed with
the log étale map LY → Y (Remark 1.13).

We can unpack this definition locally using charts. Suppose a morphism has a global fs chart by Artin
cones:

X Y

AP AQ

The morphism AP → AQ is log étale [Olsson 2003, Corollary 5.23]. Let W = AP ×
ℓ
AQ

Y denote the fs
pullback, so that X→ Y factors through a strict map to W and W is log étale over Y . We immediately get

Cℓ
X/Y = CX/W .

The reader may be reassured by working locally with this definition. If the reader wants instead to work
with charts Spec(P→ C[P]) in the traditional sense, then log étaleness is no longer immediate and we
must check Kato’s criteria [Ogus 2018, Corollary IV.3.1.10].

Recall Construction 1.1 — after localizing in the étale topology, we obtain a factorization of any map
X→ Y as a strict closed immersion followed by a log smooth map

X ⊆ Xθ → Y.

Proposition 2.5 therefore locally provides a presentation of the log normal cone:

Cℓ
X/Y = [CX/Xθ /T ℓ

Xθ/Y ].

Remark 2.8. We want to work with quasicompact, quasiseparated stacks, but L is not quasicompact. It
is quasiseparated in the sense of [Stacks 2005–, 04YW], but [Olsson 2003, Remark 3.17] points out it is
not quasiseparated in the sense of [Laumon and Moret-Bailly 2000]; see [Chou et al. 2020, Remark 1.1].
A map X → Y between algebraic stacks with X quasicompact factors through a quasicompact open
substack U ⊆ Y .
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This ensures that any DM map X→ Y of log stacks with X quasicompact and X, Y quasiseparated
factors through X→U → Y with X→U strict, U quasicompact and quasiseparated, and U → Y log
étale.

Example 2.9. We provide an example of Construction 1.1 and Remark 1.2.
Consider the diagonal morphism A1 1

−→ A2. The addition map N2 +
−→ N gives a chart for 1.

Denote by B the log blowup of A2 at the ideal I ⊆ MA2 generated by N2
\ {0} ⊆ N2. The pullback

1∗ I is generated by the image of the composite

N2
\ {0} ⊆ N2 +

−→ N.

The pullback is generated globally by a single element and so 1 factors through the log blowup B.
Name the generators N2

= Ne⊕N f . The log blowup B is covered by two affine opens D+(e) and
D+( f ), on which e and f are invertible.

On the chart D+(e), the morphism A1
→ B looks like:

N Ne⊕N( f − e)

C[t] C
[
x, y

x

]
The horizontal morphisms send f − e 7→ 0 and y

x 7→ 1. Because ( f − e) maps to 1 ∈ C[t], the composite

Ne⊕N( f − e)→ N→ C[t]

is another chart for the same log structure on A1. This means that A1
→ D+(e) is strict. The same

discussion applies to D+( f ). In the tropical picture [Cavalieri et al. 2020, Section 2], we subdivided A2

at the image of the ray corresponding to A1:

A1

A2

Proposition 2.10. Consider DM-type morphisms X f
−→ Y g

−→ Z between log algebraic stacks. If
Cℓ

X/Y = N ℓ
X/Y , then

N ℓ
X/Y → Cℓ

X/Z → CLY/LZ |X

is an exact sequence of cone stacks.

Proof. Compare [Behrend and Fantechi 1997, Proposition 3.14].
By Proposition 1.20 and Remark 1.18, this sequence composes to zero. Remark 2.4 allows us to

repeatedly fpqc-localize in X to check exactness of such a sequence. Localizing along strict smooth
covers of Z and strict étale covers of X and Y ensures that the normal cones and sheaf pull back. Reduce
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to the case where X , Y , and Z are affine log schemes and the map Y → Z admits a global fs chart. We
are therefore in the situation of Construction 1.1.

Reduction to g : Y → Z strict: Factor Y → Z into a strict closed immersion composed with a log
smooth map

Y ⊆W ↠ Z .

We obtain a diagram:

T ℓ
W/Z |X TLW/LZ |X

NX/Y Cℓ
X/W CLY/LW |X

NX/Y Cℓ
X/Z CLY/LZ |X

⌜

Observe that the diagram commutes — the morphism T ℓ
W/Z |X → Cℓ

X/W in the proof of Proposition 2.5
factors through an identification T ℓ

W/Z |LW ≃ T ℓ
LW/L2 Z . Because LW →W is log étale, the two tangent

spaces are isomorphic [Ogus 2018, IV.3.2.4]. Thus the right square is a pullback. The vertical maps of
cones are smooth surjections, so it suffices to show the middle row is exact as in Remark 2.4. We may
thereby assume W = Z and g : Y → Z is a strict closed immersion.

Reduction to f : X→ Y strict: Use Construction 1.1 again to factor X→ Z as a strict closed immersion
composed with a log smooth map X ⊆ W ↠ Z . The map X→ W ′ := W ×Z Y is again a strict closed
immersion:

X W ′ W

Y Z

⌜ℓ (3)

Because the top row is strict, X→ LW ′ factors through the open subset W ′ ⊆ LW ′ and

CLW ′/LW |X = CLW ′/LW |W ′ |X = Cℓ
W ′/W |X = CW ′/W |X .

The fs pullback square in (3) also induces a cartesian square of stacks

LW ′ LW

LY LZ

⌜

with LW → LZ smooth. This reveals that

CLY/LZ |LW ′ = CLW ′/LW .
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Putting this together with the above, we have computed

CLY/LZ |X = CW ′/W |X .

The factorization (3) gives a diagram:

T ℓ
W ′/Y |X T ℓ

W/Z |X

NX/W ′ Cℓ
X/W CW ′/W |X

NX/Y Cℓ
X/Z CLY/LZ |X

The composable vertical arrows are the quotients of Proposition 2.5, so the bottom row will be exact
if we show the middle row is. The middle row is exact by a relative form of the original [Behrend and
Fantechi 1997, Proposition 3.14]. □

Remark 2.11. The exact sequences of cone stacks in Propositions 2.5, 2.10 are natural in morphisms of
composable pairs of arrows.

There is a version of Proposition 2.10 for log cotangent complexes that we will use once later on. From
any composable pair X → Y → Z , we get X → LY → LZ and X → LY → L2 Z . Both result in the
same distinguished triangle

LLY/LZ |X → LℓX/Z → LℓX/Y →

of [Olsson 2007, 8.10].

In the next example, the log normal cone differs from the ordinary scheme-theoretic one.

Example 2.12. In Example 2.9, we considered the log blowup B of A2 at the origin and the diagonal
map. Pull back along the diagonal to get the identity log blowup of A1:

A1 B

A1 A2

⌜ℓ

Let ōN, ōN2 both be Spec C, with log structures coming from N and N2, respectively. Then the
inclusions of the origins ōN ∈ A1 and ōN2 ∈ A2 are strict.

Take the pullback of the above diagram along the inclusion ōN2 ∈ A2:

ōN D

ōN ōN2

⌜ℓ
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The map D → ōN2 is the exceptional divisor of B, which is P1 with log structure M x = N2 at the
intersections with the axes and M x = N elsewhere.

To see the log normal cone differ from the ordinary one, compute the normal cones of the arrows in
this square: Cℓ

ōN/ōN
= ō, Cℓ

ōN/ōN2
= Cℓ

ōN/D = A1, and Cℓ
D/ō

N2
= P1. Although ōN and ōN2 have the same

underlying scheme, the log normal cones of ōN over them are different.

Remark 2.13. A handy consequence of Proposition 2.10 is that, if Y → Z is a DM-type morphism
between log algebraic stacks and Y ′→ Y is a strict étale map, then

Cℓ
Y ′/Z ≃ Cℓ

Y/Z |Y ′ .

This is not true without the strictness assumption. This is the observation of W. Bauer precluding the
existence of a log cotangent complex with all its desiderata; see [Olsson 2005, Section 7].

In general, it need only be a closed immersion. This is because

Cℓ
Y ′/Z ≃ CLY/LZ |Y ′ ⊆ NLY/LZ |Y ′ ⊆ N ℓ

Y/Z |Y ′

is a closed immersion which factors through Cℓ
Y/Z |Y ′ , as in Remark 1.18.

For a single example, take the log blowup B→ A2 of the origin ō ∈ A2. The pullback defines a strict
pullback square:

D B

ō A2

⌜ℓ

Because the horizontal morphisms are strict, their log normal cones coincide with the ordinary ones.
Log blowups are log étale, so we would erroneously be led to conclude that

CD/B
?
= Cō/A2 |D.

The inclusion D ⊆ B is regular, and so is ō ∈ A2, so the normal cones and normal sheaves agree:

ND/B =OB(D)|D and Nō/A2 |D = A2
D.

The dimensions are different, so they can’t be equal.

Lemma 2.14. Suppose given a strict pullback square

X ′ X

Y ′ Y

⌜ℓ

q

of DM-type morphisms between log algebraic stacks for which q is strict and smooth. Then the Olsson
morphism

Cℓ
X ′/Y ′

∼
−→ Cℓ

X/Y |X ′

is an isomorphism.
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Proof. We first note that the Olsson morphism N ℓ
X ′/Y ′→ N ℓ

X/Y |X ′ on log normal sheaves is an isomorphism.
This is clear from the q strict pullback part of Remark 1.17 and the fact that the ordinary normal sheaves
are isomorphic.

Now we know that the morphism of cones Cℓ
X ′/Y ′→ Cℓ

X/Y |X ′ is a closed immersion, and it suffices to
show that it is moreover smooth and surjective. We express this map as a composite

Cℓ
X ′/Y ′→ Cℓ

X ′/Y → Cℓ
X/Y |X ′ .

Proposition 2.5 asserts that the first map is smooth and surjective and Proposition 2.10 says the same for
the second. □

Lemma 2.15. Suppose given a pair of fs pullback squares

X̃ ′ X̃

X ′ X

Y ′ Y

⌜ℓ
z

⌜ℓ

of DM-type morphisms between log algebraic stacks for which z is strict and smooth. Then the diagram of
log normal cones

Cℓ

X̃ ′/Y ′
Cℓ

X̃/Y

Cℓ
X ′/Y ′ Cℓ

X/Y

s′
⌜

s

is cartesian and the arrows s, s ′ are smooth epimorphisms.

Proof. Proposition 2.10 provides a map of short exact sequences of cone stacks:

BT ℓ

X̃ ′/X ′
Cℓ

X̃ ′/Y ′
Cℓ

X ′/Y ′ |X̃ ′

BT ℓ

X̃/X
|X̃ ′ Cℓ

X̃/Y
|X̃ ′ Cℓ

X/Y |X̃ ′

t ′

⌜

t̃

Witness that the right square is cartesian because [Olsson 2005]

T ℓ

X̃ ′/X ′ = T ℓ

X̃/X |X̃ ′
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and that the arrows t ′, t̃ are clearly smooth epimorphisms. The arrow t̃ is pulled back from the smooth
epimorphism t : Cℓ

X̃/Y
→ Cℓ

X/Y |X̃ , so we have the top pullback square:

Cℓ

X̃ ′/Y ′
Cℓ

X̃/Y

Cℓ
X ′/Y ′ |X̃ ′ Cℓ

X/Y |X̃ X̃

Cℓ
X ′/Y ′ Cℓ

X/Y X

t ′
⌜

s′

t s

⌜ ⌜

The composite vertical rectangle of cones is the diagram we are after, and so the fact that this square is
cartesian is clear. It remains only to note the bent arrows s, s ′ are smooth epimorphisms because they are
the composites of t, t ′ with pullbacks of the smooth epimorphism X̃→ X . □

3. Log intersection theory

We develop a log intersection theory package using log cotangent complexes and log normal cones in
place of the ordinary ones, closely following [Manolache 2012, Sections 3 and 4].

Definition 3.1 (log perfect obstruction theory). Define a log perfect obstruction theory (hereafter “Log
POT”) for a DM-type morphism f : X→ Y to be a closed immersion of cone stacks

Cℓ
X/Y ⊆ E (equiv. N ℓ

X/Y ⊆ E)

of the log normal cone into a vector bundle stack E .
Given an fs pullback square

X ′ X

Y ′ Y

f ′
⌜ℓ

f

and a Log POT Cℓ
X/Y ⊆ E for f , the Olsson morphism

Cℓ
X ′/Y ′

ϕ
↪−→ Cℓ

X/Y |X ′ ⊆ E |X ′

defines a pullback Log POT.
A related notion of pullback Log POT arises when X ′→ X is log étale and f : X→ Y any DM-type

map. Then Remark 2.13 shows the map

Cℓ
X ′/Y → Cℓ

X/Y |X ′

is a closed immersion, and we can compose with an obstruction theory for f to get one for the composite
X ′→ X→ Y .
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Given a Log POT Cℓ
X/Y ⊆ E for some f , suppose X has a stratification by global quotient stacks and

Y is log smooth and equidimensional. Then [Kresch 1999, Proposition 5.3.2] gives us a unique cycle

[X, E]ℓvir
∈ A∗X

which pulls back to the class [Cℓ
X/Y ] ∈ A∗E . This class is called the log virtual fundamental class

(hereafter “Log VFC”).

Remark 3.2. When LY is equidimensional, so is Cℓ
X/Y . The correct definition of the Log VFC requires

that the cone be equidimensional. If Y is log smooth, Y ⊆ LY is dense. If Y is also equidimensional, we
get that LY is. This explains our assumptions in Definition 3.1. We don’t include these assumptions in
the definition of a Log POT only because we may have log Gysin maps more generally.

Nonequidimensional log stacks arise naturally elsewhere in log Gromov–Witten theory. For example,
the stacks of punctured log curves M̆ and punctured maps M̆(X /B) to an Artin fan X are not equidi-
mensional. They are “idealized log smooth” over the base [Abramovich et al. 2020, Proposition 3.3,
Theorem 3.24], which locally entails a composite of a log smooth map and a closed embedding coming
from a monoidal ideal.

Definition 3.3 (log Gysin map). Suppose a DM-type f : X → Y has a Log POT Cℓ
X/Y ⊆ E . Given a

DM-type log map k : V → Y with V log smooth and equidimensional, form the fs pullback:

W V

X Y

⌜ℓ
k

f

The embedding
Cℓ

W/V ⊆ Cℓ
X/Y |W ⊆ E |W

results in a class
[Cℓ

W/V , E] ∈ A∗W.

Mimicking [Manolache 2012], we call this “map”

f ! = f !E

the log Gysin map.

Remark 3.4. Consider a DM-type morphism f : X→ Y of log algebraic stacks. The cartesian square

LX X

L2Y LY

s

⌜

d0

from Remark 1.18 results in a closed embedding

CLX/LY ≃ CLX/L2Y ⊆ Cℓ
X/Y |LX
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which we use to canonically extend an obstruction theory Cℓ
X/Y ⊆ E to a closed embedding

CLX/LY ⊆ E |LX .

Now suppose given a composable pair X f
−→ Y g

−→ Z as above and equip f, g with Log POT’s

Cℓ
X/Y ⊆ F, Cℓ

Y/Z ⊆ G.

Define a compatibility datum or compatible triple for such a pair to be a traditional compatibility datum
[Manolache 2012, Definition 4.5] for

X f
−→ LY g

−→ L2 Z ,

endowing LY → L2 Z with the extended obstruction theory

CLY/L2 Z ⊆ Cℓ
Y/Z |LY ⊆ G|LY .

This entails a commutative diagram in the derived category of X

G|X E F

LLY/L2 Z |X LℓX/Z LℓX/Y

+1

+1

where

• the rows are distinguished triangles,

• the objects E,F,G are of perfect amplitude in [−1, 0], inducing vector bundle stacks E, F,G,

• the vertical arrows are isomorphisms on h0 and epimorphisms on h−1, inducing obstruction theories
Cℓ

X/Z ⊆ E , Cℓ
X/Y ⊆ F , CLY/L2 Z ⊆ G|LY .

We offer a couple of basic remarks about our definitions before the examples and theorems.

Remark 3.5. The map f ! just defined takes in log smooth equidimensional stacks DM over Y and
produces classes in certain Chow Groups. The operations f ! are refined to log Chow in [Barrott 2018;
Herr et al. 2023].

Remark 3.6. Given an fs pullback square

X ′ X

Y ′ Y

f ′
⌜ℓ

f

of DM maps where f has a Log POT: Cℓ
X/Y ⊆ E , endow f ′ with the pullback Log POT. Then

f ! = f ′!

when applied to log smooth, equidimensional log schemes over Y ′.
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Remark 3.7. If Cℓ
X/Y = N ℓ

X/Y for a DM morphism f : X→ Y , then N ℓ
X/Y is a vector bundle stack. One

locally factors X ⊆ Xθ → Y as in Construction 1.1 and recognizes CX/Xθ ≃ NX/Xθ , implying X ⊆ Xθ is
regular and NX/Xθ is a vector bundle. We can then take E = N ℓ

X/Y as an obstruction theory. If X, Y are
equidimensional and Y is log smooth, unwinding definitions shows

f !(Y )= [X ],

where [X ] is the fundamental class of X .

Remark 3.8. Log Gysin maps don’t commute with pushforward. Let

X ′ X

Y ′ Y

p

f ′
⌜ℓ

f

q

be an fs pullback square. Endow f : X → Y with a Log POT Cℓ
X/Y ⊆ E and give f ′ the pullback

obstruction theory. Then the usual equality [Manolache 2012, Theorem 4.1(i)] can fail:

f !q∗ ̸= p∗ f ′!.

Take the square of Example 2.12
ōN D

ōN ōN2

⌜ℓ

and apply both operations to [ōN] for a counterexample.
This arises in [Holmes et al. 2019] because pushing forward along various blowups fails to preserves

intersection products of DR cycles. This phenomenon was also observed in [Ranganathan 2019].

Remark 3.9. Virtual fundamental classes don’t push forward along log blowups: Let X → F be the
morphism from a stack X to its Artin fan (the reader may take a traditional chart instead of F). Choose a
finite subdivision F̂→ F , and form the fs pullback:

X̂ F̂

X F

p ⌜ℓ

Suppose given a map f : X→ Y with a Log POT Cℓ
X/Y ⊆ E and equip f ◦ p : X̂→ Y with the pullback

obstruction theory

Cℓ

X̂/Y ⊆ Cℓ
X/Y |X̂ ⊆ E |X̂ .

Then possibly

p∗[X̂ , E]ℓvir
̸= [X, E]ℓvir .
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A counterexample is again given by p : D→ ōN2 , f : ōN2 = ōN2 as in Example 2.12: p∗[P1
] = 0 for

dimension reasons.
This doesn’t contradict the main result of [Abramovich and Wise 2018]. We offer a version of their

statement in Theorem 3.10.

The rest of this section and the next should reassure the disheartened reader that commonsense formulas
of ordinary intersection theory do remain true in the log setting. We regard Remarks 3.8, 3.9 as defects of
the usual notion of pushforward p∗ in the log setting. The morphisms ōN→ D, D→ ōN2 of Example 2.12
are monomorphisms in the fs category, and ōN→ ōN2 should be a cycle of dimension one in the “two
dimensional” log point ōN2 .

Barrott [2018] introduced log chow groups to correct this defect, in particular via suitable notions of
dimension and degree. It also contains compatibility statements between the log notion of p∗ and the
Gysin map f ! introduced here. See also [Mochizuki 2015].

For now, we content ourselves to use the observation of [Nizioł 2006, Proposition 4.3] that log blowups
are birational if the target is log smooth. We will use it to prove that weaker forms of the naïve guesses of
Remarks 3.8, 3.9 do hold true, as well as straightforward commutativity of the Gysin maps.

We will need to use Costello’s notion [2006, before Theorem 5.0.1] of “pure degree d” to make sense
of pushforward on the level of cycles, given by cones embedded in vector bundles. The next theorem
allows us to check statements about Log VFC’s after a log blowup if the target is log smooth. Its statement
and proof are similar to [Abramovich and Wise 2018].

Theorem 3.10. Suppose given a DM-type map f : X→ Y between locally noetherian algebraic stacks
locally of finite type over C where Y is log smooth and equidimensional. Endow f with a Log POT E and
let X→ F be any DM morphism to an Artin Fan. Take the fs pullback along a proper birational map of
Artin fans:

X̂ F̂

X F

p ⌜ℓ (4)

For example, F̂→ F could be a subdivision or a root stack.
Endow f ◦ p with the pullback Log POT

Cℓ

X̂/Y ⊆ Cℓ
X/Y |X̂ ⊆ E |X̂ .

Then

p∗[X̂ , E]ℓvir
= [X, E]ℓvir

Proof. We will actually show that the map

t : Cℓ

X̂/Y → Cℓ
X/Y
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is of pure degree one. Then the pushforward A∗E |X̂ → A∗E sends the class of one cone to the other, and
“intersecting with the zero section” gives the equality of VFC’s.

We will reduce to the case where X → F is strict. The statement “t is of pure degree one” may be
verified étale-locally in X , as we now argue.

Given a strict étale cover X ′→ X , write X̂ ′ := X̂ ×X X ′. We have a pullback diagram

Cℓ

X̂ ′/F
Cℓ

X ′/F X ′

Cℓ

X̂/F
Cℓ

X/F X

t ′

⌜ ⌜

t

as in Remark 2.13. Since X ′→ X is étale, the other vertical arrows are as well. The property “pure
degree one” is smooth-local in the target, so t has it if t ′ does.

Now étale-localize in X so that X → F factors through a chart X → FX → F for X . Take the fs
pullback along the subdivision F̂→ F :

X̂ F̂X F̂

X FX F

⌜ℓ ⌜ℓ

We can then replace F by FX in the proof of the theorem and assume X→ F is strict.
Apply the proof of Costello’s formula [2006, Theorem 5.0.1] to (4) to conclude

t : Cℓ

X̂/F̂ → Cℓ
X/F

is of pure degree one, since F̂→ F is birational.
Expanding upon (4):

X̂ F̂ × Y F̂

X F × Y F

Y

⌜ℓ ⌜ℓ

We get a map of exact sequences of cone stacks:

T ℓ
Y |X̂ Cℓ

X̂/F̂×Y
Cℓ

X̂/F̂

T ℓ
Y |X Cℓ

X/F×Y Cℓ
X/F

⌜
t̂ t
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After pulling the bottom row back to X̂ , we get the identity on tangent bundles and see that the right
square is a pullback. Since the property“of pure degree one” pulls back along smooth maps, the quotient
maps in exact sequences of cone stacks are smooth, and t is pure degree one, t̂ is also pure degree one.
Because F, F̂ are log étale over a point, Cℓ

X̂/F̂×Y
=Cℓ

X̂/Ŷ
and Cℓ

X/F×Y =Cℓ
X/Y , so the claim is proven. □

Example 3.11. One must be cautious, for Theorem 3.10 is false without the assumption that Y is log
smooth. Recall the exceptional divisor D → ō of the blowup of A2 at the origin ō = Spec C from
Example 2.12 and its normal cone Cℓ

D/ō = P1.
For the sake of contradiction, let X̂ = P1 and X = Y = ō as in the theorem. Endow Cℓ

ō/ō = ō with the
initial Log POT, E = ō. Then

[X̂ , E]ℓvir
= [D, E]ℓvir

= [P1
] and [X, E]ℓvir

= [ō, E]ℓvir
= [ō],

but again p∗[P1
] = 0 for dimension reasons.

Theorem 3.12 (commutativity of log Gysin map). Given a composable pair of DM-type maps between
log algebraic stacks

X f
−→ Y g

−→ Z ,

outfit f , g, and g ◦ f with log obstruction theories F , G, E and a compatibility datum (Remark 3.4).
Require X to admit stratifications by global quotients.

If k : V → Z is a log smooth and equidimensional Z-stack and k is DM-type, take fs pullbacks:

T U V

X Y Z

⌜ℓ ⌜ℓ

Then the equality

[Cℓ
g◦ f ⊆ E] = [Cℓ

Cℓ
g |X/Cℓ

g
⊆ F ⊕G|X ] (5)

holds on X.

Proof. Pullback via k all obstruction theories and their compatibility datum to reduce to showing the
theorem for k : V = Z . We essentially apply [Manolache 2012, Theorem 4.8] to X → LY → L2 Z ,
endowed with the compatible triple F,G, E by composing with an isomorphism of distinguished triangles:

G|X F E

LLY/LZ |X LℓX/Z LℓX/Y

LLY/L2 Z |X LX/LZ LX/L2 Z

∼ ∼
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Use Remark 2.8 repeatedly to obtain a strict diagram with U, V quasicompact and étale over the stacks
LY,L2 Z :

X U V

LY L2 Z

Endow the cone CLY/LZ with the pullback log structure from LY and pull it back along the part of the
diagram above LY :

CLY/LZ |X = CU/V |X CU/V

CLY/LZ

The triangle is strict and the map CU/V → CLY/LZ is pulled back from the étale U → LY , so

Cℓ
CLY/LZ |X/CLY/LZ

= CCU/V |X/CU/V .

Write i : X→U j :U → V for the maps. Then the compatibility datum pulls back and [Manolache
2012, Theorem 4.8] gives us

( j ◦ i)!E([V ])= i !F ◦ j !G([V ]).

Unwinding definitions, this becomes

[CX/V ⊆ E] = [CCU/V |X/CU/V ⊆ F ⊕G|X ]. (6)

This may be rewritten as

[Cℓ
X/Z ⊆ E] = [Cℓ

CLY/LZ |X/CLY/LZ
⊆ F ⊕G|X ],

the claimed equality of classes. □

Remark 3.13. Theorem 3.12 says that
(g ◦ f )! = f !g!

in the sense that any log smooth, equidimensional log stack over Z has rationally equivalent images under
these two operations.

Remark 3.14. Consider an fs pullback of DM-type morphisms between log algebraic stacks:

X ′ X

Y ′ Y

p

f ′
⌜ℓ

f

q

Write r : X ′→ Y for the composite f ◦ p = q ◦ f ′. If f, q are endowed with Log POT’s Cℓ
X/Y ⊆ F ,

Cℓ
Y ′/Y ⊆ E , how should we give r a Log POT?
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The fs pullback square induces a pullback of stacks, which may be reexpressed as a “magic square:”

LX ′ LX LX ′ LX ×LY ′

LY ′ LY LY LY ×LY.

⌜
⇝

⌜

The magic square induces a closed immersion

CLX ′/LY ⊆ CLX/LY |LX ′ ×LX ′ CLY ′/LY |LX ′

which pulls back to a closed immersion

Cℓ
X ′/Y ⊆ CLX/LY |X ′ ×X ′ CLY ′/LY |X ′

on X ′. As in Remark 3.4, we have closed embeddings CLX/LY ⊆ Cℓ
X/Y |LX , CLY ′/LY ⊆ Cℓ

Y ′/Y |LY ′ . We
endow r with the Log POT given by the composite

Cℓ
X ′/Y ⊆ CLX/LY |X ′ ×X ′ CLY ′/LY |X ′ ⊆ Cℓ

X/Y |X ′ ×X ′ Cℓ
Y ′/Y |X ′ ⊆ F |X ′ ×X ′ E |X ′ .

We now construct a compatibility datum for the triangle r = q ◦ f ′, leaving the reader to apply the same
argument to the other triangle r = f ◦ p. By the definitions of the Log POT’s, we have a commutative
diagram:

Cℓ
X ′/Y ′ Cℓ

X ′/Y CLY ′/LY |X ′

F |X ′ E |X ′ ×X ′ F |X ′ E |X ′
(0×id)

To be clear, the morphism F |X ′→ E |X ′×X ′ F |X ′ is the vertex map times the identity. It’s clear the bottom
row comes from a distinguished triangle in the derived category and the top row comes from Remark 2.11.

Corollary 3.15. Suppose given an fs pullback square

X ′ X

Y ′ Y

p

f ′
⌜ℓ

f

q

of DM-type morphisms between log algebraic stacks which admit stratifications by quotient stacks. Outfit
q with a Log POT E and f with a Log POT F ; give p, f ′ the pullback obstruction theories. Then

f ′! ◦ q ! = p! ◦ f !

in the sense that the operations send any log smooth equidimensional input stack to the same class in A∗X ′.

Proof. Denote by r : X ′→ Y the map f ◦ p = q ◦ f ′. Apply Theorem 3.12 to both commutative triangles
using the compatibility datum constructed in Remark 3.14 to see that

p! ◦ f ! = r ! = f ′! ◦ q !. □
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4. The log Costello formula

This section proves a log analogue of the Costello formula [2006, Theorem 5.0.1]. The original Costello
formula is wrong as stated due to a missing properness hypothesis; this is corrected in [Herr and Wise 2022].

Theorem 4.1. Consider an fs pullback square of DM-type maps between algebraic stacks:

X ′ X

Y ′ Y

p

f ′
⌜ℓ

f

q

Assume

• Y ′→ Y is of some pure degree d ∈Q as in [Herr and Wise 2022, Definition 2.3],

• Y ′, Y are both log smooth and equidimensional,

• all arrows are DM-type and all stacks are locally noetherian and locally finite type over C,

• X ′, X admit stratifications by global quotient stacks [Kresch 1999] and

• q is proper.

Endow f with a log perfect obstruction theory E and give f ′ the pullback obstruction theory. Then

p∗[X ′, E |X ′]ℓvir
= d · [X, E]ℓvir

in the Chow ring of X.

Remark 4.2. Let Y ′→ Y be a map between log smooth, equidimensional stacks which is of pure degree
d. Let W → Y be a smooth, log smooth, integral, and saturated morphism and W̃ →W a log blowup.
Form the fs pullback diagram:

W̃ ′ W̃

W ′ W

Y ′ Y

⌜ℓ

⌜ℓ

The property “of pure degree d” pulls back along smooth morphisms, so it applies to W ′→ W . Then
[Nizioł 2006, Proposition 4.3] shows that W̃ →W is birational, so W̃ ′→ W̃ is also of pure degree d.

Proof of Theorem 4.1. Consider the morphism

s : Cℓ
X ′/Y ′→ Cℓ

X/Y .

We will prove that s is of pure degree d . Both “of pure degree” and the specific degree d can be checked
after pulling back s along a strict, smooth cover of Cℓ

X/Y . Lemmas 2.14, 2.15 show that replacing Y or X
by a smooth cover results in such a smooth cover of cones.
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We may thereby assume X and Y are log schemes and the map f globally factors as in Construction 1.1

X→ Xθ → Ar+s
Y → Y.

Note Ar+s
Y → Y is smooth, log smooth, integral, and saturated, and Xθ → Ar+s

Y is a log blowup. We
are in the situation of Remark 4.2, so pulling back

X ′ X

X ′θ Xθ

Y ′ Y

⌜ℓ

⌜ℓ

results in a map X ′θ → Xθ which is pure of degree d along X → Xθ . The proof of Costello’s formula
[2006, Theorem 5.0.1] then asserts that

Cℓ
X ′/X ′θ

→ Cℓ
X/Xθ

is of pure degree d. The short exact sequences of Proposition 2.5

T ℓ
X ′θ/Y ′ Cℓ

X ′/X ′θ
Cℓ

X ′/Y ′

T ℓ
Xθ/Y Cℓ

X/Xθ Cℓ
X/Y

t s

let us conclude that s is as well. □

Remark 4.3. The original statement of Costello’s formula did not require q to be proper. In fact, one
can allow q to be simply “pure” in the sense of [Herr and Wise 2022, Definition 2.3]. Without any such
assumption, one has counterexamples:

• Let Y = A1, Y ′ = Gm , X the origin, and f, q natural inclusions.

• Let Y = A1 and Y ′ be the bug-eyed line, A1 with doubled origin. Let X again be the origin and f, q
the natural maps.

Remark 4.4. We prove a K theoretic version of Costello’s formula in degree d = 1 and the corresponding
Hironaka pushforward theorem in [Chou et al. 2020, Theorem 2.7]. That proof is necessarily global,
because K theory is sensitive to higher-codimension phenomena. The same proof can be used in Chow.

5. The product formula

Let V , W be log smooth, quasiprojective schemes throughout this section. We denote the stacks of
prestable curves and stable curves which have n-markings and genus g by Mg,n,Mg,n , respectively
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[Stacks 2005–, 0DMG]. They are endowed with divisorial log structures coming from the locus of singular
curves [Gross and Siebert 2013, 1.5, Appendix A; Kato 2000].

Definition 5.1 (log stable maps). The stack of log stable maps M ℓ
g,n(V ) has fiber over an fs log scheme

T the category of diagrams of fs log schemes

C V

T

with C→ T a log smooth curve [Kato 2000, Definition 1.2] of genus g and n marked points, such that
the underlying diagram of schemes is a stable map of curves.

Remarkably, the log algebraic stack M ℓ
g,n(Spec C) of log curves without a map is isomorphic to

the ordinary stack of stable curves Mg,n with log structure induced by the boundary of degenerate
curves [Kato 2000, Theorem 4.5]. The log structures of M ℓ

g,n(V ) for a general fs target may be more
complicated, as they have to do with the “tropical deformation space” of the curve [Gross and Siebert
2013, Example 1.17(1)].

Construction 5.2 [Gross and Siebert 2013, Section 5]. We recall the construction [loc. cit., Section 5] of
the natural Log POT for M ℓ

g,n(V )→Mg,n to clarify differences in notation.
Write U →Mg,n for the universal curve. Define UV as the fs pullback, naturally equipped with a

tautological map to V :

V UV M ℓ
g,n(V )

U Mg,n

πV

⌜ℓ

This diagram induces maps between log cotangent complexes

LℓV |UV−→LℓUV /U
t
←− Lℓ

M ℓ
g,n(V )/Mg,n

|UV .

The map U → Mg,n is integral, saturated, and log smooth according to its functor of points, so its
underlying map of stacks is flat and the fs pullback square is also an ordinary pullback.

Then t is an isomorphism [Olsson 2005, 1.1(iv)], and the log cotangent complex of V is [loc. cit., 1.1(iii)]

LℓV =�
ℓ
V [0].

We’ve written [0] to consider a coherent sheaf as a chain complex concentrated in degree 0. Via the
isomorphism t and this identification, we have obtained a map

�ℓV [0]|UV → LℓU/Mg,n
|UV . (7)
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We need the ordinary relative dualizing sheaf ωπ◦V and the identification

Lπ !V ( · )= ωπ◦V
L
⊗ Lπ∗V ( · ).

Tensor (7) by ωπ◦V and use the adjunction

�ℓV [0] |UV

L
⊗ ωπ◦V −→ Lπ !V Lℓ

M ℓ
g,n(V )/Mg,n

and E(V ) := RπV∗(�
ℓ
V [0] |UV

L
⊗ ωπ◦V )−→ Lℓ

M ℓ
g,n(V )/Mg,n

.

We won’t repeat the verification [Gross and Siebert 2013, Proposition 5.1] that E(V ) is a Log POT.

Remark 5.3. The map (7) comes from the map on normal cones

Cℓ
M ℓ

g,n(V )/Mg,n
|UV

∼
−→ Cℓ

UV /U −→ BT ℓ
V |UV .

We needed duality, so we opted for the other perspective.

Remark 5.4 (variants). The reader may choose to work in the relative setting of a log smooth and
quasiprojective map V → S. Obstruction Theories are obtained in the same way.

The contact order of a log stable map is locally constant and amounts to another piece of discrete data
like the genus or number of marked points. We only fix genus and number of markings to be consistent
with [Lee and Qu 2018]. The reader may readily vary the numerical type conditions in our formulas.

We need one more stack, D: Points of D over T are diagrams (C ′← C→ C ′′) of genus g, n-pointed
prestable curves over T whose maps are partial stabilizations (they lie over the identities in Mg,n) that
don’t both contract any component. In other words, C→ C ′×C ′′ itself is a stable map. This stack is
only necessary to form an fs pullback square:

Situation 5.5 [Lee and Qu 2018, Section 2]. Recall the fs pullback square:

M ℓ
g,n(V ×W ) M ℓ

g,n(V )×M ℓ
g,n(W )

D Mg,n ×Mg,n

c
⌜ℓ

a

1̃

(8)

Let C→ V ×W be a log stable map over a base T . The maps (C→ V ), (C→W ) needn’t be stable;
denote their stabilizations by (C ′→ V ), (C ′′→W ), respectively.

The top horizontal arrow in (8) sends (C→ V×W ) to the induced log stable maps (C ′→ V,C ′′→W ).
The vertical arrow c sends (C→ V ×W ) to the partial stabilizations (C ′← C→ C ′′). The map 1̃ sends
a diagram (C ′← C→ C ′′) to the pair of prestable curves C ′,C ′′. Finally, a sends a pair of log stable
maps (C ′→ V,C ′′→W ) to the prestable curves (C ′,C ′′).
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This square has a factorization:

M ℓ
g,n(V ×W ) Q M ℓ

g,n(V )×M ℓ
g,n(W )

D Q′ Mg,n ×Mg,n

Mg,n Mg,n ×Mg,n

h

c
⌜ℓ

⌜ℓ
a

l φ

⌜ℓ
s×s

1

(9)

Where s :Mg,n→ Mg,n stabilizes a prestable curve.
To be clear, Q =M ℓ

g,n(V )×
ℓ

Mg,n
M ℓ

g,n(W ) and Q′ =Mg,n ×
ℓ

Mg,n
Mg,n are the analogues of Lee and

Qu’s [2018] P , P, etc.

Theorem 5.6 (the “log Gromov–Witten product formula”). With V , W log smooth, quasiprojective
schemes,

h∗[M ℓ
g,n(V ×W ), E(V ×W )]ℓvir

=1!([M ℓ
g,n(V ), E(V )]ℓvir

×[M ℓ
g,n(W ), E(W )]ℓvir ).

Our proof will be the same as K. Behrend’s [1999]: we compute the log normal cone of the map
Q→ Q′ in two different ways.

Remark 5.7 (on diagram (9)). We equip a with the product E(V )⊞ E(W ) of the natural Log POT’s of
Construction 5.2, adopting the notation

E ⊞ E ′ := E |V×W ⊕ E ′|V×W .

The cotangent complex Lℓ1 is of perfect amplitude in [-1, 0] because its source and target are log
smooth. Therefore Cℓ

1 = N ℓ
1 serves as a natural Log POT for itself. We equip φ with the pullback

obstruction theory, resulting in
1! = φ!

by Remark 3.6. We endow the square bounded by φ and a with the natural compatibility datum afforded
all such squares as in Remark 3.14.

All of the arrows in diagrams (8) and (9) are of DM-type.

Lemma 5.8. The stabilization map s :Mg,n→ Mg,n is log smooth.

Proof. The cover
⊔

m Mg,n+m →Mg,n given by forgetting marked points and not stabilizing is strict
smooth [Lee and Qu 2018, 1.2.1]. This map is in particular Kummer and surjective, and [Illusie et al. 2013,
Theorem 0.2] applies with P= “log smooth” once we argue that the composite

⊔
m Mg,n+m→ Mg,n is

log smooth.
The forgetful map Mg,n+1→ Mg,n is the universal curve, so it is tautologically log smooth and flat.

We see the map Mg,n+m → Mg,n is log smooth by iterating this forgetfulness, and this completes the
argument. □
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Remark 5.9. The map D→Mg,n which records the initial curve is log étale since the original map was
étale [Behrend 1999, Lemma 4] and ours is the fsification thereof. The stack Q′ is log smooth because
the map Q′→ Mg,n is pulled back from s× s.

Given a log étale map X ′→ X of log smooth log algebraic stacks with X equidimensional, we claim
X ′ must be as well. The maps X ′ ⊆ LX ′, X ⊆ LX are dense because of the log smoothness assumption
and the map LX ′→ LX is étale. Thus LX and LX ′ are equidimensional, as well as X ′ ⊆ LX ′. This
argument shows that fsification preserves equidimensionality of log smooth stacks, so our fs versions of
D, Q′ are equidimensional because the original versions [Behrend 1999] were.

Lemma 5.10. The obstruction theories E(V ), E(W ), E(V ×W ) are compatible in the sense that

1̃∗(E(V )⊞ E(W ))≃ E(V ×W ).

Proof. We completely echo the proof of [Behrend 1999, Proposition 6].
Consider the diagram of universal log curves and tautological maps with the notation:

V V ×W

UV ŨV UV×W

M ℓ
g,n(V ) M ℓ

g,n(V ×W )

fV

πV

sV

π̃V

ℓ⌝

qV

fV×W

πV×W

rV

We claim F→ RqV∗q∗V F is an isomorphism for any vector bundle F on UV . The map qV represents
partial stabilization. We make the argument for contracting one P1 at a time.

We first compute that R pqV∗q∗V F = 0 for p ̸= 0. This claim is local in UV , so assume F is trivial.
The fiber of R pqV∗q∗V F at a point x is H p(q−1

V (x), q∗V F). Hence the fibers q−1
V (x) are either a point

or P1. On each fiber, the cohomology of the trivial vector bundle is concentrated in degree 0 [Stacks
2005–, 01XS]. Not only are F and qV∗q∗V F abstractly isomorphic in that case, but the natural map is an
isomorphism [Fantechi et al. 2005, Exercise 9.3.11].

The universal curve πV is tautologically flat, integral, and saturated. The fs pullback square it belongs
to is therefore also an ordinary flat pullback, subject to cohomology and base change [Stacks 2005–,
Tag 08IB]. This gives

Lr∗V RπV∗L f ∗V�V = Rπ̃V∗Ls∗V L f ∗V�V = Rπ̃V∗RqV∗q∗V Ls∗V L f ∗V�V = RπV×W∗L f ∗V×W (�V |V×W ).

All the same goes for W . Add the two together to get

Lr∗V RπV∗L f ∗V�V ⊞ Lr∗W RπW∗L f ∗W�W = RπV×W∗L f ∗V×W (�V ⊞�W ).

This is dual to the compatibility we set out to prove, so we are through. □
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Proof of Theorem 5.6. Compute the log virtual fundamental class [Q, E(V )⊞ E(W )]vir in two different
ways:

[Q, E(V )⊞ E(W )]vir
:= [Cℓ

Q/Q′ ⊆ E(V )⊞ E(W )]

= a!(Q′)

= a!φ!(Mg,n ×Mg,n)

= φ!a!(Mg,n ×Mg,n)

=1![M ℓ
g,n(V )×M ℓ

g,n(W ), E(V )⊞ E(W )]vir .

On the other hand,

[Q, E(V )⊞ E(W )]vir
= h∗[M ℓ

g,n(V ×W ), E(V ×W )]vir

by the log Costello formula, Theorem 4.1. □
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Intersecting geodesics on the modular surface
Junehyuk Jung and Naser Talebizadeh Sardari

We introduce the modular intersection kernel, and we use it to study how geodesics intersect on the full
modular surface X = PSL2(Z)\H. Let Cd be the union of closed geodesics with discriminant d and let
β ⊂ X be a compact geodesic segment. As an application of Duke’s theorem to the modular intersection
kernel, we prove that {(p, θp) : p ∈ β ∩ Cd} becomes equidistributed with respect to sin θ ds dθ on
β × [0, π] with a power saving rate as d → +∞. Here θp is the angle of intersection between β and Cd

at p. This settles the main conjectures introduced by Rickards(2021).
We prove a similar result for the distribution of angles of intersections between Cd1 and Cd2 with

a power-saving rate in d1 and d2 as d1 + d2 → ∞. Previous works on the corresponding problem for
compact surfaces do not apply to X, because of the singular behavior of the modular intersection kernel
near the cusp. We analyze the singular behavior of the modular intersection kernel by approximating it by
general (not necessarily spherical) point-pair invariants on PSL2(Z)\ PSL2(R) and then by studying their
full spectral expansion.

1. Introduction

Let Y be a negatively curved surface of finite area. The prime geodesic theorem [Sarnak 1980] states that
the number of primitive closed geodesics having length less than L , which we denote by π(L), satisfies

π(L)∼
eL

L
,

as L → ∞. A natural problem is to understand how primitive closed geodesics of length less than L are
positioned or distributed in Y as L → ∞. In particular, one may ask

(1) how the number of transversal intersections I (α1, α2) between two primitive closed geodesics α1

and α2 is distributed, or

(2) how the set of angles of intersections between α1 and α2 is distributed,
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as one varies α1, or both α1 and α2? Bonahon [1986] defined the intersection form i : C × C → R+

on the space of currents C such that when µi (i = 1, 2) is the unique invariant measure corresponding
to αi , then i(µ1, µ2)= I (α1, α2). When Y is compact, Pollicott and Sharp [2006] used an extension of
the intersection form to understand the distribution of angles of self-intersections of closed geodesic α
having length less than L , as L → ∞. When Y is a compact hyperbolic surface, using the intersection
form, Herrera Jaramillo [2015] proved that the distribution of I (α1, α2)/(l(α1)l(α2)) for closed geodesics
α1, α2 of length < L , is concentrated near 1/(2π2(g − 1))= 2/(π vol(Y )) with exponentially decaying
tail, as L → ∞. Here l( · ) is the length function, and g is the genus of Y .

In this article, we study a refined problem:

(3) How are the locations and angles of intersections between α1 and α2 jointly distributed relative to
α2, as one varies α1, or both α1 and α2?

Let X = PSL2(Z)\H be the full modular surface. The connection between the geometry of geodesics
on X and number theory has a rich history. Artin [1924] discovered a relation between geometry of
geodesics in X and continued fraction expansion. As a result, he proved that there is a hyperbolic geodesic
in X that comes arbitrarily close to any given hyperbolic segment in X. So this geodesic is not only dense,
but dense in all directions simultaneously. Another deep connection is discovered in the spectacular
work of Katok [1985]. She showed that certain holomorphic Poincaré series (introduced by Petersson)
associated with closed geodesics on a Fuchsian group of the first kind, span the corresponding space
of cusp forms. Moreover, she proved a formula relating the intersection angles between pairs of closed
geodesics to the periods of these holomorphic Poincaré series.

On X, primitive oriented closed geodesics are in one-to-one correspondence with conjugacy classes of
primitive hyperbolic elements of PSL2(Z). Moreover there is a bijection between the primitive hyperbolic
conjugacy classes and the SL2(Z) equivalence classes of primitive integral binary quadratic forms of
nonsquare positive discriminant [Luo et al. 2009; Sarnak 1982]. So by the discriminant of a primitive
closed geodesic, we mean the discriminant of the corresponding binary quadratic form. In particular, if
the hyperbolic class γ is associated to the binary quadratic form Q then γ−1 is associated to −Q.

Let (xd , yd) be the fundamental solution of Pell’s equation x2
−dy2

=4, and let εd :=
1
2(xd +

√
d yd)>1.

Each oriented primitive closed geodesics of discriminant d has a unique lift to a closed geodesic of
length 2 log εd in the unit tangent bundle SX. Let h(d) be the number of inequivalent primitive integral
binary quadratic forms of discriminant d . We denote the disjoint union of these h(d) closed geodesics by
Cd ⊂ SX, which has total length 2h(d) log εd .

Note that the closed geodesic on X has length log εd or 2 log εd according as Q is or is not equivalent
to −Q [Duke 1988, page 75]. We now let Cd be the union of primitive (unoriented) closed geodesics of
discriminant d on X, and note that l(Cd)= h(d) log εd is the total length of Cd .

Theorem 1.1. Fix T > 100, and let β be a compact oriented geodesic segment of length < 1 in the region
determined by y < T on X. For 0< θ1 < θ2 < π , let Iθ1,θ2(β,Cd) be the number of intersections between
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β and Cd with the angle between θ1 and θ2. (Here the angle between β and Cd at p ∈ β ∩ Cd is measured
counterclockwise from the tangent to β at p to the tangent to Cd at p.)

Then we have
Iθ1,θ2(β,Cd)

l(β)l(Cd)
=

3
π2

∫ θ2

θ1

sin θdθ + Oϵ (d−25/3584+ϵ),

uniformly in β, θ1, and θ2, under the assumption that

θ2 − θ1 ≫ d−25/7168,

and that

l(β)≫ d−25/7168.

(Here and elsewhere, A ≪τ B means |A| ≤ C(τ )B for some constant C(τ ) that depends only on τ .)

Remark 1.1. This statement is false if Cd is replaced by individual geodesics. For instance, the set of
intersections between β and a closed geodesic α does not necessarily become equidistributed as l(α)→∞.
To see this, take a finite sheeted covering S of X whose genus is ≥ 2. Then according to Rivin’s work
[2001] there are arbitrarily long simple closed geodesics on S. Note that these simple closed geodesics
must be contained in a compact part of S [Jung and Reid 2021]. This implies that there is a compact set
C ⊂ X which contains arbitrarily long primitive closed geodesics. Take a geodesic segment β in X − C .
Then there are infinitely many closed geodesics which do not intersect β.

Remark 1.2. The exponent −
25

3584 can be improved slightly by refining our argument (for instance, by
inputting the Weyl-like subconvex bound [Petrow and Young 2019] instead of the Burgess-like subconvex
bound [Heath-Brown 1980]), but in order to keep the exposition simple, we do not discuss the optimal
rate in the current article.

As an immediate consequence, we deduce that the intersection points and corresponding angles become
equidistributed, resolving the main conjectures introduced by Rickards [2021].

Corollary 1.2. Fix a closed geodesic α. Then for any fixed segment β ⊂ α, and any fixed 0< θ1 < θ2 <π ,
we have

lim
d→∞

Iθ1,θ2(β,Cd)

I (α,Cd)
=

l(β)
l(α)

∫ θ2

θ1

sin θ
2

dθ.

Remark 1.3. Rickards’s work is motivated by the work of Darmon and Vonk [2022] on the arithmetic
(p-arithmetic) intersection between pairs of oriented closed geodesics on the modular surfaces (Shimura
curves). The arithmetic intersection between oriented closed geodesics α1 and α2 of discriminants D1

and D2 only depends on D1 and D2 and the angles of intersections between α1 and α2. Darmon and
Vonk [2022, Conjecture 2] conjectured that the p-arithmetic intersection is algebraic and belongs to the
composition of the Hilbert class field of real quadratic fields of discriminants D1 and D2.
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To prove our main results, we introduce the modular intersection kernel. For δ > 0 and θ1, θ2 ∈ (0, π),
let kθ1,θ2

δ : SH × SH → R be the integral kernel defined by

kθ1,θ2
δ ((x1, ξ1), (x2, ξ2))= 1,

if the geodesic segments of length δ from xi with the initial vector ξi intersect at an angle ∈ (θ1, θ2), and
0 otherwise. Under the identification SH ∼= PSL2(R), for a given discrete subgroup 0 ⊂ PSL2(R), we
define the modular intersection kernel K θ1,θ2

δ : 0\ PSL2(R)×0\ PSL2(R)→ R by taking the average of
kθ1,θ2
δ over 0:

K θ1,θ2
δ (g1, g2)=

∑
γ∈0

kθ1,θ2
δ (g1, γ g2).

The basic idea of the proof of Theorem 1.1 then is as follows. Heuristically,

Iθ1,θ2(β,Cd)

should be well approximated by

1
2δ2

∫
Cd

∫
β̃

K θ1,θ2
δ (s1, s2) ds1 ds2, (1-1)

where β̃ ⊂ SX is a lift of β with either of orientations of β

β̃(t)= (β(t), β ′(t)),

under assuming that β(t) is parametrized by the arc length. As noted in [Luo et al. 2009], Duke’s theorem
[1988] can be extended to the equidistribution of Cd in PSL2(Z)\ PSL2(R) as d → ∞. Observing that

1
2δ2

∫
β̃

K θ1,θ2
δ (s1, g) ds1 (1-2)

is a compactly supported function in g for compact β, (1-1) is

∼
l(Cd)

2δ2

∫
g

∫
β̃

K θ1,θ2
δ (s1, g) ds1 dµg,

which is asymptotically (3/π2)l(Cd)l(β)
∫ θ2
θ1

sinα dα as δ → 0, by an explicit computation.
Note that (1-2) is a discontinuous function. Therefore, in order to obtain the rate of convergence,

we need a smooth approximation of (1-2), and a quantified version of Duke’s theorem with explicit
dependency on the test functions. To this end, we follow the argument sketched in [Luo et al. 2009] to
prove:

Theorem 1.3. Assume that f ∈ C∞

0 (PSL2(Z)\ PSL2(R)) has support in the region determined by y < T .
Then we have

1
l(Cd)

∫
Cd

f (s) ds =
3
π2

∫
PSL2(Z)\ PSL2(R)

f (g)dµg + Oϵ(log T d−25/512+ϵ
∥ f ∥W 6,∞).
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Here ∥·∥W k,p is the Sobolev norm:

∥ f ∥W k,p = max
|α|≤k

∥∂
α1
θ (y∂x)

α2(y∂y)
α3 f ∥L p .

Remark 1.4. The proof of Theorem 1.1 is based on the equidistribution of the lifts of Cd in the unit
tangent bundle. For this reason, one may generalize Theorem 1.1 to any surfaces and any sequence of
closed geodesics whose lifts become equidistributed on the unit tangent bundle.

1A. Intersecting two closed geodesics. We now consider the number of intersections between two closed
geodesics when both vary.

Theorem 1.4. The following estimate holds uniformly in d1, d2 > 0, and 0 < θ1 < θ2 < π such that
θ2 − θ1 ≫ (d1d2)

−25/3072

Iθ1,θ2(Cd1,Cd2)

l(Cd1)l(Cd2)
=

3
π2

∫ θ2

θ1

sin θdθ + Oϵ((d1d2)
−25/6144+ϵ).

Note that if 0 is cocompact, then the modular intersection kernel coincides with the intersection kernel
from [Lalley 2014] when θ = π and δ > 0 is sufficiently small. However, when 0\H is noncompact,
then they are never the same; for instance, we have K θ1,θ2

δ (g, g)=�(y) as y → ∞ (Proposition 2.2). In
particular, K θ1,θ2

δ is not a Hilbert–Schmidt kernel, so the usual spectral theory does not apply. This is
the main technical difficulty of dealing with the modular intersection kernel for noncompact quotients
of H. As it will be shown in the subsequent chapters, when both α1 and α2 are closed geodesics,
Iθ1,θ2(α1, α2)/(l(α1)l(α2)) is the integral of δ−2K θ1,θ2

δ /(l(α1)l(α2)) over α1 ×α2. When α1 and α2 vary
over closed geodesics of length < L , as L → ∞, we expect that the integral converges to the integral
of δ−2K θ1,θ2

δ over 0\SH ×0\SH, since α1 ×α2 becomes equidistributed in 0\SH ×0\SH, as L → ∞.
However, unboundedness of the modular intersection kernel K causes issues of interchanging the limit
and the integral. In particular, the argument of [Pollicott and Sharp 2006] using intersection form does
not apply in this case. Hence, in order to prove Theorem 1.4, we study the full spectral expansion of
K θ1,θ2
δ (g1, g2). This is similar to the existing work on the weight m Selberg’s trace formula [Hejhal 1976],

except that we have to deal with all weights simultaneously, and that the modular intersection kernel is not
diagonalizable in general. We go over this carefully in Section 5. Once the spectral expansion is obtained,
the integral of δ−2K θ1,θ2

δ over α1 ×α2 becomes a linear combination of the period integrals of the form∫
α1

φ1 ds ×

∫
α2

φ2 ds.

We may now use the same estimates that we use in order to prove the effective Duke’s theorem to bound
these, which leads to Theorem 1.4, generalizing [Pollicott and Sharp 2006] to a noncompact hyperbolic
surface.
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2. The modular intersection kernel

2A. Parametrization. Recall that PSL2(R) acts transitively on H and on SH with the fractional transfor-
mations. For g ∈ PSL2(R), z ∈ H and u ∈ SH we write these actions by gz and gu. We parametrize the
points of H and SH with x + iy and (x + iy, exp(iθ)). Let

5((x + iy, exp(iθ))) := x + iy,

be the projection map from SH to H.
Fix z0 = i and u0 = (i, exp(iπ/2)). Let g = na Rθ ∈ PSL2(R) be the Iwasawa decomposition where

n = n(x)=

(
1 x
0 1

)
, a = a(y)=

(
y1/2 0

0 y−1/2

)
, and Rθ =

(
cos θ − sin θ
sin θ cos θ

)
.

Then we have

gz0 = x + iy and gu0 =
(
x + iy, exp

(
i
(
π
2 + 2θ

)))
.

For the rest of the paper, we identify SH with PSL2(R) by sending g ∈ PSL2(R) to gu0. We often use
the following fact in our computation without mentioning.

Proposition 2.1. The image under γ ∈ SL2(R) of the geodesic segment of length δ corresponding to
g = (x, ξ) is the geodesic segment of length δ corresponding to γ g.

We use the volume form given by dV = (dx dy dθ)/y2. The volume of SX is then π2/3.

2B. Preliminary estimates. We first recall here the definition of the modular intersection kernel described
in the introduction. For δ > 0 and θ1, θ2 ∈ (0, π), we define the integral kernel

kθ1,θ2
δ : SH × SH → R

by

kθ1,θ2
δ ((x1, ξ1), (x2, ξ2))= 1,

if the geodesic segment of length δ on H from x1 with the initial vector ξ1 and the segment from x2 with
the initial vector ξ2 intersect at an angle ∈ (θ1, θ2), and 0 otherwise. Here the angle of the intersection
of geodesic segments l1 and l2 at p ∈ l1 ∩ l2 is measured counterclockwise from l1 to l2. Under the
identification SH ∼= PSL2(R) from Section 2A, we note here that

kθ1,θ2
δ (gg1, gg2)= kθ1,θ2

δ (g1, g2)

for any g, g1, g2 ∈ PSL2(R).
Now for a given discrete subgroup 0 ⊂ PSL2(R), we define the modular intersection kernel K θ1,θ2

δ :

0\ PSL2(R)×0\ PSL2(R)→ R by taking the average of kθ1,θ2
δ over 0:

K θ1,θ2
δ (g1, g2)=

∑
γ∈0

kθ1,θ2
δ (g1, γ g2).
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Note that when 0 is cocompact, and δ > 0 is less than a half of the injectivity radius of 0\H, we have
K θ1,θ2
δ ≤ 1. However, when 0\H is noncompact, K θ1,θ2

δ (g1, g2) becomes arbitrarily large near the diagonal
g1 = g2 as y1, y2 → ∞. This is illustrated in the following proposition when 0 = PSL2(Z).

Proposition 2.2. Fix 0< θ < π . Then for any 1> δ > 0, we have

K 0,θ
δ (g, g)=�θ (δy).

Proof. Consider
g = (Rei(π/2+α(δ)), eiα(δ)) ∈ SH,

where α(δ) is chosen such that the geodesic segment

βg :=
{
Reiθ

:
∣∣θ −

π
2

∣∣< α(δ)}⊂ H

has length δ. Note that the length of the segment does not depend on R and that α(δ)∼ δ as δ→ 0. From
this, we infer that βg and βg + n with 0< n ≪ Rδ intersect.

The angle of intersection is explicitly given by 2 arcsin n
R . So for all sufficiently small 0< δ < θ , we

have

kθ1,θ2
δ

(
g,
(

1 n
0 1

)
g
)

= 1,

for 0< n ≪ Rδ. This implies that
K θ1,θ2
δ (g, g)≫ δR ≫ δy. □

In view of Proposition 2.2, the following proposition provides a nice upper bound of the modular
intersection kernel.

Proposition 2.3. Let 0 = PSL2(Z) and let 1> δ > 0. Let h be a compactly supported function on SH,
where we assume that h(( · , ξ)) is supported in Bδ(i) for any ξ ∈ S1. Define H : 0\SH ×0\SH by

H(g1, g2)=

∑
γ∈0

h(g−1
1 γ g2)

for g1, g2 ∈ 0\ PSL2(R). Then for gi = (zi , ξi ) with dist0\H(z1, z2) > 2δ, we have

H(g1, g2)= 0.

When y1 > 0 and y2 > 0 are sufficiently large, we have

H(g1, g2)≪ δ
√

y1 y2∥h∥L∞ .

Proof. If H > 0, then there exists γ ∈ 0 such that

h(g−1
1 γ g2) > 0.

This implies that the balls of radius δ centered at z1 and γ z2 intersect, hence

distH(z1, γ z2) < 2δ,
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which contradicts the assumption.
Now to prove the second estimate, we first note that when y2 is sufficiently large, we have y(γ g2) < 1

unless γ =
( 1

0
n
1

)
. Therefore h(g−1

1 γ g2) > 0 only if γ =
( 1

0
n
1

)
. Note that h(g−1

1 γ g2) = 1 holds only if
distH(z1, n + z2) < 2δ. This is equivalent to

arccosh
(

1 +
(n + x2 − x1)

2
+ (y1 − y2)

2

y1 y2

)
< 2δ,

and so
(n + x2 − x1)

2 < y1 y2(cosh(2δ)− 1)− (y1 − y2)
2
≤ y1 y2(cosh(2δ)− 1),

from which we infer that there are at most ≪ δ
√

y1 y2 choices of γ which makes h(g1, γ g2) > 0. □

Now we analyze the modular intersection kernel when one variable is assumed to be contained in a
compact set. We first note that if δ is less than half of the injectivity radius of g0 in 0\SH, then for each
g ∈ SH, there is at most one γ ∈ 0 such that

kθ1,θ2
δ (g0, γ g) ̸= 0.

Therefore K θ1,θ2
δ (g0, · ) coincides with kθ1,θ2

δ (g0, · ) in the 2δ-neighborhood of g0, which is a translation
of kθ1,θ2

δ ((i, i), · ) around (i, i).

Lemma 2.4. For 0< θ1 < θ2 < π , we have∫
H

kθ1,θ2
δ ((i, i), g) dV = (cos θ1 − cos θ2)δ

2.

Assume that 0< δ < 1. Then for any ε = o(δ) and ε = o(θ2 − θ1) there exist a smooth majorant Mθ1,θ2
δ

and a smooth minorant mθ1,θ2
δ , i.e.,

0 ≤ mθ1,θ2
δ ≤ kθ1,θ2

δ ((i, i), · )≤ Mθ1,θ2
δ ,

such that ∫
mθ1,θ2
δ dV and

∫
Mθ1,θ2
δ dV

are both
(cos θ1 − cos θ2)δ

2(1 + O(ε)),

and that
∥mθ1,θ2

δ ∥W k,∞ + ∥Mθ1,θ2
δ ∥W k,∞ = Ok(ε

−k).

Proof. Note that the action of the geodesic flow of time t on SH = PSL2(R) is the multiplication from
the right by a(et). For given ϕ ∈ (θ1, θ2), we describe the collection of g ∈ PSL2(R) for which the
corresponding geodesic segment of length δ intersects {iy : eδ > y > 1} transversally at angle ϕ. Note
that this happens only when

ga(et2/2)=

{
a(et1/2)Rϕ/2,
a(et1/2)R(ϕ+π)/2.
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for some 0< t1, t2 < δ. Hence

g =

{
a(et1/2)Rϕ/2a(e−t2/2),

a(et1/2)R(ϕ+π)/2a(e−t2/2).

Consider 9 : AKA → PSL2(R) given by

(t1, ϕ, t2) 7→ a(et1/2)Rϕ/2a(e−t2/2)

The determinant of the Jacobian of 9 is a nonzero multiple of |sinϕ| (we refer the readers to the Appendix
for the computation), and so this defines a local diffeomorphism away from ϕ = 0 and π . Observe that 9
is injective away from ϕ = 0 and π . From this we infer that the support of kθ1,θ2

δ ((i, i), g) is the image of
the open box

{(t1, ϕ, t2) : 0< t1, t2 < δ, θ1 < ϕ < θ2 or θ1 +π < ϕ < θ2 +π}

under 9, and∫
H

kθ1,θ2
δ ((i, i), g) dV =

1
2

∫ δ

0

∫ δ

0

∫ θ2

θ1

|sin(ϕ)| dϕ dt1 dt2 +
1
2

∫ δ

0

∫ δ

0

∫ θ2+π

θ1+π

|sin(ϕ)| dϕ dt1 dt2

= (cos θ1 − cos θ2)δ
2,

where we used dV =
1
2 |sinϕ| dϕ dt1 dt2 ((A-1)).

Note that the support of kθ1,θ2
δ ((i, i), · ) is an open set which has a piecewise smooth boundary. Therefore,

under the assumption that ε = o(δ) and ε = o(θ2 − θ1), there exist smooth majorant and minorant whose
L1 norms are (cos θ1 − cos θ2)δ

2(1 + O(ε)), and whose k-th derivatives are Ok(ε
−k). □

As an immediate application, we have the following corollary.

Corollary 2.5. Fix a compact subset C ⊂ 0\SH, and assume that δ is less than the half of the infimum of
injectivity radius of g ∈ C in 0\SH. Then for any given compact geodesic segment β ⊂ C , and for any
given ε > 0 which is o(δ) and o(θ2 − θ1), ∫

β

K θ1,θ2
δ (s, · ) ds

admits a smooth majorant Mθ1,θ2
β,δ and a smooth minorant mθ1,θ2

β,δ such that

∥mθ1,θ2
β,δ ∥L1, ∥Mθ1,θ2

β,δ ∥L1 = l(β)(cos θ1 − cos θ2)δ
2(1 + O(ε)),

and that

∥mθ1,θ2
β,δ ∥W k,∞ + ∥Mθ1,θ2i

β,δ ∥W k,∞ = Ok(l(β)ε−k).

2C. Intersection numbers. In this section, we prove formulas relating the number of intersections
between two geodesics to the integral of the modular intersection kernel over the two geodesics.
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Lemma 2.6. Let αi = {αi (t) : t ∈ [0, l(αi ))} be closed geodesics in 0\H parametrized by the arc length,
and let α̃i = {(αi (t), α′

i (t)) : t ∈ [0, l(αi ))} ⊂ SH be the lifts of αi for i = 1, 2. Then for any δ > 0,

Iθ1,θ2(α1, α2)=
1
δ2

∫
α̃2

∫
α̃1

K θ1,θ2
δ (s1, s2) ds1 ds2.

Remark 2.1. For each αi , there are two choices of parametrization by the arc length, namely αi (t) and
αi (−t), but the integral does not depend on the choice of the parametrizations.

Proof. By abuse of notations, we think of each αi with t ∈ [0, l(αi )) a geodesic segment in H and
accordingly α̃i a corresponding curve in SH. For a geodesic segment α⊂ H parametrized by t ∈ [a, b], let
[α] ⊂ H be the biinfinite geodesic {α(t) : t ∈ R} that contains α. Then we express the integral as follows:

1
δ2

∫
α̃2

∫
α̃1

K θ1,θ2
δ (s1, s2) ds1 ds2 =

∑
γ∈0

1
δ2

∫
γ α̃2

∫
α̃1

kθ1,θ2
δ (s1, s2) ds1 ds2

=

∑
γ∈0/0[α2]

1
δ2

∫
γ [̃α2]

∫
α̃1

kθ1,θ2
δ (s1, s2) ds1 ds2

=

∑
γ∈0[α1]\0/0[α2]

∑
γ ′∈0[α1]

1
δ2

∫
γ ′γ [̃α2]

∫
α̃1

kθ1,θ2
δ (s1, s2) ds1 ds2

=

∑
γ∈0[α1]\0/0[α2]

1
δ2

∫
γ [̃α2]

∫
[̃α1]

kθ1,θ2
δ (s1, s2) ds1 ds2.

Here 0[αi ] is the stabilizer subgroup of 0 with respect to [αi ].
Now because two geodesics in H may intersect at most once, for each intersection point p ∈ α1 ∩α2

on 0\H, there exists a unique γ ∈ 0/0[α2] such that α1 and γ [α2] intersect at a lift of p. Also, because
[α1] is a disjoint union of γ ′α1 with γ ′

∈ 0[α1], each {γ ′γ : γ ′
∈ 0[α1]} contains at most one γ ′γ such that

γ ′γ [α2] intersects α1.
Therefore the intersections of α1 and α2 are in one-to-one correspondence with γ ∈0[α1]\0/0[α2] such

that γ [α2] intersects [α1]. We complete the proof by observing that∫
γ [̃α2]

∫
[̃α1]

kθ1,θ2
δ (s1, s2) ds1 ds2 = 1,

if [α1] and γ [α2] intersect at an angle ∈ (θ1, θ2), and = 0 otherwise. □

Now let β = {β(t) : t ∈ [0, l(β))} be a compact geodesic segment in 0\H, and let α2 be a closed
geodesic as before. Then

1
δ2

∫
α̃2

∫
β̃

K θ1,θ2
δ (s1, s2) ds1 ds2

does not always give I (β, α2). Instead, it is a weighted sum over the intersections of β0 := {β(t) : t ∈

[0, l(β)+ δ)} and α2. We prove the following.
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Lemma 2.7. With the same notations as above, assume that 0 < δ < l(β) and that β0 has no self
intersection. For 0< θ1 < θ2 < π , let S(β0, α2)θ1,θ2 be the set of intersections between β0 and α2 where
the intersection angle is ∈ (θ1, θ2). Then we have

1
δ2

∫
α̃2

∫
β̃

K θ1,θ2
δ (s1, s2) ds1 ds2 =

∑
p∈S(β0,α2)θ1,θ2

min
{
β−1(p)
δ

, 1,
l(β)+ δ−β−1(p)

δ

}
.

Proof. As in the proof of Lemma 2.6, we first have

1
δ2

∫
α̃2

∫
β̃

K θ1,θ2
δ (s1, s2) ds1 ds2 =

∑
γ∈0

1
δ2

∫
γ α̃2

∫
β̃

kθ1,θ2
δ (s1, s2) ds1 ds2

=

∑
γ∈0/0[α2]

1
δ2

∫
γ [̃α2]

∫
β̃

kθ1,θ2
δ (s1, s2) ds1 ds2.

Note that because we assumed that β0 has no self-intersection, p ∈ S(β0, α2)θ1,θ2 is in one-to-one
correspondence with γ ∈ 0/0[α2] such that β0 and γ [̃α2] intersect at p at an angle ∈ (θ1, θ2). We denote
by γp the γ corresponding to p. Observe that∫

γ [̃α2]

∫
β̃

kθ1,θ2
δ (s1, s2) ds1 ds2 = 0,

if γ [̃α2] ∩β0 = ∅. So it is sufficient to prove that

1
δ2

∫
γp [̃α2]

∫
β̃

kθ1,θ2
δ (s1, s2) ds1 ds2 = min

{
β−1(p)
δ

, 1,
l(β)+ δ−β−1(p)

δ

}
.

This follows by observing that

kθ1,θ2
δ ((β(t1), β ′(t1)), (γpα2(t2), (γpα2)

′(t2)))= 1

for
(t1, t2) ∈ (β−1(p)− δ, β−1(p))× (α−1

2 (p)− δ, α−1
2 (p)),

and 0 otherwise, whereas the integral over β̃ is over the range t1 ∈ (0, l(β)). □

3. Spectral theory

3A. Spectral expansion. We first go over the spectral decomposition of L2(SX). Readers may find more
details on the subject in [Kubota 1973; Lang 1985]. On G = PSL2(R), there is a differential operator of
order 2 that commutes with the G action,

�= y2∂2
x + y2∂2

y + y∂x∂θ ,

which is called the Casimir operator. An equivariant eigenfunction of � is a function f ∈ C∞(SX) that
satisfies

� f = λ f
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for some λ ∈ R, and

f (gRθ )= e−imθ f (g) (3-1)

for some m ∈ 2Z. We say that a function has weight m if it satisfies (3-1).
Each irreducible (cuspidal) subrepresentation of the right regular representation

ρg : f (h) 7→ f (hg)

on L2(SX) is generated by an equivariant eigenfunction of �.
We let E+ and E− to be the raising and lowering operator acting on equivariant functions on L2(SX),

which are given by [Jakobson 1994]

E+
= e−2iθ (2iy∂x + 2y∂y + i∂θ ) and E−

= e2iθ (2iy∂x − 2y∂y + i∂θ ). (3-2)

Note that E+ (resp. E−) maps a weight m eigenfunction of� to a weight m+2 (resp. m−2) eigenfunction
of �.

For an even integer m let

ψs,m(g)= yse−imθ .

Note that ψs,m is invariant under the action of the unipotent upper triangular matrices. The weight m
Eisenstein series is then given by

Em(g, s)=

∑
γ∈0∞\0

ψs,m(γ g),

where 0∞ =
{(1

0
n
1

)
: n ∈ Z

}
is the stabilizer subgroup of 0 with respect to the cusp i∞. Although the

right-hand side of the equation is absolutely convergent only for Re(s) > 1, the weight m Eisenstein
series has a meromorphic continuation to the entire complex plane.

Let 2 be the closure of{∫
∞

−∞

h(t)Em
(
g, 1

2 + i t
)

dt : h(t) ∈ C∞

0 (R),m ∈ 2Z

}
in L2(SX), and let

L2
cusp(SX)=

{
f ∈ L2(SX) :

∫ 1

0
f (n(x)g) dx = 0 for almost every g ∈ SX

}
be the space of cusp forms. Then we have the decomposition

L2(SX)= ⟨{1}⟩ ⊕2⊕ L2
cusp(SX),

where ⟨{1}⟩ is the subspace spanned by a constant function.
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We express the cuspidal subspace as a direct sum of subspaces generated by Maass forms and modular
forms as in [Luo et al. 2009, (1.10)],

L2
cusp(SX)=

∞∑
j=1

Wπ0
j

⊕ ∑
m≥12

dm∑
j=1

(Wπm
j

⊕ Wπ−m
j
),

where each Wπm
j

corresponds to a G and Hecke irreducible subspace of a right regular representation on
L2

cusp. Here dm is the dimension of the space of holomorphic cusp forms of weight m for PSL2(Z). Each
π0

j corresponds to a Maass–Hecke cusp form which we denote by φ0
j . For m > 0, πm

j corresponds to a
holomorphic Hecke cusp form φm

j . We identify a weight m function on 0\H

f (γ z)= (cz + d)m f (z) for
(

a b
c d

)
= γ ∈ 0

with a weight m 0-invariant function F on PSL2(R) via

F(g)= ym/2 f (z)e−imθ . (3-3)

When m ≥ 0, viewing φm
j as a function on SX, each Wπm

j
is spanned by

. . . , (E−)3φm
j , (E−)2φm

j , E−φm
j , φm

j , E+φm
j , (E+)2φm

j , (E+)3φm
j , . . .

Note that when m > 0, E−φm
j = 0.

For m < 0, we set
Wπ−m

j
= Wπm

j
= { f̄ : f ∈ Wπm

j
}.

Now let
Uπ0

j
= Wπ0

j
and Uπm

j
= Wπm

j
⊕ Wπ−m

j
,

when m > 0. We specify an orthonormal basis of each Uπm
j

as follows.

The Maass cusp form case m = 0: Let −
( 1

4 + t2
j

)
be the Laplacian eigenvalue of φ0

j ,
† for some real t j .

We set φ0
j,0 = φ0

j , and define φ0
j,l for l ∈ 2Z inductively by

E−φ0
j,l = (l + 1 − 2i t j )φ

0
j,l−2 and E+φ0

j,l = (l + 1 + 2i t j )φ
0
j,l+2. (3-4)

The holomorphic Hecke cusp form case m > 0: We set φm
j,m = φm

j and φm
j,−m = φm

j , and define φm
j,l for

l ∈ 2Z inductively by

E−φm
j,l = (l − m)φm

j,l−2 and E+φm
j,l = (l + m)φm

j,l+2. (3-5)

Finally, note that we have the following relation among the weight m Eisenstein series.

E−Em
(
g, 1

2 + i t
)
= (m + 1 − 2i t)Em−2

(
g, 1

2 + i t
)
, and

E+Em
(
g, 1

2 + i t
)
= (m + 1 + 2i t)Em+2

(
g, 1

2 + i t
)
.

†Formally, it is the eigenvalue of the Laplace–Beltrami operator on X that corresponds to φ0
j .
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With these notations, we have:

Proposition 3.1. Let f ∈ L2(SX). Then we have

f (g)=

3
π2

∫
SX

f (g1)dg1+
∑
m≥0
2 |m

dm∑
j=1

∑
l∈2Z
|l|≥m

⟨ f,φm
j,l⟩SXφ

m
j,l(g)+

∑
m∈2Z

1
4π

∫
∞

−∞

〈
f,Em

(
·, 1

2+i t
)〉

SX
Em
(
g, 1

2+i t
)

dt,

where we set d0 = +∞.

4. Effective equidistribution

4A. Invariant linear form. Define µd to be the integral over discriminant d oriented closed geodesics
on SX,

µd(F) :=

∫
Cd

F(s) ds =

∑
disc(q)=d

∫
C(q)

F(s) ds.

where C(q)⊂ SX is the oriented closed geodesic associated to the binary quadratic form q [Luo et al.
2009, 2.3]. Then for any F ∈ Uπm

j
, we have

µd(F)= µd(φ
m
j )η

m
j (F)

for some linear form ηm
j on Uπm

j
invariant under the diagonal action [loc. cit., Section 3.7.1], which we

describe below following [loc. cit., Section 3.2]. (Note that the parameter s in [loc. cit.] is replaced by
2i t in this article for consistency.)

The Maass cusp form case m = 0: Let φ0
j,l be the Maass form defined by (3-4). When 4 | l and l ≥ 4, we

have

η0
j (φ

0
j,l)= η0

j (φ
0
j,−l)=

(1 − 2i t j )(5 − 2i t j ) · · · (l − 3 − 2i t j )

(3 + 2i t j )(7 + 2i t j ) · · · (l − 1 + 2i t j )
, (4-1)

and η0
j (φ

0
j,l) is identically 0 if l ≡ 2 (mod 4). Note that {φ0

j,l}l∈2Z is an orthogonal basis of Uπ0
j
, and

normalized so that,

∥φ0
j,l∥L2 = ∥φ0

j ∥L2 .

The holomorphic Hecke cusp form case m > 0: Let φm
j,l be the holomorphic Hecke cusp form defined

by (3-5). When m ≡ 2 (mod 4), ηm
j is identically 0.

When m ≡ 0 (mod 4), for l ≥ 4 with 4 | l,

ηm
j (φ

m
j,m+l)= ηm

j (φ
m
j,−m−l)=

1 · 3 · 5 · · · (l/2 − 1)
(m + 1)(m + 3) · · · (m + l/2 − 1)

, (4-2)

and ηm
j (φ

m
j,m+l) vanishes for l ≡ 2 (mod 4).

Note that {φm
j,l}l∈2Z,|l|≥m is an orthogonal basis of Uπm

j
, and normalized so that

∥φm
j,l∥L2 = ∥φm

j ∥L2 .

for l ∈ 2Z, |l| ≥ m.
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Eisenstein series case: By the above identities and following [Luo et al. 2009, Section 3], we have

µd
(
Em
(
g, 1

2 + i t
))

= η(m, t)µd
(
E0
(
g, 1

2 + i t
))
,

where for m ≥ 4 such that 4 | m,

η(m, t)= η(−m, t)=
(1 − 2i t)(5 − 2i t) · · · (2m − 3 − 2i t)
(3 + 2i t)(7 + 2i t) · · · (2m − 1 + 2i t)

, (4-3)

and η(m, t) is identically 0 if m ≡ 2 (mod 4).

4B. Period integrals.

4B1. Holomorphic cusp forms. In this section, we give an upper bound on the period integrals of
holomorphic forms. We first use the results of Shintani to relate the period integrals of holomorphic
cusp forms to the Fourier coefficients of half integral holomorphic forms. We then apply the result of
Kohnen and Zagier [1981] which gives an explicit version of the Waldspurger’s formula for the Fourier
coefficients of half integral holomorphic forms. An upper bound on these period integrals is deduced by
using the subconvexity bounds on the central value of the L-functions and the Ramanujan bound on the
Fourier coefficients of holomorphic modular forms.

Note that c(d) is identically zero when m ≡ 2 (mod 4), and so we assume that 4 | m. Let φ̂m
j be a

normalization of the Hecke holomorphic cusp form φm
j of weight m such that a1 = 1. Let

c(d) :=

∑
disc(q)=d

∫
C(q)

φ̂m
j (z)q(z, 1)m/2−1 dz,

where φ̂m
j (z) is the associated holomorphic modular form defined on the upper half plane and the

integration is on the upper half plane (3-3). By [Luo et al. 2009, (2.4) page 14], we have

|c(d)| = |d|
m/4−1/2

|µd(φ̂
m
j )|. (4-4)

Let

θ(z, φ̂m
j ) :=

∑
d≥1

c(d)e(dz).

By [Shintani 1975, Theorem 2], θ(z, φm
j ) is a Hecke holomorphic cusp form of weight (m + 1)/2 and

level 00(4). By [Luo et al. 2009, (6.2), page 37], we have the following explicit version of Rallis inner
product formula

⟨θ(φ̂m
j ), θ(φ̂

m
j )⟩ =

(m/2 − 1)!
2mπm/2 L

( 1
2 , φ

m
j
)
⟨φ̂m

j , φ̂
m
j ⟩.

Suppose that d = Db2 with D a fundamental discriminant. By [Kohnen and Zagier 1981, Theorem 1],
for D a fundamental discriminant with D > 0 and 4 | m, we have

c(D)2

⟨θ(φ̂m
j ), θ(φ̂

m
j )⟩

=
(m/2 − 1)!
πm/2 D(m−1)/2

L(1/2, φm
j ⊗χD)

⟨φ̂m
j , φ̂

m
j ⟩

,
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which implies that

|c(D)| = D(m−1)/4 (m/2 − 1)!
2m/2πm/2

(
L
( 1

2 , φ
m
j
)
L
( 1

2 , φ
m
j ⊗χD

))1/2
.

By using the Ramanujan bound on the Fourier coefficients of integral weight cusp forms and the above,
we have

|c(d)| ≪ϵ bm−1/2+ϵ
|c(D)| ≪ϵ dm−1/4+ϵ (m/2 − 1)!

2m/2πm/2

(
L
( 1

2 , φ
m
j
)
L
( 1

2 , φ
m
j ⊗χD

))1/2
,

and so

|µd(φ̂
m
j )| ≪ϵ |d|

1/4+ϵ (m/2 − 1)!
2m/2πm/2

(
L
( 1

2 , φ
m
j
)
L
( 1

2 , φ
m
j ⊗χD

))1/2
,

by (4-4).
We now use the convexity bound

L
(1

2 , φ
m
j
)
≪ϵ m1/2+ϵ,

and the subconvexity bound [Blomer et al. 2007, Theorem 1]

L
(1

2 , φ
m
j ⊗χD

)
≪ϵ m(75+12θ)/16 D1/2−(1/8)(1−2θ)+ϵ,

where θ =
7

64 is the best exponent toward Ramanujan conjecture for Maass forms, to see that

|µd(φ̂
m
j )| ≪ϵ d1/4+ϵ (m/2 − 1)!

2m/2πm/2 m2.64 D1/4−25/512.

It is well-known that

⟨φ̂m
j , φ̂

m
j ⟩ =

0(m)
(4π)m

L(1, sym2 φm
j )

up to a constant. Hence, by Stirling’s approximation

|µd(φ
m
j )| ≪ϵ d1/4+ϵm2.9 D1/4−25/512

≪ d1/2−25/512+ϵm2.9. (4-5)

4B2. Maass forms. In this section, we give an upper bound on the period integrals of Maass forms. We
first recall some results of Katok and Sarnak [1993] that generalize the work of Shintani [1975] to Maass
forms and related the period integrals to the Fourier coefficients of half integral weight Maass forms.
Then we use an explicit version of the Waldspurger formula [Baruch and Mao 2010] and give a nontrivial
bound on these period integrals by using the subconvexity bound on the central value of the L-functions
and the best bound toward Ramanujan conjecture for Maass forms.

Let φ0
j be a Hecke–Maass form with ⟨φ0

j , φ
0
j ⟩ = 1 and with the Laplacian eigenvalue −

( 1
4 + t2

j

)
. For

d > 0, let

ρ(d) :=
1

√
8π1/4d3/4

∑
disc(q)=d

∫
C(q)

φ0
j ds
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be the associated period integral, and let

θ((u + iv), φ0
j ) :=

∑
d ̸=0

ρ(d)Wsgn(d)/4,i t j/2(4π |d|v)e(du),

where Wsgn(d)/4,i t j/2 is the usual Whittaker function. Here ρ(d) for d < 0 is the sum of φ0
j over the CM

points with the discriminant d appropriately normalized; see [Katok and Sarnak 1993, page 197] or
[Sardari 2021, Section 3.3] for a detailed discussion.

Note from [Katok and Sarnak 1993] that θ((u + iv), φ0
j ) is a weight 1

2 Hecke–Maass form with the

Laplacian eigenvalue −
(1

4 +
t2

j
4

)
. By [Katok and Sarnak 1993, (5.6), page 224] or [Luo et al. 2009, (6.4),

page 38], we have the following version of the Rallis inner product formula

⟨θ(φ0
j ), θ(φ

0
j )⟩ =

3
23
( 1

2 , φ
0
j
)
,

where

3(s, φ0
j )= π−s0

(
s + i t j

2

)
0

(
s − i t j

2

)
L(s, φ0

j )

is the completed L-function.
By an explicit form of Waldspurger formula [Baruch and Mao 2010, Theorem 1.4], and the best

exponent toward the Ramanujan conjecture [Lester and Radziwiłł 2020, Corollary 6.1], we have

ρ(d)
⟨θ(φ0

j ), θ(φ
0
j )⟩

1/2
≪ϵ

1
√

|d|

(L(1/2, φ0
j ⊗χD)

L(1, sym2 φ0
j )

)1/2

b7/64+ϵ
|t j |

− sgn(d)/4eπ |t j |/4,

where d = Db2 with D a fundamental discriminant. Note from Stirling’s formula that

0

(
1/2 + i t j

2

)
0

(
1/2 − i t j

2

)
≪ |t j |

−1/2e−π |t j |/2,

from which we infer that

µd(φ
0
j )≪ d3/4

|ρ(d)|

≪ϵ d1/4(3( 1
2 , φ

0
j
))1/2

(L(1/2, φ0
j ⊗χD)

L(1, sym2 φ0
j )

)1/2

b7/64+ϵ
|t j |

− sgn(d)/4eπ |t j |/4

≪ϵ d1/4(L(1
2 , φ

0
j
)
L
( 1

2 , φ
0
j ⊗χD

))1/2b7/64+ϵ
|t j |

−((sgn(d)+1)/4)+ϵ .

We now use the convexity bound,
L
( 1

2 , φ
0
j
)
≪ϵ |t j |

1/2+ϵ,

and the subconvexity bound [Blomer et al. 2007, Theorem 1],

L
( 1

2 , φ
0
j ⊗χD

)
≪ϵ |t j |

(31+4θ+ϵ)/16 D1/2−(1−2θ)/8+ϵ,

to conclude that

µd(φ
0
j )≪ϵ d1/4+ϵ

|t j |
3/4b7/64+ϵD1/4−25/512

≪ d1/2−25/512+ϵ
|t j |

3/4. (4-6)
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4B3. Eisenstein series. For a nonsquare integer d ≡ 0, 1 (mod 4), let d = Db2 where D is a fundamental
discriminant. Then we have the following explicit formula for the period integral of the Eisenstein series
[Zagier 1981, page 282]:†

µd(E0( · , s))=
0(s/2)2ds/2L(s, d)

0(s)ζ(2s)
, (4-7)

where

L(s, d)= L(s, χD)

(∑
a | b

µ(a)
( D

a

)
a−sσ1−2s

( b
a

))
. (4-8)

Here L(s, χD) is the Dirichlet L-function attached to the quadratic Dirichlet character χD( · ) =
( D

·

)
,

µ( · ) is the Möbius function, and σv( · )=
∑

a | ·
av is the divisor function.

Now assume that s =
1
2 + i t for some t ∈ R. By Stirling’s formula, we have

0(s/2)2

0(s)
≪ |t |−1/2.

By the zero free region of ζ(2s) around 2s = 1 + 2i t , we have

|ζ(2s)| ≫ϵ t−ϵ .

We also have the convexity bound

ζ(s)≪ |t |1/4,

and we know from [Heath-Brown 1980] that

L
( 1

2 + i t, χD
)
≪ϵ ((|t | + 1)D)3/16+ϵ .

Finally, observe that we have ∑
a | b

µ(a)
( D

a

)
a−sσ1−2s

( b
a

)
≪ϵ dϵ .

Combining all these estimates, we deduce the following estimate from (4-7) for s =
1
2 + i t :

µd(E0( · , s))≪ϵ d1/2−1/16+ϵ . (4-9)

4C. Proof of Theorem 1.3. For any compactly supported smooth function F ∈ C∞

0 (SX), recall from
Proposition 3.1 that we have

F(g)

=
3
π2

∫
SX

F(g1)dg1+
∑
m≥0
2 |m

dm∑
j=1

∑
l∈2Z
|l|≥m

⟨F,φm
j,l⟩SXφ

m
j,l(g)+

∑
m∈2Z

1
4π

∫
∞

−∞

〈
F,Em

(
· , 1

2+i t
)〉

SX
Em
(
g, 1

2+i t
)

dt,

†When b = 1, this is a classical result due to Hecke [Siegel 1965, page 88].
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and so from the discussion of Section 4A, we have

µd(F)= µd

(
3
π2

)∫
SX

F(g) dg +

∑
m≥0
4 | m

dm∑
j=1

µd(φ
m
j )
∑
l∈4Z
|l|≥m

〈
F, φm

j,l
〉
SX
ηm

j (φ
m
j,l)

+

∑
m∈4Z

1
4π

∫
∞

−∞

〈
F, Em

(
· , 1

2 + i t
)〉

SX
η
(
m, 1

2 + i t
)
µd
(
E0
(
· , 1

2 + i t
))

dt.

Firstly, we have from (4-1), (4-2), and (4-3) that ηm
j (φ

m
j,l) and η

(
m, 1

2 + i t
)

are both O(1). Note by
successive integration by parts and Cauchy–Schwarz inequality, we have for all N ≥ 1,

⟨F, φm
j,l⟩ ≪N (|l|2 + 1)−N

∥F∥W 2N ,2(SX),

when m > 0, and

⟨F, φ0
j,l⟩ ≪N (|l|2 + |t j |

2
+ 1)−N

∥F∥W 2N ,2(SX).

Likewise, assuming that the support of F is contained in y < T , we have〈
F, Em

(
· , 1

2 + i t
)〉

SX
≪N (|m|

2
+ t2

+ 1)−N
∥F∥W 2N ,2(SX) log T,

where we used [Kubota 1973, (6.1.6)] and [Jakobson 1994, (1.6), (1.7)].
Now for m > 0, we take N = 3 and apply (4-5) to see that

∑
m>0
4 | m

dm∑
j=1

µd(φ
m
j )
∑
l∈4Z
|l|≥m

⟨F, φm
j,l⟩SXη

m
j (φ

m
j,l)≪ϵ d1/2−25/512+ϵ

∥F∥W 6,2(SX),

and for m = 0, we take N = 2 and apply (4-6) to deduce

∞∑
j=1

µd(φ
0
j )
∑
l∈4Z

⟨F, φ0
j,l⟩SXη

0
j (φ

0
j,l)≪ϵ d1/2−25/512+ϵ

∥F∥W 4,2(SX).

For the Eisenstein series contribution, we take N = 2 and apply (4-9) to see∑
m∈4Z

1
4π

∫
∞

−∞

〈
F, Em

(
· , 1

2 + i t
)〉

SX
η
(
m, 1

2 + i t
)
µd
(
E0
(
·, 1

2 + i t
))

dt ≪ϵ log T d7/16+ϵ
∥F∥W 4,2(SX).

Therefore Theorem 1.3 will follow once we establish the following lower bound for the total length of Cd :

l(Cd)= 2h(d) log ϵd ≫ϵ d1/2−ϵ . (4-10)

To see this, let d = Db2 where D is a fundamental discriminant. Then by Dirichlet class number formula
[Davenport 1967, page 50] for binary quadratic forms discriminant d (or by letting s → 1 in (4-7)), we
have

h(d) log(ϵd)= d1/2L(1, d)
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with the same L( · , d) given in (4-8), i.e.,

L(1, d)= L(1, χD)

(∑
a | b

µ(a)
( D

a

)
a−1σ−1

( b
a

))
.

Note that ∑
a | b

µ(a)
( D

a

)
a−1σ−1

( b
a

)
=

∑
ca | b

µ(a)
( D

a

) c
b =

1
b

∑
e | b

e
∏
p | e

(
1 −

( D
p

)
p−1),

where e = ac, and that
1
b

∑
e | b

e
∏
p | e

(
1 −

( D
p

)
p−1)

≫ b−ϵ .

Now (4-10) follows by using Siegel’s lower bound [1935]

L(1, χD)≫ϵ D−ϵ,

and this completes the proof of Theorem 1.3.

4D. Proof of Theorem 1.1. We are now ready to prove Theorem 1.1. Assume that β : [0, l(β)] → X is a
sufficiently short compact geodesic segment in the region determined by y<T such that β([−l(β), 2l(β)])
has no self intersection. (We fix T for simplicity, but it is possible to vary T with d.) For δ = d−a with
a > 0 to be chosen later, such that l(β)≫ δ, let

β1 := {β(t) : t ∈ [0, l(β)− δ]} and β2 := {β(t) : t ∈ [−δ, l(β)]}.

Then from Lemma 2.7, we have

1
δ2

∫
α̃2

∫
β̃1

K θ1,θ2
δ (s1, s2) ds1 ds2 ≤ I θ1,θ2(β, α2)≤

1
δ2

∫
α̃2

∫
β̃1

K θ1,θ2
δ (s1, s2) ds1 ds2

for any closed geodesic α2. Now define f1, f2 ∈ C∞

0 (SX) using Lemma 2.4 by

f1(g)=
1
δ2

∫
β̃1

mθ1,θ2
δ (s−1

1 g) ds1 and f2(g)=
1
δ2

∫
β̃2

Mθ1,θ2
δ (s−1

1 g) ds1,

with ε = d−2a , where we assume that θ2 − θ1 ≫ d−a . Note that m(g−1
1 g2) and M(g−1

1 g2) are minorant
and majorant of K θ1,θ2

δ (g1, g2) for g1 ∈ βi , g2 ∈ SX for all sufficiently large d . Hence, for all sufficiently
large d (independent of α2), we have∫

α̃2

f1(s) ds ≤ I θ1,θ2(β, α2)≤

∫
α̃2

f2(s) ds,

and so ∫
Cd

f1(s) ds ≤ 2I θ1,θ2(β,Cd)≤

∫
Cd

f2(s) ds, (4-11)

where the factor 2 amounts to the fact that Cd is a double cover of Cd .
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We now apply Theorem 1.3 to see that

1
l(Cd)

∫
Cd

fi (s)ds =
3
π2

∫
SX

fi (g)dµg + Oϵ(d−25/512+ϵ
∥ fi∥W 6,∞).

Because of the choice of f1 and f2, we have

∥ fi∥W 6,∞ ≪ ε−6l(β)≪ d12al(β),

and∫
SX

fi (g) dµg = (cos θ1 − cos θ2)(l(β)+ O(δ))(1 + O(ε))= (cos θ1 − cos θ2)l(β)(1 + O(d−2a))

by Lemma 2.4. Now we complete the proof of Theorem 1.1 for sufficiently short geodesic segments
by choosing a =

25
7168 and applying these estimates to (4-11). This then implies Theorem 1.1 for any

geodesic segment of length < 1 by dividing the segment into finitely many sufficiently short geodesic
segments, and then applying Theorem 1.1 to each of them.

5. Selberg’s pretrace Formula for PSL2(R)

Let k ∈ C∞

0 (PSL2(R)), and let K be the integral kernel on SX defined by

K (g1, g2)=

∑
γ∈0

k(g1, γ g2),

where k(g1, g2)= k(g−1
1 g2). The corresponding integral operator TK acts on f ∈ L2(SX) by

TK ( f ) :=

∫
SX

K (g1, g2) f (g2) dg2 =

∫
PSL2(R)

k(g−1
1 g2) f (g2) dg2.

It follows that TK ( f ) ∈ L2(SX). In this section, we study the spectral expansion of K in terms of the
equivariant eigenfunctions of the Casimir operator, which are explicitly described in Section 3A. In other
words, we derive Selberg’s pretrace formula for PSL2(Z)\ PSL2(R).

5A. Cuspidal spectrum. In this section, we describe explicitly the spectrum of TK acting on the cuspidal
subspace L2

cusp(SX). Let Rg( f )(x)= f (xg) be the right regular action of PSL2(R) on

L2
cusp(0\ PSL2(R))= L2

cusp : SX).

Lemma 5.1. Let π be an irreducible unitary representation of PSL2(R). Then for any f ∈ Wπ ⊂

L2
cusp(SX), we have

TK ( f ) ∈ Wπ .

Proof. Observe that

TK ( f )(g1)=

∫
PSL2(R)

k(g1, g2) f (g2) dg2 =

∫
PSL2(R)

k(g−1
1 g2) f (g2) dg2 =

∫
PSL2(R)

k(u) f (g1u) du,
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where u = g−1
1 g2. Hence, we have

TK ( f )=

∫
PSL2(R)

k(u)Ru( f ) du,

and because Ru( f ) ∈ Wπ for every u, we conclude that TK ( f ) ∈ Wπ . □

From 5A, for an abstract irreducible unitary representation π of PSL2(R) and f ∈ Wπ , we define the
action of k on f by

k ∗ f =

∫
PSL2(R)

k(u)π(u)( f ) du,

which agrees with TK ( f ) when Wπ is a subspace of L2
cusp(SX).

Let ψ : Wπ → Wπ ′ be an isomorphism of representations π and π ′. Note that for f ∈ Wπ and f ′
∈ Wπ ′

with ψ( f ) = f ′, we have ψ(k ∗ f ) = k ∗ f ′. We denote by φm ∈ Wπ the unique (up to a unit scalar)
vector of norm 1 and weight m. We fix the unit scalar except for the spherical or the lowest weight vector,
by using the normalized lowering and raising operator that we introduced in (3-4) and (3-5).

Now let
h(k,m, n, π) := ⟨k ∗φm, φn⟩, (5-1)

and let Mπ (m, n)(g) = ⟨π(g)φm, φn⟩ be the matrix coefficient of π . We note that h(k,m, n, π) and
Mπ (m, n)(g) do not depend on the choice of the unit scalar of the spherical or the lowest weight vector.

We recall some properties of Mπ (m, n)(g) in the following lemma.

Lemma 5.2. We have for every g ∈ PSL2(R),

|Mπ (m, n)(g)| ≤ 1,

and
Mπ (m, n)(Rθ ′ gRθ )= e−imθe−inθ ′

Mπ (m, n)(g).

Proof. We have
1 = |π(g)φm |

2
=

∑
n

⟨π(g)φm, φn⟩
2,

from which it is immediate that |Mπ (m, n)(g)| ≤ 1. For the second identity, we have

Mπ (m, n)(Rθ ′ gRθ )= ⟨π(g)π(Rθ )φm, π(R−θ ′)φn⟩ = e−imθe−inθ ′

Mπ (m, n)(g). □

Define km,n ∈ C∞

0 (PSL2(R)) by

km,n(g) :=
1

4π2

∫ 2π

0

∫ 2π

0
k(Rθ ′ gRθ )e−inθ ′

−imθ dθ ′ dθ. (5-2)

Note that
km,n(Rθ1 gRθ2)= einθ1km,n(g)eimθ2 . (5-3)

The following lemma holds for every unitary irreducible representation of PSL2(R).
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Lemma 5.3. We have

h(k,m, n, π)=

∫
PSL2(R)

km,n(u)Mπ (m, n)(u) du,

and for all nonnegative integers N1, N2, we have the following estimate

h(k,m, n, π)≪N=N1+N2 (1 + |m|)−N1(1 + |n|)−N2∥k∥W N ,1 .

Proof. Recall from the definition that

h(k,m, n, π)=

∫
PSL2(R)

k(u)⟨π(u)φm, φn⟩ du =

∫
PSL2(R)

k(u)Mπ (m, n)(u) du,

and so

h(k,m, n, π)=

∫
PSL2(R)

k(u)Mπ (m, n)(u) du.

=
1

4π2

∫
PSL2(R)

∫
θ

∫
θ ′

k(Rθ ′u Rθ )Mπ (m, n)(Rθ ′u Rθ ) dθ dθ ′ du

=
1

4π2

∫
PSL2(R)

Mπ (m, n)(u)
∫
θ

∫
θ ′

k(Rθ ′u Rθ )e−imθe−inθ ′

dθ dθ ′ du

=

∫
PSL2(R)

km,n(u)Mπ (m, n)(u) du.

Therefore, by integration by parts, we have

h(k,m, n, π)≤

∫
PSL2(R)

|km,n(u)| du

=

∫
PSL2(R)

∣∣∣∣ 1
4π2

∫
θ

∫
θ ′

k(Rθ ′u Rθ )e−imθe−inθ ′

dθ dθ ′

∣∣∣∣ du

≪N (1 + |m|)−N1(1 + |n|)−N2∥k∥W N ,1,

where we used |Mπ (m, n)(u)| ≤ 1 from Lemma 5.2. This completes the proof of our lemma. □

5A1. Principal series representation of SL2(R). For our application in the subsequent chapters, we need
a refined estimate for h(k,m, n, π) when π is a unitary principal series representation. We first give an
explicit representation of h(k,m, n, π).

Lemma 5.4. Let Wπ be a unitary principal series representation of SL2(R) with the parameter 1
2 + i t

[Knapp 2001, Chapter VII]. Let

h(k,m, n, t) :=

∫
PSL2(R)

km,n(g)y1/2+i t e−imθ dg, (5-4)

where g = na(y)Rθ . Then we have

h(k,m, n, π)= h(k,m, n, t).
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Proof. We note that principal series representations are induced from the unitary characters of the
upper triangular matrices to PSL2(R) [Knapp 2001, Chapter VII]. In this model, a dense subspace of a
representation is given by

{ f : PSL2(R)→ C continuous : f (xan)= e(i t+1/2) log(a) f (x)}

with the norm
| f |

2
=

1
2π

∫
θ

| f (Rθ )|2 dθ,

and the PSL2(R) action is given by
π(g) f (x)= f (g−1x).

The weight m unit vectors are explicitly given by

φm(Rθa(y)n)= eimθ y−(1/2+i t).

Note that the orthonormal basis {φm} is normalized as our convention in (3-4), i.e.,

E−φm = (m + 1 − 2i t)φm−2 and E+φm = (m + 1 + 2i t)φm+2.

With these, we first see that

k ∗φm(Rθ ′)=

∫
PSL2(R)

k(u)y(u−1 Rθ ′)−(1/2+i t)eimθ(u−1 Rθ ′ ) du

=

∫
PSL2(R)

k(Rθ ′v−1)y(v)−(1/2+i t)eimθ(v) dv,

where v = u−1 Rθ ′ and v = Rθ(v)a(y(v))n(v). We therefore have

h(k,m, n, π)= ⟨k ∗ fm, fn⟩

=
1

2π

∫
θ ′

k ∗ fm(Rθ ′) f̄n(Rθ ′) dθ ′

=
1

2π

∫
θ ′

e−inθ ′

∫
PSL2(R)

k(Rθ ′v−1)y(v)−(1/2+i t)eimθ(v) dv dθ ′

=
1

2π

∫
PSL2(R)

y1/2+i t
∫
θ ′

e−inθ ′

e−imθk(Rθ ′w) dθ ′ dw

=

∫
PSL2(R)

km,n(w)y1/2+i t e−imθ dw,

where w = v−1 and w = na(y)Rθ . Note that y = y(v)−1 and θ = −θ(v). □

We now prove that h(k,m, n, t) decays fast in all parameters uniformly.

Lemma 5.5. Suppose that k is supported inside the compact subset C ⊂ SL2(R). Then we have∫
PSL2(R)

km,n(g)y1/2+i t e−imθ dg ≪N ,C (1 + |m|)−N1(1 + |n|)−N2(1 + |t |)−N3∥k∥W N ,∞

for any N1, N2, N3 ≥ 0, where N = N1 + N2 + N3.
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Proof. From the definition, we have∫
PSL2(R)

km,n(g)y1/2+i t e−imθ dg =
1

4π

∫
H

∫ 2π

0

∫ 2π

0
k(Rθ ′

1
n(x)a(y)Rθ ′

2
)y1/2+i t e−inθ ′

1−imθ ′

2 dθ ′

1 dθ ′

2
dx dy

y2 ,

and so the statement follows from integration by parts. □

5B. Continuous spectrum. For km,n given by (5-2), let

Km,n(g1, g2) :=

∑
γ∈0

km,n(g−1
1 γ g2). (5-5)

Then we infer from (5-3) that

Km,n(g1 Rθ1, g2 Rθ2)= e−inθ1 Km,n(g1, g2)eimθ2,

and so it defines an integral operator that maps weight m forms to weight n forms. Denote by Sm
⊂

L2(0\ PSL2(R)) the space of weight m forms and by Sm
cusp the space of weight m forms in L2

cusp(SX).
We first recall the following result regarding the decomposition of Km,m .

Theorem 5.6 [Hejhal 1976]. The integral kernel

Km,m(g1, g2)−
1

4π

∫
∞

−∞

h(k,m,m, t)Em
(
g1,

1
2 + i t

)
Em
(
g2,

1
2 + i t

)
dt

defines a compact operator Sm
cusp → Sm

cusp that acts trivially on 2. (Here h(k,m,m, t) is given by (5-4).)

We define Ea to be (E+)a if a > 0, and (E−)|a| if a < 0. We have

Ea = (−E)−a,

which follows directly from (3-2). Let cm,n be given by

En−m Em(g, s)= cm,n(s)En(g, s).

Observe that

En−m yse−imθ
= cm,n(s)yse−inθ ,

and that

cm,n
( 1

2 + i t
)
= cn,m

( 1
2 + i t

)
(5-6)

for t ∈ R.

Theorem 5.7. For m, n ∈ 2Z,

Km,n(g1, g2)−
1

4π

∫
∞

−∞

h(k,m, n, t)En
(
g1,

1
2 + i t

)
Em
(
g2,

1
2 + i t

)
dt

defines a compact operator Sm
cusp → Sn

cusp that acts trivially on 2.
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Proof. Note that ∫
Em−n

g2
(K (g1, g2) f (g2)) dg2 = 0

for every g1, m ̸= n, and f ∈ C∞

0 (0\ PSL2(R)). Hence

TK Em−n
: C∞

0 (0\ PSL2(R))→ C∞

0 (0\ PSL2(R))

is an integral operator with the integral kernel

K ′(g1, g2)=

∑
γ∈0

k ′(g−1
1 γ g2),

where

k ′(g)= (−E)m−nk(g)= En−mk(g).

Then by Theorem 5.6, we see that

K ′′(g1, g2)= K ′

n,n(g1, g2)−
1

4π

∫
∞

−∞

h(k ′, n, n, t)En
(
g1,

1
2 + i t

)
En
(
g2,

1
2 + i t

)
dt

defines a compact operator TK ′′ : Sn
cusp → Sn

cusp that acts trivially on 2. Note that∫
∞

−∞

h(k ′, n, n, t)En
(
g1,

1
2 + i t

)
En
(
g2,

1
2 + i t

)
dt

=

∫
∞

−∞

h(k ′, n, n, t)

cm,n(1/2 + i t)
En
(
g1,

1
2 + i t

)
En−m Em

(
g2,

1
2 + i t

)
dt.

Let

K ′′′(g1, g2) := Km,n(g1, g2)−
1

4π

∫
∞

−∞

h(k ′, n, n, t)

cm,n(1/2 + i t)
En
(
g1,

1
2 + i t

)
Em
(
g2,

1
2 + i t

)
dt.

Note that

TK ′′ = TK ′′′ ◦ Em−n.

Firstly, since Em−n does not annihilate the Eisenstein series, TK ′′′ acts trivially on 2.
If m > n ≥ 0 or m < n ≤ 0, then as a map Sn

cusp → Sm
cusp, ker(Em−n) is empty, and we may decompose

Sm
cusp as

Sm
cusp = ℑ(Em−n)⊕ R,

where R is a finite dimensional subspace of Sm
cusp spanned by modular forms of weight > n and their

images under raising operators in Sm
cusp. Note that

(Em−n)−1
: ℑ(Em−n)→ Sn

cusp
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is a bounded operator, hence

TK ′′′ |I m(Em−n) = TK ′′ ◦ (Em−n)−1

is a compact operator. This implies that TK ′′′ is a direct sum of a compact operator and finite dimensional
linear operator, which is a compact operator.

If n > m ≥ 0 or n < m ≤ 0, then Em−n
: Sn

cusp → Sm
cusp is surjective, and so we may define a bounded

operator

(Em−n)−1
: Sm → (ker(Em−n))⊥

from which it follows that

TK ′′′ = TK ′′ ◦ (Em−n)−1

is a compact operator.
If n > 0> m or m > 0> n, then we further decompose TK ′′ to

Sn
cusp

E−n
−→ S0

cusp
Em
−→ Sm

cusp
TK ′′′

−→ Sn
cusp,

and then combine the above arguments to see that TK ′′ is a compact operator.
Finally, observe that

h(k ′, n, n, t)=

∫
PSL2(R)

(En−mk(g))y
1
2 +i t einθ dg = cn,m

( 1
2 + i t

) ∫
PSL2(R)

k(g)y
1
2 +i t eimθ dg,

and we complete the proof using (5-6). □

5C. General case. We are now ready to describe Selberg’s pretrace formula for PSL2(R).

Theorem 5.8. For k ∈ C∞

0 (PSL2(R)), let K be the integral kernel on SX defined by

K (g1, g2)=

∑
γ∈0

k(g1, γ g2).

Then we have

K (g1, g2)=
9
π4

∫∫
K (g1, g2) dg1 dg2 +

∑
e≥0
2 | e

de∑
j=1

∑
m,n∈2Z
|m|,|n|≥e

h(k,m, n, π e
j )φ

e
j,n(g1)φ

e
j,m(g2)

+
1

4π

∑
m,n∈2Z

∫
∞

−∞

h(k,m, n, t)En
(
g1,

1
2 + i t

)
Em
(
g2,

1
2 + i t

)
dt,

where π e
j is the irreducible unitary representation of PSL2(R) associated to φe

j .
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Proof. We first note from (5-2) and (5-5) that

Km,n(g1, g2)=

∑
γ∈0

1
4π2

∫ 2π

0

∫ 2π

0
k(Rθ ′

1
g−1

1 γ g2 Rθ ′

2
)e−inθ ′

1−imθ ′

2 dθ ′

1 dθ ′

2

=
1

4π2

∫ 2π

0

∫ 2π

0

∑
γ∈0

k(R−θ ′

1
g−1

1 γ g2 Rθ ′

2
)einθ ′

1−imθ ′

2 dθ ′

1 dθ ′

2

=
1

4π2

∫ 2π

0

∫ 2π

0
K (g1 Rθ ′

1
, g2 Rθ ′

2
)einθ ′

1−imθ ′

2 dθ ′

1 dθ ′

2

=
1

4π2

∫ 2π

0

∫ 2π

0
K ((x1, y1, θ

′

1), (x2, y2, θ
′

2))e
inθ ′

1−imθ ′

2 dθ ′

1 dθ ′

2e−inθ1+imθ2 .

Therefore, we have the Fourier expansion of K ,

K (g1, g2)=

∑
n,m∈2Z

Km,n(g1, g2),

where the summation is uniform for g1 and g2 in compacta.
We infer from Theorem 5.7 that

Km,n(g1, g2)−
1

4π

∫
∞

−∞

h(k,m, n, t)En
(
g1,

1
2 + i t

)
Em
(
g2,

1
2 + i t

)
dt

defines a compact operator acting on Lcusp that acts trivially on 2. Because it only acts nontrivially on
weight m forms, we see that

Km,n(g1, g2)−
1

4π

∫
∞

−∞

h(k,m, n, t)En
(
g1,

1
2 + i t

)
Em
(
g2,

1
2 + i t

)
dt

=
9
π4

∫∫
Km,n(g1, g2) dg1 dg2 +

min{|m|,|n|}∑
e≥0
2 | e

de∑
j=1

h(k,m, n, π e
j )φ

e
j,n(g1)φ

e
j,m(g2),

where we used (5-1), and the fact that∫
∞

−∞

h(k,m, n, t)En
(
g1,

1
2 + i t

)
Em
(
g2,

1
2 + i t

)
dt

acts trivially on L2
cusp. Note that the integral on the right-hand side of the equation vanishes unless

m = n = 0, in which case it is identical to

9
π4

∫∫
K (g1, g2) dg1 dg2. □

5D. Proof of Theorem 1.4. We now present a proof of Theorem 1.4. By Theorem 5.8, we have
1

l(Cd1)l(Cd2)

∫
Cd2

∫
Cd1

K (s1, s2) ds1 ds2 = M + D +
1

4π
E,
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where

M =
9
π4

∫∫
K (g1, g2) dg1 dg2,

D =

∑
e≥0
2 | e

de∑
j=1

∑
m,n∈2Z
|m|,|n|≥e

h(k,m, n, π e
j )
µd1(φ

e
j,n)

l(Cd1)

µd2(φ
e
j,m)

l(Cd2)

=

∑
e≥0
4 | e

de∑
j=1

µd1(φ
e
j )

l(Cd1)

µd2(φ
e
j )

l(Cd2)

∑
m,n∈4Z
|m|,|n|≥e

h(k,m, n, π e
j )η

e
j (φ

e
j,n)η

e
j (φ

e
j,m),

and

E =

∑
m,n∈2Z

∫
∞

−∞

h(k,m, n, t)
µd1(En( · , 1/2 + i t))

l(Cd1)

µd2(Em( · , 1/2 + i t))
l(Cd2)

dt

=

∑
m,n∈4Z

∫
∞

−∞

h(k,m, n, t)
µd1(E0( · , 1/2 + i t))

l(Cd1)

µd2(E0( · , 1/2 + i t))
l(Cd2)

η
(
n, 1

2 + i t
)
η
(
m, 1

2 + i t
)
dt.

For D with e > 0, we use (4-2), (4-5), Lemma 5.3 with N1 = N2 = 5, and (4-10) to see that∑
e>0
4 | e

de∑
j=1

µd1(φ
e
j )

l(Cd1)

µd2(φ
e
j )

l(Cd2)

∑
m,n∈4Z
|m|,|n|≥e

h(k,m, n, π e
j )η

e
j (φ

e
j,n)η

e
j (φ

e
j,m)

≪ϵ

∑
e>0
4 | e

e6.8(d1d2)
−25/512+ϵ

∑
m,n∈4Z
|m|,|n|≥e

|m|
−5

|n|
−5

∥k∥W 10,∞

≪ (d1d2)
−25/512+ϵ

∥k∥W 10,∞ .

For D with e = 0, we use (4-1), (4-6), Lemma 5.5 with N1 = N2 = 2 and N3 = 4, and (4-10) to see that

∞∑
j=1

µd1(φ
0
j )

l(Cd1)

µd2(φ
0
j )

l(Cd2)

∑
m,n∈4Z

h(k,m, n, π0
j )η

0
j (φ

0
j,n)η

0
j (φ

0
j,m)

≪ϵ

∞∑
j=1

(d1d2)
−25/512+ϵ

|t j |
3/2

∑
m,n∈4Z

(1 + |m|)−2(1 + |n|)−2(1 + |t j |)
−4

∥k∥W 8,∞

≪ (d1d2)
−25/512+ϵ

∥k∥W 8,∞ .

For E , we use (4-3), (4-9), Lemma 5.5 with N1 = N2 = 2 and N3 = 3, and (4-10) to see that∑
m,n∈4Z

∫
∞

−∞

h(k,m, n, t)
µd1(E0( · , 1/2 + i t))

l(Cd1)

µd2(E0( · , 1/2 + i t))
l(Cd2)

η
(
n, 1

2 + i t
)
η
(
m, 1

2 + i t
)

dt

≪ϵ

∑
m,n∈4Z

∫
∞

−∞

(d1d2)
−1/16+ϵ(1 + |m|)−2(1 + |n|)−2(|t | + 1)−2

∥k∥W 7,∞ dt

≪ (d1d2)
−1/16+ϵ

∥k∥W 7,∞ .
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Now observe that∫∫
K (g1, g2) dg1 dg2 =

∫
SX

∫
SH

k(g−1
1 g2) dg2 dg1 =

π2

3

∫
SH

k(g) dg,

and so
M =

3
π2

∫
SH

k(g) dg.

So far, we proved the following:

Theorem 5.9. For any k ∈ C∞

0 (SH), we have

1
l(Cd1)l(Cd2)

∫
Cd2

∫
Cd1

K (s1, s2) ds1 ds2 =
3
π2

∫
SH

k(g) dg + Oϵ((d1d2)
−25/512+ϵ

∥k∥W 10,∞).

Remark 5.1. Note that this is not the same as equidistribution of Cd1 × Cd2 in SX × SX. For instance, if
we replace K with any compactly supported smooth function in SX × SX, then the equality may not hold
when d1 is fixed and d2 tends to ∞.

In order to prove Theorem 1.4, we make specific choices of k in Theorem 5.9. We let K1 and K2 to
be the kernel corresponding to k = mθ1,θ2

δ and k = Mθ1,θ2
δ defined in Lemma 2.4, respectively. Then by

Lemma 2.4, we have

1
l(Cd1)l(Cd2)

∫
Cd2

∫
Cd1

K1(s1, s2) ds1 ds2 ≤
1

l(Cd1)l(Cd2)

∫
Cd2

∫
Cd1

K θ1,θ2
δ (s1, s2) ds1 ds2

≤
1

l(Cd1)l(Cd2)

∫
Cd2

∫
Cd1

K2(s1, s2) ds1 ds2,

while we know from Lemma 2.6 that∫
Cd2

∫
Cd1

K θ1,θ2
δ (s1, s2) ds1 ds2 = 4δ2 Iθ1,θ2(Cd1,Cd2).

We now apply Theorem 5.9 and Lemma 2.4 to see that

1
l(Cd1)l(Cd2)

∫
Cd2

∫
Cd1

Ki (s1, s2) ds1 ds2 =
3
π2 (cos θ1 − cos θ2)δ

2(1 + O(ε))+ Oϵ((d1d2)
−25/512+ϵε−10).

Therefore, we have

Iθ1,θ2(Cd1,Cd2)

l(Cd1)l(Cd2)
=

3
π2 (cos θ1 − cos θ2)(1 + O(δ2))(1 + O(ε))+ Oϵ((d1d2)

−25/512+ϵε−10δ−2),

and by choosing δ2
= ε = (d1d2)

−25/6144, we complete the proof of Theorem 1.4.

Appendix: Jacobian computation

Recall that 9 : AKA → SL2(R) is given by

(t1, ϕ, t2) 7→

(
et1/2 0

0 e−t1/2

)
R ϕ

2

(
e−t2/2 0

0 et2/2

)
=

(
e(t1−t2)/2 cos ϕ2 −e(t1+t2)/2 sin ϕ

2
e(−t1−t2)/2 sin ϕ

2 e(t2−t1)/2 cos ϕ2

)
.
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In this section, we compute the pullback of dV = dx dy dθ/y2 under 9. We start with the identity(
e(t1−t2)/2 cos ϕ2 −e(t1+t2)/2 sin ϕ

2
e(−t1−t2)/2 sin ϕ

2 e(t2−t1)/2 cos ϕ2

)
= n(x)a(y)Rθ =

(
∗ ∗

sin θ
√

y
cos θ
√

y

)
.

By comparing the image of i ∈ H, we have

x + iy =
e(t1−t2)/2 cos ϕ2 i − e(t1+t2)/2 sin ϕ

2

e(−t1−t2)/2 sin ϕ
2 i + e(t2−t1)/2 cos ϕ2

,

and for simplicity, we write this as A
B . By comparing the second row of each matrix, we have

eiθ

√
y

= B.

From a quick computation, we see that

At1 =
A
2
, Bt1 =−

B
2
, At2 =

A
2
, Bt2 =

B
2
, Aϕ=−

et1

2
B, Bϕ=

e−t1

2
A, ℑAB =1, y =

1
|B|2

.

We use these to express the Jacobian matrix in terms of A and B as follows:

∂(x, y, θ)
∂(t1, t2, ϕ)

=


Re A

B ℑ
1

B2 Re
(
−

et1

2 −
e−t1

2
A2

B2

)
ℑ

A
B − Re 1

B2 ℑ
(
−

et1

2 −
e−t1

2
A2

B2

)
0 1

2ℑ
B
B

e−t1

2|B|2

 .
From this, we have

1
y2

∣∣∣∣ ∂(x, y, θ)
∂(t1, t2, ϕ)

∣∣∣∣= |B|
4
∣∣∣∣ ∂(x, y, θ)
∂(t1, t2, ϕ)

∣∣∣∣
=

∣∣∣∣−1
2 e−t1 Re

(
A
B

)
+

1
4ℑ(B2)ℑ

(
AB
(

et1 + e−t1 A2

B2

))∣∣∣∣
=

∣∣∣∣et1

2
ℑ(B2)+

e−t1

4|B|2
(−2 Re(AB)− |A|

2
ℑ(B2))

∣∣∣∣.
Now we use the definition of A and B to compute each term explicitly as follows

2 Re(AB)= −(et2 + e−t1) sinϕ

et1ℑ(B2)= sinϕ

e−t1 |A|
2
= et2 sin2 ϕ

2
+ e−t2 cos2 ϕ

2

et1 |B|
2
= e−t2 sin2 ϕ

2
+ et2 cos2 ϕ

2
,

and so
1
y2

∣∣∣∣ ∂(x, y, θ)
∂(t1, t2, ϕ)

∣∣∣∣= 1
2 |sinϕ|.

Therefore, we conclude that
dV =

1
2 |sinϕ| dt1 dt2 dϕ. (A-1)
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JEFFREY D. ACHTER, S. ALI ALTUĞ, LUIS GARCIA and JULIA GORDON

1281The log product formula
LEO HERR

1325Intersecting geodesics on the modular surface
JUNEHYUK JUNG and NASER TALEBIZADEH SARDARI

A
lgebra

&
N

um
ber

Theory
2023

Vol.17,
N

o.7


	 vol. 17, no. 7, 2023
	Masthead and Copyright
	01
	1. Introduction
	2. Background
	2A. The Kottwitz formula
	2B. Structure of the centralizer
	2C. The Steinberg quotient
	2D. Truncations
	2E. Measures and integrals

	3. Conjugacy
	3A. Integral conjugacy
	3B. Stable (twisted) conjugacy

	4. Ratios
	4A. Definitions
	4B. From ratios to integrals
	4C. Calculation at p

	5. The product formula
	5A. Tamagawa measure
	5B. The measure mu^tama versus geometric measure
	5C. Proof of Theorem A

	6. Complements
	6A. nu_infty
	6A1. Weyl discriminants
	6A2. Elliptic curves
	6A3. Polynomial discriminants

	6B. nu_ell
	6B1. Zeta functions
	6B2. Elliptic curves
	6B3. Abelian varieties with maximal Frobenius order

	6C. nu_p
	6D. Explicit examples
	6D1. g=1
	6D2. g=4

	6E. Level structure
	6E1. Product formula
	6E2. Principal level structure


	7. gl_2 reconsidered
	7A. Assertions at p
	7B. From point counts to measure
	7C. From geometric measure to canonical measure

	Appendix
	A1. Computation of Tder
	A2. Computation of the first cohomology group of the character lattice
	A3. Case g odd
	A4. The case K/Q cyclic
	A5. Case g=2
	A6. Computing the Tamagawa numbers with SageMath
	A7. The numerator in Ono's formula: general case

	Acknowledgements
	References

	02
	0. Introduction
	The log product formula
	Log normal cones
	Pushforward and Gysin pullback
	Context and motivation
	Conventions

	1. Preliminaries and the log normal sheaf
	2. Properties of the log normal cone
	3. Log intersection theory
	4. The log Costello formula
	5. The product formula
	Acknowledgments
	References

	03
	1. Introduction
	1A. Intersecting two closed geodesics

	2. The modular intersection kernel
	2A. Parametrization
	2B. Preliminary estimates
	2C. Intersection numbers

	3. Spectral theory
	3A. Spectral expansion

	4. Effective equidistribution
	4A. Invariant linear form
	4B. Period integrals
	4B1. Holomorphic cusp forms
	4B2. Maass forms
	4B3. Eisenstein series

	4C. Proof of Theorem 1.3
	4D. Proof of Theorem 1.1

	5. Selberg's pretrace Formula for PSL2(R)
	5A. Cuspidal spectrum
	5A1. Principal series representation of SL2(R)

	5B. Continuous spectrum
	5C. General case
	5D. Proof of 0=theorem.141=Theorem 1.4

	Appendix: Jacobian computation
	References

	Guidelines for Authors
	Table of Contents

