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#### Abstract

We consider the degree sequences of the tame automorphisms preserving an affine quadric threefold. Using some valuative estimates derived from the work of Shestakov and Umirbaev and the action of this group on a CAT(0), Gromov-hyperbolic square complex constructed by Bisi, Furter and Lamy, we prove that the dynamical degrees of tame elements avoid any value strictly between 1 and $\frac{4}{3}$. As an application, these methods allow us to characterize when the growth exponent of the degree of a random product of finitely many tame automorphisms is positive.


## Introduction

Fix a projective variety $X$ of dimension $n$ defined over an algebraically closed field $k$ of characteristic zero and a rational map $f$ on $X$. We are interested in the complexity associated to the dynamical system induced by $f$, more precisely on the growth of the degrees of the $p$-fold composition $f^{p}=f \circ \cdots \circ f$. This general problem was addressed in the work of Russakovski and Shiffman [1997] when $X=\mathbb{P}^{n}$ in which they related the asymptotic behavior of the images by $f$ of the linear subvarieties of $\mathbb{P}^{n}$ with the degree sequences. The asymptotic ratios of these sequences, denoted $\lambda_{i}(f)$ for $i \leqslant n$, and referred as dynamical degrees, control the topological entropy of those maps [Dinh and Sibony 2005] and are crucial for the construction of an invariant measure of maximal entropy [Bedford and Smillie 1992; Bedford and Diller 2005; Guedj 2005].

When $f$ is a birational surface map, the situation is completely classified [Blanc and Cantat 2016; Cantat 2011; Diller and Favre 2001; Gizatullin 1980]. For general rational maps on surfaces, the behavior of the degree is known for morphisms of the affine plane [Favre and Jonsson 2011] and when $\lambda_{1}(f)^{2}>\lambda_{2}(f)$ [Boucksom et al. 2008].

From the dimension three on, only the degree growth of monomial maps [Favre and Wulcan 2012; Lin 2012], regular morphisms, pseudoautomorphisms [Bedford 2015; Oguiso and Truong 2014; 2015; Truong 2016; 2017], birational maps on hyperkähler varieties [Lo Bianco 2019], dominant rational maps satisfying $\lambda_{1}(f)^{2}>\lambda_{2}(f)$ [Dang and Favre 2021] and sporadic examples [Abarenkova et al. 1999a; 1999b; Anglès d'Auriac et al. 2006; Bedford and Truong 2010; Bedford and Kim 2014] were studied. Recently, new constraints on slow degree growth appeared for polynomial maps of the affine space [Urech

[^0]2018], birational mappings [Cantat and Xie 2020] and nonregularizable birational transformations [Lonjou and Urech 2021], however the general problem of understanding the degree of the iterates of birational transformations of $\mathbb{P}^{3}$ remains open. The main reason is that we usually rely on the construction of a good birational model (e.g., an algebraically stable model in the sense of Fornaess and Sibony [1995]) to find the degree sequences, but the structure of the set of birational models of threefolds is far more complicated than its analog for surfaces. It is thus natural to ask whether we can find a large class of birational transformations of $\mathbb{P}^{3}$ for which this sequence is fully understood.

A first natural choice would be the group of polynomial automorphisms of the three dimensional affine space. Even though there has been some recent work on particular subgroups of this group [Lamy 2019; Lamy and Przytycki 2021; Wright 2015], their dynamical degrees were computed explicitly for degree 2 maps [Maegawa 2001], for degree 3 maps [Blanc and van Santen 2019]. Recently, the author proved with C. Favre that the dynamical degrees of polynomial automorphisms of $A^{3}$ are all algebraic numbers [Dang and Favre 2021]. However, the problem of classifying all the dynamical degrees and all the possible degree growths remain open. We have thus turned our attention to a simpler situation, namely the subgroup of tame automorphisms of the affine quadric threefold.

We denote by $(x, y, z, t)$ the affine coordinates in $\mathbb{A}^{4}$ and consider the affine quadric $\mathcal{Q}$ given by

$$
\mathcal{Q}=V(x t-y z-1) .
$$

Observe that the Picard group of the closure $\overline{\mathcal{Q}}$ of $\mathcal{Q}$ in $\mathbb{P}^{4}$ is generated by $H=c_{1}\left(\mathcal{O}(1){ }_{\mid \overline{\mathcal{Q}}}\right)$ so that one can define the algebraic degree of an automorphism by

$$
\operatorname{deg}(f):=\operatorname{deg}_{1}(f)=\left(\pi_{1}^{*} H^{2} \cdot \pi_{2}^{*} H\right)
$$

where $\pi_{1}$ and $\pi_{2}$ are the projections of the graph of the birational map induced by $f$ in $\overline{\mathcal{Q}} \times \overline{\mathcal{Q}}$ onto the first and the second factor respectively. Observe that by definition $\operatorname{deg}_{2}(f)=\left(\pi_{1}^{*} H \cdot \pi_{2}^{*} H^{2}\right)=\operatorname{deg}\left(f^{-1}\right)$ since $f$ is an automorphism.

The group of automorphism naturally contains the subgroup $O_{4} \subset G L_{4}(k)$ of linear maps of $\mathbb{A}^{4}$ preserving the quadric $Q$. The subgroup of tame automorphisms, denoted $\operatorname{Tame}(\mathrm{Q})$, is defined as the subgroup generated by $O_{4}$ and transformations induced by

$$
(x, y, z, t) \mapsto(x, y, z+x P(x, y), t+y P(x, y))
$$

with $P \in k[x, y]$.
Theorem 1. Let $f$ be a tame automorphism, then one of the following possibilities occur:
(i) The sequence $\left(\operatorname{deg}\left(f^{n}\right), \operatorname{deg}\left(f^{-n}\right)\right)$ is bounded. Moreover, $f$ is conjugated to an element of $O_{4}$ or $f^{2}$ is conjugated to an automorphism of the form

$$
\begin{aligned}
& (x, y, z, t) \mapsto\left(a x, b y+x R(x), b^{-1} z+x P(x, y), a^{-1}(t+y P(x, y)+z R(x)+x R(x) P(x, y))\right) \\
& \text { with } a, b \in k^{*}, P \in k[x, y] \text { and } R \in k[x] .
\end{aligned}
$$

(ii) There exists a constant $C>0$ such that

$$
\frac{1}{C} n \leqslant \operatorname{deg}\left(f^{\epsilon n}\right) \leqslant C n,
$$

for all $\epsilon \in\{+1,-1\}$ and $f$ is conjugated to an automorphism of the form

$$
(x, y, z, t) \mapsto\left(a x, b^{-1}(z+x R(x)), b(y+x P(x) z), a^{-1}\left(t+z^{2} P(x)+y R(x)+x z P(x) R(x)\right)\right)
$$

with $a, b \in k^{*}, R \in k[x]$ and $P \in k[x] \backslash k$.
(iii) The sequences $\operatorname{deg}\left(f^{n}\right)$ and $\operatorname{deg}\left(f^{-n}\right)$ grow at least exponentially and there exists a constant $C(f)>$ 0 such that

$$
\min \left(\operatorname{deg}\left(f^{-n}\right), \operatorname{deg}\left(f^{n}\right)\right) \geqslant C(f)\left(\frac{4}{3}\right)^{n} .
$$

Theorem 1 is a first step towards an understanding of the dynamical degrees of these particular automorphisms.

Corollary 2. The following inclusion is satisfied:

$$
\left\{\lambda_{1}(f) \mid f \in \operatorname{Tame}(\mathrm{Q})\right\} \subset\{1\} \cup\left[\frac{4}{3},+\infty[.\right.
$$

This result is reminiscent of a theorem of Blanc and Cantat [2016, Corollary 2.7] stating that the set of first dynamical degrees of any birational surface maps is included in $\{1\} \cup\left[\lambda_{L}, \infty\right)$ where $\lambda_{L} \simeq 1.176280$ denotes the Lehmer number. We conjecture however that the gap should be bigger and that there should be no dynamical degree of Tame $(\mathrm{Q})$ in the interval $] 1,2[$. The verification of such a conjecture would suggest that the dynamical degrees of tame automorphisms of the quadric are always integers.

Another immediate consequence of Theorem 1 is the following corollary.
Corollary 3. Any tame automorphism $f \in \operatorname{Tame}(\mathrm{Q})$ satisfying $\lambda_{1}(f)=1$ preserves a fibration or belongs to $O_{4}$ and both sequences $\operatorname{deg}\left(f^{n}\right), \operatorname{deg}\left(f^{-n}\right)$ are either bounded or linear.

The above result gives a positive answer to a question by Urech [2018, Question 4] in this special situation.

The proof of Theorem 1 exploits extensively the structure of the group of tame automorphisms. We use the natural action of $\operatorname{Tame}(\mathrm{Q})$ on a square complex $\mathcal{C}$ which was introduced and studied by Bisi, Furter and Lamy [Bisi et al. 2014]. This action is faithful, transitive on squares, and isometric. The complex $\mathcal{C}$ plays the same role for $\operatorname{Tame}(\mathrm{Q})$ as the Bass-Serre tree for $\operatorname{Aut}\left[k^{2}\right]$.

One of the main result of [Bisi et al. 2014] is that $\mathcal{C}$ is a geodesic space which is both $\operatorname{CAT}(0)$ and Gromov-hyperbolic. As a result, a tame automorphism induces an action on the complex which is rather constrained: either it is elliptic and fixes a vertex in the complex $\mathcal{C}$; or it is hyperbolic and acts by translation on an invariant geodesic line.

Using an explicit description of the stabilizer subgroups of each vertices, we compute the degree sequences of all elliptic tame automorphisms.

The crucial point of the proof is the study in Section 5 of the degree growth of hyperbolic automorphisms. In this case, we show that the sequence of degrees is bounded from below by $C\left(\frac{4}{3}\right)^{n}$ for some positive constant $C>0$ and where $n$ depends on the distance of translation on an invariant geodesic line. Let us state a weaker statement which summarizes the overall idea of our proof and which relates the degree with the displacement by $f$ of a vertex $v_{0}$ fixed by the linear group.

Theorem 4. For any tame automorphisms $f \in \operatorname{Tame}(\mathrm{Q})$ for which $f$ is not in $O_{4}$, the following inequality holds:

$$
\log (\operatorname{deg}(f)) \geqslant \frac{\log (4 / 3)}{2 \sqrt{2}} d_{\mathcal{C}}\left(f \cdot v_{0}, v_{0}\right)-2 \log \left(\frac{4}{3}\right)
$$

where $d_{\mathcal{C}}$ denotes the distance in the complex.
This phenomenon already appears in the case of plane automorphisms since one can bound from below the logarithm of the degree of a plane automorphism by $\log (2)$ multiplied by the distance between two vertices in the Bass-Serre tree associated to the group Aut $\left(\mathbb{A}^{2}\right)$. Also in the case of $\operatorname{Bir}\left(\mathbb{P}^{2}\right)$, there is a relationship between the degree and the distance on a suitable hyperbolic space. The above result does not imply Theorem 1 and one needs to prove a more refined statement to obtain that the degree of $f^{n}$ is indeed larger than $\left(\frac{4}{3}\right)^{n}$. Let us explain how this is done.

Let $f \in \operatorname{Tame}(\mathbf{Q})$ be any hyperbolic automorphism. First we show that by conjugating with an appropriate automorphism, we can suppose that $v_{0}$ lies at distance $\leq 2$ of an $f$-invariant geodesic line. Suppose that $v_{0}$ is contained in an invariant geodesic of $f$. Our goal is to prove that

$$
\begin{equation*}
\operatorname{deg}\left(f^{n}\right) \geqslant\left(\frac{4}{3}\right)^{d_{\mathcal{C}}\left(v_{0}, f^{n} \cdot v_{0}\right)} \text { for all } n \in \mathbb{N} . \tag{1}
\end{equation*}
$$

The sequence of large squares (i.e., isometric to $[0,2]^{2}$ ) cut by the geodesic segment $\left[v_{0}, f^{n} \cdot v_{0}\right]$ allows us to write

$$
\begin{equation*}
f^{n}=g_{p} \circ g_{p-1} \cdots \circ g_{1} \tag{2}
\end{equation*}
$$

as a composition of elementary automorphisms and linear transformations (in $O_{4}$ ) preserving the quadric. This decomposition is not unique in general and ideally, one would hope to prove that the degree is multiplicative so that $\operatorname{deg}\left(f^{n}\right) \geq \prod_{i=1}^{p} \operatorname{deg}\left(g_{i}\right)$. The obstruction to this property is the presence of resonances, which are explained as follows. Two regular functions $P, R \in k[Q]$ are resonant if there exists $\lambda \in k^{*}$ and two integers $p, q$ such that $\operatorname{deg}\left(P^{p}-\lambda R^{q}\right)<p \operatorname{deg}(P)=q \operatorname{deg}(R)$ and they are called critical if $p=1$ or $q=1$.

When these resonances are not critical, we show that one can apply the so-called parachute inequalities (recalled in Section 4E) to deduce (1). These inequalities are elementary valuative estimates on the values of partial derivatives of suitable polynomials, and are derived from the proof of Nagata's conjecture by Shestakov and Umirbaev; see [Kuroda 2016; Lamy and Vénéreau 2013; Shestakov and Umirbaev 2003].

To get around the appearance of critical resonances, we exploit the structure of the tame group to prove that $f^{n}$ always admits an appropriate factorization for which the parachute inequalities can be applied
inductively. In other words, we write $f^{n}=g_{p}^{\prime} \circ \cdots \circ g_{1}^{\prime}$ where $g_{i}^{\prime}$ are tame automorphisms such that for each $i \leqslant p, g_{i+1}^{\prime}$ and $\left(g_{i}^{\prime} \circ \cdots \circ g_{1}^{\prime}\right)$ do not have critical resonances.

Using the correspondence between the factorizations of $f$ and the sequences of large squares cut out by the invariant geodesic, we are reduced to proving that one can modify inductively our initial sequence of large squares to avoid critical resonances. The essential point is to choose a valuation $v$ of monomial type (i.e., with different weights on the coordinate axis $x, y, z, t$ ) such that one of the vertex of our initial large square has $v$-value strictly less than the three others. The dissymmetry induced by $v$ will be propagated along any sequence of squares following our geodesic. We then argue that this minimality property on each large square allows us to choose another square with no critical resonances. As a result, the core of our approach relies deeply on the structure of the tame group which is reflected by the geometric properties of the square complex. Our proof is presented using purely combinatorial arguments.

In the last part of this paper, we shall give a random version of Theorem 1. Consider a finitely generated subgroup $G$ of the tame group and an atomic probability measure $\mu$ on $G$ such that

$$
\int_{G} \log (\operatorname{deg}(g)) d \mu(g)<+\infty .
$$

The random walk on $G$ with transition law $\mu$ is the Markov chain starting at Id with transition law $\mu$. The state of the Markov chain $g_{n}$ at the time $n$ is equal to the product of $n$ independent, identically distributed random variable on $G$ with distribution law $\mu$. Its distribution law $v_{n}$ is the $n$-fold convolution of $\mu$. Since the degree is submultiplicative, Kingman's subadditivity asserts that the degree exponents given by

$$
\lambda_{1}(\mu):=\limsup _{n \rightarrow+\infty} \frac{1}{n} \int_{G} \log (\operatorname{deg}(g)) d v_{n}(g) \quad \text { and } \quad \lambda_{2}(\mu):=\limsup _{n \rightarrow+\infty} \frac{1}{n} \int_{G} \log \left(\operatorname{deg}\left(g^{-1}\right)\right) d v_{n}(g)
$$

are finite. These numbers measure the complexity of our random walk and one recovers the first and second dynamical degrees of $f$ when $\mu$ is equal to the Dirac measure at $f$.

Since the degree is equal to the norm of the pullback operator induced by $f$ on the Neron-Severi group of the quadric, these quantities play the same role as the Lyapounov exponents of a random products of matrices [Furstenberg 1963; Furstenberg and Kesten 1960] for this group and the existence of these exponents can thus be interpreted as a law of large number [Benoist and Quint 2016, Theorem 0.6].

We now state the following result on the behavior of any symmetric random walks on this particular group.

Theorem 5. Let $G$ be a finitely generated subgroup of the tame group and let $\mu$ be a symmetric atomic measure on $G$ satisfying the condition

$$
\int_{G} \log (\operatorname{deg}(g)) d \mu(g)<+\infty
$$

Then the degree exponents $\lambda_{1}(\mu)=\lambda_{2}(\mu)$ are positive if and only if $G$ contains two automorphisms with dynamical degree strictly larger than 1 generating a free group of rank 2.

Moreover, we also obtain the following classification.

Corollary 6. When $\lambda_{1}(\mu)=\lambda_{2}(\mu)=0$ then $G$ satisfies one of the following properties:
(i) The group $G$ is conjugated to a subgroup of the linear group $O_{4}$.
(ii) There exists a $G$-equivariant morphism $\varphi: Q \rightarrow \mathbb{A}^{2} \backslash\{(0,0)\}$ where $G$ acts on $\mathbb{A}^{2} \backslash\{(0,0)\}$ linearly.
(iii) The group $G$ contains an automorphism $h$ with $\lambda_{1}(h)>1$ and there exists an integer $M$ such that any automorphism $f \in G$ can be decomposed into $g \circ h^{p}$ where $p$ is an integer and $g$ has a degree bounded by $M$.
(iv) There exists a $G$-equivariant morphism $\varphi: Q \rightarrow \mathbb{A}^{1}$ where $G$ acts on $\mathbb{A}^{1}$ by multiplication and any automorphism of $G$ has dynamical degree 1 .

In other words, the degree exponents detect whenever the random walk has a chaotic behavior.
These last two results essentially follow from a classification of the finitely generated subgroups of the tame group and a theorem due to Maher and Tiozzo [2018, Theorem 1.2] which asserts that a random walk on a subgroup $G$ of isometries of a CAT(0) space will drift to the boundary whenever $G$ contains two noncommuting hyperbolic elements. When this happens, we obtain using Theorem 4 that the degree exponent is bounded below by a multiplicative factor of the drift and is thus positive. Otherwise, we prove that $G$ preserves a vertex in the complex or a geodesic line. We then determine the degree sequences explicitly and conclude.

If we pursue the analogy with the random walk on groups, it is natural to ask whether one can obtain a central limit theorem analog to the one for random products of matrices [Benoist and Quint 2016, Theorem 0.7] or for random products of mapping classes [Dahmani and Horbez 2018]. We state it as follows.

Conjecture 7. Take $\mu$ a symmetric atomic measure on the tame group. Then the limit

$$
\sigma^{2}:=\lim _{n \rightarrow+\infty} \frac{1}{n} \int_{G}(\log \operatorname{deg}(g)-\lambda(\mu) n)^{2} d v_{n}(g)
$$

exists where $v_{n}=\mu^{* n}$ denotes the $n$-fold convolution of $\mu$ and the sequence of random variables

$$
\frac{\log \operatorname{deg}\left(g_{n}\right)-\lambda(\mu) n}{\sqrt{n}}
$$

converges to the normal distribution law $\mathcal{N}\left(0, \sigma^{2}\right)$.
Structure of the paper. In Section 1, we recall some general facts on the tame group and then review in Section 2 the construction of the associated square complex. In Section 3, we focus on the global properties of the complex and exploit them to describe the degree sequences of particular automorphisms whose action fix a vertex on the complex. We then state in Section 4 the main valuative estimates needed for our proofs of Theorems 1 and 4 which are presented in Section 5. Finally, we apply the previous result to deduce Theorem 5 and Corollary 6 in the last section.


Figure 1. Vertical and horizontal lines in $H_{\infty}$.

## 1. General facts on the tame group of the quadric

We work over an algebraically closed field $k$ of characteristic zero. Take some affine coordinates $(x, y, z, t) \in \mathbb{A}^{4}$ and consider the smooth affine quadric threefold $\mathcal{Q}$ given by

$$
\mathcal{Q}:=V(x t-y z-1) \subset \mathbb{A}^{4} .
$$

Let us also fix an open embedding $\mathbb{A}^{4} \subset \mathbb{P}^{4}$ so that $\mathbb{A}^{4}=\mathbb{P}^{4} \backslash V(w)$ in the homogeneous coordinates $[x, y, z, t, w] \in \mathbb{P}^{4}$.

In this section, we briefly describe the geometry of the affine quadric and give some preliminary properties of its elementary and orthogonal group of automorphism.

1A. The geometry of a quadric threefold and its compactification in $\mathbb{P}^{4}$. The affine variety $\mathcal{Q} \subset \mathbb{A}^{4}$ is a smooth quadric threefold. The Zariski closure $\overline{\mathcal{Q}}$ of the affine quadric is also smooth in $\mathbb{P}^{4}$ and has Picard rank one by Lefschetz hyperplane theorem. A birational map from $\overline{\mathcal{Q}}$ to $\mathbb{P}^{3}$ is given by choosing a point $p_{0} \in \overline{\mathcal{Q}}$ and sending a point $p \in \overline{\mathcal{Q}}$ to the intersection of the line $\left(p p_{0}\right)$ with a hyperplane in $\mathbb{P}^{4}$ which does not contain $p_{0}$.

We denote by $H_{\infty}:=\overline{\mathcal{Q}} \backslash \mathcal{Q}$ the hyperplane section at infinity. It is a smooth quadric surface given in homogeneous coordinates by

$$
H_{\infty}:=V(x t-y z, w) \subset \mathbb{P}^{4}
$$

We identify $H_{\infty}$ with $\mathbb{P}^{1} \times \mathbb{P}^{1}$ by the isomorphism induced by the composition of the Segre embedding $\mathbb{P}^{1} \times \mathbb{P}^{1} \hookrightarrow \mathbb{P}^{3}$ with the inclusion $\mathbb{P}^{3}=V(w) \hookrightarrow \mathbb{P}^{4}$. In homogeneous coordinates, it is given by

$$
\begin{equation*}
\left(\left[\xi_{0}, \xi_{1}\right],\left[\eta_{0}, \eta_{1}\right]\right) \mapsto\left[\xi_{0} \eta_{0}, \xi_{0} \eta_{1}, \xi_{1} \eta_{0}, \xi_{1} \eta_{1}, 0\right] . \tag{3}
\end{equation*}
$$

Any line in $H_{\infty}$ of the form $\{\lambda\} \times \mathbb{P}^{1}$ (resp. $\mathbb{P}^{1} \times\{\lambda\}$ ) where $\lambda \in \mathbb{P}^{1}$ is said to be vertical (resp. horizontal); see Figure 1.

The two projection maps $\pi_{x}: \mathcal{Q} \rightarrow \mathbb{A}^{1}$ and $\pi_{y}: \mathcal{Q} \rightarrow \mathbb{A}^{1}$ given by

$$
\begin{aligned}
& \pi_{x}:(x, y, z, t) \in \mathcal{Q} \mapsto x, \\
& \pi_{y}:(x, y, z, t) \in \mathcal{Q} \mapsto y,
\end{aligned}
$$

induce algebraic fibrations which are trivial over $\mathbb{A}^{1} \backslash\{0\}$ such that $\pi_{x}^{-1}\left(\mathbb{A}^{1} \backslash\{0\}\right)$ and $\pi_{y}^{-1}\left(\mathbb{A}^{1} \backslash\{0\}\right)$ are isomorphic to $\mathbb{A}^{1} \backslash\{0\} \times \mathbb{A}^{2}$. Observe that the fibers over 0 are both isomorphic to $\mathbb{A}^{1} \times \mathbb{A}^{1} \backslash\{0\}$ so that the fibrations are not locally trivial over a neighborhood of the origin. Observe that the intersection with $H_{\infty}$ of the closure of the fiber over 0 in $\overline{\mathcal{Q}}$ is the union of a vertical line and a horizontal line. The projection on the two components

$$
\pi_{x, y}:(x, y, z, t) \rightarrow(x, y)
$$

induces a surjective morphism $\pi_{x, y}: \mathcal{Q} \rightarrow \mathbb{A}^{2} \backslash(0,0)$ which is also trivial over $\mathbb{A}^{2} \backslash\{x=0\}$.
The affine quadric $Q$ carries naturally a volume form $\Omega$ which is the Poincaré residue of the rational 4-form $d x \wedge d y \wedge d z \wedge d t / f$ along $\mathcal{Q}$. More explicitly, $\Omega$ is defined by

$$
\Omega=\left.\frac{d x \wedge d y \wedge d z}{x}\right|_{\mathcal{Q}}=\left.\frac{d y \wedge d z \wedge d t}{t}\right|_{\mathcal{Q}}=\left.\frac{d x \wedge d z \wedge d t}{z}\right|_{\mathcal{Q}}
$$

One checks that $\Omega$ extends as a rational 3-form $\bar{\Omega}$ on $\overline{\mathcal{Q}}$ such that its divisors of poles and zeros satisfies

$$
\operatorname{div}(\bar{\Omega})=-3\left[H_{\infty}\right]
$$

1B. The orthogonal group. A regular automorphism $f$ of $\mathcal{Q}$ is determined by a morphism $f^{\sharp}$ of the $k$-algebra $k[Q]$ and hence by its image on the four regular functions $x, y, z, t$. If we denote by $f_{x}, f_{y}, f_{z}, f_{t} \in \mathrm{k}[\mathcal{Q}]$ the image of $x, y, z, t$ by $f^{\sharp}$, it is convenient to adopt a matrix-like notation for $f$ as follows:

$$
f=\left(\begin{array}{ll}
f_{x} & f_{y} \\
f_{z} & f_{t}
\end{array}\right)
$$

Observe that $f_{x} f_{t}-f_{z} f_{y}=1$ since $f^{\sharp}$ is a morphism of the $k$-algebra $k[Q]$ and that any such automorphism preserves the volume form $\Omega$ (up to a constant).

Denote by $q(x, y, z, t)=x t-y z$ the quadratic form defined on the vector space $V=k^{4}$. The group $O_{4}$ is the subgroup of linear automorphisms of $k^{4}$ which leave the quadratic form $q$ invariant

$$
O_{4}=\left\{f \in \mathrm{GL}_{4}(k) \mid q \circ f=q\right\}
$$

An element of $O_{4}$ naturally defines an automorphism of the quadric hypersurface $Q$. As a consequence, we have that for any $f \in O_{4}$,

$$
f^{*} \Omega=\epsilon(f) \Omega
$$

where $\epsilon: O_{4} \rightarrow k^{*}$ is a morphism of groups. Since $\Omega$ is the Poincare residue of the form $d x \wedge d y \wedge$ $d z \wedge d t /(x t-y z-1)$ to $\mathcal{Q}$, this implies that for any $f \in O_{4}, \epsilon(f)$ is equal to the determinant of the endomorphism of $k^{4}$ associated to $f$, hence $\epsilon(f) \in\{+1,-1\}$. The subgroup $\mathrm{SO}_{4}$ is the kernel of $\epsilon$ and has index 2 in $O_{4}$.

Observe that every element of $O_{4}$ extends as regular automorphism of $\overline{\mathcal{Q}}$ which leaves the hyperplane at infinity invariant. In particular, the restriction map onto $H_{\infty}$ induces a morphism of groups from $O_{4}$ onto $\operatorname{Aut}\left(\mathbb{P}^{1} \times \mathbb{P}^{1}\right)$.

The main properties of $O_{4}$ and $\mathrm{SO}_{4}$ are summarized in the following proposition.

## Proposition 1.1. The following properties are satisfied:

(i) The group $\mathrm{SO}_{4}$ acts transitively on the set of horizontal and vertical lines at infinity respectively, and on the set of points at infinity.
(ii) Any element of $f \in O_{4}$ which does not belong to $\mathrm{SO}_{4}$ exchanges the horizontal lines at infinity with the vertical lines at infinity.
(iii) The following sequence is exact:

$$
1 \rightarrow\{+1,-1\} \rightarrow O_{4} \rightarrow \operatorname{Aut}\left(\mathbb{P}^{1} \times \mathbb{P}^{1}\right) \rightarrow 1
$$

(iv) For any element $f \in O_{4}$, we have

$$
f^{*} \Omega=\epsilon(f) \Omega
$$

where $\epsilon(f) \in\{+1,-1\}$ and $\operatorname{Ker}(\epsilon)=\mathrm{SO}_{4}$.
Proof. Observe that (iii) follows directly from the following exact sequence:

$$
1 \rightarrow\{+1,-1\} \rightarrow O_{4} \rightarrow \mathrm{PSO}_{4} \rightarrow 1
$$

and the fact that $\mathrm{PSO}_{4} \simeq \mathrm{PGL}_{2} \times \mathrm{PGL}_{2}$ which is given in [Fulton and Harris 1991, Section 23.1].
In particular, (iii) directly implies (i).
1C. Elementary transformations. The group $E_{V}$ (resp. $E_{H}$ ) of vertical (resp. horizontal) elementary transformations is defined by

$$
\begin{aligned}
E_{V} & :=\left\{\left.\left(\begin{array}{cc}
a x & b y \\
b^{-1}(z+x P(x, y)) & a^{-1}(t+y P(x, y))
\end{array}\right) \right\rvert\, P \in k[x, y], a, b \in k^{*}\right\}, \\
E_{H} & :=\left\{\left.\left(\begin{array}{cc}
a x & b(y+x P(x, z)) \\
b^{-1} z & a^{-1}(t+z P(x, z))
\end{array}\right) \right\rvert\, P \in k[x, y], a, b \in k^{*}\right\} .
\end{aligned}
$$

The terminology comes from the fact that these transformations are restrictions to the quadric of transformations of $\mathbb{A}^{4}$ of the form

$$
(x, y, z, t) \rightarrow(x, y+P(x), z+R(x, y), t+S(x, y, z))
$$

where $P \in k[x], R \in k[x, y], S \in k[x, y, z]$, which are elementary in the sense of [Shestakov and Umirbaev 2003].

Any automorphism in $E_{V}$ fix the two fibrations $\pi_{x}:(x, y, z, t) \rightarrow x$ and $\pi_{y}:(x, y, z, t) \rightarrow y$ and this geometric property characterizes the group $E_{V}$; see [Dang 2018, Proposition 3.2.3.1]. An explicit
computation proves that any elementary automorphism $f$ preserves the volume form $\Omega$ :

$$
f^{*} \Omega=\Omega
$$

We will not focus on the action of these elementary transformations on the compactification $\overline{\mathcal{Q}}$. For more details on the study of the birational transformations induced by these transformations, we refer to [Dang 2018, Chapter 3, Section 3.2.3].

## 2. The square complex associated to the tame group

The tame group, denoted $\operatorname{Tame}(\mathrm{Q})$, is the subgroup of $\operatorname{Aut}(\mathcal{Q})$ generated by $E_{V}$ and $O_{4}$. It is naturally included in $\operatorname{Bir}\left(\mathbb{P}^{3}\right)$ since the variety $\overline{\mathcal{Q}}$ is rational.

Observe that any tame automorphism $f$ fixes the volume form $\Omega$ up to a sign, i.e., there exists a group morphism $\epsilon: \operatorname{Tame}(\mathrm{Q}) \rightarrow\{+1,-1\}$ such that

$$
f^{*} \Omega=\epsilon(f) \Omega
$$

This allows us to identify the kernel $\operatorname{STame}(Q)$ of $\epsilon$ as the group generated by $\mathrm{SO}_{4}$ and $E_{V}$. It has index 2 in Tame (Q).

The tame group Tame $(\mathrm{Q})$ is a strict subgroup of $\operatorname{Aut}(\mathcal{Q})$ [Lamy and Vénéreau 2013] and satisfies the Tits alternative; see [Bisi et al. 2014, Theorem C]. The proof of this last fact is due to Bisi, Furter and Lamy and relies on the construction of a square complex on which the group acts by isometry.

The plan of this section is as follows. In Section 2A we detail the construction of the square complex due to Bisi, Furter and Lamy. Then, following the presentation in [Bisi et al. 2014] we shall review in Sections 2B, 2C and 2D the properties of the stabilizer of each vertex of this complex. We will focus particularly on the stabilizer of the vertices which we call of type I in Sections 2C and 2D, for which the analysis is more involving. Finally, we state in Section 2E five technical lemmas on how four squares glue together near each vertices. As before, the situation is also more delicate near the vertices of type I and we need to introduce more terminology to describe the local geometry at those vertices. For a more detailed explanation of the results in this section, we refer to [Bisi et al. 2014, Sections 2, and 3.1] and to [Dang 2018, Chapter 3, Section 3.3].

2A. Construction of the square complex. The square complex, denoted $\mathcal{C}$, is a 2 -dimensional polyhedral complex where the cells of dimension 2 are squares and where the cells of dimension 0 and 1 have some special markings.

We say that a regular function $f_{1} \in \mathrm{k}[\mathcal{Q}]$ is a component of an automorphism if there exists $f_{2}, f_{3}, f_{4} \in$ $\mathrm{k}[\mathcal{Q}]$ such that $f=\left(f_{1}, f_{2}, f_{3}, f_{4}\right)$ defines an automorphism of the quadric. One similarly defines the notion of components for a pair $\left(f_{1}, f_{2}\right)$ or for a triple $\left(f_{1}, f_{2}, f_{3}\right)$ of regular functions on $\mathcal{Q}$ when they can be completed to a 4 -tuple defining an automorphism of the affine quadric.

We distinguish three types of vertices for the complex $\mathcal{C}$ :


Figure 2. A cell of dimension 2.

- Type I vertices are equivalence classes of components $f_{1} \in \mathrm{k}[\mathcal{Q}]$ of a tame automorphism, where two components $f_{1}$ and $f_{2}$ are identified if there exists an element $a \in k^{*}$ such that $f_{1}=a f_{2}$. A vertex induced by a component $f_{1} \in \mathrm{k}[\mathcal{Q}]$ is denoted by $\left[f_{1}\right]$.
- Type II vertices are equivalence class of components $\left(f_{1}, f_{2}\right)$ of an automorphism where $f_{1}=$ $x \circ f, f_{2}=y \circ f \in \mathrm{k}[\mathcal{Q}]$ for $f \in \operatorname{Tame}(\mathrm{Q})$ and where one identifies two components ( $f_{1}, f_{2}$ ) with $\left(g_{1}, g_{2}\right)$ if $\left(g_{1}, g_{2}\right)=\left(a f_{1}+b f_{2}, c f_{1}+d f_{2}\right)$ for some matrix

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \mathrm{GL}_{2} .
$$

A vertex induced by a component $\left(f_{1}, f_{2}\right)$ is denoted by $\left[f_{1}, f_{2}\right]$. Denote by $f_{3}=z \circ f$ and $f_{4}=t \circ f$, the vertices [ $\left.f_{1}, f_{2}\right],\left[f_{1}, f_{3}\right],\left[f_{2}, f_{4}\right],\left[f_{3}, f_{4}\right]$ are well-defined since the automorphisms $\left(f_{1}, f_{3}, f_{2}, f_{4}\right),\left(-f_{2},-f_{4}, f_{1}, f_{3}\right)$ and $\left(-f_{3}, f_{4},-f_{1}, f_{2}\right)$ are also tame. Moreover, given a component $\left(f_{1}, f_{2}\right)$ and an invertible matrix $\left(\begin{array}{cc}a & b \\ c & d\end{array}\right) \in \mathrm{GL}_{2}$, there exists an automorphism $g$ such that $x \circ g=a f_{1}+b f_{2}$ and $y \circ g=c f_{1}+d f_{2}$. Let us insist on the fact that on the contrary, there are no vertices of the form $\left[f_{1}, f_{4}\right]$ or $\left[f_{2}, f_{3}\right]$.

- Type III vertices are equivalence classes of automorphisms $f \in \operatorname{Tame}(\mathrm{Q})$ where two tame automorphisms $f$ and $g$ are equivalent if there exists $h \in O_{4}$ such that $f=h \circ g$. An equivalence class of $f \in \operatorname{Tame}(\mathrm{Q})$ is denoted by $[f]$.

The edges of the complex $\mathcal{C}$ are of two types:

- Type I edges join a vertex of type I of the form [ $f_{1}$ ] with a vertex of type II of the form $\left[f_{1}, f_{2}\right]$ where $\left(f_{1}, f_{2}\right)$ are the components of a tame automorphism.
- Type III edges join a vertex of type II of the form $\left[f_{1}, f_{2}\right]$ with a vertex of type III $[f]$ where $\left(f_{1}, f_{2}\right)$ are the components of the automorphism given by $f$.

The cells of dimension 2 are squares containing two type II vertices of the form $\left[f_{1}, f_{2}\right],\left[f_{1}, f_{3}\right]$, one vertex of type I given by $\left[f_{1}\right]$ and one vertex of type III given by $[f]$ where ( $f_{1}, f_{2}, f_{3}$ ) are the components of the automorphism $f \in \operatorname{Tame}(\mathrm{Q})$. We have the figure of a square given in Figure 2. As in [Bisi et al. 2014], we adopt the following convention for the pictures: the vertices of type I, II and III are represented by the symbol $\circ$, $\bullet$ and $\square$ respectively.

The square complex $\mathcal{C}$ is obtained by the quotient of the disjoint union of all cells by the equivalence relation $\sim$ where any two cells $C_{1}, C_{2}$ are identified along $C_{1} \cap C_{2}$.

Each square of the complex is endowed with the euclidean metric $d$ so that each square is isometric to $[0,1] \times[0,1]$. For any points $p$ and $q$ in $\mathcal{C}$, define by

$$
d_{\mathcal{C}}(p, q)=\inf \left\{\sum_{i=0}^{N} d\left(p_{i}, p_{i+1}\right)\right\},
$$

where the infimum is taken over all sequence of points $p_{0}=p, \ldots, p_{N}=q$ where $p_{i}$ and $p_{i+1}$ lie on the same square in $\mathcal{C}$. As any cell of the complex $\mathcal{C}$ has only finitely many isometries, we may apply a general result from [Bridson and Haefliger 1999, Section I.7] and conclude that the function $d_{\mathcal{C}}$ induces a metric on the complex and turns $\left(\mathcal{C}, d_{\mathcal{C}}\right)$ into a complete metric space. We will explain in Section 3 the global properties on the complex induced by this metric.

Let us define the action of the tame group Tame $(\mathrm{Q})$ on the complex $\mathcal{C}$. Pick any two automorphisms $f, g \in \operatorname{Tame}(\mathrm{Q})$. We define the action of $g$ on the each vertices of the complex by setting

$$
\begin{aligned}
g \cdot\left[f_{1}\right] & :=\left[f_{1} \circ g^{-1}\right], \\
g \cdot\left[f_{1}, f_{2}\right] & :=\left[f_{1} \circ g^{-1}, f_{2} \circ g^{-1}\right], \\
g \cdot[f] & :=\left[f \circ g^{-1}\right] .
\end{aligned}
$$

The action on vertices induces a morphism of the square complex which preserves the type of vertices and edges and preserves the distance.

Remark 2.1. Although, this is not clear at this stage, the action of the tame group on this complex will act transitively on the set of squares and the precise study of the stabilizer of type III vertices will result from the geometry of the complex near a vertex of type III done in Proposition 2.3. As a result of the study, a square is determined uniquely once it contains a vertex of type III and a vertex of type I, or by three vertices.

Recall that the subgroup $\operatorname{STame}(Q)$ generated by $\mathrm{SO}_{4}$ and elementary transformations has index 2 in Tame(Q).

Definition 2.2. An edge $E$ of the complex is called horizontal (resp. vertical) if there exists an element $f \in \operatorname{STame}(Q)$ such that $f \cdot E$ is equal to the edge joining $[x, y]$ with $[x]$ (resp. $[x, z]$ with $[x]$ ) or to the edge between [Id] and $[x, z]$ (resp. [Id] and $[x, y]$ ).

We will see that the set of vertical and horizontal edges form a partition of the set of edges (see (iii) and (iv) of Proposition 2.7).

2B. Stabilizer of vertices of type III, II and the properties of the action. In this section, we shall first review the properties of the stabilizer of type II and III vertices then deduce from these the global properties of the action of the group on this complex. To do so, we shall exploit the relationship between the local geometry near each vertices and their respective stabilizer subgroups. The geometry near a given vertex $v$
is encoded in its link $\mathcal{L}(v)$ which is constructed as follows. The vertices of $\mathcal{L}(v)$ are in bijection with the vertices $v^{\prime}$ such that $\left[v, v^{\prime}\right]$ is an edge of the complex $\mathcal{C}$. And we draw an edge joining $v^{\prime}$ and $v^{\prime \prime}$ in $\mathcal{L}(v)$ if the vertices $v, v^{\prime}, v^{\prime \prime}$ belong to the same square.

Observe that the action of the tame group on the vertices of type III is transitive. As a result, we shall focus on the stabilizer subgroup of the vertex [Id], which is by construction $O_{4}$. Its action on the complex induces an action on the link $\mathcal{L}([I d])$.

Proposition 2.3. The link $\mathcal{L}([I d])$ is a complete bipartite graph and there exists an $O_{4}$-equivariant bijection between the set of vertices of the link $\mathcal{L}([I d])$ to the set of lines at infinity such that the vertices which belong to a vertical (resp. horizontal) edge of type III are mapped to vertical (resp. horizontal) lines at infinity in $H_{\infty}$. Moreover, this bijection induces an $O_{4}$-equivariant bijection from the edges of $\mathcal{L}([I d])$ to the set of points at infinity $H_{\infty}$.

Remark 2.4. Observe that Proposition 1.1 and Proposition 2.3 imply that the group $O_{4}$ acts faithfully and transitively on the link $\mathcal{L}([I d])$.

Proof. We identify two types of vertices in the link of [Id], the vertices which belong to a horizontal edge containing [Id] or those which are contained in a vertical edge containing [Id].

We define a map $\varphi$ from the vertices of the link $\mathcal{L}([I d])$ to the set of lines in $H_{\infty}$. Take a vertex $v$ in the link $\mathcal{L}([I \mathrm{~d}])$ and a component $\left(f_{1}, f_{2}\right)$ such that $\left[f_{1}, f_{2}\right]=v$. By definition, there exists an element $f \in O_{4}$ such that $f_{1}=x \circ f$ and $f_{2}=y \circ f$ since the stabilizer of [Id] is $O_{4}$. The zero locus $V\left(f_{1}\right) \cap V\left(f_{2}\right) \cap H_{\infty}$ in $\overline{\mathcal{Q}}$ is the line at infinity corresponding to the preimage of $\{x=y=0\} \cap \overline{\mathcal{Q}}$ by $f$. Observe that the line $V\left(f_{1}\right) \cap V\left(f_{2}\right) \cap H_{\infty}$ does not depend on the choice of representative of the equivalence class $v$ since any two other component in the same class defines the same homogeneous ideal $\left\langle f_{1}, f_{2}, x t-y z-w^{2}\right\rangle$. We thus define $\varphi(v)$ to be the line $V\left(f_{1}\right) \cap V\left(f_{2}\right) \cap H_{\infty}$. Observe that if $v$ is a vertex of type II such that the edge containing $v$ and [Id] is vertical, then $f \in \mathrm{SO}_{4}$. Hence the line at infinity $V(x \circ f) \cap V(y \circ f) \cap H_{\infty}$ is vertical. Observe also that $\varphi$ is naturally $O_{4}$-equivariant. The same argument holds for the vertices of type II which belong to horizontal edges containing [Id].

Let us prove that the map $\varphi$ is surjective. Consider a vertical line $L \subset H_{\infty}$ at infinity, then there exists by Proposition 1.1(i) an automorphism $f$ in $\mathrm{SO}_{4}$ such that the image of the vertical line at infinity given by $[0,1] \times \mathbb{P}^{1}$ is $L$. Since $\varphi([x, y])$ corresponds to the line $[0,1] \times \mathbb{P}^{1}$, the vertex of type $\operatorname{II}[x \circ f, y \circ f]$ defines a component of an automorphism which belongs to the link $\mathcal{L}([I d])$ such that $\varphi([x \circ f, y \circ f])=L$. Hence, $\varphi$ is surjective.

Let us prove that $\varphi$ is injective. Consider two vertices $v_{1}, v_{2}$ such that their image by $\varphi$ is equal, we prove that $v_{1}=v_{2}$. Consider two components $\left(f_{1}, f_{2}\right),\left(g_{1}, g_{2}\right)$ such that $\left[f_{1}, f_{2}\right]=v_{1}$ and $\left[g_{1}, g_{2}\right]=v_{2}$. We must prove that $\left(f_{1}, f_{2}\right)$ and ( $g_{1}, g_{2}$ ) belong to the same equivalence class. By symmetry, we can suppose that the line $\varphi\left(v_{1}\right)$ is vertical. Hence, there exists $f, g \in \mathrm{SO}_{4}$ such that $f_{1}=x \circ f, g_{1}=x \circ g, f_{2}=y \circ f$ and $g_{2}=y \circ g$. In particular, this implies that $f \circ g^{-1}$ fixes the vertical line at infinity given by $\{[0,1]\} \times \mathbb{P}^{1}$.

Using Proposition 1.1(iii), we conclude that $f \circ g^{-1}$ is of the form

$$
f \circ g^{-1}=\left(\begin{array}{cc}
a x+b y & c x+d y \\
a^{\prime} z+b^{\prime} t & c^{\prime} z+d^{\prime} t
\end{array}\right)
$$

where the matrices $\left(\begin{array}{cc}a & b \\ c & d\end{array}\right),\left(\begin{array}{cc}d^{\prime} & -b^{\prime} \\ -c^{\prime} & a^{\prime}\end{array}\right) \in M_{2}(k)$ satisfy

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \cdot\left(\begin{array}{cc}
d^{\prime} & -b^{\prime} \\
-c^{\prime} & a^{\prime}
\end{array}\right)=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)
$$

In particular, this implies that the components $\left(f_{1}, f_{2}\right)$ and $\left(g_{1}, g_{2}\right)$ are equivalent since $f_{1}=a g_{1}+b g_{2}$, $f_{2}=c g_{1}+d g_{2}$.

One similarly defines a bijection from the edges of the link $\mathcal{L}([I d])$ to $H_{\infty}$. The link is complete since a horizontal and a vertical line in $H_{\infty}$ always intersect at a point in $H_{\infty}$, hence for any vertices $v_{1}, v_{2}$ in $\mathcal{L}([I d])$ which are mapped by $\varphi$ to a vertical and a horizontal line respectively, there exists an edge joining $v_{1}$ and $v_{2}$.
Proposition 2.5. The following properties are satisfied:
(1) The stabilizer of a vertex of type III in $\operatorname{STame}(Q)$ is conjugated in $\operatorname{STame}(Q)$ to $\mathrm{SO}_{4}$.
(2) The stabilizer of an edge of type III is conjugated in Tame(Q) to the subgroup

$$
A \cdot\left(\begin{array}{ll}
x & y \\
z & t
\end{array}\right) \cdot B^{t},
$$

where $A \in \mathrm{SL}_{2}(k)$ is a lower triangular matrix and $B \in \mathrm{SL}_{2}(k)$.
(3) The stabilizer of a $1 \times 1$ square is conjugated in $\operatorname{Tame}(\mathrm{Q})$ to

$$
\left\{\left.\left(\begin{array}{cc}
a x & b(y+c x) \\
b^{-1}(z+d x) & a^{-1}(t+c z+d y+d c x)
\end{array}\right) \right\rvert\,(a, b, c, d) \in k^{*} \times k^{*} \times k \times k\right\} \rtimes\left\{\left(\begin{array}{ll}
x & z \\
y & t
\end{array}\right), \mathrm{Id}\right\}
$$

(4) The pointwise stabilizer of the union of the four squares containing $[\mathrm{Id}]$ and $[x],[y],[z]$ and $[t]$ respectively is equal to

$$
\left\{\left.\left(\begin{array}{cc}
a x & b y \\
b^{-1} z & a^{-1} t
\end{array}\right) \right\rvert\, a, b \in k^{*}\right\} .
$$

Proof. Observe that (i) follows directly from the definition of the definition. Moreover, the next assertions (ii), (iii) and (iv) are exactly the content of [Bisi et al. 2014, Lemmas 2.5(2), 2.7 and 2.11].

We focus on the stabilizer subgroups of vertices of type II. For that, we also define some special subgroups of $E_{V}, E_{H}$ where the constant are all 1 . Set $\tilde{E}_{H}$ the subgroup of $E_{H}$ of elements of the form

$$
\left(\begin{array}{ll}
x & y+x P(x, z) \\
z & t+z P(x, z)
\end{array}\right),
$$

with $P \in k[x, y]$ and respectively elements in $\tilde{E}_{V}$ are of the form

$$
\left(\begin{array}{cc}
x & y \\
z+x P(x, y) & t+y P(x, y)
\end{array}\right) .
$$

Proposition 2.6. The following properties are satisfied:
(i) The stabilizer of a vertex of type II in $\operatorname{Tame}(\mathrm{Q})$ is conjugated in $\operatorname{Tame}(\mathrm{Q})$ to the semidirect product $\tilde{E}_{V} \rtimes \mathrm{GL}_{2}$ where the group $\mathrm{GL}_{2}$ is identified with the elements of the form

$$
\left(\begin{array}{cc}
a x+b y & c x+d y \\
a^{\prime} z+b^{\prime} t & c^{\prime} z+d^{\prime} t
\end{array}\right)
$$

where $a, b, c, d, a^{\prime}, b^{\prime}, c^{\prime}, d^{\prime} \in k$ such that $\operatorname{det}\left(\begin{array}{c}a^{\prime} \\ c^{\prime} \\ b^{\prime} \\ b^{\prime}\end{array}\right) \neq 0$ and

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=\frac{1}{a^{\prime} d^{\prime}-b^{\prime} c^{\prime}}\left(\begin{array}{ll}
a^{\prime} & b^{\prime} \\
c^{\prime} & d^{\prime}
\end{array}\right)
$$

(ii) The stabilizer of a vertical edge of type I is conjugated in $\operatorname{STame}(Q)$ to the subgroup

$$
\tilde{E}_{H} \rtimes\left\{\left.\left(\begin{array}{cc}
a x & d^{-1} y \\
d z+c x & a^{-1} t+c a^{-1} d^{-1} y
\end{array}\right) \right\rvert\,(a, c, d) \in k^{*} \times k \times k^{*}\right\} .
$$

(iii) The pointwise stabilizer of the geodesic segment of length 2 joining the vertices $\left[f_{1}\right],\left[f_{3}\right]$ and $\left[f_{1}, f_{3}\right]$ where $f=\left(f_{1}, f_{2}, f_{3}, f_{4}\right) \in \operatorname{STame}(Q)$ is conjugated in $\operatorname{STame}(Q)$ to

$$
\tilde{E}_{H} \rtimes\left\{\left(\begin{array}{cc}
a x & b y \\
b^{-1} z & a^{-1} t
\end{array}\right), a, b \in k^{*}\right\} .
$$

Proof. Assertion (i), (ii) and (iii) are given in [Bisi et al. 2014, Lemmas 2.3, 2.5(1) and 2.6(1)] respectively.

From the description of the previous stabilizer subgroups, we state the following consequences on the action of the group on this complex.

Proposition 2.7. The tame group $\operatorname{Tame}(\mathrm{Q})$ acts by isometry on the complex $\mathcal{C}$ and this action satisfies the following properties:
(i) The action preserves the types of vertices and the types of edges.
(ii) The action is faithful and transitive on the set of vertices of type I, II and III respectively.
(iii) The subgroup $\operatorname{STame}(Q)$ acts transitively on the set of vertical (resp. horizontal) edges of type I and III.
(iv) Any automorphism $f \in \operatorname{Tame}(\mathrm{Q})$ which does not belong to the subgroup $\operatorname{STame}(Q)$ sends a vertical edge to a horizontal edge of the same type.
(v) The subgroup STame ( $Q$ ) acts transitively on the set of $1 \times 1$ squares.
(vi) The group Tame $(\mathrm{Q})$ acts transitively on the union of 4 squares which is isometric to $[0,2] \times[0,2]$ and which contains a common vertex of type III.

Proof. The transitive of the action on the set of vertices of type I, II and III and assertions (i) and (iv) follow from [Bisi et al. 2014, Lemmas 2.1 and 2.4].

To prove (ii), we need to explain why the action is also faithful. Observe that if a tame automorphism fixes every vertices of type III, or type II or type I, then it fixes the whole complex since every vertex of type III (resp. type II or I) is the middle point of a geodesic segment joining type I or type II points. Then the faithfulness follows from the faithfulness of the action on the link $\mathcal{L}([I d])$.

The assertions (iii), (v) and (vi) are exactly the content of [Bisi et al. 2014, Lemmas 2.4 and 2.7, Corollary 2.10] respectively.

2C. Bass-Serre tree associated to plane automorphisms. We consider the field $K=k(x)$. We define the graph $\mathcal{T}_{k(x)}$ which is a bipartite metric graph:
(1) Vertices of type I are equivalence classes of components $f_{1} \in k(x)[y, z]$ of plane automorphisms where one identifies two components $f_{1}$ and $g_{1}$ if there exists $a \in k(x)^{*}$ and $b \in k(x)$ such that $f_{1}=a g_{1}+b$. An equivalence class induced by a component $f_{1}$ is denoted $\left[f_{1}\right]$.
(2) Vertices of type II are equivalence classes of automorphisms $f$ of $\mathbb{A}_{k(x)}^{2}$ where one identifies two automorphisms $f=\left(f_{1}, f_{2}\right)$ and $g=\left(g_{1}, g_{2}\right)$ if there exists an affine automorphism $h \in \mathbb{A}_{k(x)}^{2}$ whose coefficients are given by the matrix

$$
\left(\begin{array}{ccc}
a & b & c \\
a^{\prime} & b^{\prime} & c^{\prime} \\
0 & 0 & 1
\end{array}\right)
$$

such that $\left(f_{1}, f_{2}\right)=\left(a g_{1}+b g_{2}+c, a^{\prime} g_{1}+b^{\prime} g_{2}+c\right)$. An equivalence class induced by a plane automorphism $f=\left(f_{1}, f_{2}\right)$ is denoted $\left[f_{1}, f_{2}\right]$.
(3) Edges link a vertex $v_{1}$ of type I with a vertex $v_{2}$ of type II if there exists a polynomial automorphism $f=\left(f_{1}, f_{2}\right)$ such that $\left[f_{1}\right]=v_{1}$ and $\left[f_{1}, f_{2}\right]=v_{2}$.

We endow this graph $\mathcal{T}_{k(x)}$ with the distance such that each edge is of length 1 . This graph $\mathcal{T}_{k(x)}$ is thus a complete geodesic metric space.

The action of an automorphism $g \in \mathbb{A}_{k(x)}^{2}$ on $\mathcal{T}_{k(x)}$ is defined as follows

$$
g \cdot\left[f_{1}\right]=\left[f_{1} \circ g^{-1}\right] \quad \text { and } \quad g \cdot\left[f_{1}, f_{2}\right]=\left[f_{1} \circ g^{-1}, f_{2} \circ g^{-1}\right]
$$

for any automorphism $f=\left(f_{1}, f_{2}\right) \in \operatorname{Aut}\left(\mathcal{A}_{k(x)}^{2}\right)$.
A classical theorem from Jung [1942] proves that the graph $\mathcal{T}_{k(x)}$ is a tree and that the group of plane automorphism acts faithfully, by isometry and transitively on the set of type I and II vertices respectively.

2D. Link over a vertex of type I. In this subsection, we study the link over the vertex of type I given by $[x]$. Observe that the stabilizer subgroup of the vertex $[x]$ acts naturally in the link of the vertex $[x]$.

Lemma 2.8. The group $\operatorname{Stab}([x])$ acts transitively, faithfully on the set of vertices in the link of $[x]$ induced by the edges joining $[x]$ and the vertices of type II of $\mathcal{C}$.

Proof. By Proposition 2.7(v), the group STame ( $Q$ ) acts transitively on the set of $1 \times 1$ squares and since a $1 \times 1$ square containing $[x]$ defines an edge in the link $\mathcal{L}([x])$, the induced action of $\operatorname{Stab}([x])$ is transitive
on the edges of the link $\mathcal{L}([x])$. Observe also that the involution $\sigma:(x, y, z, t) \mapsto(x, z, y, t)$ induces an action on the link which exchanges the vertices $[x, y],[x, z]$ in the link and fixes the edge between these two vertices. This proves that the action of the stabilizer $\operatorname{Stab}([x])$ is transitive on the link of $[x]$.

Let us prove that the action is faithful. Suppose $f \in \operatorname{Stab}([x])$ acts by the identity map in the link over [ $x$ ], then in particular, $f$ must fix pointwise the square containing [Id] and [x]. By Proposition 2.5(iii), $f$ is of the form

$$
f=\left(\begin{array}{cc}
a x & d^{-1}(y+b x) \\
d(z+c x) & a^{-1}(t+c y+b z+b c x)
\end{array}\right)
$$

where $a, d \in k^{*}$ and $b, c \in k$. Since $f$ must also fix the vertices of type II $[x, y+x P(x)]$ and $[x, z+x P(x)]$ where $P \in k[x]$, we have that $a=d=1$ and $c=b=0$ as required.

In the following arguments, we will use the fact that the link $\mathcal{L}([x])$ is connected [Bisi et al. 2014, Lemma 3.2], which is a highly nontrivial argument which relies deeply on the reduction theory inspired by the work of Shestakov and Umirbaev; see [Bisi et al. 2014, Corollary 1.5].

Recall that the general fiber of the projection $\pi_{x}: \mathcal{Q} \rightarrow \mathbb{A}^{1}$ defined in Section 1 C is isomorphic to $\mathbb{A}^{2}$. We fix an identification of $\pi_{x}^{-1}\left(\mathbb{A}^{1} \backslash\{0\}\right)$ with $\mathbb{A}^{1} \backslash\{0\} \times \mathbb{A}^{2}$ given by

$$
\begin{equation*}
(x, y, z) \mapsto(x, y, z,(y z+1) / x) . \tag{4}
\end{equation*}
$$

The relationship between the stabilizer of the vertex $[x]$ and $\operatorname{Aut}\left(\mathbb{A}_{k(x)}^{2}\right)$ is realized explicitly as follows.
Denote by $\mathcal{L}([x])^{\prime}$ the first barycentric division of $\mathcal{L}([x])$. We shall define a simplicial map $\pi$ : $\mathcal{L}([x])^{\prime} \rightarrow \mathcal{T}_{k(x)}$ as follows.

Let $v$ be a vertex of type II in $\mathcal{C}$ which defines a vertex in the link of $[x]$, then since the action of $\operatorname{Stab}([x])$ on the link $\mathcal{L}([x])$ is transitive by Lemma 2.8 , there exists an element $f \in \operatorname{Stab}([x])$ such that $f \cdot[x, z]=v$. Since $f$ naturally fixes the fibration $\pi_{x}$, under the identification $\pi_{x}^{-1}\left(\mathbb{A}^{1} \backslash\{0\}\right) \simeq \mathbb{A}^{1} \backslash\{0\} \times \mathbb{A}^{2}$ given by (4), the regular map $f$ is given by

$$
(x, y, z) \mapsto(x \circ f, y \circ f, z \circ f) .
$$

Under this identification, $(y \circ f, z \circ f)$ induces an element of $\mathbb{A}_{k(x)}^{2}$. We thus define

$$
\pi(v)=\left[z \circ f^{-1}\right] \in \mathcal{T}_{k(x)}
$$

Observe that $\pi(v)$ does not depend on the choice of $f$. Indeed, if $g \in \operatorname{Stab}([x])$ is another automorphism such that $g \cdot[x, z]=f \cdot[x, z]$, there are $a, b \in k^{*}$ such that $x \circ f^{-1}=a x, x \circ g^{-1}=b x$ and $\left[x, z \circ f^{-1}\right]=$ $\left[x, z \circ g^{-1}\right]$. Then $z \circ g^{-1}=c z \circ f^{-1}+d x$ for some $c \in k^{*}, d \in k$. We obtain that $\left[z \circ g^{-1}\right]=\left[z \circ f^{-1}\right] \in \mathcal{T}_{k(x)}$.

Let $m \in \mathcal{L}([x])^{\prime}$ be the middle point of an edge $E$ of $\mathcal{L}([x])$ and let $m_{0}$ be the middle point of the geodesic joining $[x, y]$ and $[x, z]$ in $\mathcal{L}([x])^{\prime}$. Since the action of $\operatorname{Stab}([x])$ in the link $\mathcal{L}([x])$ is transitive by Lemma 2.8, there exists an element $f \in \operatorname{Stab}([x])$ such that $f \circ m_{0}=m$. Since $f$ naturally fixes the fibration $\pi_{x}$, it induces an automorphism of $\pi_{x}^{-1}\left(\mathbb{A}^{1} \backslash\{0\}\right)$ and under the identification given by (4), it is of the form

$$
(x, y, z) \mapsto(x \circ f, y \circ f, z \circ f)
$$

We thus define

$$
\pi(m)=\left[y \circ f^{-1}, z \circ f^{-1}\right] .
$$

Observe also that $\pi(m)$ does not depend on the choice of $f$. If $g \in \operatorname{Stab}([x])$ such that $g \cdot m_{0}=m$, then $g^{-1} \circ f$ belongs to the subgroup

$$
\left\{\left.\left(\begin{array}{cc}
a x & b(y+c x) \\
b^{-1}(z+d x) & a^{-1}(t+d y+c z+c d x)
\end{array}\right) \right\rvert\, a, b \in k^{*}, c, d \in k\right\} \rtimes\left\{\mathrm{Id},\left(\begin{array}{ll}
x & z \\
y & t
\end{array}\right)\right\},
$$

hence $\left[y \circ g^{-1}, z \circ g^{-1}\right]=\left[y \circ f^{-1}, z \circ f^{-1}\right] \in \mathcal{T}_{k(x)}$ and $\pi(m)$ is well-defined.
If $E$ is an edge of $\mathcal{L}([x])^{\prime}$ of length 1 , then we define the image of $E$ by $\pi$ as the geodesic joining the image of the endpoints of $E$ by $\pi$. As a result,the map $\pi$ is a simplicial map between $\mathcal{L}([x])^{\prime}$ and $\mathcal{T}_{k(x)}$ such that the action of $\operatorname{Stab}([x])$ descends into an action on the image $\pi\left(\mathcal{L}([x])^{\prime}\right) \subset \mathcal{T}_{k(x)}$ (one can prove that $\pi: \mathcal{L}([x])^{\prime} \rightarrow \pi\left(\mathcal{L}([x])^{\prime}\right)$ is the unique $\operatorname{Stab}([x])$-equivariant map for which $\pi([x, y])=[y]$ and $\pi([x, z])=[z])$. To simplify the next statement, we denote by $\mathcal{T}_{\pi, k(x)}$ the image in $\mathcal{T}_{k(x)}$ of $\mathcal{L}([x])^{\prime}$ by $\pi$.

Definition 2.9. The subgroup $A_{[x]}^{S}$ of $\operatorname{Stab}([x])$ is the intersection of $\operatorname{STame}(Q)$ with the stabilizer of the vertices $[y],[z],[y, z]$ in $\mathcal{T}_{\pi, k(x)}$ where $S$ is the standard $2 \times 2$ square containing $[x],[y],[z],[t]$. More generally, if $v$ is any vertex of type I contained in a $2 \times 2$ square $S^{\prime}$, the subgroup $A_{v}^{S^{\prime}}$ is equal to $g A_{[x]}^{S} g^{-1}$ where $g \in \operatorname{STame}(Q)$ such that $g \cdot S=S^{\prime}$ and $g \cdot[x]=v$.

Proposition 2.10. Denote by $m \in \mathcal{L}([x])^{\prime}$ the middle point between the point $[x, y]$ and $[x, z]$. The simplicial map $\pi: \mathcal{L}([x])^{\prime} \rightarrow \mathcal{T}_{\pi, k(x)}$ satisfies the following properties:
(i) The image of the edge between the point $[x, y]$ and $m$ by $\pi$ is a fundamental domain of $\mathcal{T}_{\pi, k(x)}$.
(ii) The image $\pi\left(\mathcal{L}([x])^{\prime}\right)=\mathcal{T}_{\pi, k(x)}$ is a subtree of $\mathcal{T}_{k(x)}$.
(iii) The preimage by $\pi$ of the segment of length 2 joining $[z]$ and $[y]$ is a bipartite graph.
(iv) The subgroup $A_{[x]}^{S} \subset \operatorname{Stab}([x]) \cap \operatorname{STame}(Q)$ is the set of elements of the form

$$
\left(\begin{array}{cc}
a x & b(y+x P(x)) \\
b^{-1}(z+x T(x)) & a^{-1}(t+z P(x)+y T(x)+x P(x) T(x))
\end{array}\right),
$$

where $P, T \in k[x]$ and $a, b \in k^{*}$.
(v) The group $\operatorname{Stab}([x])$ is the amalgamated product $\tilde{E} * \tilde{A}$ along their intersection where $\tilde{E}$ is the group generated by elements of the form

$$
\left(\begin{array}{cc}
a x & b(y+x P(x, z))  \tag{5}\\
b^{-1}(z+x T(x)) & a^{-1}(t+z P(x, z)+y T(x))
\end{array}\right),
$$

where $a, b \in k^{*}, P \in k[x, z], T \in k[x]$, and $\tilde{A}$ is the group generated by $A_{[x]}^{S}$ and the involution $(x, y, z, t) \mapsto(x, z, y, t)$.

Remark 2.11. In fact, the action of $\operatorname{Stab}([x])$ on $\mathcal{T}_{\pi, k(x)}$ can be extended to an action on the whole tree $\mathcal{T}_{k(x)}$. One can view this since the fundamental domain of the tree $\mathcal{T}_{k(x)}$ is the image of an edge of $\mathcal{L}([x])^{\prime}$ by $\pi$. Another way is to identify the general fiber $Q_{\eta}$ using (4) with $\mathbb{A}_{k(x)}^{2}=\operatorname{Spec}(k(x)[y, z])$. So for every $g, h \in k(x)[y, z]$ such that $(g, h)$ defines an automorphism, we can define $f \cdot[g]=\left[g \circ f^{-1}\right]$ and $f \cdot[g, h]=\left[g \circ f^{-1}, h \circ f^{-1}\right]$ for any $f \in \operatorname{Stab}([x])$.

Proof. Assertion (i), (ii), (iii) and (v) are the content of [Bisi et al. 2014, Lemmas 3.4(1), 3.5(1) and (2), Proposition 4.11] respectively.

Let us prove statement (iv). Let us denote by $\phi: \operatorname{Stab}([x]) \rightarrow \operatorname{Aut}\left(\mathcal{T}_{\pi, k(x)}\right)$ the morphism of groups induced by the simplicial map $\pi: \mathcal{L}([x])^{\prime} \rightarrow \mathcal{T}_{\pi, k(x)}$ where $\operatorname{Aut}\left(\mathcal{T}_{\pi, k(x)}\right)$ denotes the induced simplicial map on the tree. It is clear that any element of the form

$$
\left(\begin{array}{cc}
a x & b(y+x P(x)) \\
b^{-1}(z+x T(x)) & a^{-1}(t+z P(x)+y T(x)+x P(x) T(x))
\end{array}\right),
$$

where $P, T \in k[x]$ and $a, b \in k^{*}$ induces an action which preserves the vertices $[y],[z]$ and $[y, z]$ on $\mathcal{T}_{\pi, k(x)}$. Conversely, we prove that any element of $A_{[x]}^{S}$ has this form. Pick $g \in A_{[x]}^{S}$, since $\phi(g)$ fixes the vertices $[y],[z]$ and $[y, z]$ of $\mathcal{T}_{\pi, k(x)}$, As $\phi(g)$ fixes every vertex of type I and since it belongs to the image of $\phi$, the components in $x, y, z$ of the automorphism $g$ must be of the form

$$
g=(x, y, z) \rightarrow(a x, b(y+x P(x)), c(z+x T(x))),
$$

where $P, T \in k[x]$ and where $a, b, c \in k^{*}$. In particular, as $g \in \operatorname{Tame}(\mathrm{Q}), b=c^{-1}$ and $g$ is of the form

$$
\left(\begin{array}{cc}
a x & b(y+x P(x)) \\
b^{-1}(z+x T(x)) & a^{-1}(t+z P(x)+y T(x)+x P(x) T(x))
\end{array}\right),
$$

proving (iv).
Proposition 2.12. Any element of $\operatorname{Stab}([x])$ whose action on $\mathcal{T}_{\pi, k(x)}$ is hyperbolic is conjugated to a composition of automorphisms of the form

$$
\left(\begin{array}{cc}
a x & b(z+x P(x, y)) \\
b^{-1}(y+x R(x)) & a^{-1}(t+z R(x)+y P(x, y)+x P(x, y) R(x))
\end{array}\right),
$$

where $R \in k[x]$ and $P \in k[x, y]$ such that $\operatorname{deg}_{y}(P) \geqslant 2$.
Proof. Let us fix an element $f \in \operatorname{Stab}([x])$ whose action on $\mathcal{T}_{\pi, k(x)}$ is loxodromic. Using assertion (v) of Proposition 2.10, up to conjugation, we can assume $f$ is decomposed into

$$
f=a_{1} \circ e_{1} \circ \cdots \circ a_{n} \circ e_{n},
$$

where $a_{i} \in \tilde{A} \backslash \tilde{E}$ and $e_{i} \in \tilde{E} \backslash \tilde{A}$. Let $\sigma$ be the involution $(x, y, z, t) \mapsto(x, z, y, t)$. Every element of $\tilde{A}$ preserve the set of vertices $[y],[z]$ in $\mathcal{T}_{\pi, k(x)}$. Observe that the elements in $A_{[x]}^{S}$ fix each vertex $[y],[z]$ in $\mathcal{T}_{\pi, k(x)}$ and belong to $\tilde{E}$. Moreover, an element belongs to $\tilde{A} \cap \tilde{E}$ if it preserves the vertex [z], hence it
must be in $A_{[x]}^{S}$. We deduce that the elements $a_{i}$ are of the form

$$
\left(\begin{array}{cc}
a x & b(z+x T(x))  \tag{6}\\
b^{-1}(y+x P(x)) & a^{-1}(t+z P(x)+y T(x)+x P(x) T(x))
\end{array}\right),
$$

where $a, b \in k^{*}, P, T \in k[x]$. This shows that we can decompose $a_{i}$ into $a_{i}=\sigma \circ a_{i}^{\prime}$ where $a_{i}^{\prime} \in A_{[x]}^{S} \subset \tilde{A} \cap \tilde{E}$. We can thus absorb the element $a_{i}^{\prime}$ in the term in $\tilde{E}$ :

$$
f=\sigma \circ\left(a_{1}^{\prime} \circ e_{1}\right) \circ \sigma \circ\left(a_{2}^{\prime} \circ e_{2}\right) \circ \cdots \circ \sigma \circ\left(a_{n}^{\prime} \circ e_{n}\right) .
$$

We then conclude since the product $\sigma \circ\left(a_{i}^{\prime} \circ e_{i}\right)$ is of the required form.
2E. Five technical consequences on the local geometry at each vertex. We say that a subset $S \subset \mathcal{C}$ is a $2 \times 2$ square of $\mathcal{C}$ if $S$ is the union of four distinct $1 \times 1$ squares such that $S$ isometric to [0,2] $\times[0,2]$. Moreover, we say that a $2 \times 2$ square is centered on a vertex $v$ if the vertex $v$ corresponds to the image of the point $(1,1)$ by an isometry from $[0,2] \times[0,2]$ to $S$.

Two $1 \times 1$ (resp. $2 \times 2$ ) squares $S, S^{\prime}$ are said to be adjacent if their union $S \cup S^{\prime}$ is isometric to $[0,2] \times[0,1]$ (resp. [0, 4] $\times[0,2]$ ). Two $1 \times 1$ squares $S$ and $S^{\prime}$ are adjacent along a vertical (resp. horizontal) edge if they are adjacent and their intersection $S \cap S^{\prime}$ is a vertical edge (resp. horizontal). Similarly, two $2 \times 2$ squares are said to be adjacent along a horizontal (resp. vertical) if they intersect along a boundary segment (i.e., $\{0\} \times[0,2],\{2\} \times[0,2],[0,2] \times\{0\}$ or $[0,2] \times\{2\}$ ) isometric to $[0,2]$ which is the union of two horizontal edges (resp. vertical edges).

Two $1 \times 1$ (resp. $2 \times 2$ ) squares $S_{1}$ and $S_{2}$ are said to be adherent if they are not adjacent but their intersection is reduced to a vertex which is in a corner of each respective square (i.e., one of the extremal point of each square). If a vertex $v \in \mathcal{C}$ belongs to the intersection of two adherent squares $S_{1} \cap S_{2}$, then $S_{1}$ and $S_{2}$ are said to be adherent along the vertex $v$.

We say that two $1 \times 1$ (resp. $2 \times 2$ ) squares $S, S^{\prime}$ are flat if there exists two $1 \times 1$ (resp. $2 \times 2$ ) squares $S_{1}, S_{2}$ such that the union $S_{1} \cup S_{2} \cup S \cup S^{\prime}$ is isometric to [0, 2] $\times[0,2]$ (resp. [0, 4] $\times[0,4]$ ). Similarly, three $1 \times 1$ (resp. $2 \times 2$ ) squares are flat if we can find another $1 \times 1$ (resp. $2 \times 2$ ) square such that their union is isometric to $[0,2] \times[0,2]$ (resp. $[0,4] \times[0,4]$ ). Once Lemma 2.16 and Lemma 2.15 are obtained, they will allow us to work only with $2 \times 2$ squares centered around vertices of type III, instead of $1 \times 1$ squares.

We will prove that three $1 \times 1$ squares $S_{1}, S_{2}, S_{3}$ such that $S_{1}$ and $S_{2}, S_{2}$ and $S_{3}$ are adjacent and contain a common vertex of type II or III are necessarily flat; see Lemmas 2.15 and 2.16 below. However, this property does not necessarily hold when the squares contain a common vertex of type I (see Lemma 2.17 below), we prove that they are either flat or contained in a spiral staircase. We explain this terminology below.

A collection $\left(S, S^{\prime}\right)$ of $1 \times 1$ or $2 \times 2$ squares is contained in a spiral staircase around $v$ (see 2.14 for an example) if they contain a common vertex $v$ of type I and such that any minimal sequence $S_{1}=S, \ldots, S_{k}=S^{\prime}$ of squares containing $v$ and connecting $S$ to $S^{\prime}$ satisfies the following conditions:


Figure 3. Example of horizontal spiral staircase.
(1) For all integer $i \leqslant k-1$, the squares $S_{i}$ and $S_{i+1}$ are alternatively adjacent along a vertical or horizontal edge containing $v$.
(2) Any three consecutive squares ( $S_{i}, S_{i+1}, S_{i+2}$ ) for $i \leqslant k-2$ is not flat.

When the first two squares $S_{1}$ and $S_{2}$ are adjacent along a horizontal edge (containing $v$ ), we say that the spiral staircase around $v$ is vertical. Otherwise the squares $S_{1}$ and $S_{2}$ are adjacent along a vertical edge and we have a horizontal spiral staircase around $v$.

Remark 2.13. We conjecture that there cannot be any spiral staircase that is both vertical and horizontal but do not need such a statement in our proofs.

When two squares $S, S^{\prime}$ are flat, then the collection $\left(S, S^{\prime}\right)$ is not contained in a spiral staircase.
Example 2.14. Consider $P_{1}, P_{2}, P_{3} \in k[x, y] \backslash k[x]$, denote by $S$ the square containing [ $x$ ] and [Id] and $S^{\prime}$ the square containing $[x]$ and $[f]$ where $f \in \operatorname{Tame}(\mathrm{Q})$ is given by

$$
f=\left(\begin{array}{cc}
x & y+x P_{1}(x, y)+x P_{3}\left(x, z+x P_{2}\left(x, y+x P_{1}(x, y)\right)\right) \\
z+x P_{2}\left(x, y+x P_{1}(x, y)\right)
\end{array}\right),
$$

where $f_{4}=t+y\left(P_{1}(x, y)+P_{3}\left(x, z+x P_{2}\left(x, y+x P_{1}(x, y)\right)\right)\right)+y P_{2}\left(x, y+x P_{1}(x, y)\right)+x\left(P_{1}(x, y)+\right.$ $\left.\left.P_{3}\left(x, z+x P_{2}\left(x, y+x P_{1}(x, y)\right)\right)\right) P_{2}\left(x, y+x P_{1}(x, y)\right)\right)$. Then the pair $\left(S, S^{\prime}\right)$ is contained in a horizontal spiral staircase and one has the Figure 3.

The next lemmas describe when three squares containing a common vertex are flat.
Lemma 2.15. Let $v$ be a vertex of type III and let $S_{1}, S_{2}, S_{3}$ be three distinct $1 \times 1$ squares such that $S_{1}$ is adjacent to $S_{2}$ along an edge containing $v$, and $S_{2}$ is adjacent to $S_{3}$ along an edge containing $v$. Then the three squares can be completed into a $2 \times 2$ square centered along $v$ :


Proof. Since the group acts transitively on the vertices of type III by Proposition 2.7, we can reduce by conjugating by a tame element to the case where the vertex [Id] is a common point of the three squares. By Proposition 2.3(i) and (ii), the three squares determine 3 distinct points $p_{1}, p_{2}, p_{3}$ at infinity such that $p_{1}$ and $p_{2}$ are on a same line at infinity $L_{12}$, and $p_{2}, p_{3}$ lie on another line $L_{23}$ which is transverse to $L_{12}$. Denote by $p_{4}$ the intersection of the line passing through $p_{1}$ transverse to $L_{12}$ with the line passing through $p_{3}$ transverse to $L_{23}$. This point determines a unique square $S_{4}$ containing [Id] by Proposition 2.3(ii) and the union $S_{1} \cup S_{2} \cup S_{3} \cup S_{4}$ is isometric to [0, 2] $\times[0,2]$ since $p_{1}, p_{2}, p_{3}$ and $p_{4}$ lie on a cycle of four lines at infinity.

Lemma 2.16. Let $v$ be a vertex of type II and let $S_{1}, S_{2}, S_{3}$ be three distinct $1 \times 1$ squares such that $S_{1}$ is adjacent to $S_{2}$ along an edge containing $v$, and $S_{2}$ is adjacent to $S_{3}$ along an edge containing $v$. Then the three squares can be completed into a $2 \times 2$ square centered along $v$ :


Proof. Since the tame group and $\mathrm{PGL}_{2}$ act transitively on the vertices of type III and on the pairs of points on $\mathbb{P}^{1}$ respectively, we are reduced by conjugating with an appropriate tame automorphism to the situation where the squares $S_{1}$ and $S_{2}$ contain [Id] and the points [y] and [x] respectively. Take $f \in \operatorname{STame}(Q)$ a tame automorphism such that the vertex $f \cdot S_{2}=S_{3}$. Note that since $S_{2}$ and $S_{3}$ are adjacent, $f$ preserve the edge $S_{2} \cap S_{3}$. By Proposition 2.6(ii), $f$ belongs to

$$
E_{V} \rtimes\left\{\left.\left(\begin{array}{cc}
a x & d y+c x \\
d^{-1} z & a^{-1} t+c a^{-1} d^{-1} z
\end{array}\right) \right\rvert\,(a, c, d) \in k^{*} \times k \times k^{*}\right\} .
$$

In particular, $f$ can be decomposed as $f=g \circ e$ where $e \in E_{V}$ and $g$ belongs to the subgroup

$$
\left\{\left.\left(\begin{array}{cc}
a x & d y+c x \\
d^{-1} z & a^{-1} t+c a^{-1} d^{-1} z
\end{array}\right) \right\rvert\,(a, c, d) \in k^{*} \times k \times k^{*}\right\} .
$$

The vertex of type III in $S_{3}$ is determined by $[f]=O_{4} f=O_{4} g \circ e=O_{4} e=[e]$. Set $S_{4}=e^{-1} \cdot\left[S_{1}\right]$, by construction, $S_{4}$ is adjacent to $S_{1}$ and since it also contains the vertices $e^{-1} \cdot[\mathrm{Id}]=[e]$ and $[x, y]$, it is adjacent to $S_{3}$. We have thus proved that $S_{1}, S_{2}, S_{3}$ are flat.

The important consequence of the above two lemmas is the following: Assume $S$ is a $2 \times 2$ square centered around a vertex of type III and that $\tilde{S}^{\prime}$ is a $1 \times 1$ square adjacent to $S$ along an edge of type I. Then using Lemma 2.16 and Lemma 2.15, there exists another $2 \times 2$ square $S^{\prime}$ containing $\tilde{S}^{\prime}$, centered on a vertex of type III, adjacent to $S$. This is synthesized in Figure 4.


Figure 4. A $2 \times 2$ square $S$ centered around a type III vertex with a $1 \times 1$ square $\tilde{S}^{\prime}$ adjacent to $S$ along a type I edge where $\tilde{S}^{\prime}$ is contained in another $2 \times 2$ square $S^{\prime}$.

Lemma 2.17. Let $v$ be a vertex of type I and let $S, S_{1}, S_{2}$ be three distinct $1 \times 1$ squares such that $S$ is adjacent to $S_{1}$ along an edge containing $v$, and $S$ is adjacent to $S_{2}$ along an edge containing $v$. Let $g_{1}$ and $g_{2} \in \operatorname{STame}(Q)$ such that $g_{1} S=S_{1}$ and $g_{2} S=S_{2}$. Then the three squares can be completed into $a$ $2 \times 2$ square centered along $v$ if and only if $g_{1}$ or $g_{2}$ belongs to $A_{v}^{S}$ :


Proof. Since the group $\operatorname{STame}(Q)$ is transitive on the set of $1 \times 1$ squares, we can suppose that the common vertex $v$ is $[x]$ and that $S$ contains the vertex [Id]. We are thus in the following situation:

where $P, R \in k[x, y]$.
Let us prove the reverse implication $(\Leftarrow)$. Assume $g_{1}$ or $g_{2} \in A_{[x]}^{S}$. Let us assume that $g_{1} \in A_{[x]}^{S}$, then this implies that $R(x, z) \in k[x, z]$ and $P(x) \in k[x]$ and $g_{1}, g_{2}$ can be taken to be

$$
g_{1}=\left(\begin{array}{ll}
x & y-x R(x) \\
z & t-z R(x)
\end{array}\right) \quad \text { and } \quad g_{2}=\left(\begin{array}{cc}
x & y \\
z-x P(x, y) & t-y P(x, y)
\end{array}\right) .
$$

Set $S^{\prime}=g_{1} g_{2} S$, since $g_{1} \circ g_{2}=g_{2} \circ g_{1}$, we obtain that $S^{\prime}$ is adjacent to $S_{2}$ and $S_{1}$, and contains [ $x$ ] because $g_{1} \in A_{[x]}^{S} \subset \operatorname{Stab}([x])$. In particular, $S, S_{1}, S_{2}$ are flat.

Let us prove the first implication $(\Rightarrow)$. Suppose that the squares $S_{1}, S_{2}, S_{3}$ are flat. Then there exists a component $f_{4} \in \mathrm{k}[\mathcal{Q}]$ such that the element $f$ given by

$$
f=\left(\begin{array}{cc}
x & y+x R(x, z) \\
z+x P(x, y) & f_{4}
\end{array}\right)
$$

belongs to Tame $(\mathrm{Q})$. In particular, it must fix the volume form $\Omega$, this implies that

$$
\partial_{y} P(x, y) \partial_{z} R(x, z)=0 \in \mathrm{k}[\mathcal{Q}] .
$$

This implies that $\partial_{y} P(x, y)=0$ or $\partial_{z} R(x, z)=0$ hence $g_{1}$ or $g_{2}$ belongs to $A_{[x]}^{S}$ as required.
Lemma 2.18. Take $S$ and $S^{\prime}$ two $2 \times 2$ squares centered at a vertex of type III which are adherent along a vertex of type I . Then $S$ and $S^{\prime}$ satisfy one of the following properties:
(i) Either the pair $\left(S, S^{\prime}\right)$ is flat.
(ii) Either the pair of squares $\left(S, S^{\prime}\right)$ is contained in a horizontal or vertical spiral staircase.

Proof. Consider two squares $S, S^{\prime}$ such that the pair of square $\left(S, S^{\prime}\right)$ is not flat. Up to a conjugation by an element of $\operatorname{STame}(Q)$, we can suppose that $S$ and $S^{\prime}$ are adherent along the vertex [ $x$ ]. Since the group Tame (Q) acts transitively on the set of $2 \times 2$ squares centered on type III vertices by Proposition 2.7(vi), there exists an element $g \in \operatorname{STame}(Q)$ such that $g \cdot S=S^{\prime}$. Using the fact that the link of type I vertices is connected, we can choose any minimal sequence $S_{i}$ of adjacent $2 \times 2$ squares centered along a vertex of type III all containing $[x]$ such that $S_{1}=S, \ldots, S_{k}=S^{\prime}$. Observe that we can always construct such a sequence by taking a sequence of $\tilde{S}_{1}, \ldots, \tilde{S}_{k}$ of $1 \times 1$ squares containing the same vertex of type I and such that $\tilde{S}_{1} \subset S, \tilde{S}_{k} \subset S^{\prime}$. We apply Lemmas 2.16 and 2.15 inductively to $S_{i}, \tilde{S}_{i+1}$ for $i=1, \ldots, k-1$ and we obtain that there exists a square $S_{i+1}$ containing $\tilde{S}_{i+1}$ centered around a vertex of type III, which is adjacent to $S_{i}$ for each $i=1, \ldots, k-1$.

Since the sequence of square $S_{1}, \ldots, S_{k}$ is minimal, we claim that the squares $S_{i}$ and $S_{i+2}$ are adherent along the vertex $[x]$ but the sequence $S_{i}, S_{i+1}, S_{i+2}$ is not flat. Indeed, if it were the case, there exists a $2 \times 2$ square $\tilde{S}_{i}$ containing $[x]$ such that $\tilde{S}_{i}$ is adjacent to $S_{i}$ and $S_{i+2}$ and such that the union $S_{i}, S_{i+1}, S_{i+2}, \tilde{S}_{i}$ is isometric to [0,4]×[0,4]. Observe that the edge $S_{i} \cap S_{i-1}$ and $S_{i} \cap \tilde{S}_{i}$ are equal so the sequence $S_{1}, \ldots, S_{i-1}, \tilde{S}_{i}, S_{i+2}, \ldots, S_{k}$ is a sequence of squares connecting $S$ and $S^{\prime}$ of length $k-1$. This contradicts the fact that the sequence $S_{1}, \ldots, S_{k}$ is minimal.

Moreover, the squares $S_{i}$ and $S_{i+1}$ are alternatively adjacent along vertical and horizontal edges. Hence the pair $\left(S, S^{\prime}\right)$ is contained in a horizontal or vertical spiral staircase, as required.

In practice, we will use the following explicit characterization to determine whether two squares adherent along a vertex of type I are flat.

Lemma 2.19. Consider two $2 \times 2$ adjacent squares $S_{1}, S_{2}$ along a horizontal edge containing [ $x_{1}$ ], [ $y_{1}$ ] and a polynomial $P \in k[x, y] \backslash k$. Denote by $\left[z_{1}\right],\left[t_{1}\right]$ the other vertices of $S_{1}$ such that $\left[x_{1}\right]$, $\left[z_{1}\right]$ belong to a vertical edge of $S_{1}$ and by $\left[z_{1}+x_{1} P\left(x_{1}, y_{1}\right)\right],\left[t_{1}+y_{1} P\left(x_{1}, y_{1}\right)\right]$ the two other vertices of $S_{2}$. Let $g$ be the tame automorphism defined by

$$
g=\left(\begin{array}{cc}
x & y \\
z+x P(x, y) & t+y P(x, y)
\end{array}\right)
$$

so that $g \cdot S_{1}=S_{2}$.


Figure 5. The initial situation of Lemma 2.19.

## The following assertions hold:

(i) We have $g \in A_{\left[x_{1}\right]}^{S_{1}}$ if and only if $P \in k[x] \backslash k$.
(ii) For any square $S^{\prime}$ adjacent to $S_{1}$ along the vertical edge containing $\left[x_{1}\right],\left[z_{1}\right]$, the squares $S_{1}, S^{\prime}, S_{2}$ are flat if and only if $P \in k[x] \backslash k$.

Figure 5 summarizes the initial situation in the previous lemma.
Proof. By conjugation, we can suppose that $x_{1}=x, y_{1}=y, z_{1}=z$ and $t_{1}=t$. Assertion (i) follows directly from the definition of $A_{[x]}^{S_{1}}$.

Let us prove assertion (ii). Choose a square $S^{\prime}$ such that $g^{\prime} S_{1}=S^{\prime}$ where $g^{\prime} \notin A_{[x]}^{S_{1}}$. Using successively Lemma 2.17, Lemma 2.16 and Lemma 2.15, we obtain that the squares $S_{1}, S_{2}, S^{\prime}$ are flat if and only if $g$ or $g^{\prime}$ are in $A_{[x]}^{S_{1}}$. Since $g^{\prime} \notin A_{[x]}^{S_{1}}$, then we deduce that $S_{1}, S_{2}, S^{\prime}$ are flat if and only if $g \in A_{[x]}^{S_{1}}$. Finally the condition $g \in A_{[x]}^{S_{1}}$ is equivalent to the fact that $P \in k[x] \backslash k$ by assertion (i).

## 3. Global geometry of the complex

In this section, we first review the results due to Bisi, Furter and Lamy regarding the global geometric properties of the metric square complex $\left(\mathcal{C}, d_{\mathcal{C}}\right)$ introduced in Section 2. We then describe the degree of iterates of a tame automorphism fixing a vertex of the complex.

3A. Gromov curvature and Gromov-hyperbolicity. Recall that a map $\gamma:[0, l] \rightarrow\left(\mathcal{C}, d_{\mathcal{C}}\right)$ defines a geodesic segment of length $l$ if $\gamma$ induces an isometry from $[0, l]$ to $\gamma([0, l])$. A map $\gamma: \mathbb{R} \rightarrow \mathcal{C}$ which is an isometry onto its image is called a geodesic line and a map $\gamma: \mathbb{R}^{+} \rightarrow \mathcal{C}$ which is an isometry onto its image is called a geodesic half-line. Recall also that $\gamma: I \rightarrow \mathcal{C}$ where $I=[0, l]$ or $I=\mathbb{R}, \mathbb{R}^{+}$is a quasigeodesic if there exists $\lambda>0, M>0$ such that for any $s, s^{\prime} \in I$, the following inequality is satisfied:

$$
\frac{1}{\lambda}\left|s-s^{\prime}\right|-M \leqslant d_{\mathcal{C}}\left(\gamma(s), \gamma\left(s^{\prime}\right)\right) \leqslant \lambda\left|s-s^{\prime}\right|+M
$$

As a result, a geodesic line is also a quasigeodesic. When any two points on a metric space can be joined by a geodesic segment, we say that the space is a geodesic metric space.

A geodesic space $(X, d)$ is $\operatorname{CAT}(0)$ (see [Bridson and Haefliger 1999, Section II.1]) if its triangles are thinner than euclidean triangles. In other words, $(X, d)$ satisfies the following condition. For any three points $p, q, r$ in $X$, take a triangle in the euclidean plane $\left(\mathbb{R}^{2},\|\cdot\|\right)$ with vertices $\bar{p}, \bar{q}, \bar{r} \in \mathbb{R}^{2}$ such that $d(p, q)=\|\bar{p}-\bar{q}\|, d(q, r)=\|\bar{q}-\bar{r}\|$ and $d(r, p)=\|\bar{r}-\bar{p}\|$. Then for any point $m_{1} \in X$ and $m_{2} \in X$ in the geodesic segment $[p, q]$ and $[q, r]$ respectively, one has

$$
d\left(m_{1}, m_{2}\right) \leqslant\left\|\bar{m}_{1}-\bar{m}_{2}\right\|,
$$

where $\bar{m}_{1}$ and $\bar{m}_{2}$ are the unique points on the segments $[\bar{p}, \bar{q}]$ and $[\bar{q}, \bar{r}]$ respectively such that $d\left(m_{1}, p\right)=$ $\left\|\bar{p}-\bar{m}_{1}\right\|$ and $d\left(r, m_{2}\right)=\left\|\bar{r}-\bar{m}_{2}\right\|$.

Let us recall the notion of Gromov-hyperbolic metric space. Let $\delta>0$ be a positive real number. A metric space $(X, d)$ is $\delta$-hyperbolic if for any geodesic triangle $T=[p, q] \cup[q, r] \cup[r, p]$ in $X$ and for any point $m \in[p, q]$, we have

$$
d(m,[q, r] \cup[r, p]) \leqslant \delta
$$

Theorem 3.1 [Bisi et al. 2014, Theorem A]. The square complex $\mathcal{C}$, endowed with the distance $d_{\mathcal{C}}$, is a geodesic metric space which is simply connected, CAT(0) and Gromov-hyperbolic.

The previous result has important consequences on the behavior of the isometries of the complex, i.e., distance preserving maps. Recall that the translation length, denoted $l(f)$, of an isometry $f: \mathcal{C} \rightarrow \mathcal{C}$ is defined by

$$
l(f)=\inf _{v \in \mathcal{C}} d_{\mathcal{C}}(v, f(v))
$$

Observe that for any isometry $f$, the points in the complex where the infimum is reached is invariant by $f$. We denote by $\operatorname{Min}(f)$ the subset of $\mathcal{C}$ on which the infimum is reached.

Theorem 3.2. Let $f: \mathcal{C} \rightarrow \mathcal{C}$ be an isometry of $\mathcal{C}$ which is also a morphism of complex. Then either $l(f)=0$ and $f$ fixes a vertex in the complex, either $l(f)>0$ and one can find $f$-invariant geodesic line on which $f$ acts by translation by $l(f)$.

In other words, a tame automorphism $f$ is either elliptic (when $l(f)=0$ ) or hyperbolic.
Proof. Take $f$ an isometry of the complex $\mathcal{C}$. Then $\operatorname{Min}(f)$ is nonempty by [Bridson and Haefliger 1999, II.6.6(2)]. Suppose that $l(f)>0$, then $f$ satisfies the hypothesis of [loc. cit., II.Theorem 6.8]. More precisely, [loc. cit., II.Theorem 6.8(1)] asserts that an isometry $f$ of a $\operatorname{CAT}(0)$ space satisfies $l(f)>0$ if and only if $f$ translates by $l(f)$ on an invariant geodesic line, as required.

Otherwise $l(f)=0$, we prove that there exists a vertex which is fixed by $f$. Define a cell of C to be a vertex, an edge or a square. We note that the intersection of two cells of C is a cell. Since $\operatorname{Min}(f) \neq \varnothing$ pick $v \in \operatorname{Min}(f)$, then $d_{\mathcal{C}}(v, f(v))=0$ : So $f(v)=v$. Let $S$ be the minimal cell of $\mathcal{C}$ which contains $v$. Then $v$ is the intersection of all cells of $\mathcal{C}$ which contains $v$ and we get $f(S)=S$. If $S$ is a vertex, $v$ is a
vertex. If $S$ is an edge, since the two vertices of $S$ are of different types, $f$ fixes every vertex of $S$. Now assume that $S$ is a square. Then $f$ fix the unique type III point of $S$.

3B. Degree growths of elliptic automorphisms. In this section, we apply the results of the previous section to study the degree growth of particular tame automorphisms. Recall from the previous section that a tame automorphism is elliptic or hyperbolic if its action on the complex fixes a vertex or preserves a geodesic line of the complex on which it acts by translation respectively.

The following result classifies the degree growth of any elliptic tame automorphisms.
Theorem 3.3. Let $f \in \operatorname{Tame}(\mathrm{Q})$ be any tame automorphism of $\mathcal{Q}$ fixing a vertex in the square complex. Then we are in one of the following situations:
(i) The sequence $\left(\operatorname{deg}\left(f^{n}\right), \operatorname{deg}\left(f^{-n}\right)\right)$ is bounded and $f$ is linear or $f^{2}$ is conjugate via a birational map $Q \longrightarrow \mathrm{~A}^{3}$ to an automorphism of the form $(x, y, z) \mapsto\left(a x, b y+x R(x), b^{-1} z+x P(x, y)\right)$ with $a, b \in k^{*}, P \in k[x, y]$ and $R \in k[x]$.
(ii) There exists a constant $C>0$ such that

$$
\frac{1}{C} n \leqslant \operatorname{deg}\left(f^{\epsilon n}\right) \leqslant C n,
$$

where $\epsilon \in\{+1,-1\}$ and $f$ is conjugated via a birational map $Q \rightarrow \mathbb{A}^{3}$ to an automorphism of the form

$$
(x, y, z) \mapsto\left(a x, b^{-1}(z+x R(x)), b(y+x P(x) z)\right)
$$

with $a, b \in k^{*}, R \in k[x]$ and $P \in k[x] \backslash k$.
(iii) There exists a constant $C>0$ and an integer $d$ such that

$$
\frac{1}{C} d^{n} \leqslant \operatorname{deg}\left(f^{\epsilon n}\right) \leqslant C d^{n}
$$

where $\epsilon \in\{+1,-1\}$ and $f$ is conjugated via a birational map $Q \rightarrow \mathbb{A}^{3}$ to a composition of elements of the form

$$
(x, y, z) \mapsto\left(a x, b(z+x P(x, y)), b^{-1}(y+x R(x))\right)
$$

where $a, b \in k^{*}, R \in k[x]$ and $P \in k[x, y]$ such that $\operatorname{deg}_{y}(P) \geqslant 2$.
Remark 3.4. In case (iii) of the previous theorem, suppose $f$ is a normal form, then $\operatorname{deg}\left(f^{p}\right)=C d^{p}+C_{0}$ where $C>0$ and $C_{0} \in \mathbb{Z}$.

Remark 3.5. The growth of the degree of elliptic automorphisms is summarized in Table 1.
The proof of the theorem relies on the comparison to some reference tame automorphism, for which one computes the degree growth explicitly.

| fixed vertex | action on the link | fibration | behavior on the fiber | $\operatorname{deg}\left(f^{n}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| Type III |  |  |  | bounded |
| Type II |  | over $\mathbb{P}^{2}$ | flow of a vector field | bounded |
| Type I | trivial on $\mathcal{T}$ | over $\mathbb{P}^{1}$ | flow of a vector field | bounded |
| Type I | involution on $\mathcal{T}$ | over $\mathbb{P}^{1}$ | affine | linear |
| Type I | hyperbolic on $\mathcal{T}$ | over $\mathbb{P}^{1}$ | composition of Henon | $\frac{d^{n}}{C} \leqslant \operatorname{deg}\left(f^{n}\right) \leqslant C n d^{n}$ |

Table 1. Summary of the degree growth for an elliptic automorphism.

Lemma 3.6. The following properties hold:
(i) If $f$ is belongs to the semidirect product $\operatorname{Stab}([x, z])=\tilde{E}_{H} \rtimes N$ where

$$
N=\left\{\left(\begin{array}{l}
a x+b z \\
a x y+b^{\prime} t \\
c x+d z
\end{array} c^{\prime} y+d^{\prime} t\right) \left\lvert\,\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\left(\begin{array}{cc}
d^{\prime} & -b^{\prime} \\
-c^{\prime} & a^{\prime}
\end{array}\right)=I_{2} \in M_{2}(k)\right.\right\}
$$

then the sequence $\left(\operatorname{deg}\left(f^{n}\right), \operatorname{deg}\left(f^{-n}\right)\right)$ is bounded.
(ii) If $f$ is of the form

$$
f=\left(\begin{array}{cc}
a x & b(y+x P(x)) \\
b^{-1}(z+x S(x)) & a^{-1}(t+z P(x)+y S(x)+x P(x) S(x))
\end{array}\right)
$$

where $P, S \in k[x] \backslash k, a, b \in k^{*}$, then the sequence $\left(\operatorname{deg}\left(f^{n}\right), \operatorname{deg}\left(f^{-n}\right)\right)$ is bounded.
(iii) If $f$ is of the form

$$
f=\left(\begin{array}{cc}
a x & b(y+x P(x, z)) \\
b^{-1}(z+x R(x)) & a^{-1}(t+z P(x, z)+y R(x))
\end{array}\right)
$$

with $P \in k[x, z] \backslash k$ and $\operatorname{deg}_{z}(P)=1, R \in k[x]$ and $a, b \in k^{*}$, then the sequence $\left(\operatorname{deg}\left(f^{n}\right), \operatorname{deg}\left(f^{-n}\right)\right)$ is bounded.
(iv) If $f$ is of the form

$$
f=\left(\begin{array}{cc}
a x & b^{-1}(z+x R(x)) \\
b(y+x P(x) z) & a^{-1}\left(t+z^{2} P(x)+y R(x)\right)
\end{array}\right)
$$

with $P \in k[x] \backslash k, R \in k[x], a, b \in k^{*}$, then both sequences $\left(\operatorname{deg}\left(f^{n}\right)\right),\left(\operatorname{deg}\left(f^{-n}\right)\right)$ grow linearly.
(v) If $f$ is of the form

$$
f=\left(\begin{array}{cc}
a x & b(y+x P(x, z)) \\
b^{-1}(z+x R(x)) & a^{-1}\left(t+z^{2} P(x)+y R(x)\right)
\end{array}\right)
$$

with $P \in k[x, y], R \in k[x] \backslash k, a, b \in k^{*}$, then the sequence $\left(\operatorname{deg}\left(f^{n}\right), \operatorname{deg}\left(f^{-n}\right)\right)$ is bounded.
(vi) If $f$ is a composition of automorphism of the form

$$
\left(\begin{array}{cc}
a x & b(z+x P(x, y)) \\
b^{-1}(y+x R(x)) & a^{-1}(t+z R(x)+y P(x, y)+x P(x, y) R(x))
\end{array}\right),
$$

where $R \in k[x]$ and $P \in k[x, y]$ such that $\operatorname{deg}_{y}(P) \geqslant 2$, then we have

$$
\begin{equation*}
d^{n} \leqslant \operatorname{deg}\left(f^{ \pm n}\right) \leqslant C d^{n} \tag{7}
\end{equation*}
$$

where $C>0$ and $d \geq 2$ is an integer.
Proof. During the whole proof, we will consider the valuation $v: k[Q] \rightarrow \mathbb{R}^{-} \cup\{+\infty\}$ corresponding to - deg. It is defined by the formula

$$
v(P)=\sup \{-\operatorname{deg}(R) \mid R \in k[x, y, z, t], R=P \in k[Q]\} .
$$

The fact that such a function gives a valuation will be proved in Proposition 4.2. In each case except the last one, we will also express $f^{n}$ as $f^{n}=\left(x_{n}, y_{n}, z_{n}, t_{n}\right)$ where $x_{n}, y_{n}, z_{n}, t_{n} \in k[Q]$.

Let us prove assertion (i). Denote by $N$ the subgroup

$$
N=\left\{\left(\begin{array}{ll}
a x+b z & a^{\prime} y+b^{\prime} t \\
c x+d z & c^{\prime} y+d^{\prime} t
\end{array}\right) \left\lvert\,\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\left(\begin{array}{cc}
d^{\prime} & -b^{\prime} \\
-c^{\prime} & a^{\prime}
\end{array}\right)=I_{2} \in M_{2}(k)\right.\right\} .
$$

Take $f \in \tilde{E}_{H} \rtimes N$, then it can be decomposed into

$$
f=e \circ g
$$

where $e \in \tilde{E}_{H}$ and $g \in N$. Since $\tilde{E}_{H}$ is a normal subgroup, we can consider the elements $e_{1}=g e g^{-1} \in$ $\tilde{E}_{H}, e_{k+1}=$ gee $_{k} g^{-1}$ for all $k \geq 1$. We have

$$
\begin{aligned}
f^{n} & =(e g)^{n}=(e g)^{n-2}(e g e g) \\
& =(e g)^{n-2} e e_{1} g^{2} \\
& =(e g)^{n-3} e\left(g e e_{1}\right) g^{2} \\
& =(e g)^{n-3} e e_{2} g^{3} \\
& =\cdots \\
f^{n} & =e e_{n-1} g^{n} .
\end{aligned}
$$

Note that since $N \subset O_{4}$, the degree remain unchanged if we postcompose by elements in this subgroup. In particular, we have $\operatorname{deg} e_{k+1}=\operatorname{deg}\left(e e_{k}\right)$ for all $k \geq 2$. we get

$$
\operatorname{deg}\left(f^{n}\right)=\operatorname{deg}\left(e e_{n-1}\right)
$$

Now we write $e$ as

$$
e=\left(\begin{array}{cc}
a x & b(y+x P(x, z))  \tag{8}\\
b^{-1} z & a^{-1}(t+z P(x, z))
\end{array}\right)
$$

where $a, b \in k^{*}$ and $P \in k[x, z]$, and $e_{k}$ is of the form

$$
e_{k}=\left(\begin{array}{cc}
x_{k}^{\prime} & y_{k}^{\prime} \\
z_{k}^{\prime} & t_{k}^{\prime}
\end{array}\right)
$$

where $x_{k}^{\prime}, y_{k}^{\prime}, z_{k}^{\prime}, t_{k}^{\prime} \in k[Q]$. We claim that the degree of $e_{k}$ is bounded. We have $v\left(x_{1}^{\prime}\right)=v\left(z_{1}^{\prime}\right)=-1$, $v\left(y_{1}^{\prime}\right)=v\left(t_{1}^{\prime}\right)=-\operatorname{deg}(P)-1$ and an immediate induction gives

$$
\begin{aligned}
& v\left(x_{k+1}^{\prime}\right)=v\left(a x_{k}^{\prime}\right)=v\left(x_{k}^{\prime}\right), \\
& v\left(y_{k+1}^{\prime}\right)=v\left(b\left(y_{k}^{\prime}+x_{k}^{\prime} P\left(x_{k}^{\prime}, z_{k}^{\prime}\right)\right)\right)=v\left(y_{k}^{\prime}+x_{k}^{\prime} P\left(x_{k}^{\prime}, z_{k}^{\prime}\right)\right) \geq-\operatorname{deg}(P)-1, \\
& v\left(z_{k+1}^{\prime}\right)=v\left(b z_{k}^{\prime}\right)=v\left(z_{k}^{\prime}\right), \\
& v\left(t_{k+1}^{\prime}\right)=v\left(a^{-1}\left(t_{k}^{\prime}+z_{k}^{\prime} P\left(x_{k}^{\prime}, z_{k}^{\prime}\right)\right)\right) \geq-\operatorname{deg}(P)-1 .
\end{aligned}
$$

This shows that $\operatorname{deg}\left(f^{n}\right)=\operatorname{deg}\left(e e_{n-1}\right)$ is bounded. A similar argument will also show that $\operatorname{deg}\left(f^{-n}\right)$ is bounded and assertion (i) holds.

Let us prove assertion (ii). Assume $f$ is given by

$$
f=\left(\begin{array}{cc}
a x & b(y+x P(x)) \\
b^{-1}(z+x S(x)) & a^{-1}(t+z P(x)+y S(x)+x P(x) S(x))
\end{array}\right)
$$

where $P, S \in k[x] \backslash k$ and $a, b \in k^{*}$. The sequence $v\left(x_{n}\right)$ is constant equal to -1 because $v\left(x_{n+1}\right)=$ $\nu\left(a x_{n}\right)=v\left(x_{n}\right)=\nu(x)=-1$. We have $v\left(y_{1}\right)=-\operatorname{deg}(P)-1, \operatorname{deg}\left(z_{1}\right)=-\operatorname{deg}(S)-1$. Observe that $v\left(y_{n+1}\right)=v\left(b\left(y_{n}+x_{n} P\left(x_{n}\right)\right)\right) \geq-\operatorname{deg}(P)-1$ for all $n \geq 1$, and $v\left(z_{n+1}\right)=v\left(b^{-1}\left(z_{n}+x_{n} S\left(x_{n}\right)\right)\right) \geq$ $-\operatorname{deg}(S)-1$ for all $n \geq 1$. Since $v\left(x_{n} t_{n}-y_{n} z_{n}\right)=v(1)=0$, and since $v\left(x_{n}\right), \nu\left(y_{n}\right), \nu\left(z_{n}\right)$ are all bounded and always negative, we deduce that $v\left(t_{n}\right)=v\left(y_{n}\right)+v\left(z_{n}\right)-v\left(x_{n}\right)$ is also bounded. This shows that $\operatorname{deg}\left(f^{n}\right)$ is bounded. Since the inverse $f^{-1}$ can be obtained by replacing $P$ by $-P, S$ by $-S$ and $a, b$ by $a^{-1}, b^{-1}$ respectively, we conclude that $\operatorname{deg}\left(f^{-n}\right)$ is also bounded.

Let us prove assertion (iii). Assume $f$ is of the form

$$
f=\left(\begin{array}{cc}
a x & b(y+x P(x, z)) \\
b^{-1}(z+x R(x)) & a^{-1}(t+z P(x, z)+y R(x)+x P(x, z) R(x))
\end{array}\right)
$$

with $R \in k[x], a, b \in k^{*}, P \in k[x, z]$ and $\operatorname{deg}_{z} P=1$. We first decompose $P$ into

$$
P(x, z)=P_{0}(x)+z P_{1}(x),
$$

where $P_{0}, P_{1} \in k[x]$ and $P_{1} \neq 0$.
Observe that $v\left(x_{n}\right)=-1$ for all $n$. Observe that $v\left(z_{1}\right)=-\operatorname{deg}(R)-1$, we obtain by induction

$$
v\left(z_{n+1}\right)=v\left(b^{-1}\left(z_{n}+x_{n} R\left(x_{n}\right)\right)\right) \geq-\operatorname{deg}(R)-1 .
$$

so that $v\left(z_{n}\right) \geq-\operatorname{deg}(R)-1$ for all $n \geq 1$. Observe that $v\left(y_{1}\right)=-\operatorname{deg}(P)-2$, we now estimate $\nu\left(y_{n}\right)$ inductively:

$$
\begin{aligned}
v\left(y_{n+1}\right) & =v\left(b\left(y_{n}+x_{n} P_{0}\left(x_{n}\right)+x_{n} z_{n} P_{1}\left(x_{n}\right)\right)\right) \\
& =v\left(y_{n}+x_{n} P_{0}\left(x_{n}\right)+x_{n} z_{n} P_{1}\left(x_{n}\right)\right) \\
& \geq \min \left(v\left(y_{n}\right),-\operatorname{deg}\left(P_{0}\right)-1, v\left(z_{n}\right)-1-\operatorname{deg}\left(P_{1}\right)\right) \\
& \geq \min \left(v\left(y_{n}\right),-\operatorname{deg}\left(P_{0}\right)-1,-\operatorname{deg}\left(P_{1}\right)-\operatorname{deg}(R)-2\right) .
\end{aligned}
$$

We thus obtain that $v\left(y_{n}\right) \geq-\operatorname{deg}(P)-\operatorname{deg}(R)-2$ for all $n \geq 1$. Using the fact that $x_{n} t_{n}=1+y_{n} z_{n}$, we deduce that $v\left(t_{n}\right)$ is also bounded since $v\left(x_{n}\right), v\left(y_{n}\right), v\left(z_{n}\right)$ are all bounded. Since $f^{-1}$ has a similar form, we deduce that both $\operatorname{deg}\left(f^{n}\right)$ and $\operatorname{deg}\left(f^{-n}\right)$ are bounded.

Let us prove assertion (iv). Assume $f$ is of the form

$$
f=\left(\begin{array}{cc}
a x & b^{-1}(z+x R(x)) \\
b(y+x P(x) z) & a^{-1}\left(t+z^{2} P(x)+y R(x)\right)
\end{array}\right)
$$

with $P \in k[x] \backslash k, R \in k[x], a, b \in k^{*}$. In the case where $R=0$ one sees easily that the sequence of degrees grows linearly $\operatorname{deg}\left(f^{n}\right) \sim C n$. Let us now assume $R \neq 0$. We have

$$
f^{2}=\left(\begin{array}{cc}
a^{2} x & b^{-1}(b(y+x P(x) z)+a x R(a x))  \tag{9}\\
b\left(b^{-1}(z+x R(x))+a x P(a x) b(y+x P(x) z)\right) & t_{2}
\end{array}\right) .
$$

Observe that $v\left(x_{n}\right)=-1$ for all $n \geq 1$. We have (using Lemma 4.7 to evaluate the valuation) $v\left(y_{1}\right)=$ $\min (-1,-1-\operatorname{deg}(R)), \nu\left(z_{1}\right)=-\operatorname{deg}(P)-2, \nu\left(y_{2}\right)=\min (-1,-2-\operatorname{deg}(P),-1-\operatorname{deg}(R)), \nu\left(z_{2}\right)=$ $\min (-1,-1-\operatorname{deg}(R),-2 \operatorname{deg}(P)-3)$ and the inductive relation

$$
\left\{\begin{array}{l}
v\left(y_{n+1}\right)=v\left(b^{-1}\left(z_{n}+x_{n} R\left(x_{n}\right)\right)\right) \geq \min \left(v\left(z_{n}\right),-\operatorname{deg}(R)-1\right) \\
v\left(z_{n+1}\right)=v\left(b\left(y_{n}+x_{n} P\left(x_{n}\right) z_{n}\right)\right) \geq \min \left(v\left(y_{n}\right),-\operatorname{deg}(P)-1+v\left(z_{n}\right)\right)
\end{array}\right.
$$

Let us show by induction on $n \geq 2$ that:
(a) $v\left(z_{n}\right) \leq v\left(y_{n}\right)$.
(b) $v\left(z_{n}\right) \leq \min (-1,-\operatorname{deg}(R)-1)$.

The case $n=2$ was treated above. Let us assume that (a), (b) hold for $n \geq 2$. Since $v\left(z_{n} x_{n} P\left(x_{n}\right)\right)<v\left(y_{n}\right)$, we have

$$
\begin{equation*}
v\left(z_{n+1}\right)=v\left(y_{n}+x_{n} P\left(x_{n}\right) z_{n}\right)=-\operatorname{deg}(P)-1+v\left(z_{n}\right) \tag{10}
\end{equation*}
$$

Since $v\left(z_{n}\right) \leq \min (-1,-\operatorname{deg}(R)-1)$, we have, by the previous relation,

$$
\begin{equation*}
v\left(y_{n+1}\right) \geq \min \left(v\left(z_{n}\right),-\operatorname{deg}(R)-1\right) \geq v\left(z_{n}\right)>v\left(z_{n+1}\right) . \tag{11}
\end{equation*}
$$

We have thus showed (a) and (b) for $n+1$.
Relation (a) shows that $v\left(z_{n+1}\right)=v\left(z_{n}\right)-\operatorname{deg}(P)-1$ for all $n \geq 2$, so $v\left(z_{n}\right)$ grows linearly. Starting from $n \geq 3$, we would have $v\left(z_{n}\right)<\min (-1,-\operatorname{deg}(R)-1)$. And this implies that $v\left(y_{n}\right)=v\left(z_{n-1}\right)$ for all $n \geq 4$. Overall, both $v\left(y_{n}\right), \nu\left(z_{n}\right)$ grow linearly for $n \geq 4$. Since $v\left(t_{n}\right)=v\left(1+y_{n} z_{n}\right)-v\left(x_{n}\right)=v\left(y_{n}\right)+v\left(z_{n}\right)-v\left(x_{n}\right)$
for $n \geqslant 1$, we deduce that $v\left(t_{n}\right)$ also grows linearly for large enough $n$. Overall $\operatorname{deg}\left(f^{n}\right)$ grows linearly. Similarly, $f^{-1}$ is also of the same form, so we also conclude that $\operatorname{deg}\left(f^{-n}\right)$ also grows linearly.

Let us prove assertion (v). Assume $f$ is of the form

$$
f=\left(\begin{array}{cc}
a x & b(y+x P(x, z)) \\
b^{-1}(z+x R(x)) & a^{-1}\left(t+z^{2} P(x)+y R(x)\right)
\end{array}\right)
$$

with $P \in k[x, y], R \in k[x] \backslash k, a, b \in k^{*}$. We observe that $v\left(x_{n}\right)=-1$ and $v\left(z_{n}\right)=-\operatorname{deg}(R)-1$ for all $n \geq 1$. We also have

$$
v\left(y_{n+1}\right)=v\left(y_{n}+x_{n} P\left(x_{n}, z_{n}\right)\right) \geq \min \left(v\left(y_{n}\right), v\left(x_{n}\right)+v\left(P\left(x_{n}, z_{n}\right)\right)\right) .
$$

Write $P=\sum a_{i j} x^{i} y^{j}$. Since $v\left(P\left(x_{n}, z_{n}\right)\right) \geq \min \left\{-i+j(-\operatorname{deg}(R)-1) \mid a_{i j} \neq 0\right\}$, the above formula also yields that $v\left(y_{n}\right)$ is bounded. We then conclude that $v\left(t_{n}\right)=v\left(y_{n} z_{n}\right)-v\left(x_{n}\right)$ is also bounded. Finally $\operatorname{deg}\left(f^{n}\right)$ is bounded, and so is its inverse which is of a similar form.

Let us prove assertion (vi). Assume $f=g_{k} \cdots g_{1}$ is a composition of automorphisms of the form

$$
g_{i}=\left(\begin{array}{cc}
a_{i} x & b_{i}\left(z+x P_{i}(x, y)\right) \\
b_{i}^{-1}\left(y+x R_{i}(x)\right) & a_{i}^{-1}\left(t+z R_{i}(x)+y P_{i}(x, y)+x P_{i}(x, y) R_{i}(x)\right)
\end{array}\right),
$$

where $R_{i} \in k[x]$ and $P_{i} \in k[x, y]$ such that $\operatorname{deg}_{y}\left(P_{i}\right) \geqslant 2$. For simplicity, let us reset $x_{n}, y_{n}, z_{n}, t_{n} \in k[Q]$ defined by

$$
g_{i} \cdots g_{2} g_{1} f^{n}=\left(\begin{array}{cc}
x_{n k+i} & y_{n k+i}  \tag{12}\\
z_{n k+i} & t_{n k+i}
\end{array}\right)
$$

for all $i \leqslant k$. We also set $g_{n k+i}:=g_{i}$ for all $n, i$ so that we repeat the same sequence of automorphism periodically.

We will first show that the sequences $v\left(y_{n}\right), \nu\left(z_{n}\right)$ are unbounded.
Let us consider the following valuation $\nu_{0}: k[Q] \rightarrow \mathbb{R}^{-} \cup\{+\infty\}$ which gives the weight $(0,-1,-1,-2)$ on $(x, y, z, t)$ (see Proposition 4.2 for a precise definition). This valuation gives no weight to $x$ whereas it gives the weight -1 to $y, z$ and the weight -2 to $t$. By construction, we have $2 v(P) \leqslant v_{0}(P)$ for all $P \in k[Q]$.

Recall from Section 2D that an automorphism of the form

$$
g_{n}=\left(\begin{array}{cc}
a_{n} x & b_{n}\left(z+x P_{n}(x, y)\right) \\
b_{n}^{-1}\left(y+x_{n} R(x)\right) & a_{n}^{-1}(t+z R(x)+y P(x, y)+x P(x, y) R(x))
\end{array}\right),
$$

induces an element $i\left(g_{n}\right)$ of $\operatorname{Aut}_{k(x)} \mathbb{A}^{2}$. Namely, the associated element is

$$
\begin{equation*}
(y, z) \mapsto\left(b_{n}\left(z+x P_{n}(x, y)\right), b_{n}^{-1}\left(y+x R_{n}(x)\right)\right) . \tag{13}
\end{equation*}
$$

One can see that given $g_{n}, g_{m}$ of this form, one can find some automorphism $\tilde{g}_{n, m}, \tilde{g}_{m}$ of the same form determined by some polynomials $\tilde{P}_{n}=\lambda_{n}^{-1} P_{n}\left(x / \lambda_{n}, y\right), \tilde{R}_{n}=\lambda_{n}^{-1} R\left(x / \lambda_{n}\right)$ where $\lambda_{n} \in k^{*}\left(\lambda_{n}\right.$ depends on $g_{m}$ for $\left.n \geqslant m\right)$ such that $i\left(g_{n} g_{m}\right)=i\left(\tilde{g}_{n}\right) i\left(\tilde{g}_{m}\right)$. We thus find them inductively as follows, we first find $\tilde{g}_{2}$ such that $i\left(g_{2} g_{1}\right)=i\left(\tilde{g_{2}}\right) i\left(g_{1}\right)$. Now we find $\tilde{g_{3}}$ such that $i\left(g_{3}\left(g_{2} g_{1}\right)\right)=i\left(\tilde{g_{3}}\right) i\left(\tilde{g_{2}}\right) i\left(g_{1}\right)$ and so
on, observe that $\tilde{g}_{n+1}$ depends on all the preceding $g_{n}, g_{n-1} \ldots, g_{1}$. However the degree in $y$ of those elements remains the same. We thus obtain

$$
i\left(g_{n} \cdots g_{1}\right)=i\left(\tilde{g}_{n}\right) \cdots i\left(\tilde{g}_{2}\right) i\left(g_{1}\right)
$$

The elements $i\left(g_{n}\right), i\left(\tilde{g}_{n}\right)$ are Henon-like automorphism of $\mathbb{A}_{k[x]}^{2}$ and by [Friedland and Milnor 1989, Theorem 2.1] the degree in $(y, z)$ of a composition $i\left(g_{1} \cdots g_{n}\right)=i\left(\tilde{g}_{1}\right) \cdots i\left(\tilde{g}_{n}\right)$ of $n$ such elements is a product $d_{n}=\prod_{i=1}^{n} \operatorname{deg}_{y} P_{i}$ of $n$ integers larger or equal to 2 . This implies that $v_{0}\left(y_{n}\right) \sim d_{n}, v_{0}\left(z_{n}\right) \sim d_{n-1}$ grow exponentially fast, and we obtain that $2 v\left(y_{n}\right) \leqslant \nu_{0}\left(y_{n}\right), 2 v\left(z_{n}\right) \leqslant \nu_{0}\left(z_{n}\right)$ are unbounded and that

$$
\begin{equation*}
\operatorname{deg}\left(g_{n} \cdots g_{1}\right) \geq d_{n} / 2 \tag{14}
\end{equation*}
$$

hence $\operatorname{deg}\left(f^{n}\right) \geq d_{k}^{n} / 2$.
We will now prove the second inequality $\operatorname{deg}\left(g_{n} \cdots g_{1}\right) \leqslant C^{\prime} d_{n}$ for a constant $C^{\prime}>0$. Let us first reduce our problem, to any $f \in \operatorname{Stab}([x])$ of the form

$$
f=\left(\begin{array}{ll}
a x & f_{2} \\
f_{3} & f_{4}
\end{array}\right)
$$

where $a \in k^{*}, f_{2}, f_{3}, f_{4} \in k[Q]$. We set

$$
r(f)=\left(\begin{array}{cc}
x & f_{2} \\
f_{3} & a f_{4}
\end{array}\right)
$$

By construction, $r(f)$ is a tame automorphism which is also in $\operatorname{Stab}([x])$ and one has $\operatorname{deg}(r(f))=\operatorname{deg}(f)$. Moreover, one can find some automorphism $g_{i}^{\prime}$ of the same form as $g_{i}$ such that

$$
r\left(g_{n} \cdots g_{1}\right)=r\left(g_{n}^{\prime}\right) \cdots r\left(g_{1}^{\prime}\right)
$$

We can thus replace $g_{1}, \ldots, g_{n}$ by $r\left(g_{1}^{\prime}\right), \ldots, r\left(g_{n}^{\prime}\right)$ and assume that the coefficient $a_{i}$ are all equal to 1 .
Let us introduce some particular notations. For any polynomial $P \in k[x, y] \backslash k[x]$ and $b \in k^{*}$, we write by $h(P)$ the automorphism given by

$$
h(P, b):=\left(\begin{array}{cc}
x & b(z+x P(x, y)) \\
b^{-1} y & t+y P(x, y)
\end{array}\right)
$$

We also set for all $R, S \in k[x]$ and $b \in k^{*}$,

$$
u(R, S, b):=\left(\begin{array}{cc}
x & b(y+x R(x))  \tag{15}\\
b^{-1}(z+x S(x)) & t+z R(x)+y S(x)+x R(x) S(x)
\end{array}\right) .
$$

We will use some particular relations via the following lemma:
Lemma 3.7. For any $P \in k[x, y] \backslash k$ such that $\operatorname{deg}_{y} P \geq 2$ and any $R, S \in k[x]$, there exist $T \in k[x]$, $\tilde{P} \in k[x, y] \backslash k$ such that the following are satisfied:
(1) $\operatorname{deg}_{y} \tilde{P}=\operatorname{deg}_{y} P-1$.
(2) $\operatorname{deg}_{x} \tilde{P} \leqslant \operatorname{deg}_{x} P+\left(\operatorname{deg}_{y} P-1\right)(1+\operatorname{deg} R)$.
(3) $\operatorname{deg} T \leqslant \max \left(\operatorname{deg} S,\left(\operatorname{deg}_{y} P\right)(\operatorname{deg} R+1)+\operatorname{deg} P\right)$.
(4) $h(P, \beta) \circ u(R, S, b)=u\left(T, R, \beta b^{-1}\right) \circ h(y \tilde{P}, 1)$.

Proof. The proof follows easily from the Taylor expansion:

$$
P(x, b(y+x R(x)))=P(x, b y)+\frac{(b x R(x))^{\operatorname{deg}_{y} P}}{\left(\operatorname{deg}_{y} P\right)!} \partial_{2}^{\operatorname{deg}_{y} P} P(x, b y)+\sum_{k=1}^{\operatorname{deg}_{y} P-1} \frac{(b x R(x))^{k}}{k!} \partial_{2}^{k} P(x, b y) .
$$

Let us decompose $g_{i}$ into as $g_{i}=u\left(R_{i}, S_{i}, b_{i}\right) \circ h\left(y p_{i}, \beta_{i}\right)$, where $p_{i} \in k[x, y]$ such that $\operatorname{deg}_{y} p_{i}=$ $\operatorname{deg}_{y} P_{i}-1$ and $b_{i}, \beta_{i} \in k^{*}$. Note that since the polynomials $P_{i}, R_{i}$ are chosen periodically from $\left\{P_{1}, \ldots, P_{k}\right\},\left\{R_{1}, \ldots, R_{k}\right\}$ respectively, the polynomials $R_{i}, S_{i}, p_{i}$ are also chosen among finitely many polynomials. Let us consider

$$
\begin{aligned}
M & :=\max _{i}\left(\operatorname{deg}\left(R_{i}\right), \operatorname{deg} S_{i}\right), \\
M_{p} & :=\max \left(M, \max _{i}\left(1+\operatorname{deg} p_{i}\right)\right)
\end{aligned}
$$

Observe also that $d_{n}=\prod_{i=1}^{n} \operatorname{deg}_{y} P_{i}=\prod_{1}^{n}\left(1+\operatorname{deg}_{y} p_{i}\right)$ and that $M \leq M_{p}$ by construction.
We prove by induction on $n \geq 1$ that there exists $T_{n}, U_{n} \in k[x], \beta_{n}^{\prime} \in k^{*}$ and $\tilde{P}_{1}, \ldots, \tilde{P}_{n} \in k[x, y] \backslash k$ such that

$$
g_{n} \cdots g_{1}=u\left(T_{n}, U_{n}, \beta_{n}^{\prime}\right) h\left(y \tilde{P}_{n}, 1\right) \ldots h\left(y \tilde{P}_{1}\right)
$$

and satisfying the conditions

$$
\begin{equation*}
\operatorname{deg} U_{n} \leqslant M \quad \text { and } \quad \forall n \geq 2, \operatorname{deg}_{x} \tilde{P}_{n} \leqslant \operatorname{deg}_{x} p_{n}+\operatorname{deg}_{y}\left(p_{n}\right)\left(1+\operatorname{deg} T_{n-1}\right) \tag{16}
\end{equation*}
$$

and for all $n \geq 2$

$$
\begin{equation*}
\operatorname{deg} T_{n} \leqslant d_{n} \operatorname{deg} T_{1}+\sum_{i=1}^{n-1} \frac{d_{n}}{d_{i}}+M_{p} \sum_{i=2}^{n} \frac{d_{n}}{d_{i}} \tag{17}
\end{equation*}
$$

The case where $n=1$ is immediate. Let us assume that $g_{n} \ldots g_{1}$ can be decomposed into $u\left(T_{n}, U_{n}, \beta_{n}^{\prime}\right) \circ$ $h\left(y \tilde{P}_{n}, 1\right) \circ \cdots \circ h\left(y \tilde{P}_{1}, 1\right)$. Using the above lemma to $R=T_{n}, S=U_{n}$ and $P=y p_{n+1}$, we obtain $\tilde{\beta}_{n+1} \in k^{*}$, some polynomials $\tilde{T} \in k[x]$ and $\tilde{P}_{n+1} \in k[x, y]$ and get

$$
\begin{aligned}
g_{n+1} g_{n} \cdots g_{1} & =u\left(R_{n+1}, S_{n+1}, b_{n}\right) h\left(y p_{n+1}, \beta_{n+1}\right) u\left(T_{n}, U_{n}, \beta_{n}^{\prime}\right) h\left(y \tilde{P}_{n}, 1\right) \cdots h\left(y \tilde{P}_{1}\right), \\
& =u\left(R_{n+1}, S_{n+1}, \beta_{n+1}\right) u\left(\tilde{T}, R_{n+1}, \tilde{\beta}_{n+1}\right) h\left(y\left(y \tilde{P}_{n+1}, 1\right) h\left(y \tilde{P}_{n}, 1\right) \cdots h\left(y \tilde{P}_{1}, 1\right),\right.
\end{aligned}
$$

and we conclude by setting $T_{n+1}=\tilde{T}+\tilde{\beta}_{n+1}^{-1} R_{n+1}, U_{n+1}=R_{n+1}+\tilde{\beta}_{n+1}^{-1} S_{n+1}, \beta_{n+1}^{\prime}=\beta_{n+1} \tilde{\beta}_{n+1}$. We check the bounds on the degree of $T_{n+1}, U_{n+1}$. The lemma directly implies
$\operatorname{deg}\left(U_{n+1}\right) \leqslant \max \left(\operatorname{deg} R_{n+1}, \operatorname{deg} S_{n+1}\right) \leqslant M \quad$ and $\quad \operatorname{deg}_{x} \tilde{P}_{n+1} \leqslant \operatorname{deg}_{x} p_{n+1}+\operatorname{deg}_{y}\left(p_{n+1}\right)\left(1+\operatorname{deg} T_{n}\right)$.

Using the induction hypothesis $\operatorname{deg} U_{n} \leqslant M$, the inequality (17) and the fact that $\operatorname{deg} R_{n+1} \leqslant M \leqslant$ $M_{p},\left(1+\operatorname{deg} p_{n+1}\right) \leq M_{p}$, we get

$$
\begin{aligned}
\operatorname{deg}\left(T_{n+1}\right) & \leqslant \max \left(\operatorname{deg} R_{n+1}, \operatorname{deg}(\tilde{T})\right) \\
& \leqslant \max \left(\operatorname{deg} R_{n+1}, \operatorname{deg} U_{n},\left(1+\operatorname{deg}_{y} p_{n+1}\right)\left(\operatorname{deg} T_{n}+1\right)+1+\operatorname{deg} p_{n+1}\right) \\
& \leqslant \max \left(M,\left(1+\operatorname{deg}_{y} p_{n+1}\right) \operatorname{deg} T_{n}+M_{p}+\left(1+\operatorname{deg}_{y} p_{n+1}\right)\right) \\
& \leqslant \max \left(M, \frac{d_{n+1}}{d_{n}}\left(d_{n} \operatorname{deg} T_{1}+\sum_{i=1}^{n-1} \frac{d_{n}}{d_{i}}+M_{p} \sum_{i=2}^{n} \frac{d_{n}}{d_{i}}\right)+M_{p}+\frac{d_{n+1}}{d_{n}}\right), \\
& \leqslant d_{n+1} \operatorname{deg} T_{1}+\sum_{i=1}^{n} \frac{d_{n+1}}{d_{i}}+M_{p} \sum_{i=2}^{n+1} \frac{d_{n+1}}{d_{i}}
\end{aligned}
$$

This finishes the proof by induction.
Using the fact that $d_{n+1} / d_{n}$ is an integer larger or equal to 2 , the inequality (17) implies that for all $n \geq 2$, we have $d_{n} / d_{i} \leqslant\left(\frac{1}{2}\right)^{i-1} d_{n} / d_{1}$, for all $i \leqslant n$,

$$
\begin{equation*}
\operatorname{deg} T_{n} \leqslant d_{n} \operatorname{deg} T_{1}+\left(2+M_{p}\right) \frac{d_{n}}{d_{1}} \leqslant C d_{n} \tag{18}
\end{equation*}
$$

where $C=\operatorname{deg}\left(T_{1}\right)+\left(2+M_{p}\right) / d_{1}$. Now (16) simplifies as

$$
\begin{aligned}
\operatorname{deg}_{x} \tilde{P}_{n} & \leqslant \operatorname{deg}_{x} p_{n}+\operatorname{deg}_{y}\left(p_{n}\right)\left(1+\operatorname{deg} T_{n-1}\right), \\
& \leqslant \operatorname{deg}_{x} p_{n}+\operatorname{deg}_{y}\left(p_{n}\right)\left(1+C d_{n-1}\right), \\
& \leqslant d_{n}\left(C+\frac{1}{2}\right)+\operatorname{deg}_{x} p_{n},
\end{aligned}
$$

and we choose an integer $N_{0}$ such that for all $n \geq N_{0}, \max \left(\operatorname{deg}_{x} p_{i}\right) \leqslant d_{n}$. We then get

$$
\begin{equation*}
\operatorname{deg}_{x} \tilde{P}_{n} \leqslant C^{\prime} d_{n} \tag{19}
\end{equation*}
$$

where $C^{\prime}=C+\frac{3}{2}$ for all $n \geq N_{0}$.
Let us now prove that $\operatorname{deg}\left(h\left(y \tilde{P}_{n}, 1\right) \ldots h\left(y \tilde{P}_{1}, 1\right)\right) \leqslant C^{\prime} d_{n}$ where $C^{\prime}>0$. For this particular product, we reproduce the standard arguments for product of Henon transformations.

Let us write

$$
h\left(y \tilde{P}_{n}, 1\right) \ldots h\left(y \tilde{P}_{1}, 1\right)=\left(\begin{array}{cc}
x & y_{n}^{\prime} \\
z_{n}^{\prime} & t_{n}^{\prime}
\end{array}\right)
$$

where $y_{n}^{\prime}, z_{n}^{\prime}, t_{n}^{\prime} \in k[Q]$.
We have the following inductive relation for $n \geqslant 1$ :

$$
v\left(z_{n+1}^{\prime}\right)=v\left(y_{n}^{\prime}\right) \quad \text { and } \quad v\left(y_{n+1}^{\prime}\right)=v\left(z_{n}^{\prime}+x y_{n}^{\prime} \tilde{P}_{n+1}\left(x, y_{n}^{\prime}\right)\right)
$$

We prove by induction on $n \geq 1$ that $v\left(y_{n}^{\prime}\right) \leqslant \nu\left(z_{n}^{\prime}\right)$.

Indeed, it is clear for $n=1$ and assume by induction that $v\left(y_{n}^{\prime}\right) \leqslant v\left(z_{n}^{\prime}\right)$ for $n \geq 1$, then since $\tilde{P}_{n+1} \neq 0$, we get

$$
\nu\left(y_{n+1}^{\prime}\right)=v\left(z_{n}^{\prime}+x y_{n}^{\prime} \tilde{P}_{n+1}\left(x, y_{n}^{\prime}\right)\right)=v\left(x y_{n}^{\prime} \tilde{P}_{n+1}\left(x, y_{n}^{\prime}\right)\right)<v\left(y_{n}^{\prime}\right)=v\left(z_{n+1}^{\prime}\right)
$$

as required. Moreover, by applying (19), we have for all $n \geq N_{0}$,

$$
\begin{aligned}
\nu\left(y_{n+1}^{\prime}\right) & \geqslant \min \left(-\operatorname{deg}_{x} \tilde{P}_{n+1},\left(\operatorname{deg}_{y} \tilde{P}_{n}+1\right) \nu\left(y_{n}^{\prime}\right)\right) \\
& \geqslant \min \left(-C^{\prime} d_{n+1},\left(\operatorname{deg}_{y} \tilde{P}_{n}+1\right) \nu\left(y_{n}^{\prime}\right)\right) \\
& \geqslant \min \left(-C^{\prime} d_{n+1}, \frac{d_{n+1}}{d_{n}} v\left(y_{n}^{\prime}\right)\right) .
\end{aligned}
$$

An immediate induction using the previous inequality shows that

$$
\begin{equation*}
\nu\left(y_{n}^{\prime}\right) \geqslant \min \left(-C^{\prime} d_{n}, \frac{d_{n}}{d_{N_{0}}} v\left(y_{N_{0}}^{\prime}\right)\right), \tag{20}
\end{equation*}
$$

for all $n \geq N_{0}$ and this shows that $\operatorname{deg}\left(h\left(y \tilde{P}_{n}\right) \ldots h\left(y \tilde{P}_{1}\right)\right) \leqslant \tilde{C} d_{n}$.
Finally, we conclude

$$
\begin{align*}
\operatorname{deg}\left(g_{n} \ldots g_{1}\right) & =\operatorname{deg}\left(u\left(T_{n}, U_{n}\right) h\left(y \tilde{P}_{n}\right) \cdots h\left(y \tilde{P}_{1}\right)\right) \\
& \leqslant \max \left(\operatorname{deg} T_{n}, \operatorname{deg} U_{n}, \operatorname{deg}\left(h\left(y \tilde{P}_{n}\right) \cdots h\left(y \tilde{P}_{1}\right)\right)\right) \leqslant C^{\prime \prime} d_{n}, \tag{21}
\end{align*}
$$

where $C^{\prime \prime}>0$, as required.
Proof of Theorem 3.3. Take $f \in \operatorname{Tame}(\mathbf{Q})$ an elliptic automorphism. Since $f$ fixes a vertex on the complex, we will distinguish three cases depending on the type of vertices $f$ fixes. Moreover, recall that the degree growth is an invariant of conjugation and that by Proposition 2.7, the tame group acts transitively on the set of vertices of type I, II and III respectively. We are thus reduced to compute the degree growth for $f$ in the subgroups $\operatorname{Stab}([\operatorname{Id}]), \operatorname{Stab}([x, z])$ and $\operatorname{Stab}([x])$ respectively.
First case: If $f \in \operatorname{Stab}([\operatorname{Id}])=O_{4}$, the sequence $\left(\operatorname{deg}\left(f^{n}\right), \operatorname{deg}\left(f^{-n}\right)\right)$ is bounded.
Second case: Suppose that $f \in \operatorname{Stab}([x, z])$. By Proposition 2.6 , one has

$$
\operatorname{Stab}([x, z])=E_{H} \rtimes\left\{\left(\begin{array}{ll}
a x+b z & a^{\prime} y+b^{\prime} t \\
c x+d z & c^{\prime} y+d^{\prime} t
\end{array}\right) \left\lvert\,\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\left(\begin{array}{cc}
d^{\prime} & -b^{\prime} \\
-c^{\prime} & a^{\prime}
\end{array}\right)=I_{2} \in M_{2}(k)\right.\right\} .
$$

Denote by $\pi_{x z}: \mathcal{Q} \rightarrow \mathbb{A}^{2} \backslash\{(0,0)\}$ the map induced by the projection

$$
(x, y, z, t) \rightarrow(x, z)
$$

then $f$ naturally preserves the fibration $\pi_{x z}$. Recall that $\pi_{x z}^{-1}\left(\mathbb{A}^{2} \backslash\left(\{0\} \times \mathbb{A}^{1}\right)\right)$ is isomorphic to $\mathbb{A}^{2} \backslash(\{0\} \times$ $\left.\mathbb{A}^{1}\right) \times \mathbb{A}^{1}$ and $f$ induces a birational self map. If the induced (linear) action on $\mathbb{A}^{2} \backslash\{0\}$ is diagonalizable, then $f$ can be conjugate to an element of the form

$$
f:(x, z, y) \mapsto\left(a x, b^{-1} z, b(y+x P(x, z))\right) .
$$

Otherwise, the action on $\mathbb{A}^{2}$ has Jordan form and $f$ is birationally conjugate to

$$
f:(x, z, y) \mapsto\left(a x, b^{-1} x+a z, b(y+x P(x, z))\right),
$$

with $a, b \in k^{*}, P \in k[x, z]$. Moreover, using assertion (i) of Lemma 3.6, the sequence $\left(\operatorname{deg}\left(f^{n}\right), \operatorname{deg}\left(f^{-n}\right)\right)$ is bounded and $f$ satisfies assertion (i).
Third case: Consider $f \in \operatorname{Stab}([x])$ such that $f \notin \operatorname{Stab}([x, y]) \cup \operatorname{Stab}([x, z])$. By definition, there exists a constant $a \in k^{*}$ such that $x \circ f=a x$. Naturally, $f$ preserves the fibration $\pi_{x}: \mathcal{Q} \rightarrow \mathbb{A}^{1}$ and since $\pi_{x}^{-1}\left(\mathbb{A}^{1} \backslash\{0\}\right)$ is isomorphic to $\mathbb{A}^{1} \backslash\{0\} \times \mathbb{A}^{2}$, the automorphism $f$ is of the form

$$
f:(x, y, z) \rightarrow\left(a x, f_{1}, f_{2}\right)
$$

where $\left(f_{1}, f_{2}\right)$ defines an element of $\operatorname{Aut}\left(\mathbb{A}_{k\left[x, x^{-1}\right]}^{2}\right)$.
By Proposition 2.10, $f$ induces an action on the tree $\mathcal{T}_{\pi_{x}, k(x)}$. If $f$ induces an action on this tree which fixes the three vertices $[y],[z]$ and $[y, z]$, then $f$ belongs to $A_{[x]}^{S}$ where $S$ is the $2 \times 2$ square containing $[x],[y],[z],[t]$. By Proposition 2.10(iv), $f$ is then of the form

$$
\left(\begin{array}{cc}
a x & b(y+x P(x)) \\
b^{-1}(z+x S(x)) & a^{-1}(t+z P(x)+y S(x)+x P(x) S(x))
\end{array}\right)
$$

where $P, S \in k[x] \backslash k$. By Lemma 3.6 (ii), the sequences ( $\operatorname{deg}\left(f^{n}\right)$ ) and $\operatorname{deg}\left(f^{-n}\right)$ ) are bounded and $f$ satisfies assertion (i) since in the fixed trivialization, $f$ is of the form

$$
(x, y, z) \mapsto\left(a x, b(y+x P(x)), b^{-1}(z+x S(x))\right)
$$

Recall that the vertices of type II in the Bass-Serre tree $\mathcal{T}_{\pi, k(x)}$ were equivalence classes of components $\left(f_{1}, f_{2}\right)$ of automorphisms in $\operatorname{Aut}\left(\mathbb{A}_{k(x)}^{2}\right)$ where two components $\left(f_{1}, f_{2}\right) \simeq\left(g_{1}, g_{2}\right)$ if and only if there exists

$$
\left(\begin{array}{ccc}
a & b & c \\
a^{\prime} & b^{\prime} & c^{\prime} \\
0 & 0 & 1
\end{array}\right) \in \mathrm{GL}_{2}(k(x))
$$

such that $\left(g_{1}, g_{2}\right)=\left(a f_{1}+b f_{2}+c, a^{\prime} f_{1}+b^{\prime} f_{2}+c^{\prime}\right)$.
Suppose that $f, f^{2}$ are not conjugate in $\operatorname{Stab}([x])$ to elements in $A_{[x]}^{(y, z)}$ and the action of $f$ on the subtree $\mathcal{T}_{\pi, k(x)}$ of $\mathcal{T}_{k(x)}$ fixes a vertex. If the fixed vertex in the tree $\mathcal{T}_{\pi, k(x)}$ is of type II, then using Proposition 2.10(i) we can suppose that $f$ fixes the vertex given by $[y, z]$. In particular, this implies that $f$ is conjugated to

$$
\left(\begin{array}{cc}
a x & b(y+x P(x, z)) \\
b^{-1}(z+x R(x)) & a^{-1}(t+z P(x, z)+y R(x))
\end{array}\right) \quad \text { or } \quad\left(\begin{array}{cc}
a x & b^{-1}(z+x R(x)) \\
b(y+x P(x, z)) & a^{-1}(t+z P(x, z)+y R(x))
\end{array}\right)
$$

with $P \in k[x, z] \backslash k$ where $\operatorname{deg}_{z}(P)=1$ and $R \in k[x]$. Using Lemma 3.6(iii) and (iv), the sequences $\operatorname{deg}\left(f^{n}\right)$ and $\operatorname{deg}\left(f^{-n}\right)$ are bounded in the first case and grow linearly in the second. In the first case, $f$ satisfies assertion (i) and $f$ satisfies assertion (ii) in the second.

If $f, f^{2}$ are not conjugate in $\operatorname{Stab}([x])$ to elements in $A_{[x]}^{S}$ and the action $f$ on $\mathcal{T}_{\pi, k(x)}$ fixes a vertex of type I but no vertices of type II, then using Proposition 2.10(i), $f$ is conjugate (in $\operatorname{Stab}([x])$ ) to an element which fixes the vertex $[z]$ in the Bass-Serre tree, hence it is an element of the subgroup $\tilde{E}$ defined in assertion (v) of Proposition 2.10. This shows that $f$ is of the form

$$
\left(\begin{array}{cc}
a x & b(y+x P(x, z)) \\
b^{-1}(z+x R(x)) & a^{-1}\left(t+z^{2} P(x)+y R(x)\right)
\end{array}\right)
$$

with $P \in k[x, y], R \in k[x] \backslash k$. By Lemma 3.6(v), the degrees of both $f^{n}$ and $f^{-n}$ are bounded and $f$ satisfies assertion (i).

The remaining case is when the action on the subtree $\mathcal{T}_{\pi, k(x)}$ is hyperbolic. By Proposition $2.12, f$ is conjugated to a composition of elements of the form

$$
\left(\begin{array}{cc}
a x & b(z+x P(x, y)) \\
b^{-1}(y+x R(x)) & a^{-1}(t+z R(x)+y P(x, y)+x P(x, y) R(x))
\end{array}\right),
$$

where $R \in k[x]$ and $P \in k[x, y]$ such that $\operatorname{deg}_{y}(P) \geqslant 2$. By Lemma 3.6 (vi), the degree sequences $\left(\operatorname{deg}\left(f^{n}\right)\right),\left(\operatorname{deg}\left(f^{-n}\right)\right.$ satisfy

$$
d^{n} \leqslant \operatorname{deg}\left(f^{ \pm n}\right) \leq C d^{n}
$$

where $d \geq 2$ is an integer and $f$ satisfies assertion (iii).

## 4. Valuative estimates

This section is devoted to the generalization of the so-called parachute inequalities; see [Bisi et al. 2014, Minoration A.2]. Our proof extends the method of [Lamy and Vénéreau 2013] to more general valuations. The plan of the section is as follows. First we recall some general facts on valuations (Section 4A), then we consider a particular class of valuations in Section 4B. For these particular valuations, we introduce the parachute associated to a pair of regular functions on the quadric allowing us to estimate the degree of a derivative on a given direction (Section 4C). Using this and some elementary facts on key polynomials (Section 4D), we finally deduce our key estimates in Section 4E.

4A. Valuations on affine and projective varieties. Let $X$ be an affine variety of dimension $n$ over $k$. By convention for us, a valuation on $X$ is a map $v: k[X] \rightarrow \mathbb{R} \cup\{+\infty\}$ which satisfies the following properties:
(1) We have $v^{-1}(\{+\infty\})=\{0\}$.
(2) The function $v$ is not constant on $k[X] \backslash\{0\}$.
(3) For any $a \in k^{*}$, one has $v(a)=0$.
(4) For any $f_{1}, f_{2} \in k[X]$, one has $v\left(f_{1} f_{2}\right)=v\left(f_{1}\right)+v\left(f_{2}\right)$.
(5) For any $f_{1}, f_{2} \in k[X]$, one has $v\left(f_{1}+f_{2}\right) \geqslant \min \left(\nu\left(f_{1}\right), \nu\left(f_{2}\right)\right)$.

When the subset $v^{-1}(\{+\infty\})$ is not reduced to $\{0\}$, we say that $v$ is a semivaluation. We endow the space of valuations with the coarsest topology for which all evaluation maps $v \mapsto \nu(f)$ are continuous where $f \in k[X]$.

The group $\mathbb{R}_{+}^{*}$ naturally acts on the set of valuations by multiplication.
The main examples of valuations are monomial valuations. We recall their definition below. Fix a smooth point $p$ on $X$, an algebraic system of (local) coordinates $u=\left(u_{0}, \ldots, u_{n-1}\right)$ at this point and some nonnegative weights $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in\left(\mathbb{R}^{+}\right)^{n}$. We shall denote by $u^{I}=\prod_{j=0}^{n} u_{j}^{i_{j}}$ when $I=\left(i_{0}, \ldots, i_{n-1}\right) \in \mathbb{N}^{n}$ and by $\langle I, \alpha\rangle=\alpha_{0} i_{0}+\cdots+\alpha_{n-1} i_{n-1}$ the usual scalar product. The monomial valuation $v$ with weight $\alpha$ with respect to the system of coordinates $u$ is defined by

$$
v\left(\sum_{I \in \mathbb{N}^{n}} a_{I} u^{I}\right)=\min \left\{\langle I, \alpha\rangle \mid a_{I} \neq 0\right\},
$$

where $a_{I} \in k$.
When $f \in \mathcal{O}_{p, X}$ is a regular function at the point $p$, then one defines $v(f)$ as

$$
v(f)=v\left(\sum a_{I}(f) u^{I}\right)
$$

where $\sum a_{I}(f) u^{I}$ is a formal expansion of $f$ near $p$. The fact that $v(f)$ does not depend on the choice of the formal expansion of $f$ near $p$ is proved in [Jonsson and Mustaţă 2012, Proposition 3.1].

Observe that when $\alpha=(1,0, \ldots, 0)$, then the associated valuation coincides with the order of vanishing along $\left\{u_{0}=0\right\}$. Furthermore, when $X=\operatorname{Spec}(k[x, y, z, t])$, the valuation $-\operatorname{deg}$ coincides with the monomial valuation on $k[x, y, z, t]$ with weight $(-1,-1,-1,-1)$ with respect to $(x, y, z, t)$ using the same formula.

Consider a regular morphism $f: X \rightarrow Y$ where $Y$ is an affine variety and a valuation $v$ on $X$. The pushforward of the valuation $v$ on $X$ by $f$ is denoted $f_{*} v$ is given by the formula

$$
f_{*} v=v \circ f^{\sharp},
$$

where $f^{\sharp}$ denotes the morphism of $k$-algebra corresponding to $f$.
We also recall the notion of center of a valuation $v$.
For any projective variety $\bar{X}$ containing $X$ as a Zariski open subset, when there exists a regular function $P \in k[X]$ for which $v(P)<0$, the center of $v$ in $\bar{X}$ is a nonempty Zariski closed irreducible subset which is contained in $\bar{X} \backslash X$. Denote by $R_{v}$ the valuation ring and by $\mathcal{M}_{\nu}$ its maximal ideal, then the center $Z(v)$ of $v$ is a subvariety of $\bar{X}$ defined as follows

$$
Z(\nu)=\left\{p \in \bar{X} \mid \mathcal{O}_{p, \bar{X}} \subset R_{\nu}, \mathcal{M}_{p, \bar{X}}=\mathcal{M}_{\nu} \cap \mathcal{O}_{p, \bar{X}}\right\}
$$

where $\mathcal{O}_{p, \bar{X}}$ denotes the local ring of regular functions at the point $p$ and where $\mathcal{M}_{p, \bar{X}}$ is its maximal ideal. The fact that $Z(v)$ is nonempty follows from the valuative criterion of properness and we shall refer to [Vaquié 2000] for the general properties of this set.

4B. Valuations $\mathcal{V}_{0}$ on the quadric. We denote by $q \in k[x, y, z, t]$ the polynomial $q=x t-y z$ and by $\pi: k[x, y, z, t] \rightarrow \mathrm{k}[\mathcal{Q}]$ the canonical projection. Our objective is to define a subset of the set of all valuations on the quadric $\mathcal{Q}$, with different weights on some coordinate axis.

Take a point $p=\left(x_{0}, y_{0}, z_{0}, t_{0}\right) \in k^{4}$ and a weight $\alpha=\left(\alpha_{0}, \alpha_{1}, \alpha_{2}, \alpha_{3}\right) \in\left(\mathbb{R}^{-}\right)^{4}$, we write by $v_{p}^{\alpha}$ the monomial valuation on $k[x, y, z, t]$ with weight $\alpha$ with respect to the system of coordinates ( $x-x_{0}, y-$ $\left.y_{0}, z-z_{0}, t-t_{0}\right)$.

We first show that $v_{p}^{\alpha}$ does not depend on $p$.
Lemma 4.1. For any weight $\left(\alpha_{0}, \alpha_{1}, \alpha_{2}, \alpha_{3}\right) \in\left(\mathbb{R}^{-}\right)^{4}$, we have $\nu_{p}^{\alpha}=v_{p^{\prime}}^{\alpha}$ for any $p, p^{\prime} \in k^{4}$.
Proof. For any multiindices $I=\left(i_{0}, i_{1}, i_{2}, i_{3}\right), J=\left(j_{0}, j_{1}, j_{2}, j_{3}\right) \in \mathbb{Z}_{\geq 0}^{4}$, denote by $\binom{I}{J}:=\Pi_{s=0}^{s}\binom{i_{s}}{j_{s}}$.
Set $\nu^{\alpha}:=v_{0}^{\alpha}$. We only need to show that for every polynomial $P(x) \in k\left[x_{0}, x_{1}, x_{2}, x_{3}\right]$ and $b=$ $\left(b_{0}, b_{1}, b_{2}, b_{3}\right) \in k^{4}, \nu^{\alpha}(P(x))=\nu^{\alpha}(P(x+b))$. We may assume that $P \neq 0$ : Write $P(x)=\sum_{I} a_{I} x^{I}$,

Then $v^{\alpha}(P)=\min \left\{\langle I, \alpha\rangle a_{I} \neq 0\right\}$. Then

$$
\begin{equation*}
P(x+b)=\sum_{I} a_{I}(x+b)^{I}=\sum_{I} \sum_{J \leq I}\binom{I}{J} b^{I-J} a_{I} x^{J}=\sum_{J}\left(\sum_{I \geqslant J} a_{I}\binom{I}{J} b^{I-J}\right) x^{J} . \tag{22}
\end{equation*}
$$

Then

$$
\begin{equation*}
v^{\alpha}(P(x+b))=\min \left\{\langle J, \alpha\rangle \left\lvert\, \sum_{I \geqslant J}\binom{I}{J} a_{I} b^{I-J} \neq 0\right.\right\} . \tag{23}
\end{equation*}
$$

If $\sum_{I \geqslant J}\binom{I}{J} a_{I} b^{I-J} \neq 0$, there is $I \geq J$ such that $a_{I} \neq 0$. Since $\alpha \leqslant 0,\langle I, \alpha\rangle \leqslant\langle J, \alpha\rangle$. This implies that

$$
\begin{equation*}
v^{\alpha}(P(x+b)) \geq v^{\alpha}(P(x)) . \tag{24}
\end{equation*}
$$

for every $P \in k\left[x_{0}, x_{1}, x_{2}, x_{3}\right] \backslash\{0\}$ and $b \in k^{4}$. Apply this for $P(x+b) \in k\left[x_{0}, x_{1}, x_{2}, x_{3}\right] \backslash\{0\}$ and $-b \in k^{4}$, we get $\nu^{\alpha}(P(x))=\nu^{\alpha}(P(x+b-b)) \geq \nu^{\alpha}(P(x+b))$ which concludes the proof.

Set $\nu^{\alpha}:=v_{0}^{\alpha}$.
Proposition 4.2. For any weight $\alpha=\left(\alpha_{0}, \alpha_{1}, \alpha_{2}, \alpha_{3}\right) \in\left(\mathbb{R}^{-} \backslash\{0\}\right)^{4}$ such that $\alpha_{0}+\alpha_{3}=\alpha_{2}+\alpha_{1}$, the map $v: \mathrm{k}[\mathcal{Q}] \rightarrow \mathbb{R}^{-} \cup\{+\infty\}$ given by

$$
v(f):=\sup \left\{\nu^{\alpha}(R) \mid R \in k[x, y, z, t], \pi(R)=f\right\},
$$

for any $f \in \mathrm{k}[\mathcal{Q}]$ is a valuation on the quadric which is centered at infinity (i.e., whose center is in $\left.\overline{\mathcal{Q}} \backslash \mathcal{Q} \subset \mathbb{P}^{4}\right)$.

Moreover, suppose $\nu^{\prime}: \mathrm{k}[\mathcal{Q}] \rightarrow \mathbb{R}^{-} \cup\{+\infty\}$ is a valuation such that $v(\pi(x))=\nu^{\prime}(\pi(x)), \nu(\pi(y))=$ $\nu^{\prime}(\pi(y)), \nu(\pi(z))=v^{\prime}(\pi(z))$ and $\nu(\pi(t))=v^{\prime}(\pi(t))$, then

$$
v^{\prime}(f) \geqslant v(f),
$$

for any regular function $f \in \mathrm{k}[\mathcal{Q}]$.

Definition 4.3. The set $\mathcal{V}_{0}$ is set of all valuations $v: \mathrm{k}[\mathcal{Q}] \rightarrow \mathbb{R}^{-} \cup\{+\infty\}$ defined by

$$
\nu(f):=\sup \left\{\nu^{\alpha}(R) \mid \pi(R)=f\right\}
$$

for any $f \in \mathrm{k}[\mathcal{Q}]$ and where $\alpha=\left(\alpha_{0}, \alpha_{1}, \alpha_{2}, \alpha_{3}\right) \in\left(\mathbb{R}^{-} \backslash\{0\}\right)^{4}$ is a multiindex for which $\alpha_{0}+\alpha_{3}=\alpha_{1}+\alpha_{2}$.
The group $\mathbb{R}^{+, *}$ acts naturally by multiplication on the set of valuations on the quadric and this action descends on an action on $\mathcal{V}_{0}$.

Remark 4.4. Observe that for $\alpha_{1}=\alpha_{2}=\alpha_{3}=\alpha_{4}=-1$, the corresponding valuation on the quadric is the order of vanishing along the hyperplane at infinity.
Example 4.5. Consider $\alpha=\left(-\frac{1}{2},-\frac{3}{5},-\frac{9}{10},-1\right)$, then the associated valuation $v$ is the monomial valuation at the point $[0,0,0,1,0] \in \overline{\mathcal{Q}}$ with weight $\left(\frac{2}{5}, \frac{1}{10}, 1\right)$ with respect to the coordinate chart $(u, v, w) \mapsto\left[w^{2}+u v, u, v, 1, w\right] \in \overline{\mathcal{Q}}$. In particular, its center is the point $[0,0,0,1,0] \in \overline{\mathcal{Q}}$.
Example 4.6. Consider $\alpha=\left(-\frac{1}{2},-\frac{3}{5},-\frac{9}{10},-1\right)$, then the associated valuation $v$ is the monomial valuation at the point $[6,2,3,1,0] \in \overline{\mathcal{Q}}$ with weight $\left(\frac{2}{5}, \frac{1}{10}, 1\right)$ with respect to the coordinate chart $(u, v, w) \mapsto$ $\left[w^{2}+(2+u)(3+v), 2+u, 3+v, 1, w\right] \in \overline{\mathcal{Q}}$. In particular, its center is the point $[6,2,3,1,0] \in \overline{\mathcal{Q}}$.

To prove the proposition, we shall need the following technical lemma.
Lemma 4.7. Let $v^{\prime}: k[x, y, z, t] \rightarrow \mathbb{R}^{-} \cup\{+\infty\}$ be a monomial valuation with respect to $(x, y, z, t)$ such that $v_{\mid k[x, y, z, t] \backslash k}^{\prime}<0$ and such that $v^{\prime}(x t)=v^{\prime}(y z)$. For any polynomial $R \in k[x, y, z, t]$ given by

$$
R=\sum_{i j m n} a_{i j m n} x^{i} y^{j} z^{m} t^{n}
$$

with $a_{i j m n} \in k$, the following assertions are equivalent:
(i) There exists a polynomial $R_{1} \in k[x, y, z, t]$ such that $\pi\left(R_{1}\right)=\pi(R) \in \mathrm{k}[\mathcal{Q}]$ and such that $v^{\prime}\left(R_{1}\right)>$ $v^{\prime}(R)$.
(ii) The polynomial $q$ divides $R^{w}$ where $R^{w}$ is the weighted homogeneous polynomial given by

$$
R^{w}=\sum_{i \nu^{\prime}(x)+j \nu^{\prime}(y)+m \nu^{\prime}(z)+n \nu^{\prime}(t)=\nu^{\prime}(R)} a_{i j m n} x^{i} y^{j} z^{m} t^{n} .
$$

Proof. The implication (ii) $\Rightarrow$ (i) is straightforward. If $q \mid R^{w}$ then we can decompose $R$ as

$$
R=q R_{1}+S
$$

where $R_{1}, S \in k[x, y, z, t]$ such that $v^{\prime}(S)>v^{\prime}\left(q R_{1}\right)$. Hence $\pi\left(R_{1}+S\right)=\pi(R)$ and $\nu^{\prime}\left(R_{1}+S\right) \geqslant$ $\min \left(v^{\prime}\left(R_{1}\right), v^{\prime}(S)\right)>v^{\prime}(R)$ as required.

Let us prove the implication (i) $\Rightarrow$ (ii). Take a polynomial $R_{1}$ which satisfies (i). Then we can write

$$
R_{1}=R+(q-1) S
$$

where $S \in k[x, y, z, t]$. Let us prove that $R^{w}+q S^{w}=0$. As $\nu^{\prime}\left(R_{1}\right)>\nu^{\prime}(R)$, the above equality implies that $v^{\prime}(q S)=v^{\prime}(R)$. Since $\alpha_{0}+\alpha_{3}=\alpha_{1}+\alpha_{2}$, the polynomial $q$ is weighted homogeneous and we have
$(R+(q-1) S)^{w}=R^{w}+q S^{w}$. Let us suppose by contradiction that $R^{w}+q S^{w} \neq 0$. This implies that $v^{\prime}\left(R_{1}^{w}\right)=v^{\prime}\left(R^{w}+q S^{w}\right)=v^{\prime}\left(R^{w}\right)$ which also contradicts our assumption. Hence $R^{w}+q S^{w}=0$ and $q \mid R^{w}$ as required.

The above lemma proves that the supremum $v(f)$ in Proposition 4.2 is a maximum which is reached on a value $R \in k[x, y, z, t]$ such that $\pi(R)=f$ and such that $q$ does not divide $R^{w}$.
Proof of Proposition 4.2. Fix $\alpha \in\left(\mathbb{R}^{-} \backslash\{0\}\right)^{4}$. Observe that for any $f_{1} \in \mathrm{k}[\mathcal{Q}] \backslash\{0\}$, the value $v\left(f_{1}\right)$ is smaller or equal than 0 . If $a \in k^{*}$, then by definition $v(a)=v^{\prime}(a)=0$.

Fix $f_{1}, f_{2} \in \mathrm{k}[\mathcal{Q}]$ and let us prove that $v\left(f_{1}+f_{2}\right) \geqslant \min \left(v\left(f_{1}\right), v\left(f_{2}\right)\right)$. Take $R_{1}, R_{2} \in k[x, y, z, t]$ such that $v^{\prime}\left(R_{1}\right)=v\left(\pi\left(R_{1}\right)\right)$ and $\nu^{\prime}\left(R_{2}\right)=v\left(\pi\left(R_{2}\right)\right)$.

As $v^{\alpha}$ is a valuation on $k[x, y, z, t]$, we have by definition

$$
\nu^{\prime}\left(R_{1}+R_{2}\right) \geqslant \min \left(\nu^{\prime}\left(R_{1}\right), \nu^{\prime}\left(R_{2}\right)\right)=\min \left(\nu\left(\pi\left(R_{1}\right)\right), \nu\left(\pi\left(R_{2}\right)\right)\right) .
$$

In particular, the maximal value in the right hand side yields

$$
v\left(f_{1}+f_{2}\right) \geqslant \min \left(v\left(f_{1}\right), v\left(f_{2}\right)\right)
$$

We prove that $v\left(\pi\left(f_{1} f_{2}\right)\right)=v\left(\pi\left(f_{1}\right)\right)+v\left(\pi\left(f_{2}\right)\right)$. Take two polynomials $R_{1}$ and $R_{2} \in k[x, y, z, t]$ such that $\pi\left(R_{1}\right)=f_{1}, \pi\left(R_{2}\right)=f_{2}$ and $v\left(f_{1}\right)=v^{\alpha}\left(R_{1}\right), v\left(f_{2}\right)=v^{\alpha}\left(R_{2}\right)$. Observe that $\left(R_{1} R_{2}\right)^{w}=R_{1}^{w} R_{2}^{w}$. As the polynomial $q$ does not divide either $R_{1}^{w}$ or $R_{2}^{w}$, it does not divide $\left(R_{1} R_{2}\right)^{w}$ since the ideal generated by $q$ is a prime ideal. Hence by Lemma 4.7, one has $v\left(f_{1} f_{2}\right)=\nu^{\alpha}\left(R_{1} R_{2}\right)=\nu^{\alpha}\left(R_{1}^{w}\right)+v^{\alpha}\left(R_{2}^{w}\right)=v\left(f_{1}\right)+v\left(f_{2}\right)$ as required.

By construction, the valuation $v$ is centered at infinity since $v$ takes negative values on nonzero regular functions on the quadric.

Let us prove that the valuation $v$ is minimal, take another valuation $\nu^{\prime}: \mathrm{k}[\mathcal{Q}] \rightarrow \mathbb{R}^{-} \cup\{+\infty\}$ such that $\nu^{\prime}(\pi(x))=v(x), \nu^{\prime}(\pi(y))=v(\pi(y)), \nu^{\prime}(\pi(z))=\nu(\pi(z))$ and $\nu^{\prime}(\pi(t))=v(\pi(t))$. Then the map $\hat{v}^{\prime}: R \in k[x, y, z, t] \rightarrow \nu^{\prime}(\pi(R))$ defines a semivaluation on $k[x, y, z, t]$. Remark that the monomial valuation $\nu^{\alpha}$ is minimal in $k[x, y, z, t]$, in the sense that for any $R \in k[x, y, z, t]$

$$
\hat{v}^{\prime}(R) \geqslant v^{\alpha}(R)
$$

Take $f \in \mathrm{k}[\mathcal{Q}]$ and choose a polynomial $R \in k[x, y, z, t]$ such that $v_{p}^{\alpha}(R)=v(f)$, the above inequality implies

$$
\nu^{\prime}(f) \geqslant v(f)
$$

hence, $v$ is also minimal.
4C. Parachute. In this subsection, we define the parachute associated to a component of a tame automorphism. For any 4-tuple $\left(R_{1}, R_{2}, R_{3}, R_{4}\right) \in k[x, y, z, t]$ of polynomials, we write

$$
d R_{1} \wedge d R_{2} \wedge d R_{3} \wedge d R_{4}=\operatorname{Jac}\left(R_{1}, R_{2}, R_{3}, R_{4}\right) d x \wedge d y \wedge d z \wedge d t
$$

with $\operatorname{Jac}\left(R_{1}, R_{2}, R_{3}, R_{4}\right) \in k[x, y, z, t]$.

Definition 4.8. The pseudojacobian of a triple $\left(f_{1}, f_{2}, f_{3}\right)$ of regular functions on $\mathcal{Q}$ is defined by

$$
\left.j\left(f_{1}, f_{2}, f_{3}\right):=\operatorname{Jac}\left(q, R_{1}, R_{2}, R_{3}\right)\right)_{\mid \mathcal{Q}}
$$

where $R_{i} \in k[x, y, z, t]$ are polynomials such that $\pi\left(R_{i}\right)=f_{i}$ for $i=1,2,3$.
Observe that the pseudojacobian $j\left(f_{1}, f_{2}, f_{3}\right)$ is well-defined since any two representatives $R_{1}, R_{2} \in$ $k[x, y, z, t]$ of the same equivalence class in $\mathrm{k}[\mathcal{Q}]$ are equal modulo $(q-1)$.

Lemma 4.9. Let $v \in \mathcal{V}_{0}$ be a valuation. For any $f_{1}, f_{2}, f_{3} \in \mathrm{k}[\mathcal{Q}]$, we have

$$
v\left(j\left(f_{1}, f_{2}, f_{3}\right)\right) \geqslant v\left(f_{1}\right)+v\left(f_{2}\right)+v\left(f_{3}\right)-v(x t)
$$

Proof. Fix $f_{1}, f_{2}, f_{3} \in \mathrm{k}[\mathcal{Q}]$ and a valuation $v \in \mathcal{V}_{0}$. The valuation $v^{\prime}: k[x, y, z, t] \rightarrow \mathbb{R}^{-} \cup\{+\infty\}$ is monomial for the coordinates $(x, y, z, t)$ with weight $\left(\alpha_{0}, \alpha_{1}, \alpha_{2}, \alpha_{3}\right) \in\left(\mathbb{R}^{-}\right)^{4}$ such that $\alpha_{0}+\alpha_{3}=\alpha_{1}+\alpha_{2}$. We have $\nu(P)=\sup \left\{\nu^{\prime}(R) \mid \pi(R)=P\right\}$ for any $P \in \mathrm{k}[\mathcal{Q}]$ where $\pi: k[x, y, z, t] \rightarrow \mathrm{k}[\mathcal{Q}]$ is the canonical projection. Take $R_{1}, R_{2}, R_{3}, R_{4} \in k[x, y, z, t]$. We first claim that

$$
v^{\prime}\left(\operatorname{Jac}\left(R_{1}, R_{2}, R_{3}, R_{4}\right)\right) \geqslant v^{\prime}\left(R_{1}\right)+v^{\prime}\left(R_{2}\right)+v^{\prime}\left(R_{3}\right)+v^{\prime}\left(R_{4}\right)-v^{\prime}(x y z t)
$$

Let $a_{I}^{(k)} \in k$ be the coefficients of $R_{k}$ for $k=1,2,3,4$ so that

$$
R_{k}=\sum_{I=\left(i_{1}, i_{2}, i_{3}, i_{4}\right)} a_{I}^{(k)} x^{i_{1}} y^{i_{2}} z^{i_{3}} t^{i_{4}}
$$

One obtains by linearity that $\operatorname{Jac}\left(R_{1}, R_{2}, R_{3}, R_{4}\right)$ is a sum of monomials where the valuation of each term is greater or equal to

$$
v^{\prime}\left(R_{1}\right)+v^{\prime}\left(R_{2}\right)+v^{\prime}\left(R_{3}\right)+v^{\prime}\left(R_{4}\right)-v^{\prime}(x y z t) .
$$

Hence

$$
v^{\prime}\left(\operatorname{Jac}\left(R_{1}, R_{2}, R_{3}, R_{4}\right)\right) \geqslant v^{\prime}\left(R_{1}\right)+v^{\prime}\left(R_{2}\right)+v^{\prime}\left(R_{3}\right)+v^{\prime}\left(R_{4}\right)-v^{\prime}(x y z t) .
$$

In particular, we apply to $R_{4}=q$ and obtain

$$
v^{\prime}\left(\operatorname{Jac}\left(R_{1}, R_{2}, R_{3}, q\right)\right) \geqslant v^{\prime}\left(R_{1}\right)+v^{\prime}\left(R_{2}\right)+v^{\prime}\left(R_{3}\right)-v^{\prime}(x t),
$$

since $\nu^{\prime}(q)=\nu^{\prime}(x t)=\nu^{\prime}(y z)$. Take $f_{1}, f_{2}, f_{3} \in \mathrm{k}[\mathcal{Q}]$, by Lemma 4.7, there exists $R_{1}, R_{2}, R_{3} \in k[x, y, z, t]$ such that $\pi\left(R_{i}\right)=f_{i} \in \mathrm{k}[\mathcal{Q}]$ and $\nu\left(f_{i}\right)=\nu^{\prime}\left(R_{i}\right)$ for all $i=1,2,3$, the above inequality implies

$$
v\left(j\left(f_{1}, f_{2}, f_{3}\right)\right) \geqslant v^{\prime}\left(\operatorname{Jac}\left(q, R_{1}, R_{2}, R_{3}\right)\right) \geqslant v^{\prime}\left(R_{1}\right)+v^{\prime}\left(R_{2}\right)+v^{\prime}\left(R_{3}\right)-v^{\prime}(x t),
$$

where the first inequality follows from the definition of $v$. Observe that $\nu^{\prime}(x t)=v(x t)$ by Lemma 4.7, hence we have proven that

$$
v\left(j\left(f_{1}, f_{2}, f_{3}\right)\right) \geqslant v\left(f_{1}\right)+v\left(f_{2}\right)+v\left(f_{3}\right)-v(x t),
$$

as required.

The regular function $j\left(f_{1}, f_{2}, f_{3}\right)$ may vanish so that $v\left(j\left(f_{1}, f_{2}, f_{3}\right)\right)$ may be equal to $+\infty$, even if $v \in \mathcal{V}_{0}$.

Lemma 4.10. For any algebraically independent functions $f_{1}, f_{2} \in \mathrm{k}[\mathcal{Q}]$, one of the four regular functions $j\left(x, f_{1}, f_{2}\right), j\left(y, f_{1}, f_{2}\right), j\left(z, f_{1}, f_{2}\right), j\left(t, f_{1}, f_{2}\right)$ is not identically zero. In particular,

$$
\min \left(v\left(j\left(x, f_{1}, f_{2}\right)\right), v\left(j\left(y, f_{1}, f_{2}\right)\right), v\left(j\left(z, f_{1}, f_{2}\right)\right), v\left(j\left(t, f_{1}, f_{2}\right)\right)\right)<+\infty
$$

for any valuation $\nu \in \mathcal{V}_{0}$.
Proof. Consider two algebraically independent regular functions $f_{1}, f_{2} \in \mathrm{k}[\mathcal{Q}]$ and suppose by contradiction that $j\left(x, f_{1}, f_{2}\right)=j\left(y, f_{1}, f_{2}\right)=j\left(z, f_{1}, f_{2}\right)=j\left(t, f_{1}, f_{2}\right)=0$. If $K \subset L$ are two fields of characteristic zero, then [Lang 2002, Section VIII.5, Proposition 5.5] states that

$$
\begin{equation*}
\operatorname{trdeg}_{K} L=\operatorname{dim}_{L} \operatorname{Der}_{K}(L) \tag{25}
\end{equation*}
$$

where $\operatorname{Der}_{K}(L)$ denotes the vector space of $K$ derivations of $L$. When $K=k\left(f_{1}, f_{2}\right)$ and $L=k(\mathcal{Q})$, the above equality implies that any two $k\left(f_{1}, f_{2}\right)$-derivations are proportional. The conditions $j\left(x, f_{1}, f_{2}\right)=$ $j\left(y, f_{1}, f_{2}\right)=j\left(z, f_{1}, f_{2}\right)=j\left(t, f_{1}, f_{2}\right)=0$ imply that $j\left(x, f_{1}, \cdot\right), j\left(y, f_{1}, \cdot\right), j\left(z, f_{1}, \cdot\right)$ and $j\left(t, f_{1}, \cdot\right)$ are $k\left(f_{1}, f_{2}\right)$-derivations, this translates as

$$
j\left(x, f_{1}, x\right) j\left(y, f_{1}, y\right)-j\left(x, f_{1}, y\right) j\left(y, f_{1}, x\right)=0 \in \mathrm{k}[\mathcal{Q}] .
$$

Hence,

$$
j\left(x, f_{1}, y\right)=0 \in k(\mathcal{Q}) .
$$

The same argument also yields

$$
j\left(f_{1}, x, y\right)=j\left(f_{1}, x, z\right)=j\left(f_{1}, x, t\right)=j\left(f_{1}, y, z\right)=j\left(f_{1}, y, t\right)=j\left(f_{1}, z, t\right)=0 .
$$

Hence the maps $j(x, y, \cdot), j(x, z, \cdot), j(y, z, \cdot)$ are also $k\left(f_{1}\right)$-derivations. By (25) applied to $K=k\left(f_{1}\right)$ and to $L=k(\mathcal{Q})$, the space of $k\left(f_{1}\right)$ derivations is 2-dimensional and there exists $a, b, c \in k(\mathcal{Q})$ such that

$$
a j(x, y, \cdot)+b j(x, z, \cdot)+c j(y, z, \cdot)=0,
$$

where $a, b$ and $c$ are not all equal to zero. Suppose that $a \neq 0$, we then conclude that

$$
a j(x, y, z)=0 \in k(\mathcal{Q})
$$

which in turn implies that $j(x, y, z)=x=0 \in \mathrm{k}[\mathcal{Q}]$ and this is impossible.
Definition 4.11. For any monomial valuation $v \in \mathcal{V}_{0}$ and for any algebraically independent regular functions $f_{1}, f_{2} \in \mathrm{k}[\mathcal{Q}]$, the parachute $\nabla\left(f_{1}, f_{2}\right)$ with respect to the valuation $v$ is defined by the following formula

$$
\nabla\left(f_{1}, f_{2}\right)=\min \left(v\left(j\left(x, f_{1}, f_{2}\right)\right), v\left(j\left(y, f_{1}, f_{2}\right)\right), v\left(j\left(z, f_{1}, f_{2}\right)\right), v\left(j\left(t, f_{1}, f_{2}\right)\right)\right)-v\left(f_{1}\right)-v\left(f_{2}\right) .
$$

Observe that Lemmas 4.10 and 4.9 imply that $\nabla\left(f_{1}, f_{2}\right)$ is finite and is strictly greater than zero.
For any polynomial $R \in k[x, y]$, we write by $\partial_{2} R \in k[x, y]$ the partial derivative with respect to $y$. The next identity is similar to [Lamy and Vénéreau 2013, Lemma 5] and is one of the main ingredient to find an upper bound on the value of a valuation.

Lemma 4.12. Let $v \in \mathcal{V}_{0}$, let $R \in k[x, y] \backslash k$ and let $f_{1}, f_{2} \in \mathrm{k}[\mathcal{Q}]$ be two algebraically independent elements. Suppose that there exists an integer $1 \leqslant n \leqslant \operatorname{deg}_{y} R-1$ such that $v\left(\partial_{2}^{n} R\left(f_{1}, f_{2}\right)\right)$ is equal to the value on $\partial_{2}^{n} R$ of the monomial valuation in two variables having weight $v\left(f_{1}\right)$ and $\nu\left(f_{2}\right)$ on $x$ and $y$ respectively. Then

$$
v\left(R\left(f_{1}, f_{2}\right)\right)<\operatorname{deg}_{y}(R) v\left(f_{2}\right)+n \nabla\left(f_{1}, f_{2}\right)
$$

Proof. Lemma 4.9 proves that $v\left(j\left(x, f_{1}, f_{2}\right)\right) \geqslant v\left(f_{1}\right)+v\left(f_{2}\right)-v(t)$ for any $f_{1}, f_{2} \in \mathrm{k}[\mathcal{Q}]$. Using this and the fact that $j\left(x, f_{1}, \cdot\right)$ is a derivation, we obtain

$$
v\left(\partial_{2} R\left(f_{1}, f_{2}\right) j\left(x, f_{1}, f_{2}\right)\right)=v\left(j\left(x, f_{1}, R\left(f_{1}, f_{2}\right)\right)\right) \geqslant v\left(f_{1}\right)+v\left(R\left(f_{1}, f_{2}\right)\right)+v(x)-v(x t)
$$

In particular since $v(x)-v(x t)=-v(t)>0$, this yields

$$
v\left(\partial_{2} R\left(f_{1}, f_{2}\right)\right)>-\left(v\left(j\left(x, f_{1}, f_{2}\right)\right)-v\left(f_{1}\right)-v\left(f_{2}\right)\right)+v\left(R\left(f_{1}, f_{2}\right)\right)-v\left(f_{2}\right)
$$

A similar argument with $y, z$ and $t$ also gives

$$
\begin{equation*}
v\left(\partial_{2} R\left(f_{1}, f_{2}\right)\right)>-\nabla\left(f_{1}, f_{2}\right)+v\left(R\left(f_{1}, f_{2}\right)\right)-v\left(f_{2}\right) \tag{26}
\end{equation*}
$$

We apply (26) inductively and obtain the following inequalities:

$$
\begin{aligned}
v\left(\partial_{2}^{2} R\left(f_{1}, f_{2}\right)\right)> & >\nabla\left(f_{1}, f_{2}\right)+v\left(\partial_{2} R\left(f_{1}, f_{2}\right)\right)-v\left(f_{2}\right), \\
& \vdots \\
v\left(\partial_{2}^{n} R\left(f_{1}, f_{2}\right)\right) & >-\nabla\left(f_{1}, f_{2}\right)+v\left(\partial_{2}^{n-1} R\left(f_{1}, f_{2}\right)\right)-v\left(f_{2}\right) .
\end{aligned}
$$

This implies that

$$
v\left(\partial_{2}^{n} R\left(f_{1}, f_{2}\right)\right)>-n \nabla\left(f_{1}, f_{2}\right)-n v\left(f_{2}\right)+v\left(R\left(f_{1}, f_{2}\right)\right) .
$$

As $v\left(\partial_{2}^{n} R\left(f_{1}, f_{2}\right)\right)$ is equal to the value of the monomial valuation with weight $\left(v\left(f_{1}\right), v\left(f_{2}\right)\right)$ applied to $\partial_{2}^{n}(R)$, the last inequality rewrites as

$$
\left(\operatorname{deg}_{y} R-n\right) v\left(f_{2}\right) \geq v\left(\partial_{2}^{n} R\left(f_{1}, f_{2}\right)\right)>-n \nabla\left(f_{1}, f_{2}\right)-n v\left(f_{2}\right)+v\left(R\left(f_{1}, f_{2}\right)\right)
$$

Hence,

$$
v\left(R\left(f_{1}, f_{2}\right)\right)<\operatorname{deg}_{y}(R) v\left(f_{2}\right)+n \nabla\left(f_{1}, f_{2}\right),
$$

as required.

4D. Key polynomials. Let us explain how one can find a polynomial which satisfies the hypothesis of Lemma 4.12.

Consider $\mu: k[x, y] \rightarrow \mathbb{R}^{-} \cup\{+\infty\}$ any valuation and $\mu_{0}: k[x, y] \rightarrow \mathbb{R}^{-} \cup\{+\infty\}$ the monomial valuation having weight $\mu(x)$ and $\mu(y)$ on $x$ and $y$ respectively. For any polynomial $R \in k[x, y]$, we write by $\bar{R} \in k[x, y]$ the weighted homogeneous polynomial given by

$$
\bar{R}=\sum_{i \mu(x)+j \mu(y)=\mu_{0}(R)} a_{i j} x^{i} y^{j},
$$

with $a_{i j} \in k$ such that $R=\sum_{i j} a_{i j} x^{i} y^{j}$.
Proposition 4.13. Consider $\mu: k[x, y] \rightarrow \mathbb{R}^{-} \cup\{+\infty\}$ any valuation and $\mu_{0}$ the monomial valuation having weights $\mu(x)$ and $\mu(y)$ on $x$ and $y$ respectively. The following properties are satisfied:
(i) For any $R \in k[x, y]$, one has $\mu(R) \geqslant \mu_{0}(R)$.
(ii) If $\mu \neq \mu_{0}$, then there exists two coprime integers $s_{1}, s_{2}$ satisfying $s_{1} \mu(x)=s_{2} \mu(y)$ and a unique constant $\lambda \in k$ for which the polynomial $H=x^{s_{1}}-\lambda y^{s_{2}}$ satisfies $\mu(H)>\mu_{0}(H)$. Moreover, for any $R \in k[x, y]$, one has $\mu(R)>\mu_{0}(R)$ if and only if $H \mid \bar{R}$.

The polynomial $H$ associated to $\mu$ is called a key polynomial associated to $\mu$.
Proof. Let us prove assertion (i). Write $R \in k[x, y]$ as $R=\sum a_{i j} x^{i} y^{j}$ where $a_{i j} \in k$. Recall that the fact that $\mu_{0}$ is monomial implies that

$$
\mu_{0}(R)=\min \left\{i \mu_{0}(x)+j \mu_{0}(y) \mid a_{i j} \neq 0\right\} .
$$

Also, $\mu$ is a valuation, hence

$$
\mu(R) \geqslant \min \left\{i \mu_{0}(x)+j \mu_{0}(y) \mid a_{i j} \neq 0\right\}=\mu_{0}(R) .
$$

We have thus proved that $\mu(R) \geqslant \mu_{0}(R)$, as required.
Step 1: Fix $s_{1}, s_{2}$ two coprime integers and $\lambda \in k$. Suppose that $s_{1} \mu(x)=s_{2} \mu(y)$ and that the polynomial $H=x^{s_{1}}-\lambda y^{s_{2}}$ satisfies $\mu(H)>\mu_{0}(H)$, we prove that $\lambda$ is unique. Take $\lambda^{\prime} \neq \lambda \in k$, then

$$
\mu\left(x^{s_{1}}-\lambda^{\prime} y^{s_{2}}\right)=\mu\left(H+\left(\lambda-\lambda^{\prime}\right) y^{s_{2}}\right)=s_{2} \mu(y),
$$

since $\mu(H)>\mu\left(\left(\lambda-\lambda^{\prime}\right) y^{s_{2}}\right)$. Hence $\mu\left(x^{s_{1}}-\lambda^{\prime} y^{s_{2}}\right)=\mu_{0}\left(x^{s_{1}}-\lambda^{\prime} y^{s_{2}}\right)$ for any $\lambda^{\prime} \neq \lambda$.
Step 2: Choose two integers $s_{1}, s_{2}$ such that $s_{1} \mu(x)=s_{2} \mu(y)$. We prove that there exists $\lambda \in k^{*}$ such that $\mu\left(x^{s_{1}}-\lambda y^{s_{2}}\right)>s_{1} \mu(x)=s_{2} \mu(y)$. Suppose by contradiction that for any $\lambda \in k$, one has $\mu\left(x^{s_{1}}-\lambda y^{s_{2}}\right)=s_{1} \mu(x)$. We claim that $\mu(R)=\mu_{0}(R)$ for any polynomial $R \in k[x, y]$. Fix $R \in k[x, y]$. Observe that if $R$ is a homogeneous polynomial with respect to the weight $(\mu(x), \mu(y))$, then $R$ is of the form

$$
R=\alpha x^{k_{0}} \prod_{i}\left(x^{s_{1}}-\lambda_{i} y^{s_{2}}\right)
$$

where $\alpha, \lambda_{i} \in k^{*}$ and $k_{0} \in \mathbb{N}$. Our assumption implies that $\mu(R)=\mu_{0}(R)$ for any homogeneous polynomial $R$.

If $R$ is a general polynomial, then $R$ can be decomposed into $R=\sum_{i} R_{i}$ where each polynomial $R_{i}$ is homogeneous with respect to the weight $(\mu(x), \mu(y))$. Since $\mu\left(R_{i}\right)=\mu_{0}\left(R_{i}\right)$ for each $i$, this proves that $\mu(R)=\mu_{0}(R)$ for any $R \in k[x, y]$, which contradicts our assumption. We have thus proven the first part of assertion (ii).
 $R$ is homogeneous with respect to the weight $(\mu(x), \mu(y))$, then $\mu(R)>\mu_{0}(R)$ if $H \mid R$. For a general polynomial $R \in k[x, y]$, write $R=\bar{R}+S$. We have

$$
\mu_{0}(R)=\mu_{0}(\bar{R})<\mu_{0}(S) \leqslant \mu(S)
$$

If $H \mid \bar{R}$, then $\mu(\bar{R})>\mu_{0}(\bar{R})=\mu_{0}(R)$. Then $\mu(R)=\mu(\bar{R}+S) \geqslant \min (\mu(\bar{R}), \mu(S))>\mu_{0}(R)$. If $H \nmid \bar{R}$, we have $\mu(\bar{R})=\mu_{0}(\bar{R})<\mu_{0}(S) \leqslant \mu(S)$. So $\mu(R)=\mu(\bar{R}+S)=\mu(\bar{R})=\mu_{0}(\bar{R})=\mu_{0}(R)$.

4E. Parachute inequalities. We introduce various notions of resonances of components of a tame automorphism. These notions will play an important role in the theorem below. Consider a valuation $v \in \mathcal{V}_{0}$ and a component $\left(f_{1}, f_{2}\right)$ of a tame automorphism. We are interested in the value of $v$ on $R\left(f_{1}, f_{2}\right)$ where $R \in k[x, y]$. The estimates of the value $v\left(R\left(f_{1}, f_{2}\right)\right)$ will depend on the possible values of the pair $\left(\nu\left(f_{1}\right), \nu\left(f_{2}\right)\right)$. We shall distinguish the following three cases:
(1) The family $\left(\nu\left(f_{1}\right), v\left(f_{2}\right)\right)$ is $\mathbb{Q}$-independent and we say that the component $\left(f_{1}, f_{2}\right)$ is nonresonant with respect to $v$.
(2) There exists two coprime integers $s_{1}, s_{2}$ such that $s_{1}>s_{2} \geqslant 2$ or $s_{2}>s_{1} \geqslant 2$ such that $s_{1} v\left(f_{1}\right)=s_{2} v\left(f_{2}\right)$ and we say in this case that the component $\left(f_{1}, f_{2}\right)$ is properly resonant with respect to $v$.
(3) Either $v\left(f_{1}\right)$ is a multiple of $v\left(f_{2}\right)$ or $v\left(f_{2}\right)$ is a multiple of $v\left(f_{1}\right)$ and there exists a polynomial $H \in k[x, y]$ of the form $x-\lambda y^{k}$ where $k \in \mathbb{N}^{*}, \lambda \in k^{*}$ such that $v\left(H\left(f_{1}, f_{2}\right)\right)>v\left(f_{1}\right)=k v\left(f_{2}\right)$. In this case, the component $\left(f_{1}, f_{2}\right)$ is called critically resonant with respect to $\nu$.

Example 4.14. When $v=-\operatorname{deg}: k[Q] \rightarrow \mathbb{R}^{-} \cup\{+\infty\}$, the family $(x, y)$ is not critically resonant, but it is neither properly resonant nor nonresonant (in particular there is no alternative). However, $(x, y)$ is nonresonant for the monomial valuation with weight $(-\sqrt{2},-\sqrt{3},-\sqrt{2},-\sqrt{3})$ on $(x, y, z, t)$.

Example 4.15. Take $f_{1}=x, f_{2}=y+x^{2} \in k[Q]$, then $\left(f_{1}, f_{2}\right)$ is critically resonant with respect to the valuation $\operatorname{ord}_{H_{\infty}}=-$ deg.

Example 4.16. Take $f_{1}=z+x^{2}, f_{2}=y+x^{3} \in k[Q]$, then $\left(f_{1}, f_{2}\right)$ is properly resonant with respect the valuation $\operatorname{ord}_{H_{\infty}}=-$ deg.

For $v \in \mathcal{V}_{0}$ and $\left(f_{1}, f_{2}\right)$ a component of a tame automorphism, the following theorem allows us to estimate the value of $v$ on $R\left(f_{1}, f_{2}\right)$ only when $\left(f_{1}, f_{2}\right)$ is not critically resonant.

Theorem 4.17. Let $v \in \mathcal{V}_{0}$ be a valuation and let $v_{0}$ be the monomial valuation on $k[x, y]$ with weight $\left(\nu\left(f_{1}\right), \nu\left(f_{2}\right)\right)$ with respect to $(x, y)$. The following assertions hold:
(i) For any polynomial $R \in k[x, y]$, one has the lower bound $v\left(R\left(f_{1}, f_{2}\right)\right) \geqslant v_{0}(R(x, y))$.
(ii) If the component $\left(f_{1}, f_{2}\right)$ is nonresonant with respect to $v$, then for any polynomial $R \in k[x, y]$, one has $v\left(R\left(f_{1}, f_{2}\right)\right)=v_{0}(R(x, y))$.
(iii) Suppose that the component $\left(f_{1}, f_{2}\right)$ is properly resonant with respect to $v$ and let $s_{1}, s_{2}$ be two coprime positive integers such that $s_{1} v\left(f_{1}\right)=s_{2} v\left(f_{2}\right)$, then for any polynomial $R \in k[x, y]$, either $\nu\left(R\left(f_{1}, f_{2}\right)\right)=v_{0}(R(x, y))$ or $v\left(R\left(f_{1}, f_{2}\right)\right)>v_{0}(R(x, y))$ and we have

$$
\nu\left(R\left(f_{1}, f_{2}\right)\right)<\left(s_{1}-1-\frac{s_{1}}{s_{2}}\right) v\left(f_{1}\right)=\left(s_{2}-1-\frac{s_{2}}{s_{1}}\right) v\left(f_{2}\right) .
$$

Remark that the inequalities in Theorem 4.17 are strict and this fact is crucial in our proof. Before giving the proof of Theorem 4.17, we state two consequences of this theorem below.

Corollary 4.18. Let $v \in \mathcal{V}_{0}$ be a monomial valuation and let $f=\left(f_{1}, f_{2}, f_{3}, f_{4}\right)$ be an element of Tame $(\mathrm{Q})$. We suppose that $v\left(f_{1}\right)<\nu\left(f_{2}\right)$ and that $\left(f_{1}, f_{2}\right)$ is not critically resonant with respect to $\nu$. Then for any polynomial $R \in k[x, y] \backslash k[y]$, we have

$$
v\left(f_{2} R\left(f_{1}, f_{2}\right)\right)<v\left(f_{1}\right) .
$$

Proof. Two cases appear. Either $v\left(R\left(f_{1}, f_{2}\right)\right)=v_{0}(R(x, y))$ where $\nu_{0}$ is the monomial valuation with weight $\left(v\left(f_{1}\right), v\left(f_{2}\right)\right)$ with respect to $(x, y)$, and we are finished since $R \in k[x, y] \backslash k[y]$. Or $v\left(R\left(f_{1}, f_{2}\right)\right)>\nu_{0}(R(x, y))$ and there exists some integers $s_{1}, s_{2}$ such that $s_{1} v\left(f_{1}\right)=s_{2} v\left(f_{2}\right)$ where $s_{2}>s_{1} \geqslant 2$. Using Theorem 4.17(iii) and the fact that $s_{1} \geqslant 2$, we have thus

$$
\nu\left(f_{2} R\left(f_{1}, f_{2}\right)\right)<\left(s_{1}-1\right) \nu\left(f_{1}\right)<\nu\left(f_{1}\right),
$$

as required.
We state the second corollary for which the constant $\frac{4}{3}$ appears naturally.
Corollary 4.19. Let $v \in \mathcal{V}_{0}$ be a valuation and let $\left(f_{1}, f_{2}\right)$ a properly resonant component with respect to $v$ such that $v\left(f_{1}\right)<v\left(f_{2}\right)$. Then for any polynomial $R \in k[x, y] \backslash k[y]$, one has

$$
\nu\left(f_{1} R\left(f_{1}, f_{2}\right)\right)<\frac{4}{3} \nu\left(f_{1}\right) .
$$

Similarly,

$$
\nu\left(f_{2} R\left(f_{1}, f_{2}\right)\right)<\frac{3}{2} \nu\left(f_{2}\right)<\frac{4}{3} \nu\left(f_{2}\right) .
$$

Proof. Denote by $\nu_{0}: k[x, y] \rightarrow \mathbb{R}^{-} \cup\{+\infty\}$ the monomial valuation with weight $\left(v\left(f_{1}\right), v\left(f_{2}\right)\right)$ with respect to $(x, y)$. Two cases appear, either $v\left(R\left(f_{1}, f_{2}\right)\right)=v_{0}(R(x, y))$ and we are done since $v\left(f_{1} R\left(f_{1}, f_{2}\right)\right) \leqslant 2 v\left(f_{1}\right)$ as $R \in k[x, y] \backslash k[y]$ or $v\left(R\left(f_{1}, f_{2}\right)\right)>v_{0}(R(x, y))$. In the latter case, consider
two coprime integers $s_{1}, s_{2}$ such that $s_{1} v\left(f_{1}\right)=s_{2} v\left(f_{2}\right)$. Since $v\left(f_{1}\right)<v\left(f_{2}\right)$ and the component $\left(f_{1}, f_{2}\right)$ is properly resonant, the inequality $s_{2}>s_{1} \geqslant 2$ holds. Using Theorem 4.17(iii), we obtain

$$
v\left(f_{1} R\left(f_{1}, f_{2}\right)\right)<\left(s_{1}-\frac{s_{1}}{s_{2}}\right) v\left(f_{1}\right) .
$$

Since $s_{2} \geqslant 3$ and $s_{1} \geq 2$, we have $s_{1}-s_{1} / s_{2}=s_{1}\left(1-1 / s_{2}\right) \geq 2\left(1-\frac{1}{3}\right)=\frac{4}{3}$. Since $\nu\left(f_{1}\right)<0$, we get

$$
v\left(f_{1} R\left(f_{1}, f_{2}\right)\right)<\left(s_{1}-\frac{s_{1}}{s_{2}}\right) v\left(f_{1}\right) \leqslant \frac{4}{3} v\left(f_{1}\right)
$$

as required. The second inequality follows from a similar argument $v\left(f_{2} R\left(f_{1}, f_{2}\right)\right)<\frac{3}{2} \nu\left(f_{2}\right)<\frac{4}{3} \nu\left(f_{2}\right)$.

Proof of Theorem 4.17. Let us denote by $R=\sum a_{i j} x^{i} y^{j}$. Consider the projection $\pi_{x y}: \mathcal{Q} \rightarrow \mathbb{A}^{2}$ induced by the embedding of $\mathcal{Q}$ into $\mathbb{A}^{4}$ composed with the projection onto $\mathbb{A}^{2}$ of the form

$$
\pi_{x y}:(x, y, z, t) \in \mathcal{Q}(k) \mapsto(x, y) .
$$

Choose an automorphism $f$ such that $f=\left(f_{1}, f_{2}, f_{3}, f_{4}\right)$ where $f_{3}, f_{4} \in \mathrm{k}[\mathcal{Q}]$. We denote by $\mu$ the valuation on $k[x, y]$ given by $\mu=\pi_{x y_{*}} f_{*} \nu$.

Observe that for any polynomial $R \in k[x, y]$, we have $\nu\left(R\left(f_{1}, f_{2}\right)\right)=\mu(R(x, y))$ and assertion (i) follows directly from Proposition 4.13(i). Observe also that assertion (ii) follows immediately from the fact that $v\left(f_{1}\right)$ and $v\left(f_{2}\right)$ are $\mathbb{Q}$-independent.

Let us prove assertion (iii). We can suppose by symmetry that $v\left(f_{1}\right)<v\left(f_{2}\right)$. Since the component ( $f_{1}, f_{2}$ ) is properly resonant, there exists two coprime integers $s_{1}, s_{2}$ such that $s_{1} v\left(f_{1}\right)=s_{2} v\left(f_{2}\right)$ and such that $s_{2}>s_{1} \geqslant 2$.

By Proposition 4.13 applied to $\mu$, there exists $\lambda \in k^{*}$ such that the polynomial $H=x^{s_{1}}-\lambda y^{s_{2}}$ satisfies

$$
\mu(H(x, y))=v\left(H\left(f_{1}, f_{2}\right)\right)>v_{0}(H)=s_{1} v\left(f_{1}\right) .
$$

For any polynomial $R \in k[x, y]$, denote by $\bar{R}$ be the polynomial given by

$$
\bar{R}=\sum_{i \mu(x)+j \mu(y)=v_{0}(R(x, y))} a_{i j} x^{i} y^{j}
$$

By construction, we have that there exists an integer $n \geqslant 1$ such that $\bar{R} \in\left(H^{n}\right) \backslash\left(H^{n+1}\right)$.
We shall use the following lemma (proved at the end of this section):
Lemma 4.20. Let $R \in k[x, y]$ such that $H \mid \bar{R}$. Consider the integer $n=\max \left\{k \mid H^{k}\right.$ divides $\left.\bar{R}\right\} \geqslant 1$. Then the following properties are satisfied:
(i) For any integer $k \leqslant n$, we have $\overline{\partial_{2}^{k}(R)}=\partial_{2}^{k} \bar{R}$.
(ii) For any integer $k \leqslant n$, we have $H^{n-k} \mid \partial_{2}^{k} \bar{R}$ but $H^{n-k+1} \nmid \partial_{2}^{k} \bar{R}$.

The above lemma implies that $\overline{\partial_{2}^{k} R}=\partial_{2}^{k} \bar{R}$ and that $H^{n-k} \mid \partial_{2}^{k} \bar{R}$ but $H^{n-k+1} \nmid \partial_{2}^{k} \bar{R}$ for any $k \leq n$. In particular, $H$ does not divide $\partial_{2}^{n} \bar{R}$ and Proposition 4.13(ii) implies that

$$
\mu\left(\partial_{2}^{n} R(x, y)\right)=v_{0}\left(\partial_{2}^{n} R\right)=v_{0}\left(\overline{\partial_{2}^{n} R}\right)
$$

The previous equation translates as

$$
v\left(\left(\partial_{2}^{n} R\right)\left(f_{1}, f_{2}\right)\right)=v_{0}\left(\partial_{2}^{n} R\right)
$$

and $R$ satisfies the conditions of Lemma 4.12 (for the same integer $n$ ), which in turn asserts that

$$
\nu\left(R\left(f_{1}, f_{2}\right)\right)<\operatorname{deg}_{y}(R) v\left(f_{2}\right)+n \nabla\left(f_{1}, f_{2}\right) .
$$

Since $H^{n} \mid \bar{R}$, one has $\operatorname{deg}_{y}(R) \geqslant \operatorname{deg}_{y}(\bar{R}) \geqslant s_{2} n$, we get

$$
v\left(R\left(f_{1}, f_{2}\right)\right)<n\left(s_{2} v\left(f_{2}\right)+\nabla\left(f_{1}, f_{2}\right)\right) .
$$

As $n \geqslant 1$ and $\nabla\left(f_{1}, f_{2}\right) \leqslant-v\left(f_{1}\right)-v\left(f_{2}\right)$ by Lemma 4.10, the above implies that

$$
v\left(R\left(f_{1}, f_{2}\right)\right)<s_{2} v\left(f_{2}\right)-v\left(f_{1}\right)-v\left(f_{2}\right) .
$$

Since $s_{1} v\left(f_{1}\right)=s_{2} v\left(f_{2}\right)$, we finally prove that

$$
v\left(R\left(f_{1}, f_{2}\right)\right)<v\left(f_{1}\right)\left(s_{1}-1-\frac{s_{1}}{s_{2}}\right),
$$

as required.
Proof of Lemma 4.20. Consider a monomial valuation $\nu_{0}: k[x, y] \rightarrow \mathbb{R}^{-} \cup\{+\infty\}$ with weight $(\alpha, \beta) \in$ $\left(\mathbb{R}^{-, *}\right)^{2}$ with respect to $(x, y)$ and $H=x^{s_{1}}-\lambda y^{s_{2}}$ where $s_{1}, s_{2}$ are coprime integers such that $s_{1} \alpha=s_{2} \beta$.

Let us prove assertion (i) for $k=1$. Fix $R \in k[x, y]$ and write $R$ as

$$
R=\sum_{i j} a_{i j} x^{i} y^{j}
$$

where $a_{i j} \in k$. The partial derivative is given explicitly by

$$
\partial_{2} R=\sum_{i \geq 0, j \geq 1} j a_{i j} x^{i} y^{j-1}
$$

Since $H \mid \bar{R}$, one has $\bar{R} \in k[x, y] \backslash k[x]$ and $v_{0}(R)=v_{0}(\bar{R})$. Take $(i, j)$ such that $a_{i j} \neq 0$ and $i \alpha+(j-1) \beta=$ $v_{0}\left(\partial_{2} R\right)$. Then $i \alpha+j \beta=v_{0}\left(\partial_{2} R\right)+v_{0}(y) \leq v_{0}(R)$. Conversely, since $H \mid \bar{R}$, there exists $(i, j)$ such that $i \alpha+j \beta=v_{0}(R)$ where $j \geq 1$, hence we have that $i \alpha+(j-1) \beta \geq v_{0}\left(\partial_{2} R\right)$. Hence, $v_{0}\left(\partial_{2} R\right)=v_{0}(R)-\beta$ and $\overline{\partial_{2} R}=\partial_{2} \bar{R}$.

Let us prove assertion (ii) for $k=1$. We have that $H^{n} \mid \bar{R}$ but $H^{n+1} \nmid \bar{R}$, then we have

$$
\bar{R}=H^{n} S
$$

where $S \in k[x, y]$ is a homogeneous polynomial such that $H \nmid S$. By definition,

$$
\partial_{2} \bar{R}=n s_{2} H^{n-1} y^{s_{2}-1} S+H^{n} \partial_{2} S .
$$

Hence $H^{n-1} \mid \partial_{2} \bar{R}$. Suppose by contradiction that $H^{n} \mid \partial_{2} \bar{R}$, then this implies that $H \mid y^{s_{2}-1} S$ which is impossible since $H$ does not divide $S$. We have thus proven that $H^{n-1} \mid \partial_{2} \bar{R}$ but $\left.H^{n}\right\} \partial_{2} \bar{R}$, as required.

An immediate induction on $k \leqslant n$ proves assertion (i) and (ii).

## 5. Proof of Theorem 1 and Theorem 4

This section is devoted to the proof of Theorems 1 and 4. The proof of these two results are very similar and rely on a lower bound of the degree of an automorphism $f$ by $\left(\frac{4}{3}\right)^{p}$ where $p$ is an integer that we determine.

Let us explain our general strategy. Take an automorphism $f \notin O_{4}$.
Step 1: We choose an appropriate valuation $\nu$.
We consider a geodesic line $\gamma$ in the complex joining [Id] and [ $f$ ]. Recall from Proposition 2.3 that the set of $1 \times 1$ squares containing [Id] is in bijection with the points on the hyperplane at infinity $H_{\infty} \subset \mathcal{Q} \subset \mathbb{P}^{4}$. Depending on which $1 \times 1$ square the geodesic $\gamma$ near the vertex [Id] is contained, we choose accordingly a valuation $v$ in $\mathcal{V}_{0}$ centered on the corresponding point at infinity in $\overline{\mathcal{Q}}$.

Step 2 (see Section 5A): We define an integer $p$ according to the geometry of some geodesics in the complex and according to the choice of the valuation $v$.

Recall that a path in the 1 -skeleton of $\mathcal{C}$ induces a sequence of numbers obtained by evaluating the valuation $v$ on the consecutive vertices. The integer $p$ is defined as the distance in a graph denoted $\mathcal{C}_{v}$ and encodes the shortest path in the 1 -skeleton with minimal degree sequence.
Step 3: We prove that $\operatorname{deg}(f) \geqslant\left(\frac{4}{3}\right)^{p}$.
Consider the graph $\mathcal{C}_{v}$ associated to $v$ and denote by $d_{v}$ the distance in this graph. This step is the content of the following theorem. Recall that the standard $2 \times 2$ square $S_{0}$ is the square whose vertices are $[x],[y],[z]$ and $[t]$.

Theorem 5.1. Pick any valuation $v \in \mathcal{V}_{0}$ satisfying

$$
\begin{equation*}
\max (2 v(t), v(y)+v(t), v(z)+v(t))<v(x)<\min (v(y), v(z), v(t)) \tag{27}
\end{equation*}
$$

Consider any geodesic segment of $\mathcal{C}$ joining [Id] to a vertex $v$ of type I which intersects an edge of the square $S_{0}$, then the following assertions hold:
(1) We have

$$
v(v) \leqslant\left(\frac{4}{3}\right)^{d_{v}([t], v)-1} \max (v(x), v(y), v(z), v(t)) .
$$

(2) For any valuation $v^{\prime} \in \mathcal{V}_{0}$ satisfying (27), we have

$$
d_{v}([t], v)=d_{\nu^{\prime}}([t], v) .
$$

The proof of Theorem 5.1 basically proceeds by induction on the distance between $[t]$ and $v$ in the graph $\mathcal{C}_{v}$. The essential ingredient to bound below the degree inductively are the parachute inequalities stated in Theorem 4.17. We explain in Section 5B how to arrive to the situation where these inequalities can be applied using the local geometry near the vertices of type I (i.e., the geometry of its link). We then use these arguments to compute the degree or estimate the valuation $v$ when one passes from one square to another in each possible situation, this is done successively in Sections 5C, 5D, 5E and 5F.

Once we conjugate appropriately to arrive to the situation of Theorem 5.1, we then deduce directly both Theorem 1 and Theorem 4.

5A. The graph $\mathcal{C}_{v}$ associated to a valuation and the orientation of certain edges of the complex. Fix a valuation $v \in \mathcal{V}_{0}$. Given any automorphism $f=\left(f_{1}, f_{2}, f_{3}, f_{4}\right) \in \operatorname{Tame}(\mathrm{Q})$, we remark that $v\left(f_{1}\right)$ does not depend on the choice of representative of the class $\left[f_{1}\right]$ so that $v$ induces a function on the vertices of type I of $\mathcal{C}$.

We say that a vertex $v \in \mathcal{C}$ of type I is $v$-minimal (resp. $v$-maximal) in a $2 \times 2$ square $S$ if $v(v)$ is strictly smaller (resp. greater) than the value of the valuation $v$ on every other vertices of type I of $S$. Observe that for some valuations, two vertices of type I can have the same value on $v$, hence there can be no $\nu$-minimal or $\nu$-maximal vertices.

We now define a graph $\mathcal{C}_{v}$ associated to a valuation $v \in \mathcal{V}_{0}$ as follows:
(1) The vertices are the vertices of $\mathcal{C}$ type I.
(2) One draws an edge between two vertices $v_{1}$ and $v_{2}$ of $\mathcal{C}^{\prime}$ if there exists a $2 \times 2$ square $S$ centered at a vertex of type III in $\mathcal{C}$ containing $v_{1}, v_{2}$ such that the vertices $v_{1}, v_{2}$ belong to an edge of $S$ or $v_{1}$ and $v_{2}$ are the $v$-minimal and $v$-maximal vertices of $S$ respectively.

Observe that whenever there is no $v$-maximal or minimal vertex in a $2 \times 2$ square $S$ centered at a point of type III, then we only draw the four edges of the square $S$.

The graph $\mathcal{C}_{v}$ is endowed with the distance $d_{v}$ such that its the edges have length 1 .
Lemma 5.2. The graph $\mathcal{C}_{v}$ is a connected metric graph.
Proof. This follows from the fact that the 1 -skeleton of $\mathcal{C}$ is connected and the fact that to any path between type I vertices in the 1 -skeleton of $\mathcal{C}$, we can find an alternate path in the 1 -skeleton of $\mathcal{C}$ with the same endpoints and which takes only edges joining type I and II vertices. If one has a local path in the skeleton passing successively to a type II, then to a type III and then to a type II vertex in the same $1 \times 1$ square, then we replace by a path that goes through the vertex of type I within the same square. For path that go through different squares, we use Lemma 2.16 and Lemma 2.15 to modify locally our path so that it takes a corner of a $2 \times 2$ square centered at a type III vertex.

Since we will exploit the properties of this function on the vertices of type I, we introduce the following convention on the figures. Take an edge of length 2 between two type I vertices $v_{1}, v_{2}$, then we put an
arrow pointing to $v_{2}$ if $v\left(v_{2}\right)<v\left(v_{1}\right)$ as in the following following:


Lemma 5.3. Let $v: k[\mathcal{Q}] \rightarrow \mathbb{R} \cup\{+\infty\}$ be a valuation which is trivial over $k^{*}$ and such that $v(x), v(y)$, $v(z), v(t)<0$. Let $S$ be a $2 \times 2$ square of the complex $\mathcal{C}$ centered at a type III vertex. Suppose $S$ has a v-maximal vertex (resp. v-minimal), then there exists a v-minimal (resp. v-maximal) vertex and the $\nu$-minimal and $\nu$-maximal vertices are at distance $2 \sqrt{2}$ in $\mathcal{C}$.

Let $S$ be a $2 \times 2$ square centered at a vertex of type III which satisfies the conditions of Lemma 5.3. and let $\phi$ be the associated isometry. Denote by $\left[x_{1}\right],\left[y_{1}\right],\left[z_{1}\right]$ and $\left[t_{1}\right]$ the vertices of type I of the square $S$ where $x_{1}, y_{1}, z_{1}, t_{1} \in \mathrm{k}[\mathcal{Q}]$ such that the vertex $\left[x_{1}\right]$ is $v$-minimal and $\left[t_{1}\right]$ is $v$-maximal in $S$. Then there exists a unique isometry $\phi: S \rightarrow[0,2]^{2}$ such that

$$
\phi\left(\left[x_{1}\right]\right)=(2,2) \quad \text { and } \quad \phi\left(\left[t_{1}\right]\right)=(0,0),
$$

and such that the horizontal edges of $S$ are given the geodesic segments between $\left[x_{1}\right]$ and $\left[y_{1}\right]$, and between $\left[z_{1}\right]$ and $\left[t_{1}\right]$.

Using this convention, Lemma 5.3 implies that we are in the following situation:


In particular, the subgraph of $\mathcal{C}^{\prime}$ containing the vertices of $S$ looks as follows:


Proof of Lemma 5.3. Let $S$ be a $2 \times 2$ square satisfying the hypothesis of the Lemma. Denote $\left[t_{1}\right]$ the $v$-maximal vertex of $S$. Denote also by $\left[z_{1}\right],\left[y_{1}\right],\left[x_{1}\right]$ the type I vertices of $S$ such that the edges between [ $t_{1}$ ] and [ $\left.z_{1}\right]$, between $\left[t_{1}\right]$ and $\left[y_{1}\right]$ are horizontal and vertical respectively.

Observe that $v\left(x_{1}\right), v\left(y_{1}\right), v\left(z_{1}\right), v\left(t_{1}\right)<0$ and that

$$
v\left(x_{1} t_{1}-y_{1} z_{1}\right)=v(1)=0 .
$$

This implies that

$$
v\left(x_{1}\right)+v\left(t_{1}\right)=v\left(y_{1}\right)+v\left(z_{1}\right) .
$$

In particular, $v\left(t_{1}\right)>v\left(y_{1}\right)$ implies that

$$
v\left(x_{1}\right)<v\left(z_{1}\right) .
$$

By symmetry, we also prove that $v\left(x_{1}\right)<\nu\left(y_{1}\right)$ and this implies that $\left[x_{1}\right]$ is the unique $v$-minimal vertex of $S$, as required.

Observe that for two distinct valuations $\nu_{1}, \nu_{2} \in \mathcal{V}_{0}$, the graphs $\mathcal{C}_{\nu_{1}}$ and $\mathcal{C}_{\nu_{2}}$ are not in general equal.
Lemma 5.4. Fix any valuation $v \in \mathcal{V}_{0}$, and any two adjacent $2 \times 2$ squares $S, S^{\prime}$ centered at a vertex of type III. Suppose that $v$ is a vertex in $S \cap S^{\prime}$ which is v-minimal in $S$.

Then the unique vertex $v^{\prime} \in S^{\prime} \backslash S$ which belongs to an edge containing $v$ is also $v$-minimal in $S^{\prime}$.
One has the following:


Proof of Lemma 5.4. Take $x_{1}, y_{1}, z_{1}, t_{1} \in \mathrm{k}[\mathcal{Q}]$ such that $v=\left[x_{1}\right],\left[z_{1}\right] \in S \cap S^{\prime}$ and $\left[y_{1}\right],\left[t_{1}\right] \in S$ are the four distinct vertices of $S$. We claim that we are in the following situation:

where $P \in k[x, y] \backslash k$. Indeed, recall that the tame group acts as $g \cdot[f]=\left[f \circ g^{-1}\right]$. In particular, if $S_{0}$ is the standard $2 \times 2$ square containing $[x],[y],[z],[t]$ and $[I d]$ and if $f=\left(x_{1}, y_{1}, z_{1}, t_{1}\right)$, then $S=f^{-1} \cdot S_{0}$. Since $S$ and $S^{\prime}$ are adjacent along an two edges of type I, there exists an element $e \in E_{H}$ such that $S^{\prime}=\left(f^{-1} \circ e \circ f\right) \cdot S$. This proves that $S^{\prime}=\left(f^{-1} \circ e\right) \cdot S_{0}$, and the vertex $v^{\prime}$ is given by

$$
v^{\prime}=\left[y \circ e^{-1} \circ f\right],
$$

as required.
Since $v\left(x_{1}\right)<v\left(y_{1}\right)$ and since $v\left(P\left(x_{1}, z_{1}\right)\right)<0$, this implies that

$$
v\left(y_{1}+x_{1} P\left(x_{1}, z_{1}\right)\right)=v\left(x_{1} P\left(x_{1}, z_{1}\right)\right)<v\left(x_{1}\right) .
$$

Similarly, one has

$$
v\left(t_{1}+z_{1} P\left(x_{1}, z_{1}\right)\right)=v\left(z_{1} P\left(x_{1}, z_{1}\right)\right)<v\left(z_{1}\right) .
$$

Hence since the vertex $\left[z_{1}\right]$ is $v$-maximal, we have that $v^{\prime}=\left[y_{1}+x_{1} P\left(x_{1}, z_{1}\right)\right]$ is the $v$-minimal vertex in $S^{\prime}$ by Lemma 5.3, as required.

The following proposition compares the distance $d_{v}$ with the distance $d_{\mathcal{C}}$.
Proposition 5.5. The distance $d_{v}$ and the distance $d_{\mathcal{C}}$ are equivalent, i.e., there exists a constant $C>0$ such that for any vertices $v_{1}, v_{2} \in \mathcal{C}$ of type I , one has

$$
\frac{1}{2 \sqrt{2}} d_{\mathcal{C}}\left(v_{1}, v_{2}\right) \leqslant d_{v}\left(v_{1}, v_{2}\right) \leqslant 2 d_{\mathcal{C}}\left(v_{1}, v_{2}\right)
$$

Proof. For each $2 \times 2$ square $S$ centered at a vertex of type III in $\mathcal{C}$, the restriction to $S \cap \mathcal{C}_{v}$ of the distance in $\mathcal{C}_{v}$ and the distance $d_{\mathcal{C}}$ are bi-Lipschitz equivalent. More precisely, for any $v_{1}, v_{2} \in S \cap \mathcal{C}_{v}$, the following inequality holds:

$$
\frac{d_{\mathcal{C}}\left(v_{1}, v_{2}\right)}{2 \sqrt{2}} \leqslant d_{v}\left(v_{1}, v_{2}\right) \leqslant 2 d_{\mathcal{C}}\left(v_{1}, v_{2}\right)
$$

Hence, if we apply the previous inequality to a chain of points which belong successively to the same square, we obtain the distance in $\mathcal{C}$ is equivalent to the distance $d_{\nu}$ and for any vertices $v_{1}, v_{2}$ of type I in $\mathcal{C}$, we have

$$
\frac{d_{\mathcal{C}}\left(v_{1}, v_{2}\right)}{2 \sqrt{2}} \leqslant d_{v}\left(v_{1}, v_{2}\right) \leqslant 2 d_{\mathcal{C}}\left(v_{1}, v_{2}\right)
$$

as required.
5B. Avoiding critical resonances. Fix a valuation $v \in \mathcal{V}_{0}$ and fix a $2 \times 2$ square $S$. Consider a vertex [ $x_{1}$ ] of type I in $S$ which is $v$-minimal in $S$ where $x_{1} \in \mathrm{k}[\mathcal{Q}]$ and denote by $\left[z_{1}\right]$ another vertex of type I in $S$ such that $\left[x_{1}\right]$ and $\left[z_{1}\right]$ belong to a vertical edge of the square $S$. For any square $S^{\prime}$ which is adjacent to $S$ along the edge containing $\left[x_{1}\right]$ and $\left[z_{1}\right]$, Lemma 5.4 implies that the function induced by $v$ on the vertices is as follows:

where $y_{1}, t_{1}, \in \mathrm{k}[\mathcal{Q}]$ and $P \in k[x, y] \backslash k$.
If $P \in k[y]$, then using the fact that $v\left(x_{1}\right)<v\left(y_{1}\right)$ and $v\left(x_{1}\right)<v\left(z_{1}\right)<v\left(t_{1}\right)$, we have $v\left(y_{1}+\right.$ $\left.x_{1} P\left(x_{1}, z_{1}\right)\right)=\nu\left(x_{1}\right)+\operatorname{deg}(P) \nu\left(z_{1}\right)<(\operatorname{deg}(P)+1) \nu\left(z_{1}\right)$ and $\nu\left(t_{1}+z_{1} P\left(x_{1}, z_{1}\right)\right)=(\operatorname{deg}(P)+1) \nu\left(z_{1}\right)$. This degenerate case can be formulated as follows. Take $g \in \operatorname{STame}(Q) \cap \operatorname{Stab}\left(\left[z_{1}\right]\right)$ such that $g \cdot S=S^{\prime}$, Lemma 2.19 shows that $g \in A_{\left[z_{1}\right]}^{S}$.

Otherwise, we can suppose that $P \in k[x, y] \backslash k[y]$. The main observation is that when the component $\left(x_{1}, z_{1}\right)$ is not critically resonant with respect to $v$, then by Corollary 4.19 , one has

$$
\nu\left(x_{1} P\left(x_{1}, z_{1}\right)\right)=\max \left(\nu\left(y_{1}+x_{1} P\left(x_{1}, z_{1}\right), v\left(t_{1}+z_{1} P\left(x_{1}, z_{1}\right)\right)\right)<\frac{4}{3} v\left(z_{1}\right) .\right.
$$

Following the discussion when $P \in k[y]$, we deduce that the previous inequality also holds regardless of the condition $P \in k[y]$ or $P \in k[x, y] \backslash k[y]$.

Moreover, when $P \in k[x, y] \backslash k[y]$ the same argument combined with Corollary 4.18 yields

$$
\max \left(v\left(y_{1}+x_{1} P\left(x_{1}, z_{1}\right), \nu\left(t_{1}+z_{1} P\left(x_{1}, z_{1}\right)\right)\right)<v\left(x_{1}\right) .\right.
$$

We have summarized the above argument in the following lemma.
Lemma 5.6. Fix $v \in \mathcal{V}_{0}$ and $S, S^{\prime}$ two adjacent $2 \times 2$ squares. Consider $v_{1}, v_{2}$ two vertices of the common edge of these squares and suppose that $v_{1}$ is $v$-minimal in $S$. Suppose that the edge joining $v_{1}$ and $v_{2}$ corresponds to a component $\left(f_{1}, f_{2}\right)$ which is not critically resonant. Then for any vertex $v^{\prime} \in S^{\prime}$ distinct from $v_{1}, v_{2}$, we have

$$
\nu\left(v^{\prime}\right)<\frac{4}{3} v\left(v_{2}\right) .
$$

Moreover, if $g \in \operatorname{Stab}\left(v_{2}\right) \cap \operatorname{STame}(Q)$ such that $g \cdot S=S^{\prime}$ and $g \notin A_{v_{2}}^{S}$, then

$$
\nu\left(v^{\prime}\right)<\min \left(\frac{4}{3} v\left(v_{2}\right), \nu\left(v_{1}\right)\right) .
$$

When the component $\left(x_{1}, z_{1}\right)$ in the previous figure is critically resonant, then the previous arguments do not necessarily hold since we cannot apply Corollary 4.19.

Our key observation is that the previous inequality remains valid whenever there exists a square $S_{1}$ adjacent to $S$ along the edge containing $\left[t_{1}\right],\left[z_{1}\right]$, such that its other edge containing $\left[z_{1}\right]$ is not critically resonant and such that $\left[t_{1}\right]$ is $v$-maximal in $S_{1}$. If we choose $S_{1}$ so that the squares $S_{1}, S, S^{\prime}$ are flat, we arrive at the following situation where a blue edge means that the corresponding component is not critically resonant and a red edge that the component is critically resonant:

where $Q \in k[x, y] \backslash k$ and where $S^{\prime \prime \prime}$ is a $2 \times 2$ square adjacent to $S_{1}$ and $S^{\prime}$. We can thus apply the previous argument to the square $S_{1}$ and $S^{\prime \prime \prime}$, we obtain

$$
v\left(y_{1}^{\prime}+x_{1}^{\prime} Q\left(x_{1}^{\prime}, z_{1}\right)\right)<v\left(t_{1}+z_{1} P\left(x_{1}, z_{1}\right)\right)<v\left(z_{1}\right)
$$

and furthermore

$$
v\left(t_{1}+z_{1} P\left(x_{1}, z_{1}\right)\right)=\max \left(v\left(y_{1}^{\prime}+x_{1}^{\prime} Q\left(x_{1}^{\prime}, z_{1}\right)\right), v\left(t_{1}+z_{1} P\left(x_{1}, z_{1}\right)\right)\right)<\frac{4}{3} v\left(z_{1}\right) .
$$

In other words, we obtain that the vertex $\left[z_{1}\right]$ is $v$-maximal in $S^{\prime \prime \prime}$, which implies that it is also $v$-maximal in $S^{\prime}$. Overall, the previous inequality with the $v$-maximality of $\left[z_{1}\right]$ in $S^{\prime}$ finally yields

$$
\begin{equation*}
v\left(t_{1}+z_{1} P\left(x_{1}, z_{1}\right)\right)=\max \left(v\left(t_{1}+z_{1} P\left(x_{1}, z_{1}\right)\right), v\left(y_{1}+x_{1} P\left(x_{1}, z_{1}\right)\right)\right)<\frac{4}{3} v\left(z_{1}\right) . \tag{28}
\end{equation*}
$$

In the rest of section, we keep the same convention on the colors of the edges.
The proposition below is the key ingredient in our proof and explains how one can find a square which has an edge which is not critically resonant.

Proposition 5.7. Fix a valuation $v \in \mathcal{V}_{0}$. Let $S$ be any $2 \times 2$ square having a unique $v$-minimal vertex, and let $\left[f_{1}\right]$, $\left[f_{2}\right]$ be any horizontal (resp. vertical) edge of $S$. Suppose that $v\left(f_{1}\right)<v\left(f_{2}\right)$, that $\left(f_{1}, f_{2}\right)$ is critically resonant and that for any polynomial $R \in k[x] \backslash k$, one has

$$
v\left(f_{1}-f_{2} R\left(f_{2}\right)\right)<v\left(f_{2}\right)
$$

Then there exists a square $S_{1}$ adjacent to $S$ along the vertical (resp. horizontal) edge containing [ $f_{2}$ ] which satisfies the following properties:
(i) For any square $S_{2}$ adjacent to $S$ along the edge containing $\left[f_{1}\right],\left[f_{2}\right]$, the squares $S_{1}, S, S_{2}$ are flat.
(ii) The horizontal (resp. vertical) edge in $S_{1}$ containing [ $f_{2}$ ] is not critically resonant.
(iii) There exists an element $g \in A_{\left[f_{2}\right]}^{S}$ such that $g \cdot S=S_{1}$.

Proof. Statement (i) and (iii) follow from Lemma 2.19(ii) and (i) respectively. Indeed pick any polynomial $R \in k[x] \backslash k$, and let $S_{R}$ be the square containing [ $\left.f_{2}\right],\left[f_{1}-f_{2} R\left(f_{2}\right)\right]$ which is adjacent to $S$ along the vertical edge containing [ $f_{2}$ ]. Since $R$ depends on a single variable, it follows that for any square $S_{2}$ adjacent to $S$ along the edge containing [ $\left.f_{1}\right],\left[f_{2}\right]$, the squares $S_{R}, S_{2}, S$ are flat.

We now prove (ii), and produce a polynomial $R \in k[x] \backslash k$ such that the component ( $f_{2}, f_{1}-f_{2} R\left(f_{2}\right)$ ) is not critically resonant. Since the component $\left(f_{1}, f_{2}\right)$ is critically resonant, there exists a constant $\lambda \in k^{*}$ and an integer $n \geqslant 1$ such that

$$
\left.v\left(f_{1}-\lambda f_{2}^{n}\right)\right)>v\left(f_{1}\right)=n v\left(f_{2}\right) .
$$

Since $v\left(f_{1}\right)<\nu\left(f_{2}\right)$, we get $n \geqslant 2$ so that $R_{1}:=\lambda x^{n-1} \in k[x] \backslash k$.
If the component $\left(f_{2}, f_{1}-f_{2} R_{1}\left(f_{2}\right)\right)$ is not critically resonant, then the square $S_{1}$ containing $\left[f_{2}\right]$, [ $f_{1}-f_{2} R_{1}\left(f_{2}\right)$ ] which is adjacent to $S$ along the vertical edge containing [ $f_{2}$ ] satisfies assertion (ii) and
we are done. Otherwise, $\left(f_{2}, f_{1}-f_{2} R_{1}\left(f_{2}\right)\right)$ is critically resonant. Observe that by assumption, we have

$$
v\left(f_{1}-f_{2} R_{1}\left(f_{2}\right)\right)<v\left(f_{2}\right)
$$

so that $v\left(f_{1}-f_{2} R_{1}\left(f_{2}\right)\right)=n_{2} v\left(f_{2}\right)$ for some $n_{2} \geqslant 2$, and $v\left(f_{1}-f_{2} R_{2}\left(f_{2}\right)\right)>n_{2} v\left(f_{2}\right)$ for some polynomial $R_{2} \in k[x] \backslash k$ of the form $R_{2}(x)=R_{1}(x)+\lambda^{\prime} x^{n_{2}-1}$. Repeating this argument we get a sequence of polynomials $R_{i} \in k[x] \backslash k$, and either ( $f_{2}, f_{1}-f_{2} R_{i}\left(f_{2}\right)$ ) is not critically resonant for some index $i$; or $\left(f_{2}, f_{1}-f_{2} R_{i}\left(f_{2}\right)\right)$ is critically resonant for all $i$. However in the latter case, the sequence ( $\nu\left(f_{1}-f_{2} R_{i}\left(f_{2}\right)\right)$ is strictly increasing and $\left(\nu\left(f_{1}-f_{2} R_{i}\left(f_{2}\right)\right)\right.$ are all multiples of $v\left(f_{2}\right)$ which yields a contradiction. The proof is complete.

## 5C. Degree estimates between adjacent squares.

Theorem 5.8. Take a valuation $v \in \mathcal{V}_{0}$. Let $v$ be any v-maximal vertex of a $2 \times 2$ square $S$ and let $S^{\prime}$ be an adjacent square which does not contain $v$ and let $v_{2}$ be the vertex in $S \cap S^{\prime}$ which is not $v$-minimal in $S$. Suppose that the vertex $v$ is also v-maximal in any square $\tilde{S}$ adjacent to $S$ along the edge joining $v$ and $v_{2}$. Then $S^{\prime}$ admits a v-minimal vertex and for any vertex $v^{\prime} \in S^{\prime} \backslash S$, one has

$$
v\left(v^{\prime}\right)<\frac{4}{3} v\left(v_{2}\right) .
$$

Proof. Observe that Lemma 5.4 implies that $S^{\prime}$ has a unique $v$-minimal vertex. If the edge $S \cap S^{\prime}$ is not critically resonant, then Lemma 5.6 implies the conclusion of the theorem. Otherwise, the edge $S \cap S^{\prime}$ is critically resonant and we check that the squares $S$ and $S^{\prime}$ satisfy the hypothesis of Proposition 5.7.

Denote by $\left[f_{1}\right]$ the $v$-minimal vertex in $S$ and by $\left[f_{2}\right]=v_{2}$. For any polynomial $R \in k[x] \backslash k$, take $S_{R}$ to be the square containing [ $f_{1}-f_{2} R\left(f_{2}\right)$ ], [ $f_{2}$ ] and $v$. By construction, the square $S_{R}$ is adjacent to $S$ along an edge containing $v$, hence the vertex $v$ is $v$-maximal in $S_{R}$ and this implies that the vertex [ $f_{1}-f_{2} R\left(f_{2}\right)$ ] is $v$-minimal in $S_{R}$. In particular, we have proved that $v\left(f_{1}-f_{2} R\left(f_{2}\right)\right)<v\left(f_{2}\right)$. By Proposition 5.7, there exists two squares $S_{1}^{\prime}, S_{2}^{\prime}$ such that the union $S \cap S_{1}^{\prime} \cup S^{\prime} \cup S_{2}^{\prime}$ forms a $4 \times 4$ square centered along the vertex [ $v_{2}$ ] and such that the edge $S_{1}^{\prime} \cap S_{2}^{\prime}$ is not critically resonant. We thus arrive at the following situation (with the same convention on colors as in the previous section):



Figure 6. The initial situation of Theorem 5.9.

In particular, by applying Lemma 5.4 to the square $S_{1}^{\prime}$ and $S_{2}^{\prime}$, we find that

$$
v\left(v^{\prime}\right)<\frac{4}{3} v\left(v_{2}\right),
$$

for any vertex $v^{\prime} \in S^{\prime} \backslash S$ as required.
5D. Degree estimates at a v-maximal vertex. In this section, we analyze the situation of two $2 \times 2$ squares adherent at a vertex of type $I$.

Recall from Section 2E that a pair of adherent squares ( $S, S^{\prime}$ ) is contained in a spiral staircase around $v=S \cap S^{\prime}$ if there exists a sequence of squares $S_{0}=S, \ldots, S_{p}=S^{\prime}$ connecting $S$ and $S^{\prime}$, all containing $v$, which are adjacent alternatively along vertical and horizontal edges and such that any three consecutive squares $S_{i}, S_{i+1}, S_{i+2}$ are not flat for $i \leqslant p-2$. When the intersection between $S_{0}$ and $S_{1}$ is a horizontal (resp. vertical) edge, we say that the staircase is vertical (resp. horizontal).

Theorem 5.9. Fix a valuation $v \in \mathcal{V}_{0}$.
Consider three $2 \times 2$ squares $S, S_{1}$ and $S^{\prime}$ having a vertex $\left[x_{1}\right]$ of type I in common. We assume that $S$ and $S_{1}$ have a common horizontal edge $\left[x_{1}\right],\left[y_{1}\right]$, and that the pair $\left(S, S^{\prime}\right)$ is contained in a vertical spiral staircase containing $S_{1}$. Denote by $\left[z_{1}\right]$ the vertex in $S_{1}$ which forms a vertical edge with $\left[x_{1}\right]$.

Assume that $\left[x_{1}\right]$ is $v$-maximal in $S_{1}$, that the component $\left(x_{1}, z_{1}\right)$ is not critically resonant, that $v\left(z_{1}\right)<v\left(y_{1}\right)$ and $v\left(z_{1}\right)<\left(\frac{4}{3}\right) v\left(x_{1}\right)$. Then for any vertex $v \in S^{\prime}$ distinct from $\left[x_{1}\right]$, one has

$$
v(v)<\frac{4}{3} v\left(x_{1}\right) .
$$

Figure 6 summarizes the situation of Theorem 5.9 (with the convention of Section 5B on the color of the edges).

We shall use repeatedly the following lemma, whose proof is given at the end of this section.
Recall from Section 2D the definition of the subgroup $A_{v}^{S}$ of the stabilizer of a vertex $v$ of type I , where $S$ is a $2 \times 2$ square containing $v$.

Lemma 5.10. Take three $2 \times 2$ squares $S_{1}, S_{2}, S_{3}$ containing [ $x_{1}$ ] and which are adjacent alternatively along vertical and horizontal edges. Suppose that $S_{1}, S_{2}$ and $S_{3}$ are not flat. Then the following assertions hold:
(i) Suppose that $S_{1}^{\prime}$ is a $2 \times 2$ square which is adjacent to $S_{2}$ along $S_{1} \cap S_{2}$ such that there exists an element $g \in A_{\left[x_{1}\right]}^{S_{1}}$ for which $g \cdot S_{1}=S_{1}^{\prime}$. Then the squares $S_{1}^{\prime}, S_{2}, S_{3}$ are not flat.
(ii) For any $2 \times 2$ squares $S_{1}^{\prime}, S_{2}^{\prime}$ such that $S_{1}, S_{2}, S_{1}^{\prime}, S_{2}^{\prime}$ are flat, the squares $S_{1}^{\prime}, S_{2}^{\prime}, S_{3}$ are not flat. Moreover, given any $g_{1}, g_{2} \in \operatorname{Stab}\left(\left[x_{1}\right]\right) \cap \operatorname{STame}(Q)$ such that $g_{1} S_{1}=S_{1}^{\prime}$, and $g_{2} S_{2}=S_{2}^{\prime}$, we have $g_{1} \in A_{\left[x_{1}\right]}^{S_{1}}$ and $g_{2} \in A_{\left[x_{1}\right]}^{S_{2}}$.
This lemma will allow us to consider alternative spiral staircase around the vertex $\left[x_{1}\right]$. We thus have the following figures in each situation:


Proof of Theorem 5.9. Take a valuation $v \in \mathcal{V}_{0}$ and three squares $S, S_{1}, S^{\prime}$ satisfying the conditions of the theorem. By assumption, there exists an integer $p \geqslant 2$ and a sequence of adjacent squares $S_{2}, \ldots, S_{p-1}$ such that $S_{0}=S, S_{1}, S_{2}, \ldots, S_{p}=S^{\prime}$ forms a vertical staircase.

We denote by $\left[y_{1}\right],\left[z_{1}\right],\left[t_{1}\right],\left[x_{1}\right]$ and $\left[z^{\prime}\right],\left[y^{\prime}\right],\left[t^{\prime}\right]$ the vertices of $S_{1}$ and $S^{\prime}$ respectively so that the edges $\left[x_{1}\right],\left[y_{1}\right]$ and $\left[x_{1}\right],\left[y^{\prime}\right]$ are horizontal and the edges $\left[x_{1}\right],\left[z_{1}\right]$ and $\left[x_{1}\right],\left[z^{\prime}\right]$ are vertical. We are thus in the following situation:


Recall that $S$ and $S^{\prime}$ are connected by a vertical staircase $S=S_{0}, S_{1}, \ldots, S_{p-1}, S_{p}=S^{\prime}$.
Lemma 5.11. The theorem holds whenever the edges $S_{i} \cap S_{i+1}$ are not critically resonant for all $i \geq 1$.
Lemma 5.12. For any vertex $v$ such that $\left[x_{1}\right], v$ is an edge of $S^{\prime}$, there exists a vertical staircase $S=S_{0}, \tilde{S}_{1}, \tilde{S}_{2}, \ldots, \tilde{S}_{q-1}, \tilde{S}_{q}$ such that

- $\tilde{S}_{1}=S_{1}$;
- $\tilde{S}_{q}$ and $S^{\prime}$ are adjacent along the edge $\left[x_{1}\right], v$;
- the edges $\tilde{S}_{i} \cap \tilde{S}_{i+1}$ are not critically resonant for all $i \geq 1$.

Take any vertex $v$ of $S^{\prime}$ such that $\left[x_{1}\right], v$ is an edge of $S^{\prime}$. By Lemma 5.12 we get a sequence of squares $\tilde{S}_{i}$ connecting $S$ to $\tilde{S}_{q}$ and satisfying the assumptions of Lemma 5.11. This proves $v(v)<\frac{4}{3} \nu\left(x_{1}\right)$ as required.

Proof of Lemma 5.11. We prove by induction on $i$ the following two properties:
$\left(\mathcal{P}_{1}\right)$ For any vertex $v \neq\left[x_{1}\right]$ in $S_{i} \backslash S_{0}$, one has $v(v)<\frac{4}{3} v\left(x_{1}\right)$.
$\left(\mathcal{P}_{2}\right)$ Let $v_{1} \neq\left[x_{1}\right]$ be the unique vertex which is contained in the edge $S_{i} \cap S_{i-1}$ and let $v_{2}$ be the other vertex in $S_{i}$ which belongs to an edge containing [ $x_{1}$ ]. Then one has $\nu\left(v_{2}\right)<\nu\left(v_{1}\right)$.

Observe that $\left(\mathcal{P}_{1}\right)$ and $\left(\mathcal{P}_{2}\right)$ are satisfied when $i=1$ by our standing assumption on $S_{1}$.
Let us prove the induction step. For all $i$, denote by $t_{i}$ the unique vertex of $S_{i}$ which does not lie in $S_{i-1} \cup S_{i+1}$; by $y_{i}$ the vertex in $S_{i} \cap S_{i-1}$ distinct from $x_{1}$. We also write $z_{i}$ for the vertex in $S_{i} \cap S_{i+1}$ distinct from $x_{1}$ (so that $y_{i+1}=z_{i}$ ). We thus have the following picture:


By our induction hypothesis, we have

$$
v\left(z_{i}\right)<v\left(y_{i}\right)<v\left(x_{1}\right) .
$$

Observe that $y_{i+1}$ is given by

$$
y_{i+1}=y_{i}+x_{1} P\left(x_{1}, z_{i}\right) .
$$

for some polynomial $P \in k[x, y]$. Since the squares ( $S_{i-1}, S_{i}, S_{i+1}$ ) is not flat, Lemma 2.19(i) and Lemma 2.17 imply that $P \notin k[x]$.

Since the component $\left(x_{1}, z_{i}\right)$ is not critically resonant, Corollary 4.18 applied to $f_{1}=z_{i}$ and $f_{2}=x_{1}$ implies

$$
v\left(x_{1} P\left(x_{1}, z_{i}\right)\right)<v\left(z_{i}\right) \leqslant \min \left(\frac{4}{3} v\left(x_{1}\right), \nu\left(z_{i}\right)\right),
$$

where the second inequality follows from the induction hypothesis $v\left(z_{i}\right)<\frac{4}{3} \nu\left(x_{1}\right)$, hence

$$
\nu\left(y_{i+1}\right)=v\left(y_{i}+x_{1} P\left(x_{1}, z_{i}\right)\right)=v\left(x_{1} P\left(x_{1}, z_{i}\right)\right)<\min \left(\frac{4}{3} \nu\left(x_{1}\right), \nu\left(z_{i}\right)\right) .
$$

This proves that $\left[x_{1}\right]$ is $v$-maximal in $S_{i+1}$, hence $\left[t_{i+1}\right]$ is $v$-minimal in $S_{i+1}$ by Lemma 5.3 and assertion ( $\mathcal{P}_{1}$ ) and ( $\mathcal{P}_{2}$ ) hold for $i+1$, as required.

Proof of Lemma 5.12. We show that for any vertex $v$ such that $\left[x_{1}\right], v$ is an edge of $S^{\prime}$, there exists a vertical staircase $S=S_{0}, \tilde{S}_{1}, \tilde{S}_{2}, \ldots, \tilde{S}_{p-1}, \tilde{S}_{p}$ around [ $x_{1}$ ](of exactly same length) such that:

- $\tilde{S}_{1}=S_{1}$.
- $\tilde{S}_{p}$ and $S^{\prime}$ are adjacent along the edge $\left[x_{1}\right], v$, and there exists an element $g \in A_{\left[x_{1}\right]}^{S^{\prime}}$ for which $g \cdot \tilde{S}_{q}=S^{\prime}$.
- The edges $\tilde{S}_{i} \cap \tilde{S}_{i+1}$ are not critically resonant for all $i \geq 1$.

We construct a sequence of spiral staircase $S_{0}^{(k)}=S, S_{1}^{(k)}, \ldots, S_{p}^{(k)}$ of length $p$ indexed by $k$ as follows. We pick an initial spiral staircase $S_{0}^{(1)}=S, S_{1}^{(1)}=S_{1}, \ldots, S_{p}^{(1)}=S^{\prime}$ around [ $x_{1}$ ] of length $p$ joining $S$ and $S^{\prime}$. Observe that the edge $S_{1}^{(1)} \cap S_{2}^{(1)}$ is not critically resonant by our assumption and the sequence $\left(S^{(1)}\right)_{i \leqslant 2}$ defines a spiral staircase that satisfies the conclusion of the lemma.

Our aim is to construct $\left(S_{i}^{(k)}\right)_{i \leqslant p}$ inductively so that the conclusion of the lemma holds for $\left(S_{i}^{(k)}\right)_{i \leqslant k+1}$ for all $k \leqslant p$.

For $k=1$, there is nothing to prove since $\left[x_{1}\right],\left[z_{1}\right]$ is not critically resonant by our standing assumption.
For $k \geq 1$, assume that $\left(S_{i}^{(k)}\right)_{i \leqslant p}$ is constructed. If the edge $S_{k}^{(k)} \cap S_{k+1}^{(k)}$ is not critically resonant, then we set $S_{i}^{(k+1)}=S_{i}^{(k)}$ for all $i$. Otherwise, it is critically resonant and we will replace the two squares $S_{k}^{(k)}, S_{k+1}^{(k)}$ and keep all the other squares.

Denote by $\left[z_{k}\right]$ and $v^{\prime}$ the vertices in $S_{k}^{(k)}$ distinct from $x_{1}$ and lying in $S^{\prime}$ and $\tilde{S}_{p-1}$ respectively. Using the property $\mathcal{P} 2$ from the proof of Lemma 5.11, we have $v\left(z_{k}\right)<v\left(v^{\prime}\right)<v\left(x_{1}\right)$, and we have the following picture:


We claim that

$$
v\left(z_{k}-x_{1} R\left(x_{1}\right)\right)<v\left(x_{1}\right),
$$

for any polynomial $R \in k[x] \backslash k$. Taking this claim for granted we conclude the proof of the lemma. By Proposition 5.7, we may find a square $S_{k}^{(k+1)}$ adjacent to $S_{k}^{(k)}$ along the edge containing [ $x_{1}$ ], $v^{\prime}$ whose edges containing [ $x_{1}$ ] are not critically resonant and such that the triple $S_{k}^{(k)}, S_{k}^{(k+1)}, S_{k+1}^{(k)}$ is flat. Let $S_{k+1}^{(k+1)}$ be the $2 \times 2$ square completing the $4 \times 4$ square containing $S_{k}^{(k)}, S_{k}^{(k+1)}, S_{k+1}^{(k)}$.

Since the squares $S_{k-1}^{(k)}, S_{k}^{(k)}$ and $S_{k+1}^{(k)}$ are not flat, Lemma 5.10(ii) implies that the triple $S_{k-1}^{(k)}, S_{k}^{(k+1)}$ and $S_{k+1}^{(k+1)}$ is also not flat, so that the sequence $\left(S_{1}^{(k)}, S_{2}^{(k)}, \ldots, S_{k-1}^{(k)}, S_{k}^{(k+1)}, S_{k+1}^{(k+1)}\right.$ ) is a spiral staircase such that any edge lying in two consecutive squares is not critically resonant.

Let us set $S_{i}^{(k+1)}=S_{i}^{(k)}$ for all $i \neq k, k+1$. We now show that ( $S_{1}^{(k+1)}, \ldots, S_{p}^{(k+1)}$ ) defines a spiral staircase. Observe that $S_{k}^{(k)}, S_{k+1}^{(k)}, S_{k}^{(k+1)}, S_{k+1}^{(k+1)}$ are flat, since $S_{k}^{(k)}, S_{k+1}^{(k)}, S_{k+2}^{(k)}$ are not flat, assertion (ii) of Lemma 5.10 implies that $S_{k}^{(k+1)}, S_{k+1}^{(k+1)}, S_{k+2}^{(k)}=S_{k+2}^{(k+1)}$ are not flat. This shows that $\left(S_{1}^{(k+1)}, \ldots, S_{p}^{(k+1)}\right)$ defines a spiral staircase, as required.

We now prove our claim. Fix a polynomial $R \in k[x] \backslash k$, and consider the square $S_{R}$ containing $\left[x_{1}\right],\left[z_{k}-x_{1} R\left(x_{1}\right)\right]$ and $v^{\prime}$. Since $x R(x) \in k[x]$, the squares $S_{R}, S_{k}^{(k)}$ and $S_{k+1}^{(k)}$ are flat by Lemma 2.19(ii). We thus have the following picture:


By Lemma 2.19, there exists an element $g \in A_{\left[x_{1}\right]}^{S_{k}^{(k)}}$ such that $g \cdot S_{k}^{(k)}=S_{R}$. By Lemma 5.10(i) the triple $S_{k-2}^{(k)}, S_{k-1}^{(k)}, S_{R}$ are not flat since $S_{k-2}^{(k)}, S_{k-1}^{(k)}, S_{k}^{(k)}$ are not flat. We have thus proven that the sequence $\left(S, S_{1}, S_{2}^{(k)}, \ldots, S_{k-1}^{(k)}, S_{R}\right)$ is contained in a spiral staircase for which any edge lying in two consecutive squares is not critically resonant. By Lemma 5.11 the vertex $\left[x_{1}\right]$ is $v$-maximal in $S_{R}$, hence

$$
v\left(z_{k}-x_{1} R\left(x_{1}\right)\right)<v\left(x_{1}\right),
$$

as required.
Proof of Lemma 5.10. By transitivity of the action of $\operatorname{STame}(Q)$ on the $2 \times 2$ squares, we can suppose that $S_{2}$ is the standard $2 \times 2$ square containing $[x],[t],[y],[z]$ and that $S_{1}$ and $S_{3}$ are adjacent along the
vertical and horizontal edge containing $[x]$ respectively. Take $g_{1}, g_{3} \in \operatorname{Stab}([x]) \cap \operatorname{STame}(Q)$ such that $g_{1} \cdot S_{2}=S_{1}$ and $g_{3} S_{2}=S_{3}$.

Let us prove assertion (i). Since $S_{1}, S_{2}, S_{3}$ are not flat, Lemma 2.17 implies that $g_{1}, g_{3} \notin A_{[x]}^{S_{2}}$. Observe that $g g_{1} \cdot S_{2}=S_{1}^{\prime}$ and $g_{3} \cdot S_{2}=S_{3}$ where $g \circ g_{1} \notin A_{[x]}^{S_{2}}$, hence the squares $S_{1}^{\prime}, S_{2}, S_{3}$ are also not flat by Lemma 2.17.

Let us prove assertion (ii). We assume $S_{1}$ is the standard square and that $[x]=\left[x_{1}\right]$.
Consider $g \in \operatorname{Stab}([x]) \cap \operatorname{STame}(Q)$ such that $g \cdot S_{1}=S_{2}$. Note that $g_{1} \cdot S_{1}=S_{1}^{\prime}, g_{2} \cdot S_{2}=S_{2}^{\prime}$. Assume by contradiction that $g_{1} \notin A_{[x]}^{S_{1}}$. Since the squares $S_{1}^{\prime}, S_{1}, S_{2}$ are flat, Lemma 2.17 implies that $g \in A_{[x]}^{S_{1}}$. However, Lemma 2.17 applied to $S_{1}, S_{2}, S_{3}$ together with the fact that $g^{-1} \in A_{[x]}^{S_{2}}$ shows that $S_{1}, S_{2}, S_{3}$ are flat, we have thus obtained a contradiction. We have thus shown that $g_{1} \in A_{[x]}^{S_{1}}$ and a similar argument also gives $g_{2} \in A_{[x]}^{S_{2}}$.

Let us prove that $S_{1}^{\prime}, S_{2}^{\prime}, S_{3}$ are not flat, consider the element $g_{3} \in \operatorname{Stab}([x]) \cap \operatorname{STame}(Q)$ such that $g_{3} S_{2}=S_{3}$. Assume by contradiction that $S_{1}^{\prime}, S_{2}^{\prime}, S_{3}$ are flat. We have $g_{1} g^{-1} g_{2}^{-1} \cdot S_{2}^{\prime}=S_{1}^{\prime}$ and $g_{3} g_{2}^{-1} \cdot S_{2}^{\prime}=S_{3}$ so Lemma 2.17 shows that one of the element $g_{1} g^{-1} g_{2}^{-1}, g_{3} g_{2}^{-1}$ belongs to $A_{[x]}^{S_{2}^{\prime}}$. Since $g_{3} \notin A_{[x]}^{S_{2}}$, so $g_{3} g_{2}^{-1} \notin A_{[x]}^{S_{2}}$. We deduce that $g_{1} g^{-1} g_{2}^{-1} \in A_{[x]}^{S_{2}^{\prime}}$, thus $g_{1} g^{-1} \in A_{[x]}^{S_{2}}$. However $g g_{1} g^{-1} \in A_{[x]}^{S_{2}}$ since $g_{1} \in A_{[x]}^{S_{1}}$ and we get that $g \in A_{[x]}^{S_{2}}$ which contradicts the fact that $S_{1}, S_{2}, S_{3}$ are not flat.

## 5E. Degree at a nonextremal vertex.

Theorem 5.13. Take a valuation $v \in \mathcal{V}_{0}$. Consider two $2 \times 2$ adherent squares $S$ and $S^{\prime}$ at a vertex of type I given by $\left[x_{1}\right]$ with $x_{1} \in \mathrm{k}[\mathcal{Q}]$ such that the pair $\left(S, S^{\prime}\right)$ is contained in a vertical spiral staircase. Assume $\left[y_{1}\right]$ is the $v$-minimal vertex in $S$ distinct from $\left[x_{1}\right]$ which belongs to the horizontal edge containing $\left[x_{1}\right]$ and that the edge containing $\left[x_{1}\right],\left[y_{1}\right]$ is not critically resonant. Then for any vertex $v$ distinct from $\left[x_{1}\right]$ in $S^{\prime}$ one has

$$
v(v)<\frac{4}{3} v\left(x_{1}\right) .
$$

One has the following picture:


Remark 5.14. By symmetry, observe that the same assertion holds if $\left[z_{1}\right]$ is $v$-minimal in $S$ and the pair ( $S, S^{\prime}$ ) is contained in a horizontal spiral staircase.

Proof. Consider two squares $S, S^{\prime}$ and the vertices $\left[x_{1}\right],\left[y_{1}\right] \in S$ satisfying the conditions of the Theorem. By definition, there exists an integer $p$ and $p$ adjacent squares $S_{0}=S, \ldots, S_{p}=S^{\prime}$ containing [ $x_{1}$ ] connecting $S$ and $S^{\prime}$.

Since $S_{0}=S$ and $S_{1}$ are adjacent, the vertex $\left[x_{1}\right]$ is $v$-maximal in $S_{1}$ by Lemma 5.4.
Denote by $\left[z_{1}\right]$ the vertex in $S_{1}$ such that the vertices $\left[x_{1}\right]$ and $\left[z_{1}\right]$ are contained in the vertical edge of $S_{1}$ so that we are in the following situation:


Fix any polynomial $R \in k[x] \backslash k$. Consider $S_{R}$ the square containing [ $x_{1}$ ], [ $y_{1}$ ] and [ $\left.z_{1}-x_{1} R\left(x_{1}\right)\right]$. By Lemma 2.19, the squares $S_{1}, S_{R}, S_{2}$ are flat. Take $\tilde{S}_{R}$ the $2 \times 2$ square completing the $4 \times 4$ square containing $S_{1}, S_{R}, S_{2}$. Lemma 5.10(ii) implies that $S, S_{R}, \tilde{S}_{R}$ are not flat since $S, S_{1}, S_{2}$ are not flat. Moreover, the fact that $S$, $S_{1}$ belong to a spiral staircase shows that any element $g \in \operatorname{Stab}\left(\left[x_{1}\right]\right) \cap \operatorname{STame}(Q)$ such that $g \cdot S=S_{1}$ cannot belong to $A_{\left[x_{1}\right]}^{S}$ by Lemma 2.17. Because $S \cap S_{R}$ is the noncritically resonant edge containing $\left[x_{1}\right],\left[y_{1}\right]$, Lemma 5.4 applied to $S$ and $S_{R}$ gives

$$
v\left(z_{1}-x_{1} R\left(x_{1}\right)\right)<v\left(x_{1}\right)
$$

By Proposition 5.7, there exists a square $S_{1}^{\prime}$ adjacent to $S$ along $\left[x_{1}\right]$, $\left[y_{1}\right]$ such that the squares $S_{1}^{\prime}, S_{1}, S_{2}$ are flat and such that the vertical edge in $S_{1}^{\prime}$ containing $\left[x_{1}\right]$ is not critically resonant. Consider the square $S_{2}^{\prime}$ completing the $4 \times 4$ square containing $S_{1}^{\prime}, S_{1}, S_{2}$. By construction, the edge $S_{1}^{\prime} \cap S_{2}^{\prime}$ is not critically resonant. Observe also that Lemma 5.6 implies that for any vertex $v \in S_{1}^{\prime}$ distinct from $\left[x_{1}\right]$ and $\left[y_{1}\right]$, one has

$$
v(v)<\max \left(v\left(y_{1}\right), \frac{4}{3} v\left(x_{1}\right)\right)
$$

Suppose that $p \geqslant 3$, then the triple $\left(S, S_{1}^{\prime}, S^{\prime}\right)$ satisfies the assumptions of Theorem 5.9 by considering the spiral staircase $\left(S, S_{1}^{\prime}, S_{2}^{\prime}, S_{3}, \ldots, S^{\prime}\right)$ and we conclude that for any vertex $v$ distinct from $\left[x_{1}\right]$ in $S^{\prime}$ :

$$
v(v)<\frac{4}{3} v\left(x_{1}\right) .
$$

We have thus proven the theorem.

Suppose that $p=2$ and the squares $S^{\prime}$ and $S_{1}$ are adjacent. We are thus in the following situation:

where $v$ is the unique vertex in $S^{\prime}$ distinct from $\left[x_{1}\right]$ which belongs to the horizontal edge containing $\left[x_{1}\right]$. By Theorem 5.9, $\left[x_{1}\right]$ is $v$-maximal in $S_{2}^{\prime}$, hence it is also $v$-maximal in $S^{\prime}$ and $v(v)<\frac{4}{3} \nu\left(x_{1}\right)$. Observe also that Lemma 5.6 implies that

$$
v\left(z_{1}\right)<\frac{4}{3} v\left(x_{1}\right) .
$$

This proves that for any $v \in S^{\prime}$ distinct from $\left[x_{1}\right]$, one has

$$
v(v)<\frac{4}{3} v\left(x_{1}\right),
$$

by Lemma 5.4 and the theorem holds.

## 5F. Degree estimates at a v-minimal vertex.

Theorem 5.15. Consider any valuation $v \in \mathcal{V}_{0}$. Let $S$ and $S^{\prime}$ be two adherent $2 \times 2$ squares intersecting at a vertex $v$ which is v-minimal in $S$. Then the following holds:
(i) The vertex $v$ is the $v$-maximal vertex of $S^{\prime}$.
(ii) If $v^{\prime}$ is a vertex in $S^{\prime}$ which does not belong to any square adjacent to $S$, then we have

$$
v\left(v^{\prime}\right)<\frac{4}{3} \nu(v)
$$

Remark 5.16. Suppose that the vertex $v \in S^{\prime}$ belongs to a square adjacent to $S$, then we will apply the estimates in Theorem 5.8 instead.

Proof. Let us prove assertions (i) and (ii).
Suppose first that $S$ and $S^{\prime}$ belong to a $4 \times 4$ squares containing $S, S^{\prime}, S_{1}$ and $S_{2}$ as in the figure below. Since $S, S_{1}$ and $S, S_{2}$ are adjacent along an edge containing $v$, Lemma 5.4 implies that we are in the
following situation:

where $v=\left[x_{1}\right],\left[y_{1}\right],\left[z_{1}\right],\left[t_{1}\right] \in S$ and $P, R \in k[x, y] \backslash k$. Observe that $v$ is $v$-maximal in $S^{\prime}$ and we have proved assertion (i). Since the squares $S, S_{1}, S_{2}$ are flat, Lemma 2.19 and Lemma 2.17 imply that $P \in k[x] \backslash k$ or $R \in k[x] \backslash k$. Suppose that $P \in k[x] \backslash k$, then we have $\left(\frac{4}{3}\right) v\left(x_{1}\right)>v\left(y_{1}+x_{1} P\left(x_{1}\right)\right)=$ $(\operatorname{deg}(P)+1) v\left(x_{1}\right)>v\left(v^{\prime}\right)$ proving (ii) as required.

Suppose next that ( $S, S^{\prime}$ ) is contained in a spiral staircase. Choose a sequence of squares $S_{0}=$ $S, \ldots, S_{p}=S^{\prime}$ of squares containing $v$ and connecting $S$ and $S^{\prime}$ such that each triple of consecutive squares is not flat. By symmetry, we can suppose that $S_{0}$ and $S_{1}$ are adjacent along a horizontal edge containing $v$. Observe that Lemma 5.4 applied to $S$, $S_{1}$ implies that the edge $S_{1} \cap S_{2}$ contains the $v$-minimal vertex in $S_{1}$.

If the edge $S_{1} \cap S_{2}$ is not critically resonant, then the pair ( $S_{1}, S^{\prime}$ ) is contained in a horizontal staircase so that one has the following picture:


By Theorem 5.13, the vertex $v$ is $v$-maximal in $S^{\prime}$ and one has $v\left(v^{\prime}\right)<\left(\frac{4}{3}\right) v(v)$ for all $v^{\prime} \neq v$ in $S^{\prime}$. We have thus proved assertion (i) and (ii).

We now suppose that the edge $S_{1} \cap S_{2}$ is critically resonant. Denote by [ $f_{1}$ ] the $v$-minimal vertex in $S_{1}$ and by $v=\left[f_{2}\right]$. Fix any polynomial $R \in k[x] \backslash k$ and take $S_{R}$ the square containing [ $\left.f_{1}-f_{2} R\left(f_{2}\right)\right]$, [ $\left.f_{2}\right]$ and the edge $S_{1} \cap S_{0}$. Lemma 2.19(ii) implies that the squares $S_{1}, S_{R}, S_{2}$ are flat. Take $S_{R}^{\prime}$ the $2 \times 2$ square
completing the $4 \times 4$ square containing $S_{1}, S_{R}, S_{2}$. Since the squares $S, S_{1}, S_{2}$ are not flat, Lemma 5.10 implies that $S, S_{R}, S_{R}^{\prime}$ are also not flat. In particular, the squares $S$ and $S_{R}$ intersect along an edge containing $v$, Lemma 5.4 implies that

$$
v\left(f_{1}-f_{2} R\left(f_{2}\right)\right)<v\left(f_{2}\right)
$$

By Proposition 5.7 applied to the edge [ $\left.f_{1}\right]$, [ $f_{2}$ ], we can find a square $S_{1}^{\prime}$ adjacent to $S$ along $S \cap S_{1}$ and $g \in A_{v}$ such that $g \cdot S_{1}=S_{1}^{\prime}$ and such that the vertical edge containing $v$ in $S_{1}^{\prime}$ is not critically resonant. By Lemma 2.17, the squares $S_{1}, S_{1}^{\prime}, S_{2}$ are flat. Take $S_{2}^{\prime}$ the $2 \times 2$ square completing the $4 \times 4$ square containing $S_{1}, S_{2}, S_{1}^{\prime}$. As the three squares $S, S_{1}, S_{2}$ are not flat, Lemma 5.10 implies that the squares $S, S_{1}^{\prime}, S_{2}^{\prime}$ are also not flat.

If $p \geqslant 3$, then the pair ( $S_{1}^{\prime}, S_{p}$ ) is contained in a horizontal spiral staircase ( $S_{1}^{\prime}, S_{2}^{\prime}, S_{3}, \ldots, S_{p}$ ) and the edge $S_{1}^{\prime} \cap S_{2}^{\prime}$ is not critically resonant. Hence, by Theorem 5.13, the vertex $v$ is $v$-maximal in $S^{\prime}$ and for any vertex $v^{\prime}$ distinct from $v$ in $S^{\prime}$, one has

$$
v\left(v^{\prime}\right)<\frac{4}{3} v(v)
$$

proving (i) and (ii) as required.
Suppose that $p=2$ so that $S_{2}=S^{\prime}$. Observe that $S_{2}^{\prime}$ and $S^{\prime}$ are adjacent along a horizontal edge containing $v$. By Lemma 5.6 applied to $S_{1}^{\prime}, S_{2}^{\prime}, v$ is $v$-maximal in $S_{2}^{\prime}$, it is also $v$-maximal on the edge $S_{2}^{\prime} \cap S^{\prime}$. Since $v$ is $v$-maximal on the vertical edge $S_{1} \cap S^{\prime}$, we have thus proven that $v$ is $v$-maximal in $S^{\prime}$ and assertion (i) holds. Take $v_{2}$ the vertex contained in $S^{\prime} \cap S_{2}^{\prime}$ distinct from $v$. Since the edge $S_{1}^{\prime} \cap S_{2}^{\prime}$ is not critically resonant, Lemma 5.6 implies that $v\left(v_{2}\right)<\frac{4}{3} \nu(v)$. Hence, for any vertex $v^{\prime} \in S^{\prime}$ not contained in the same band as $S$, one has $v\left(v^{\prime}\right)<\left(\frac{4}{3}\right) \nu(v)$ proving (ii) as required.

5G. Proof of Theorem 5.1. Take $S_{0}$ the standard square containing $[x],[y],[z],[t]$. Fix a valuation $v \in \mathcal{V}_{0}$ such that

$$
\max (2 v(t), v(y)+v(t), v(z)+v(t))<v(x)<\min (v(y), v(z), v(t))
$$

Pick any vertex $v$ of type I such that the geodesic segment in $\mathcal{C}$ joining [Id] to $v$ intersects an edge of the standard square. Choose any geodesic segment $\gamma:[0, n] \rightarrow \mathcal{C}_{v}$ joining [ $t$ ] to $v$ such that the sequence $(\nu(\gamma(i)))_{0 \leq i \leq n}$ is maximal for the lexicographic order in $\mathbb{R}^{n+1}$ among all geodesic segments joining [ $\left.t\right]$ to $v$. Pick any sequence $\tilde{S}_{0}, \ldots, \tilde{S}_{n-1}$ of $2 \times 2$ squares such that $\gamma(i), \gamma(i+1) \in \tilde{S}_{i}$ for all $i \leqslant n-1$. We claim that the following properties hold:
(A) The vertex $\gamma(i)$ is the unique $\nu$-maximal vertex in $\tilde{S}_{i}$ for all $0 \leq i \leq n-1$.
(B) We have $\nu(\gamma(i+1))<\frac{4}{3} \nu(\gamma(i))$ for all $1 \leqslant i \leqslant n-1$.
(C) For any other valuation $\nu^{\prime} \in \mathcal{V}_{0}$ satisfying (27), the vertex $\gamma(i)$ is also $\nu^{\prime}$-maximal in $\tilde{S}_{i}$ for all $0 \leq i \leq n-1$.
Observe first that these properties (A), (B) and (C) imply Theorem 5.1(1) and (2).

Observe the slight discrepancy in the indices between (A), (C) and (B). We do not claim that $\nu(\gamma(1))<$ $\frac{4}{3} \nu([t])$ in general. This claim is however sufficient to imply Theorem 5.1(1) and (2).

Observe that assertion (C) implies that $d_{v}([t], v) \geq d_{\nu^{\prime}}([t], v)$ and we conclude by symmetry that $d_{v}([t], v)=d_{\nu^{\prime}}([t], v)$ for any other valuation $\nu^{\prime} \in \mathcal{V}_{0}$ satisfying (27). This proves assertion 2 of the theorem.

We shall prove the claim by induction on $n \geqslant 1$. Fix another valuation $v^{\prime} \in \mathcal{V}_{0}$ satisfying (27).
Suppose $n=1$. There is only one square $\tilde{S}_{0}$ containing $[t]$ and $v$ (it may not be the standard square). Since $n=1$, we only need to prove assertions (A) and (C).

Lemma 5.17. Take any $2 \times 2$ square $S$ adjacent to the standard square $S_{0}$ along an edge containing $[t]$. Then the vertex $[t]$ is $v$-maximal in $S$.

Moreover, denote by $v_{1}$ the vertex in $S \cap S_{0}$ distinct from $[t]$ in $S$ and by $v_{2}$ the vertex distinct from $v_{1}$ for which the vertices $[t], v_{2}$ form an edge of $S$. Then one has $v\left(v_{2}\right)<v\left(v_{1}\right)$.

Grant this lemma. If $\tilde{S}_{0}=S_{0}$, then (A) and (C) automatically hold. If $\tilde{S}_{0}$ and $S_{0}$ are adjacent along an edge containing [ $t$ ] Lemma 5.17 implies assertions (A) and (C) immediately. Suppose now that $\tilde{S}_{0}$ and $S_{0}$ are adherent at [ $t$ ]. If the squares $\tilde{S}_{0}$ and $S_{0}$ are flat, then Lemma 5.17 applied to the two squares adjacent to both $S_{0}$ and $\tilde{S}_{0}$ again implies that $[t]$ is also $v$-maximal and $v^{\prime}$-maximal in $\tilde{S}_{0}$.

Otherwise ( $S_{0}, \tilde{S}_{0}$ ) are contained in a spiral staircase. Take an integer $p \geqslant 2$ and a sequence of squares $S_{0}, S_{1}^{\prime}, \ldots, S_{p}^{\prime}=\tilde{S}_{0}$ connecting $S_{0}$ to $\tilde{S}_{0}$ such that each three consecutive squares are not flat. We claim that we can choose some squares $S_{1}^{\prime \prime}, S_{2}^{\prime \prime}$ such that $S_{0}, S_{1}^{\prime \prime}, S_{2}^{\prime \prime}, S_{3}^{\prime}, \ldots, \tilde{S}_{0}$ is a spiral staircase and such that $S_{1}^{\prime \prime} \cap$ $S_{2}^{\prime \prime}$ is not critically resonant. If the edge $S_{2}^{\prime} \cap S_{1}^{\prime}$ is not critically resonant, then we set $S_{2}^{\prime \prime}=S_{2}^{\prime}$ and $S_{1}^{\prime \prime}=S_{1}^{\prime}$.

Otherwise, $S_{1}^{\prime} \cap S_{2}^{\prime}$ is critically resonant. Take $\left[f_{1}\right]$ the vertex distinct from $[t]$ of the edge $S_{2}^{\prime} \cap S_{1}^{\prime}$. Denote by [ $f_{2}$ ] the vertex in $S_{0} \cap S_{1}^{\prime}$ distinct from [ $t$ ]. By Lemma 5.17, one has $v\left(f_{1}\right)<v(t)$ and $v\left(f_{1}\right)<v\left(f_{2}\right)$. Take any polynomial $R \in k[x] \backslash k$, denote by $S_{R}$ the square containing [ $\left.f_{1}-t R(t)\right]$, $[t]$, [ $\left.f_{2}\right]$. By construction, $S_{R}$ is adjacent to $S_{0}$ and Lemma 5.17 implies that $v\left(f_{1}-t R(t)\right)<v(t)$. By Proposition 5.7, we can find a square $S_{1}^{\prime \prime}=g \cdot S_{1}^{\prime}$ with $g \in A_{[t]}^{S_{1}^{\prime}}$ such that $S_{1}^{\prime}, S_{1}^{\prime \prime}, S_{2}^{\prime}$ are flat and the edge containing [ $\left.t\right]$ in $S_{1}^{\prime \prime}$ distinct from $S_{0} \cap S_{1}^{\prime}$ is not critically resonant. Take $S_{2}^{\prime \prime}$ the $2 \times 2$ square completing the $4 \times 4$ square containing $S_{1}^{\prime}, S_{2}^{\prime}, S_{1}^{\prime \prime}$.

If $p \geqslant 3$, the triple $S_{0}, S_{1}^{\prime}, S_{2}^{\prime}$ is not flat by Lemma 5.10(ii), hence $S_{0}, S_{1}^{\prime \prime}, S_{2}^{\prime \prime}$ are also not flat. The squares ( $S_{0}, S_{1}^{\prime \prime}, \tilde{S}_{0}$ ) thus satisfy the conditions of Theorem 5.9 , and $[t]$ is $v$-maximal in $\tilde{S}_{0}$. If $p=2$, then $S_{2}^{\prime}=\tilde{S}_{0}$ and by Theorem 5.9 applied to $\left(S_{0}, S_{1}^{\prime \prime}, S_{2}^{\prime \prime}\right)$, the vertex $[t]$ is $v$-maximal in $S_{2}^{\prime \prime}$. Since $S_{2}^{\prime \prime}$ and $\tilde{S}_{0}$ are adjacent along an edge containing $[t]$ and $[t]$ is also $v$-maximal in $S_{1}^{\prime}$, it is also $v$-maximal in $\tilde{S}_{0}$, proving assertion (A) as required. Observe that the same argument also applies for $\nu^{\prime} \in \mathcal{V}_{0}$, hence assertion (C) also holds.

We have thus proven the claim for $n=1$.
Let us suppose that the claim is true for $n \geqslant 1$. We shall prove it for $n+1$. Choose any geodesic $\gamma:[0, n+1] \rightarrow \mathcal{C}_{v}$ joining $[t]$ to a vertex $v$ for which the sequence $(v(\gamma(i)))_{0 \leq i \leq n}$ is maximal. Denote by $v_{i}=\gamma(i)$. Take any sequence of squares $\tilde{S}_{0}, \ldots, \tilde{S}_{n}$ for which $v_{i}, v_{i+1} \in \tilde{S}_{i}$.

By our induction hypothesis applied to the vertex $v_{n}$, the sequence $\tilde{S}_{0}, \ldots, \tilde{S}_{n-1}$ satisfy assertions (A), (B) and (C).

Suppose first that $\tilde{S}_{n-1}$ and $\tilde{S}_{n}$ are adjacent or equal. Observe that assertion (A) implies that $v=\gamma_{n+1}$ cannot belong to the square $\tilde{S}_{n-1}$, otherwise it would contradict the fact that $\gamma$ is a geodesic in $\mathcal{C}_{v}$ (recall that in this graph we draw an edge joining the $v$-maximal to the $v$-minimal vertex). This implies that $\tilde{S}_{n-1}$ and $\tilde{S}_{n}$ are adjacent along an edge containing the $v$-minimal vertex in $\tilde{S}_{n-1}$. Lemma 5.4 shows that the vertex in $\tilde{S}_{n-1} \cap \tilde{S}_{n}$ which is not $v$-minimal in $\tilde{S}_{n-1}$ is $v$-maximal in $\tilde{S}_{n}$. By the maximality of the sequence $(\nu(\gamma(i)))_{0 \leq i \leq n}$ the vertex $v_{n}$ cannot be $v$-minimal in $\tilde{S}_{n-1}$, hence is $v$-maximal in $\tilde{S}_{n}$, proving assertion (A). The following figure summarizes the situation:


Since $v_{n-1}$ is also $v^{\prime}$-maximal in $\tilde{S}_{n-1}$, the vertex $v_{n}$ is also $v^{\prime}$-maximal in $\tilde{S}_{n}$ by Lemma 5.4. We have thus proven assertion (C).

Let us check that $\tilde{S}_{n-1}$ satisfies the condition of Theorem 5.8. Take another square $\tilde{S}$ adjacent to $\tilde{S}_{n-1}$ containing $v_{n-1}, v_{n}$. Observe that the sequence $\tilde{S}_{0}, \ldots, \tilde{S}_{n-2}, \tilde{S}$ satisfies the conditions of the theorem and contains $v_{n}$ which is at distance $n$. We apply our induction hypothesis to the vertex $v_{n}$ and to the sequence of squares $\tilde{S}_{0}, \ldots, \tilde{S}_{n-2}, \tilde{S}$. Assertion (A) implies that the vertex $v_{n-1}$ is $v$-maximal in $\tilde{S}$, as required.

We may thus apply Theorem 5.8 to the band $\tilde{S}_{n-1} \cup \tilde{S}_{n}$ which yields $v\left(v_{n+1}\right)<\frac{4}{3} \nu\left(v_{n}\right)$, proving (B), as required.

Suppose that the squares $\tilde{S}_{n-1}, \tilde{S}_{n}$ are adherent and flat. If $v_{n}, v_{n-1}$ form an edge of $\tilde{S}_{n-1}$, then we can find a band of two squares containing $v_{n-1}, v_{n}, v_{n+1}$, which corresponds to the previous situation. Otherwise $\left(v_{n}, v_{n-1}\right)$ is not an edge of $\tilde{S}_{n-1}$, and since $v_{n-1}$ is $v$-maximal and $v^{\prime}$-maximal in $\tilde{S}_{n-1}$ by assertions (A) and (C), the vertex $v_{n}$ is $v$-minimal and $v^{\prime}$-minimal in $\tilde{S}_{n-1}$. Observe that the vertex $v_{n+1}$ cannot belong to a band containing $v_{n}, v_{n-1}$ since we have chosen a geodesic $\gamma$ for which the sequence $(\nu(\gamma(i)))_{0 \leq i \leq n}$ is maximal. We thus arrive at the following situation:


By Theorem 5.15(i) and (ii) applied to $\tilde{S}_{n-1}$ and $\tilde{S}_{n}$, the vertex $v_{n}$ is $v$-maximal and $\nu^{\prime}$-maximal in $\tilde{S}_{n}$ (hence (A), (C) hold), and one has $\nu\left(v_{n+1}\right)<\frac{4}{3} \nu\left(v_{n}\right)$, and assertion (B) holds.

Suppose that the squares $\tilde{S}_{n-1}, \tilde{S}_{n}$ are contained in a spiral staircase.
Let us suppose first that the vertices $v_{n-1}, v_{n}$ do not belong to the same edge of $\tilde{S}_{n-1}$. By assertions (A) and (C) applied to $v_{n-1}$, the vertex $v_{n-1}$ is $v$-maximal and $v^{\prime}$-maximal in $\tilde{S}_{n-1}$, hence $v_{n}$ is $v$-minimal and $v^{\prime}$-minimal in $\tilde{S}_{n-1}$. We thus have the following:


In particular, by Theorem 5.15(i) applied to the squares $\tilde{S}_{n-1}, \tilde{S}_{n}$ implies that $v_{n}$ is $v$-maximal and $\nu^{\prime}-$ maximal in $\tilde{S}$, proving (A) and (C). Observe that $v_{n+1}$ cannot belong to a band containing $v_{n-1}, v_{n}$ since we have chosen the geodesic such that $\nu(\gamma(i))$ is maximal. In particular, Theorem 5.15(ii) implies that

$$
\nu\left(v_{n+1}\right)<\frac{4}{3} \nu\left(v_{n}\right),
$$

proving (B) as required.
Let us suppose that the vertices $v_{n-1}, v_{n}$ belong to an edge of $\tilde{S}_{n-1}$. Since the argument are similar for horizontal edges, we can suppose that the edge joining $v_{n-1}, v_{n}$ is vertical, and the pair $\left(\tilde{S}_{n-1}, \tilde{S}_{n}\right)$ belongs to a vertical spiral staircase. Indeed, if $\left(\tilde{S}_{n-1}, \tilde{S}_{n}\right)$ belongs to a horizontal spiral staircase, then we can choose a square $\tilde{S}_{n-1}^{\prime}$ adjacent to $\tilde{S}_{n-1}$ along the edge containing $v_{n-1}, v_{n}$ which belongs to the horizontal staircase $\left(\tilde{S}_{n-1}, \tilde{S}_{n-1}^{\prime}, \ldots, \tilde{S}_{n}\right)$. We can thus replace $\tilde{S}_{n-1}$ by $\tilde{S}_{n-1}^{\prime}$ and the squares ( $\tilde{S}_{n-1}^{\prime}, \tilde{S}_{n}$ ) belong to a vertical spiral staircase or $\tilde{S}_{n-1}^{\prime}$ and $\tilde{S}_{n}$ are adjacent. The later case have been treated previously.

Write by $v_{n}=\left[f_{2}\right]$ and let $\left[f_{1}\right]$ be the vertex distinct from $v_{n}$ in $\tilde{S}_{n-1}$ which belongs to the horizontal edge containing $v_{n}$. If ( $f_{1}, f_{2}$ ) is not critically resonant, then we can directly apply Theorem 5.13, the vertex $v_{n}$ is $v$-maximal and $\nu^{\prime}$-maximal in $\tilde{S}_{n}$ and

$$
\nu\left(v_{n+1}\right)<\frac{4}{3} \nu\left(v_{n}\right),
$$

proving (A), (B) and (C) as required.
Assume now that $\left(f_{1}, f_{2}\right)$ is critically resonant. We shall replace the square $\tilde{S}_{n-1}$ by an adjacent square $S^{\prime}$ along the edge joining $v_{n}$ and $v_{n-1}$ such that the horizontal edge in $S^{\prime}$ containing $v_{n}$ is not critically resonant.

For any polynomial $R \in k[x] \backslash k$, denote by $S_{R}$ the $2 \times 2$ containing [ $\left.f_{2}\right]$, [ $\left.f_{1}-f_{2} R\left(f_{2}\right)\right], v_{n-1}$. We thus have the following:


Using our induction hypothesis for the vertex $v_{n}$ and to the sequence of squares $\tilde{S}_{0}, \ldots, \tilde{S}_{n-2}, S_{R}$, assertions (A) and (C) imply that the vertex $v_{n-1}$ is $v$-maximal and $\nu^{\prime}$-maximal in $S_{R}$, hence $v\left(f_{1}-f_{2} R\left(f_{2}\right)\right)<v\left(f_{2}\right)$ and $\nu^{\prime}\left(f_{1}-f_{2} R\left(f_{2}\right)\right)<\nu^{\prime}\left(f_{2}\right)$. By Proposition 5.7, we can find a square $S^{\prime}$ containing $v_{n-1}, v_{n}$ for which the horizontal edge containing $v_{n}$ is not critically resonant and such that there exists $g \in A_{v_{n}}$ such that $g \cdot S^{\prime}=\tilde{S}_{n-1}$. By Lemma 5.10, since $\left(\tilde{S}_{n-1}, \tilde{S}_{n}\right)$ is contained in a vertical spiral staircase, this implies that the pair $\left(S^{\prime}, \tilde{S}_{n}\right)$ is also contained in a vertical spiral staircase. Since $v_{n}$ is neither $v$-maximal nor $v$-minimal in $S^{\prime}$, the pair $\left(S^{\prime}, \tilde{S}_{n}\right)$ satisfies the conditions of Theorem 5.13.

One has the following:


Observe that the same argument applies for $v^{\prime}$ and we can find another square $S^{\prime \prime}$ adjacent to $\tilde{S}_{n-1}$ along $v_{n}, v_{n-1}$ such that $S^{\prime \prime}, \tilde{S}_{n-1}$ is contained in a vertical spiral staircase and such that the horizontal edge in $S^{\prime \prime}$ containing $v_{n}$ is not critically resonant for $v^{\prime}$. By Theorem 5.13, the vertex $v_{n}$ is $v$-maximal and $v^{\prime}$-maximal in $\tilde{S}_{n}$ and $v\left(v_{n+1}\right)<\left(\frac{4}{3}\right) \nu\left(v_{n}\right)$, proving (A), (B) and (C) as required.

We have thus proven that our induction step is valid, and the theorem is proved.

Proof of Lemma 5.17. Fix a valuation $v \in \mathcal{V}_{0}$ satisfying (27) and take a square $S$ adjacent to $S_{0}$ along an edge containing $[t]$.

Observe that the edge $S \cap S_{0}$ is either vertical or horizontal. Since the proof is similar for both cases, we can suppose that $S \cap S_{0}$ is vertical so that $S$ and $S_{0}$ intersect along the edge containing [ $y$ ], $[t]$. Remark that in this case, we have $v_{1}=[y]$ and $v_{2}$ is the vertex distinct from $[t]$ which belongs to the horizontal edge in $S$ containing $[t]$.

We are thus in the following situation:

where $P \in k[x, y] \backslash k$.
Since $v(P(y, t)) \leqslant \min (\nu(y), \nu(t))$ because $P$ is nonconstant and $v$ is a quasimonomial valuation, and since (27) implies that $2 v(t)<v(z)$ and $v(y)+v(t)<v(z)$, we get

$$
v(t P(y, t))<v(z),
$$

hence $v(z+t P(y, t))<v(z)$ and the vertex [ $t$ ] is $v$-maximal in $S$. Because $v$ is monomial satisfying (27), we also have

$$
v(z+t P(y, t))<v(y)
$$

hence $v\left(v_{2}\right)<v\left(v_{1}\right)$, as required.
5H. Proof of Theorem 1. Consider a tame automorphism $f \in \operatorname{Tame}(\mathrm{Q})$. Since the complex $\mathcal{C}$ is CAT(0) and since the action of $f$ is an isometry and a morphism of complex, the action of $f$ on the complex either fixes a vertex or a geodesic line. In the first case, $f$ is elliptic and by Theorem 3.3, the sequences $\left(\operatorname{deg}\left(f^{n}\right)\right),\left(\operatorname{deg}\left(f^{-n}\right)\right)$ are either both bounded, both linear or satisfy

$$
C^{-1} d^{n} \leqslant \operatorname{deg}\left(f^{ \pm n}\right) \leqslant C d^{n},
$$

where $C>0$ and $d \in \mathbb{N}$.
We are thus reduced to prove the theorem in the case where $f$ induces an action which fixes a geodesic line $\gamma: \mathbb{R} \rightarrow \mathcal{C}$. Take an hyperbolic automorphism $f$ and a geodesic line $\gamma: \mathbb{R} \rightarrow \mathcal{C}$ fixed by $f$. Denote by $S_{0}$ the standard $2 \times 2$ square containing $[x],[y],[z]$ and $[t]$. Since for any tame automorphism $h \in \operatorname{Tame}(\mathrm{Q})$, there exists a constant $C>0$ such that

$$
\frac{1}{C} \leqslant \frac{\operatorname{deg}\left(f^{n}\right)}{\operatorname{deg}\left(h^{-1} f^{n} h\right)} \leqslant C
$$

by taking an appropriate conjugate of $f$, we can suppose that $\gamma$ starts in $S_{0}$ and intersects an edge of $S_{0}$. Consider the geodesic segment $\gamma_{n}^{\prime}$ joining [Id] and $\left[x \circ f^{-n}\right]$. By construction, $\gamma_{n}^{\prime}$ intersects an edge of the standard square $S_{0}$ as $\gamma$ starts in $S_{0}$.

Fix any valuation $v$ such that (27) is satisfied. There are infinitely many valuations in $\mathcal{V}_{0}$ satisfying (27) arbitrarily close to -deg . Indeed, consider the sequence of weight $\alpha_{i}=(-1,-1+2 / i,-1+5 / i,-1+7 / i)$, then by Proposition 4.2, there exists a sequence of valuations $v_{i}$ with weight $\alpha_{i}$ on $(x, y, z, t)$ which converges to - deg.

All assumptions of Theorem 5.1 are then satisfied and we get

$$
v_{i}\left(f^{n} \cdot[x]\right)=v_{i}\left(x \circ f^{-n}\right) \leqslant\left(\frac{4}{3}\right)^{\left.d_{v_{i}}[I t],\left[x \circ f^{-n}\right]\right)-1} \max \left(v_{i}(y), v_{i}(z), v_{i}(x), v_{i}(t)\right) .
$$

Observe that $v_{i}$ tends to - deg, moreover, assertion (2) of Theorem 5.1 implies that the distance $d_{v_{i}}\left([t],\left[x \circ f^{-n}\right]\right)$ are all equal for all $i$ which implies

$$
\operatorname{deg}\left(f^{-n}\right) \geqslant\left(\frac{4}{3}\right)^{d_{v}\left([t],\left[x \circ f^{-n}\right]\right)-1},
$$

for a given valuation $v$ satisfying (27).
We now prove that the sequence $\left(d_{v}\left([t],\left[x \circ f^{-n}\right]\right)\right)_{n}$ grows at least linearly. Indeed since the invariant geodesic $\gamma$ passes through $S_{0}$, then it passes through all the squares $f^{i} \cdot S_{0}$ for all $i \leqslant n$. We claim that all the squares $f^{i} S_{0}$ are distinct, so there are at least $n$ squares. Indeed each iterate $f^{i} S_{0}$ is a $2 \times 2$ square containing a piece of the invariant geodesic and the type III vertex in $f^{i} S_{0}$ are all distinct otherwise $f$ would be in $O_{4}$.

Consider a geodesic segment $\gamma_{1 n}$ in $\mathcal{C}_{v}$ joining $[t]$ and $\left[x \circ f^{-n}\right]$ and a shortest path $\gamma_{2 n}$ in $\mathcal{C}_{v}$ contained in a sequence of squares containing the geodesic $\gamma$ between these two vertices. The path $\gamma_{1 n}, \gamma_{2 n}$ are all in $\mathcal{C}_{v}$ which contains the 1 -skeleton of $\mathcal{C}$. The image of those path in $\mathcal{C}$ are both at bounded distance (for the distance $d_{\mathcal{C}}$ ) from the geodesic $\gamma_{n}$ joining $[t]$ and $\left[x \circ f^{n}\right]$ in $\mathcal{C}$. For $\gamma_{2 n}$ this is because $\gamma_{2 n}$ goes through the squares that contain $\gamma_{n}$. For $\gamma_{1 n}$, this is because $\gamma_{1 n}$ is a geodesic path in $\left(\mathcal{C}_{v}, d_{v}\right)$, which is quasiisometric to $\left(\mathcal{C}, d_{\mathcal{C}}\right)$. In particular, the farthest point in between $\gamma_{1 n}$ and $\gamma_{2 n}$ are apart by a finite number $M$ of squares, which only depends on the distance $d_{\mathcal{C}}\left(\gamma_{1 n}, \gamma_{2 n}\right)$. We get

$$
l\left(\gamma_{2 n}\right) \geqslant l\left(\gamma_{1 n}\right)-M
$$

Since the path $\gamma_{2 n}$ goes through at least the $n$ distinct squares $f^{i} S_{0}$ for $i \leqslant n$, the length of $\gamma_{2 n}$ in $\mathcal{C}_{v}$ is larger or equal than $n$, hence

$$
d_{v}\left([t],\left[x \circ f^{-n}\right]\right) \geqslant n-M .
$$

Hence

$$
\operatorname{deg}\left(f^{-n}\right) \geqslant C\left(\frac{4}{3}\right)^{n-1}
$$

where $C>0$. Since the argument is similar for $\operatorname{deg}\left(f^{n}\right)$, we have thus proven that

$$
\min \left(\operatorname{deg}\left(f^{n}\right), \operatorname{deg}\left(f^{-n}\right)\right) \geqslant C\left(\frac{4}{3}\right)^{n}
$$

where $C>0$.

5I. Proof of Theorem 4. Take $f \in \operatorname{Tame}(\mathrm{Q})$. Consider $\gamma$ the geodesic in $\mathcal{C}$ joining $v_{0}=[\mathrm{Id}]$ to $[x \circ f]$. Since the stabilizer of [Id] is the group $O_{4}$ by Proposition 2.7 and since the group $O_{4}$ acts transitively on the $1 \times 1$ squares containing $v_{0}=[I d]$ by Proposition 2.3, we can suppose that the geodesic $\gamma$ intersects an edge of type I containing $[x]$ of the $1 \times 1$ square containing $[x],[I d],[z, x]$ and $[x, y]$. In particular, the geodesic $\gamma$ intersects an edge of the standard square $S_{0}$.

We have proved that the vertex $v=[x \circ f]$ satisfies the conditions of Theorem 5.1, and by considering a sequence of valuations $v_{p} \in \mathcal{V}_{0}$ converging to $-\operatorname{deg}$ satisfying (27), we have

$$
v_{p}(x \circ f) \leqslant\left(\frac{4}{3}\right)^{d_{v_{p}}([t],[x \circ f])-1} \max \left(v_{p}(y), v_{p}(z), v_{p}(x), v_{p}(t)\right)
$$

By Proposition 5.5, we have, for all integer $p$,

$$
\frac{1}{2 \sqrt{2}} d_{\mathcal{C}}\left(v_{1}, v_{2}\right) \leqslant d_{v_{p}}\left(v_{1}, v_{2}\right)
$$

for any vertices $v_{1}, v_{2}$ of type I. Since $d_{\mathcal{C}}([t],[x \circ f]) \geqslant d_{\mathcal{C}}([I d],[f])-2 \sqrt{2}$, we thus obtain, after taking the limit as $p \rightarrow+\infty$,

$$
\log \operatorname{deg}(f) \geqslant C d_{\mathcal{C}}([f],[\mathrm{Id}])-C^{\prime}
$$

where $C^{\prime}=2 \log \left(\frac{4}{3}\right)$ and $C=\log \left(\frac{4}{3}\right) /(2 \sqrt{2})$ as required.

## 6. Application to random walks on the tame group

In this section, we consider a random walk on the tame group and its associated degree sequence. After recalling some general facts on random walks on groups (Section 6A), we then discuss when the degree exponents of a random walk are well-defined and their properties (Section 6B). We then classify in Section 6C the finitely generated subgroup of Tame(Q). Finally we prove Theorem 5, which asserts that the degree exponent of a symmetric random walk on a finitely generated group $G$ is strictly positive if and only if it contains two noncommuting automorphisms with dynamical degree strictly larger than 1 generating a free group of rank 2 .

6A. General facts on random walks on groups. Let $G$ be a finitely generated subgroup of the tame group and let $\mu$ be an atomic probability measure on $G$. The (left) random walk on $G$ with respect to the measure $\mu$ is the Markov chain whose initial distribution is the Dirac mass at Id with transition matrix $p\left(g, g^{\prime}\right)=\mu\left(\left\{g^{\prime} g^{-1}\right\}\right)$ for all $g, g^{\prime} \in G$. We denote by $\Omega=\left(G^{\mathbb{N}^{*}}, \mu^{\otimes \mathbb{N}^{*}}\right)$ the product probability space which encodes the successive increments of the random walk on $G$ with respect to the measure $\mu$. Consider an element $s=\left(s_{1}, \ldots, s_{n}, \ldots\right) \in \Omega$, set $g_{0}(s)=\mathrm{Id}$ and

$$
g_{n}(s)=s_{n} s_{n-1} \cdots s_{1}
$$

for all $n \geqslant 1$. The image $\mathcal{P}$ of the map $s \in \Omega \mapsto\left(\operatorname{Id}, g_{1}(s), \ldots, g_{n}(s), \ldots\right) \in G^{\mathbb{N} *}$ is called the path space and an element of $\mathcal{P}$ is a path in the group $G$. We naturally endow $\mathcal{P}$ with the probability measure $\mathbb{P}$ defined on the $\sigma$-algebra of cylinders as the pushforward of the product measure on $\Omega$ by the map
$s \in \Omega \mapsto\left(g_{i}(s)\right)_{i}$. More explicitly, consider the probability measure $v_{n}$ of the projection of $\mathcal{P}$ onto the ( $n+1$ )-th component $g_{n}$, then $\nu_{n}$ is equal to the $n$-fold convolution $\mu^{* n} * \delta_{\text {Id }}$ so that for all $g \in G$, one has

$$
v_{n}(\{g\})=\mathbb{P}\left(g_{n}=g\right)=\sum_{\substack{s_{1}, \ldots, s_{n} \\ s_{n} \cdots s_{1}=g}} \prod_{i=1}^{n} \mu\left(s_{i}\right) .
$$

Fix a reference vertex $v_{0}=[\mathrm{Id}]$ in the complex $\mathcal{C}$. Since the tame group acts on the complex, a path in the group (Id, $g_{1}, \ldots, g_{n}, \ldots$ ) induces an element in $\mathcal{C}^{\mathbb{N} *}$ given by $\left(v_{0}, g_{1} \cdot v_{0}, \ldots, g_{n} \cdot v_{0}, \ldots\right)$. The sequence $\left(v_{0}, g_{1} \cdot v_{0}, \ldots, g_{n} \cdot v_{0}, \ldots\right)$ is called a path in the complex.

6B. Degree exponents of a random walk. Let $G$ be a finitely generated subgroup of the tame group and let $\mu$ be an atomic probability measure on $G$. We shall define in this section the degree exponents of a random walk with respect to the measure $\mu$. To do so, the measure $\mu$ must satisfy a finiteness condition on its first moment

$$
\begin{equation*}
\int_{g \in G} \log (\operatorname{deg}(g)) d \mu(g)<+\infty . \tag{29}
\end{equation*}
$$

Let us define the two degree exponents $\lambda_{1}(\mu), \lambda_{2}(\mu)$ by

$$
\lambda_{1}(\mu):=\limsup _{n \rightarrow+\infty} \frac{1}{n} \int_{g \in G} \log (\operatorname{deg}(g)) d v_{n}(g), \quad \text { and } \quad \lambda_{2}(\mu):=\limsup _{n \rightarrow+\infty} \frac{1}{n} \int_{g \in G} \log \left(\operatorname{deg}\left(g^{-1}\right)\right) d v_{n}(g)
$$

where $v_{n}$ is the probability measure of $g_{n}$.
The following proposition proves that these quantities are finite and give a few basic properties of these numbers.

Proposition 6.1. Take $G$ a countably generated subgroup of the tame group and $\mu$ an atomic probability measure on $G$ satisfying condition (29). Then the following properties are satisfied:
(i) The degree exponents $\lambda_{1}(\mu), \lambda_{2}(\mu)$ are finite and are equal to

$$
\lambda_{1}(\mu)=\lim _{n \rightarrow+\infty} \frac{1}{n} \int_{g \in G} \log (\operatorname{deg}(g)) d v_{n}(g), \quad \text { and } \quad \lambda_{2}(\mu)=\lim _{n \rightarrow+\infty} \frac{1}{n} \int_{g \in G} \log \left(\operatorname{deg}\left(g^{-1}\right)\right) d v_{n}(g),
$$

(ii) The following inequality holds

$$
\lambda_{1}(\mu) \geqslant \frac{\lambda_{2}(\mu)}{2} .
$$

(iii) Consider $\sigma: G \rightarrow G$ the inverse map, then $\lambda_{2}(\mu)=\lambda_{1}\left(\sigma_{*} \mu\right)$.
(iv) The degree exponents are invariant by conjugation, i.e., for any $h \in \operatorname{Tame}(\mathrm{Q})$, we have

$$
\lambda_{i}\left(\operatorname{Conj}(h)_{*} \mu\right)=\lambda_{i}(\mu),
$$

where $\operatorname{Conj}(h): \operatorname{Tame}(\mathrm{Q}) \rightarrow \operatorname{Tame}(\mathrm{Q})$ denotes the conjugation by $h$ in $G$.

Proof. Let us first prove (i). Since $g$ is an automorphism on a threefold, we have $\operatorname{deg}_{2}(g)=\operatorname{deg}_{1}\left(g^{-1}\right)$ and the Khovanski-Teissier inequalities imply $\operatorname{deg}_{1}(g)^{2} \geqslant \operatorname{deg}_{2}(g)=\operatorname{deg}_{1}\left(g^{-1}\right)$; see e.g., [Dang 2020] for a precise definition of the k -degree. We obtain a finiteness condition on the inverse

$$
\int_{g \in G} \log \left(\operatorname{deg}\left(g^{-1}\right)\right) d \mu(g) \leqslant 2 \int_{g \in G} \log (\operatorname{deg}(g)) d \mu(g)<+\infty .
$$

Since the function deg is submultiplicative, the random variables

$$
s \in \Omega \mapsto \log \left(\operatorname{deg}\left(g_{n}(s)\right)\right)
$$

form a subadditive sequence. The previous equation shows that the average of $\log \left(\operatorname{deg}\left(g_{1}(\cdot)\right)\right)$ is finite and we can apply Kingman's subadditivity theorem [Kingman 1973, Theorem 1] which implies that the limits

$$
\lim _{n \rightarrow+\infty} \frac{1}{n} \int_{G} \log \operatorname{deg}(g) d v_{n}(g) \quad \text { and } \quad d v_{n}(g)
$$

exist and are finite. This proves assertion (i).
Assertion (ii) follows from the fact that $\operatorname{deg}(g)^{2} \geqslant \operatorname{deg}\left(g^{-1}\right)$ for all $g \in \operatorname{Tame}(\mathrm{Q})$. To prove assertion (iii), observe that for all $\left(s_{1}, \ldots, s_{n}, \ldots\right) \in \Omega$, we have

$$
s_{n}^{-1} s_{n-1}^{-1} \cdots s_{1}^{-1}=\left(s_{1} s_{2} \cdots s_{n}\right)^{-1} .
$$

In particular, we obtain

$$
\left.\lim _{n \rightarrow+\infty} \frac{1}{n} \int_{\Omega} \log \left(\operatorname{deg}\left(\left(s_{1} s_{2} \cdots s_{n}\right)^{-1}\right)\right)\right) d \mu^{\otimes n}=\lim _{n \rightarrow+\infty} \frac{1}{n} \int_{\Omega} \log \left(\operatorname{deg}\left(s_{n} s_{n-1} \cdots s_{1}\right)\right) d \sigma_{*} \mu^{\otimes n}
$$

Since the right hand side of the equality is equal to $\lambda_{1}\left(\sigma_{*} \mu\right)$ and the left hand side to $\lambda_{2}(\mu)$, we have thus proven (iii).

Finally, let us prove assertion (iv). Fix $h \in \operatorname{Tame}(\mathrm{Q})$, recall that there exists a constant $C(h)>0$ such that for all $g \in \operatorname{Tame}(\mathrm{Q})$, we have

$$
\frac{\operatorname{deg}(g)}{C(h)} \leqslant \operatorname{deg}\left(h g h^{-1}\right) \leqslant C(h) \operatorname{deg}(g) .
$$

The last inequality directly implies that $\lambda_{i}\left(\operatorname{Conj}(h)_{*} \mu\right)=\lambda_{i}(\mu)$ for all $i=1,2$ and all $h \in \operatorname{Tame}(\mathrm{Q})$.
6C. Classification of finitely generated subgroups. In this section, we give a classification of the finitely generated subgroups of the tame group. To that end, we recall the terminology due to Gromov [1987] on subgroups of isometries of a hyperbolic space.

Fix a Gromov hyperbolic space $X$ and a group $G$ acting on it by isometry. The action of $G$ on $X$ is called elementary if it does not contain two hyperbolic isometries whose action do not fix the same geodesic line. We call the action of $G$ on $X$ elliptic if it globally fixes a point in $X$ and we shall say that the action of $G$ is lineal if there exists an elliptic subgroup $H$ of $G$, a geodesic line $\gamma$ on $X$ invariant by $G$, pointwise fixed by $H$ on which the quotient $G / H$ acts faithfully by translation.

In our case, any element of the tame group induces an isometry of the complex. We will also need to distinguish among the subgroups which fix a vertex in the complex, more particularly when the fixed vertex is of type I. Remark that a subgroup $G$ of the tame group which fixes a vertex of type I is conjugated to a subgroup of $\operatorname{Stab}([x])$ and recall that we have constructed in Section 2D a natural action from the stabilizer subgroup $\operatorname{Stab}([x])$ on a subtree of the Bass-Serre tree. We have the following classification.

Theorem 6.2. Let G be a finitely generated subgroup of the tame group. Then one of the following situation occurs:
(i) The action of $G$ on the complex is nonelementary.
(ii) There exists an automorphism $h$ in $G$ whose action in the complex is hyperbolic and such that any automorphism $f \in G$ can be decomposed into $f=g \circ h^{p}$ where $p$ is an integer and where $g$ belongs to a subgroup H. Moreover, the subgroup $H$ is conjugated in $\operatorname{Tame}(\mathrm{Q})$ to a subgroup of $O_{4}$ or to one of

$$
E_{H} \rtimes\left\{\left.\left(\begin{array}{cc}
a x & b y \\
b^{-1} z & a^{-1} t
\end{array}\right) \right\rvert\, a, b \in k^{*}\right\} .
$$

(iii) The group $G$ is conjugated to a subgroup of the linear group $O_{4}$.
(iv) There exists a $G$-equivariant morphism $\varphi: Q \rightarrow \mathbb{A}^{2} \backslash\{(0,0)\}$ where $G$ acts on $\mathbb{A}^{2} \backslash\{(0,0)\}$ linearly.
(v) The group $G$ contains two noncommuting automorphisms with dynamical degree larger or equal than 2 and there exists a $G$-equivariant morphism $\varphi: Q \rightarrow \mathbb{A}^{1}$ where $G$ acts on $\mathbb{A}^{1}$ by multiplication.
(vi) The group $G$ contains an automorphism $h$ with $\lambda_{1}(h) \geqslant 2$ and there exists a $G$-equivariant morphism $\varphi: Q \rightarrow \mathbb{A}^{1}$ on which $G$ acts on $\mathbb{A}^{1}$ by multiplication and an isomorphism $\varphi^{-1}\left(\mathbb{A}^{1} \backslash\{0\}\right) \simeq \mathbb{A}^{1} \backslash\{0\} \times \mathbb{A}^{2}$ such that any automorphisms $f \in G$ can be decomposed into $g \circ h^{p}$ where $p$ is an integer and $g$ is of the form

$$
g:(x, y, z) \in \mathbb{A}^{1} \backslash\{0\} \times \mathbb{A}^{2} \mapsto(a x, b y, c z) \in \mathbb{A}^{1} \backslash\{0\} \times \mathbb{A}^{2}
$$

where $a, b, c \in k^{*}$.
(vii) There exists a $G$-equivariant morphism $\varphi: Q \rightarrow \mathbb{A}^{1}$ where $G$ acts on $\mathbb{A}^{1}$ by multiplication and any automorphism of $G$ has dynamical degree 1 .

Proof. Figure 7 gives a tree summarizing how our proof proceeds where each end of the tree corresponds to a conclusion of the previous theorem. Denote by $\mathcal{T}$ the associated Bass-Serre tree constructed in Section 2C.

Theorem 6.3. Let $G$ be a finitely generated subgroup of the tame group whose action on the complex $\mathcal{C}$ is elementary. The following possibilities occur:
(i) The action of $G$ on the complex is elliptic, i.e., $G$ fixes globally a vertex in the complex.
(ii) The action of $G$ is lineal on the complex, i.e., there exists an elliptic subgroup $H$ of $G$, a geodesic line $\gamma$ on $\mathcal{C}$ invariant by $G$ pointwise fixed by $H$ on which the quotient $G / H$ acts faithfully by translation.


Figure 7. Outline scheme of the proof of Theorem 6.2.

Moreover, the subgroup $H$ is conjugated in $\operatorname{Tame}(\mathrm{Q})$ to a subgroup of $\mathrm{O}_{4}$ or to one of

$$
E_{H} \rtimes\left\{\left.\left(\begin{array}{cc}
a x & b y \\
b^{-1} z & a^{-1} t
\end{array}\right) \right\rvert\, a, b \in k^{*}\right\} .
$$

Assume that the above theorem holds, we prove that our classification holds. If $G$ is lineal on the complex, then assertion (ii) in Theorem 6.3 implies that there exists an hyperbolic automorphism $h \in G$ such that any $f \in G$ can be decomposed into $f=g \circ h^{p}$ where $p$ is an integer and $g \in H$. This falls into situation (ii) of the theorem.

Let us extend the case (i) of Theorem 6.3. Take a group $G$ whose action fixes a vertex of type III, then it is naturally conjugated to a subgroup of $O_{4}$ by Proposition 2.5 and assertion (iii) holds. If $G$ fixes a vertex of type II in the complex, then by Proposition $2.6, G$ satisfies assertion (iv) of the Theorem.

Suppose now that $G$ fixes a vertex of type I then $G$ is conjugated to a subgroup of $\operatorname{Stab}([x])$ by transitivity of the action on the vertices of type I (Proposition $2.7(\mathrm{ii})$ ). In this situation, recall that we have constructed in Section 2D a natural action from the stabilizer subgroup $\operatorname{Stab}([x])$ on a subtree of the Bass-Serre tree, in particular, there exists a $G$-equivariant morphism $\varphi: Q \rightarrow \mathbb{A}^{1}$ where the action of $G$ on $\mathbb{A}^{1}$ is multiplicative. In the case where the group $G$ fixes a vertex of type $I$, its action on the corresponding subtree of the Bass-Serre tree is either nonelementary or elementary. If the action of $G$ is nonelementary on the subtree, then equivalently $G$ contains two noncommuting morphisms with dynamical degree larger or equal to two and $G$ satisfies assertion (v) in our classification.

Suppose that the action of $G$ on the corresponding subtree of the Bass-Serre tree is elementary. Let us fix an isomorphism $\varphi^{-1}\left(\mathbb{A}^{1} \backslash\{0\}\right) \simeq \mathbb{A}^{1} \backslash\{0\} \times \mathbb{A}^{2}$. Since $G$ induces an action on $\mathbb{A}^{1}$ which is multiplicative, the open subset $\varphi^{-1}\left(\mathbb{A}^{1} \backslash\{0\}\right)$ is preserved by each element of $G$. Assume that $G$ contains only elliptic elements on the subtree. We reproduce some standard arguments for groups acting on trees. Since $G$ is finitely generated, write $G=\left\langle g_{1}, \ldots, g_{n}\right\rangle$ where $g_{i}$ are the generators of $G$. Since $G$ is elliptic, any product $g_{i} g_{j}$ is elliptic, hence admits a fixed point on $\mathcal{T}_{\pi, k(x)}$. By [Serre 1977, Proposition 26 page 89], the group $G$ has a global fixed point in $\mathcal{T}_{\pi, k(x)}$. Conjugating by an element in $\operatorname{Stab}([x])$, we can suppose the fixed point
in $\mathcal{T}_{\pi, k(x)}$ is either $[z]$ or $[y, z]$. In the first case, this implies that $G \subset \tilde{E}$ and $G \subset \tilde{A}$ in the second, where $\tilde{A}, \tilde{E}$ are the groups defined in assertion (v) of Proposition 2.10. This shows that assertion (vii) holds.

Otherwise, the action of $G$ on the subtree is lineal. In particular, there exists an automorphism $h \in G$ whose action on the subtree is hyperbolic such that any $f \in G$ can be decomposed into $f=g \circ h^{p}$ where $p$ is an integer and where $g$ is an automorphism whose action on the subtree is elliptic and fixes pointwise the geodesic line on the subtree fixed by $h$.

We have thus proved that assertion (vi) holds.
Proof of Theorem 6.3. Take $G$ a finitely generated subgroup of the tame group. By [Ballmann and Świątkowski 1999, Theorem 2], the subgroup $G^{\prime}$ must satisfy one of the following three cases:
(a) The group $G^{\prime}$ is elliptic.
(b) There exists an integer $2 \geqslant k \geqslant 1$, an elliptic subgroup $H \subset G$ and a subspace $E \subset \mathcal{C}$ which is isometric to a $k$-dimensional euclidean space, is pointwise fixed by $H$ and on which the group $G / H$ acts as a cocompact lattice of translation.
(c) Every automorphism of $G$ is elliptic and there exists a geodesic half-line and a sequence of vertices $v_{n}$ on this half-line for which the subgroups $G_{n}=G \cap \operatorname{Stab}\left(v_{n}\right)$ form an increasing filtration which satisfy $G=\cup G_{n}$.

Since the complex $\mathcal{C}$ is Gromov hyperbolic, it cannot contain any euclidean plane. As a result, the case $k=2$ in $(b)$ is excluded. The remaining possibility is when $k=1$ and there exists a geodesic line $E$ globally invariant by $G$ in the complex, a subgroup $H$ of $G$ fixing $E$ pointwise such that $G / H$ acts faithfully transitive by translation on $E$. Remark also that (c) cannot hold. Indeed, if there was an increasing sequence of subgroups $G_{n}$ whose union is $G$, then the each generator would belong to a certain subgroup. Since $G$ is finitely generated, this would mean that $G=G_{n}$ for a certain $n$, which contradicts our assumption.

To prove that (ii) holds amounts in proving that in case (b) the elliptic subgroup $H$ is conjugated to a subgroup of $O_{4}$ or to a subgroup of

$$
E_{H} \rtimes\left\{\left.\left(\begin{array}{cc}
a x & b y \\
b^{-1} z & a^{-1} t
\end{array}\right) \right\rvert\, a, b \in k^{*}\right\} .
$$

Since $H$ fixes, pointwise, a geodesic line $E$, we can choose a sequence $v_{n}$ of distinct vertices near $E$ all fixed by $H$ lying on a quasigeodesic line. Consider $\gamma_{n}$ a geodesic path in the 1 -skeleton of $\mathcal{C}$ joining $v_{n}$ and $v_{n+1}$. Since the group $G$ fixes the type of vertices and the endpoint of $\gamma_{n}$, the geodesic $\gamma_{n}$ must be fixed pointwise. If one of the geodesic $\gamma_{n}$ contains a vertex of type III, then $G$ is conjugated to a subgroup of $O_{4}$ and statement (ii) is proved.

Assume now that the geodesics $\gamma_{n}$ contain only type I and II vertices. We prove that (ii) also holds. For simplicity, we can assume that $v_{0}, v_{1}, v_{2}$ pointwise fixed by $G$ are consecutive vertices on a geodesic line of the 1 -skeleton of $\mathcal{C}$. Assume also that $v_{0}, v_{2}$ are of type I and that $v_{1}$ is of type II. Conjugating with an element of $\operatorname{Tame}(\mathrm{Q})$, we can assume that $v_{0}=[z], v_{1}=[x, z]$ and $v_{2}=[x]$. Since $G$ fixes $[x],[x, z]$
and [z], it implies by Proposition 2.6(iii) that $G$ is conjugated to a subgroup of

$$
E_{H} \rtimes\left\{\left.\left(\begin{array}{cc}
a x & b y \\
b^{-1} z & a^{-1} t
\end{array}\right) \right\rvert\, a, b \in k^{*}\right\},
$$

proving (ii) as required.
6D. Proof of Theorem 5 and Corollary 6. Take $G$ a finitely generated subgroup of the tame group and take $\mu$ a symmetric atomic measure on $G$ whose support generates $G$ and such that

$$
\int_{G} \log (\operatorname{deg}(g)) d \mu(g)<+\infty
$$

We denote by $g_{n}$ the state of our random walk at the time $n$. Observe that since $\mu$ is symmetric, Proposition 6.1(iii) implies that $\lambda_{2}(\mu)=\lambda_{1}(\mu)$.

Let us explain how we proceed to prove our result. By Theorem 6.2, the group $G$ satisfies one of the following conditions:
(i) The action of $G$ on the complex is nonelementary in $\mathcal{C}$.
(ii) There exists an automorphism $h$ in $G$ whose action in the complex is hyperbolic and such that any automorphism $f \in G$ can be decomposed into $f=g \circ h^{p}$ where $p$ is an integer and where $g$ belongs to a subgroup $H$.

Moreover, the subgroup $H$ is conjugated in $\operatorname{Tame}(\mathrm{Q})$ to a subgroup of $O_{4}$ or to one of

$$
E_{H} \rtimes\left\{\left.\left(\begin{array}{cc}
a x & b y \\
b^{-1} z & a^{-1} t
\end{array}\right) \right\rvert\, a, b \in k^{*}\right\} .
$$

(iii) The group $G$ is conjugated to a subgroup of the linear group $O_{4}$.
(iv) There exists a $G$-equivariant morphism $\varphi: Q \rightarrow \mathbb{A}^{2} \backslash\{(0,0)\}$ where $G$ acts on $\mathbb{A}^{2} \backslash\{(0,0)\}$ linearly.
(v) The group $G$ contains two noncommuting automorphisms with dynamical degree larger or equal to 2 and there exists a $G$-equivariant morphism $\varphi: Q \rightarrow \mathbb{A}^{1}$ where $G$ acts on $\mathbb{A}^{1}$ by multiplication.
(vi) The group $G$ contains an automorphism $h$ with $\lambda_{1}(h) \geqslant 2$ and there exists a $G$-equivariant morphism $\varphi: Q \rightarrow \mathbb{A}^{1}$ on which $G$ acts on $\mathbb{A}^{1}$ by multiplication and an isomorphism $\varphi^{-1}\left(\mathbb{A}^{1} \backslash\{0\}\right) \simeq \mathbb{A}^{1} \backslash\{0\} \times \mathbb{A}^{2}$ such that any automorphisms $f \in G$ can be decomposed into $g \circ h^{p}$ where $p$ is an integer and $g$ is of the form

$$
g:(x, y, z) \in \mathbb{A}^{1} \backslash\{0\} \times \mathbb{A}^{2} \mapsto(a x, b y, c z) \in \mathbb{A}^{1} \backslash\{0\} \times \mathbb{A}^{2}
$$

where $a, b, c \in k^{*}$.
(vii) There exists a $G$-equivariant morphism $\varphi: Q \rightarrow \mathbb{A}^{1}$ where $G$ acts on $\mathbb{A}^{1}$ by multiplication and any automorphism of $G$ has dynamical degree 1 .

Denote by $\lambda=\lambda_{1}(\mu)=\lambda_{2}(\mu)$. We shall prove successively the following implications: (i) $\Rightarrow(\lambda>0)$, $(\mathrm{v}) \Rightarrow(\lambda>0)$, ((ii), (iv) or $(\mathrm{vi})) \Rightarrow(\lambda=0)$, ((iii) or $(\mathrm{vii})) \Rightarrow(\lambda=0)$. If all the above implications hold, then both Theorem 5 and Corollary 6 hold.

The essential ingredient to compute the degree exponents in situation (i) and (v) is the following result. Suppose that $G$ acts on a Gromov-hyperbolic space ( $X, d$ ) and fix a reference vertex $x_{0}$ in $X$, then a random path ( $\mathrm{Id}, g_{1}, \ldots, g_{n}, \ldots$ ) in the group $G$ induces a random path in $X$ given by $\left(x_{0}, g_{1} \cdot x_{0}, \ldots, g_{n} \cdot x_{0}, \ldots\right)$. The following theorem is due to Maher and Tiozzo [2018, Theorem 1.2].

Theorem 6.4. Let $G$ be a nonelementary countable subgroup of the tame group and let $\mu$ be an atomic measure on $G$ whose support generates $G$ and such that the integral

$$
\int_{G} d\left(g \cdot v_{0}, v_{0}\right) d \mu(g)
$$

is finite. Then there exists a constant $L>0$ such that for almost every sample path in the group, one has

$$
\lim _{n \rightarrow+\infty} \frac{d\left(g_{n} \cdot v_{0}, v_{0}\right)}{n}=L
$$

We will apply this result for $X=\mathcal{C}$ and $X=\mathcal{T}$ in situation (i) and (v) respectively.
Let us prove the implication (i) $\Rightarrow(\lambda>0)$. Suppose that $G$ is nonelementary in $\mathcal{C}$. By Theorem 4 , there exists $C, C^{\prime}>0$ such that for any $g \in G$

$$
\begin{equation*}
\log (\operatorname{deg}(g)) \geqslant C d_{\mathcal{C}}([\mathrm{Id}], g \cdot[\mathrm{Id}]) \log \left(\frac{4}{3}\right)+C^{\prime} \tag{30}
\end{equation*}
$$

In particular, the previous inequality and (29) imply that

$$
C \log \left(\frac{4}{3}\right) \int d_{\mathcal{C}}([\mathrm{Id}], g \cdot[\mathrm{Id}]) d \mu(g)+C^{\prime} \leqslant \int_{G} \log (\operatorname{deg}(g)) d \mu(g)<+\infty
$$

As $G$ is nonelementary, Theorem 6.4 states that there exists a constant $L>0$ such that for almost every sample path

$$
\begin{equation*}
\liminf _{n \rightarrow+\infty} \frac{d_{\mathcal{C}}\left([\mathrm{Id}], g_{n} \cdot[\mathrm{Id}]\right)}{n}=L \tag{31}
\end{equation*}
$$

Moreover, by Theorem 4, the following inequality holds:

$$
\begin{equation*}
\log \operatorname{deg}\left(g_{n}\right) \geqslant C d_{\mathcal{C}}\left([\mathrm{Id}], g_{n} \cdot[\mathrm{Id}]\right) \log \left(\frac{4}{3}\right)+C^{\prime} \tag{32}
\end{equation*}
$$

where $C, C^{\prime}>0$. As a result, (31) and (32) imply that

$$
\frac{\log \operatorname{deg}\left(g_{n}\right)}{n} \geqslant \frac{C}{n} d_{\mathcal{C}}\left([\mathrm{Id}], g_{n} \cdot[\mathrm{Id}]\right) \log \left(\frac{4}{3}\right)+\frac{C^{\prime}}{n}
$$

hence taking the limit as $n \rightarrow+\infty$ yields

$$
\lambda \geqslant C L \log \left(\frac{4}{3}\right)>0,
$$

and we have proved that $\lambda>0$, as required. The implication (i) $\Rightarrow(\lambda>0)$ holds.
Let us prove the implication (v) $\Rightarrow(\lambda>0)$. Suppose that $G$ satisfies condition (v). By conjugation, we can suppose that $G$ is a subgroup of $\operatorname{Stab}([x])$. We first relate the distance in the tree $\mathcal{T}_{\pi, k(x)}$ with the degree. Recall from Proposition 2.10 (v) that the group $\operatorname{Stab}([x])$ is the amalgamated product $\tilde{E} * \tilde{A}$. Any
element $g$ which is neither conjugated to an element of $\tilde{E}$ or $\tilde{A}$ can be decomposed by an alternating product:

$$
g=e_{1} \circ a_{1} \circ e_{2} \circ a_{2} \cdots \circ a_{p-1} \circ e_{p}
$$

where $e_{i} \in \tilde{E} \backslash \tilde{A}, a_{i} \notin \tilde{A} \backslash \tilde{E}$. This decomposition reflects the length of the geodesic joining [Id] $=[y, z]$ and $g[\mathrm{Id}]$ in the sense that

$$
\begin{equation*}
d_{\mathcal{T}_{\pi, k(x)}}(g \cdot[\mathrm{Id}],[\mathrm{Id}])=2 p \tag{33}
\end{equation*}
$$

Note that when $g$ is elementary or affine, then the above inequality is also true, so we obtain that it holds for any $g \in G$. Using the proof of assertion (vi) of Lemma 3.6 (more precisely (14)), we have

$$
\operatorname{deg}\left(\prod i=1^{k} e_{i} \circ a_{i}\right) \geqslant \prod_{i=1}^{k} d_{i} \geqslant 2^{k}
$$

where $d_{i}$ are the degree in $y$ of the polynomials defining $e_{i}$.
In particular, using the fact that $G$ contains two noncommuting hyperbolic isometries on $\mathcal{T}_{\pi, k(x)}$ and Theorem 6.4 , we obtain similarly that

$$
\frac{1}{n} \int_{G} \log \operatorname{deg}(g) d v_{n}(g) \geqslant \frac{1}{2 n} \int_{G} d_{\mathcal{T}}(g \cdot[\mathrm{Id}],[\mathrm{Id}]) d v_{n}(g) \rightarrow \frac{L}{2},
$$

as $n \rightarrow+\infty$ where $L>0$ is the drift of the associated to the random walk on the tree $\mathcal{T}$. We have thus proven that $\lambda>0$ and the implication $(\mathrm{v}) \Rightarrow(\lambda>0)$ holds.

Let us prove that the implication $((\mathrm{ii})$ or $(\mathrm{vi})) \Rightarrow(\lambda=0)$ holds. Since the proof of the two implications (ii) $\Rightarrow(\lambda=0)$ and (vi) $\Rightarrow(\lambda=0)$ are very similar, we will only give the proof of (ii) $\Rightarrow(\lambda=0)$. Suppose that there exists an hyperbolic automorphism $h \in G$ such that any automorphism $f \in G$ can be decomposed into $f=u(f) \circ h^{p(f)}$ where $p(f)$ is an integer and $u(f)$ belongs to $H$. We thus have

$$
\frac{1}{n} \int_{G} \log \operatorname{deg}(g) d v_{n}(g)=\frac{1}{n} \int_{G} \log \operatorname{deg}\left(u(g) \circ h^{p(g)}\right) d v_{n}(g) .
$$

By the submultiplicativity of the degree, we have

$$
\operatorname{deg}\left(u(g) \circ h^{p(g)}\right) \leqslant C \operatorname{deg}(u(g)) \operatorname{deg}\left(h^{p(g)}\right)
$$

where $C>0$. In particular, we obtain

$$
\begin{equation*}
\frac{1}{n} \int_{G} \log \operatorname{deg}(g) d v_{n}(g) \leqslant \frac{C}{n}+\frac{1}{n} \int_{G} \log (\operatorname{deg}(u(g))) d v_{n}(g)+\frac{1}{n} \int_{G} \log \operatorname{deg}\left(h^{p(g)}\right) d v_{n}(g) . \tag{34}
\end{equation*}
$$

Since the map $p: G \rightarrow \mathbb{Z}$ is a morphism of groups, the random walk on $G$ induces a random walk on $\mathbb{Z}$ with transition given by the distribution $p_{*} \mu$. As the measure $p_{*} \mu$ is also symmetric, the law of large numbers implies that

$$
\frac{1}{n} \int_{G} \log \operatorname{deg}\left(h^{p(g)}\right) d v_{n}(g) \rightarrow 0
$$

as $n \rightarrow+\infty$. Observe also that there exists a constant $M>0$ such that $\operatorname{deg}(u(g)) \leqslant M$ for all $g \in G$. In particular, the integral

$$
\frac{1}{n} \int_{G} \log \operatorname{deg}(u(g)) d v_{n}(g) \rightarrow 0
$$

as $n \rightarrow+\infty$. Since each term on the right hand side of (34) tends to zero, we have thus proven that

$$
\lambda=\lim _{n \rightarrow+\infty} \frac{1}{n} \int_{G} \log \operatorname{deg}(g) d v_{n}(g)=0
$$

and the implication (ii) $\Rightarrow(\lambda=0)$ holds.
Let us prove that the implication ((iii), (iv) or (vii)) $\Rightarrow(\lambda=0)$ holds. Observe that if $G$ satisfies assertion (iii) or (iv) or (vi) then the degree of any element of $G$ is uniformly bounded, hence the degree exponent is zero. We have thus proved the implication ((iii), (iv) or (vii)) $\Rightarrow(\lambda=0)$.

## Acknowledgements

The content of this paper is taken from part of the author's PhD thesis supervised by C. Favre. The present manuscript was greatly improved by the three very detailed, tremendous referee report we received. We are thanking the anonymous referees for their thorough reading. We are also grateful to C. Bisi, S. Cantat, JP. Furter, S. Lamy, A. Martin, M. Ruggiero, C. Urech, S. Zhao for their comments and suggestions on the present paper and on the previous versions.

## References

[Abarenkova et al. 1999a] N. Abarenkova, J.-C. Anglès d'Auriac, S. Boukraa, S. Hassani, and J.-M. Maillard, "From YangBaxter equations to dynamical zeta functions for birational transformations", pp. 436-490 in Statistical physics on the eve of the 21 st century, edited by M. T. Batchelor and L. T. Wille, Ser. Adv. Statist. Mech. 14, World Sci. Publ., River Edge, NJ, 1999. MR
[Abarenkova et al. 1999b] N. Abarenkova, J.-C. Anglès d'Auriac, S. Boukraa, and J.-M. Maillard, "Growth-complexity spectrum of some discrete dynamical systems", Phys. D 130:1-2 (1999), 27-42. MR Zbl
[Anglès d'Auriac et al. 2006] J.-C. Anglès d'Auriac, J.-M. Maillard, and C. M. Viallet, "On the complexity of some birational transformations", J. Phys. A 39:14 (2006), 3641-3654. MR Zbl
[Ballmann and Świątkowski 1999] W. Ballmann and J. Świątkowski, "On groups acting on nonpositively curved cubical complexes", Enseign. Math. (2) 45:1-2 (1999), 51-81. MR Zbl
[Bedford 2015] E. Bedford, "Invertible dynamics on blow-ups of $\mathbb{P}^{k} "$, pp. 67-88 in Complex analysis and geometry, edited by F. Bracci et al., Springer Proc. Math. Stat. 144, Springer, 2015. MR Zbl
[Bedford and Diller 2005] E. Bedford and J. Diller, "Energy and invariant measures for birational surface maps", Duke Math. J. 128:2 (2005), 331-368. MR Zbl
[Bedford and Kim 2014] E. Bedford and K. Kim, "Dynamics of (pseudo) automorphisms of 3-space: periodicity versus positive entropy", Publ. Mat. 58:1 (2014), 65-119. MR Zbl
[Bedford and Smillie 1992] E. Bedford and J. Smillie, "Polynomial diffeomorphisms of $\mathbf{C}^{2}$, III: Ergodicity, exponents and entropy of the equilibrium measure", Math. Ann. 294:3 (1992), 395-420. MR Zbl
[Bedford and Truong 2010] E. Bedford and T. T. Truong, "Degree complexity of birational maps related to matrix inversion", Comm. Math. Phys. 298:2 (2010), 357-368. MR Zbl
[Benoist and Quint 2016] Y. Benoist and J.-F. Quint, Random walks on reductive groups, Ergebnisse der Math. (3) 62, Springer, 2016. MR
[Bisi et al. 2014] C. Bisi, J.-P. Furter, and S. Lamy, "The tame automorphism group of an affine quadric threefold acting on a square complex", J. Éc. polytech. Math. 1 (2014), 161-223. MR
[Blanc and Cantat 2016] J. Blanc and S. Cantat, "Dynamical degrees of birational transformations of projective surfaces", J. Amer. Math. Soc. 29:2 (2016), 415-471. MR Zbl
[Blanc and van Santen 2019] J. Blanc and I. van Santen, "Automorphisms of the affine 3-space of degree 3", preprint, 2019. Zbl arXiv 1912.02144
[Boucksom et al. 2008] S. Boucksom, C. Favre, and M. Jonsson, "Degree growth of meromorphic surface maps", Duke Math. J. 141:3 (2008), 519-538. MR Zbl
[Bridson and Haefliger 1999] M. R. Bridson and A. Haefliger, Metric spaces of non-positive curvature, Grundl. Math. Wissen. 319, Springer, 1999. MR Zbl
[Cantat 2011] S. Cantat, "Sur les groupes de transformations birationnelles des surfaces", Ann. of Math. (2) 174:1 (2011), 299-340. MR Zbl
[Cantat and Xie 2020] S. Cantat and J. Xie, "On degrees of birational mappings", Math. Res. Lett. 27:2 (2020), 319-337. MR Zbl
[Dahmani and Horbez 2018] F. Dahmani and C. Horbez, "Spectral theorems for random walks on mapping class groups and out ( $F_{N}$ )", Int. Math. Res. Not. 2018:9 (2018), 2693-2744. MR Zbl
[Dang 2018] N.-B. Dang, Degree growth of rational maps in dimension three, Ph.D. thesis, Université Paris-Saclay, 2018.
[Dang 2020] N.-B. Dang, "Degrees of iterates of rational maps on normal projective varieties", Proc. Lond. Math. Soc. (3) 121:5 (2020), 1268-1310. MR Zbl
[Dang and Favre 2021] N.-B. Dang and C. Favre, "Spectral interpretations of dynamical degrees and applications", Ann. of Math. (2) 194:1 (2021), 299-359. MR Zbl
[Diller and Favre 2001] J. Diller and C. Favre, "Dynamics of bimeromorphic maps of surfaces", Amer. J. Math. 123:6 (2001), 1135-1169. MR Zbl
[Dinh and Sibony 2005] T.-C. Dinh and N. Sibony, "Une borne supérieure pour l'entropie topologique d'une application rationnelle", Ann. of Math. (2) 161:3 (2005), 1637-1644. MR Zbl
[Favre and Jonsson 2011] C. Favre and M. Jonsson, "Dynamical compactifications of $\mathbf{C}^{2} "$, Ann. of Math. (2) 173:1 (2011), 211-248. MR Zbl
[Favre and Wulcan 2012] C. Favre and E. Wulcan, "Degree growth of monomial maps and McMullen's polytope algebra", Indiana Univ. Math. J. 61:2 (2012), 493-524. MR Zbl
[Fornaess and Sibony 1995] J. E. Fornaess and N. Sibony, "Complex dynamics in higher dimension, II", pp. 135-182 in Modern methods in complex analysis (Princeton, NJ, 1992), edited by T. Bloom et al., Ann. of Math. Stud. 137, Princeton Univ. Press, 1995. MR Zbl
[Friedland and Milnor 1989] S. Friedland and J. Milnor, "Dynamical properties of plane polynomial automorphisms", Ergodic Theory Dynam. Systems 9:1 (1989), 67-99. MR
[Fulton and Harris 1991] W. Fulton and J. Harris, Representation theory, Graduate Texts in Mathematics 129, Springer, 1991. MR Zbl
[Furstenberg 1963] H. Furstenberg, "Noncommuting random products", Trans. Amer. Math. Soc. 108 (1963), 377-428. MR Zbl [Furstenberg and Kesten 1960] H. Furstenberg and H. Kesten, "Products of random matrices", Ann. Math. Statist. 31 (1960), 457-469. MR Zbl
[Gizatullin 1980] M. H. Gizatullin, "Rational G-surfaces", Izv. Akad. Nauk SSSR Ser. Mat. 44:1 (1980), 110-144, 239. MR Zbl
[Gromov 1987] M. Gromov, "Hyperbolic groups", pp. 75-263 in Essays in group theory, edited by S. M. Gersten, Math. Sci. Res. Inst. Publ. 8, Springer, 1987. MR Zbl
[Guedj 2005] V. Guedj, "Ergodic properties of rational mappings with large topological degree", Ann. of Math. (2) 161:3 (2005), 1589-1607. MR Zbl
[Jonsson and Mustaţă 2012] M. Jonsson and M. Mustaţă, "Valuations and asymptotic invariants for sequences of ideals", Ann. Inst. Fourier (Grenoble) 62:6 (2012), 2145-2209. MR Zbl
[Jung 1942] H. W. E. Jung, "Über ganze birationale Transformationen der Ebene", J. Reine Angew. Math. 184 (1942), 161-174. MR Zbl
[Kingman 1973] J. F. C. Kingman, "Subadditive ergodic theory", Ann. Probability 1 (1973), 883-909. MR Zbl
[Kuroda 2016] S. Kuroda, "Weighted multidegrees of polynomial automorphisms over a domain", J. Math. Soc. Japan 68:1 (2016), 119-149. MR Zbl
[Lamy 2019] S. Lamy, "Combinatorics of the tame automorphism group", Ann. Fac. Sci. Toulouse Math. (6) 28:1 (2019), 145-207. MR Zbl
[Lamy and Przytycki 2021] S. Lamy and P. Przytycki, "Presqu'un immeuble pour le groupe des automorphismes modérés", Ann. H. Lebesgue 4 (2021), 605-651. MR Zbl
[Lamy and Vénéreau 2013] S. Lamy and S. Vénéreau, "The tame and the wild automorphisms of an affine quadric threefold", $J$. Math. Soc. Japan 65:1 (2013), 299-320. MR
[Lang 2002] S. Lang, Algebra, 2nd ed., Graduate Texts in Mathematics 211, Springer, 2002. MR Zbl
[Lin 2012] J.-L. Lin, "Algebraic stability and degree growth of monomial maps", Math. Z. 271:1-2 (2012), 293-311. MR Zbl
[Lo Bianco 2019] F. Lo Bianco, "On the primitivity of birational transformations of irreducible holomorphic symplectic manifolds", Int. Math. Res. Not. 2019:1 (2019), 1-32. MR Zbl
[Lonjou and Urech 2021] A. Lonjou and C. Urech, "Actions of Cremona groups on CAT(0) cube complexes", Duke Math. J. 170:17 (2021), 3703-3743. MR Zbl
[Maegawa 2001] K. Maegawa, "Classification of quadratic polynomial automorphisms of $\mathbb{C}^{3}$ from a dynamical point of view", Indiana Univ. Math. J. 50:2 (2001), 935-951. MR Zbl
[Maher and Tiozzo 2018] J. Maher and G. Tiozzo, "Random walks on weakly hyperbolic groups", J. Reine Angew. Math. 742 (2018), 187-239. MR Zbl
[Oguiso and Truong 2014] K. Oguiso and T. T. Truong, "Salem numbers in dynamics on Kähler threefolds and complex tori", Math. Z. 278:1-2 (2014), 93-117. MR Zbl
[Oguiso and Truong 2015] K. Oguiso and T. T. Truong, "Explicit examples of rational and Calabi-Yau threefolds with primitive automorphisms of positive entropy", J. Math. Sci. Univ. Tokyo 22:1 (2015), 361-385. MR Zbl
[Russakovskii and Shiffman 1997] A. Russakovskii and B. Shiffman, "Value distribution for sequences of rational mappings and complex dynamics", Indiana Univ. Math. J. 46:3 (1997), 897-932. MR Zbl
[Serre 1977] J.-P. Serre, Arbres, amalgames, $\mathrm{SL}_{2}$, Astérisque 46, Société Mathématique de France, Paris, 1977. MR Zbl
[Shestakov and Umirbaev 2003] I. P. Shestakov and U. U. Umirbaev, "The Nagata automorphism is wild", Proc. Natl. Acad. Sci. USA 100:22 (2003), 12561-12563. MR Zbl
[Truong 2016] T. T. Truong, "Some dynamical properties of pseudo-automorphisms in dimension 3", Trans. Amer. Math. Soc. 368:1 (2016), 727-753. MR Zbl
[Truong 2017] T. T. Truong, "Automorphisms of blowups of threefolds being Fano or having Picard number 1", Ergodic Theory Dynam. Systems 37:7 (2017), 2255-2275. MR Zbl
[Urech 2018] C. Urech, "Remarks on the degree growth of birational transformations", Math. Res. Lett. 25:1 (2018), 291-308. MR Zbl
[Vaquié 2000] M. Vaquié, "Valuations", pp. 539-590 in Resolution of singularities (Obergurgl, 1997), edited by H. Hauser et al., Progr. Math. 181, Birkhäuser, Basel, 2000. MR Zbl
[Wright 2015] D. Wright, "The generalized amalgamated product structure of the tame automorphism group in dimension three", Transform. Groups 20:1 (2015), 291-304. MR Zbl

Communicated by Joseph H. Silverman
Received 2019-06-23 Revised 2021-12-16 Accepted 2022-02-01
nguyen-bac.dang@universite-paris-saclay.fr
Universite Paris-Saclay, Institut Mathématique d'Orsay, Orsay, France

# Algebra \& Number Theory 

msp.org/ant

## EDITORS

| MANAGING EDITOR | Editorial Board Chair |
| :---: | :---: |
| Antoine Chambert-Loir | David Eisenbud |
| Université Paris-Diderot | University of California |
| France | Berkeley, USA |

BoARd of EDITORS

| Jason P. Bell | University of Waterloo, Canada | Philippe Michel | École Polytechnique Fédérale de Lausanne |
| ---: | :--- | ---: | :--- |
| Bhargav Bhatt | University of Michigan, USA | Martin Olsson | University of California, Berkeley, USA |
| Frank Calegari | University of Chicago, USA | Irena Peeva | Cornell University, USA |
| J-L. Colliot-Thélène | CNRS, Université Paris-Saclay, France | Jonathan Pila | University of Oxford, UK |
| Brian D. Conrad | Stanford University, USA | Anand Pillay | University of Notre Dame, USA |
| Samit Dasgupta | Duke University, USA | Bjorn Poonen | Massachusetts Institute of Technology, USA |
| Hélène Esnault | Freie Universität Berlin, Germany | Peter Sarnak | Princeton University, USA |
| Gavril Farkas | Humboldt Universität zu Berlin, Germany | Michael Singer | North Carolina State University, USA |
| Sergey Fomin | University of Michigan, USA | Shunsuke Takagi | University of Tokyo, Japan |
| Edward Frenkel | University of California, Berkeley, USA | Pham Huu Tiep | Rutgers University, USA |
| Wee Teck Gan | National University of Singapore | Ravi Vakil | Stanford University, USA |
| Andrew Granville | Université de Montréal, Canada | Akshay Venkatesh | Institute for Advanced Study, USA |
| Ben J. Green | University of Oxford, UK | Melanie Matchett Wood | Harvard University, USA |
| Christopher Hacon | University of Utah, USA | Shou-Wu Zhang | Princeton University, USA |

PRODUCTION<br>production@msp.org<br>Silvio Levy, Scientific Editor

See inside back cover or msp.org/ant for submission instructions.
The subscription price for 2024 is US $\$ 525 /$ year for the electronic version, and $\$ 770 /$ year ( $+\$ 65$, if shipping outside the US) for print and electronic. Subscriptions, requests for back issues and changes of subscriber address should be sent to MSP.

Algebra \& Number Theory (ISSN 1944-7833 electronic, 1937-0652 printed) at Mathematical Sciences Publishers, 798 Evans Hall \#3840, c/o University of California, Berkeley, CA 94720-3840 is published continuously online.

ANT peer review and production are managed by EditFLOW ${ }^{\circledR}$ from MSP.

PUBLISHED BY
■ mathematical sciences publishers
nonprofit scientific publishing
http://msp.org/
© 2024 Mathematical Sciences Publishers

## Algebra \& Number Theory

## Volume 18 No. 12024

Degree growth for tame automorphisms of an affine quadric threefold ..... 1
Dang Nguyen-Bac
A weighted one-level density of families of $L$-functions ..... 87Alessandro Fazzari
Semisimple algebras and PI-invariants of finite dimensional algebras ..... 133
Eli AlJadeff and Yakov Karasik
Projective orbifolds of Nikulin type ..... 165


[^0]:    MSC2010: primary 14E07; secondary 37 H 15.
    Keywords: dynamical degrees, tame groups.
    © 2024 MSP (Mathematical Sciences Publishers). Distributed under the Creative Commons Attribution License 4.0 (CC BY). Open Access made possible by subscribing institutions via Subscribe to Open.

