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We formulate and prove the weight part of Serre’s conjecture for three-dimensional mod $p$ Galois representations under a genericity condition when the field is unramified at $p$. This removes the assumption made previously that the representation be tamely ramified at $p$. We also prove a version of Breuil’s lattice conjecture and a mod $p$ multiplicity one result for the cohomology of $U(3)$-arithmetic manifolds. The key input is a study of the geometry of the Emerton–Gee stacks using the local models we introduced previously (2023).

1. Introduction

The goal of this paper is to prove a generalization of the weight part of Serre’s conjecture for three-dimensional mod $p$ Galois representations which are generic at $p$. We also prove a generalization of Breuil’s lattice conjecture for these representations and the Breuil–Mézard conjecture for generic tamely potentially crystalline deformation rings of parallel weight $(2, 1, 0)$. For a detailed discussion of these conjectures, see [Le et al. 2020], where we establish the tame case of these conjectures.

1.1. Results.

1.1.A. The weight part of Serre’s conjecture. Let $p$ be a prime, and let $F/F^+$ be a CM extension of a totally real field $F^+ \neq \mathbb{Q}$. Assume that all places in $F^+$ above $p$ split in $F/F^+$. Let $G$ be a definite unitary group over $F^+$ split over $F$ which is isomorphic to $U(3)$ at each infinite place and split at each place above $p$. A (global) Serre weight is an irreducible $\bar{\mathbb{F}}_p$-representation $V$ of $G(\mathcal{O}_{F^+}, p)$. These are all of the form $\bigotimes_{v | p} V_v$ with $V_v$ an irreducible $\bar{\mathbb{F}}_p$-representation of $G(k_v)$, where $k_v$ is the residue field of $v$.
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For a mod $p$ Galois representation $\bar{r} : G_F \to \GL_3(\bar{F}_p)$, let $W(\bar{r})$ denote the collection of modular Serre weights for $\bar{r}$. That is, $V \in W(\bar{r})$ if the Hecke eigensystem attached to $\bar{r}$ appears in a space of mod $p$ automorphic forms on $G$ of weight $V$ for some prime to $p$ level.

For each place $v \mid p$, fix a place $\bar{v}$ of $F$ dividing $v$ which identifies $G(k_v)$ with $\GL_3(k_v)$. Define $\rho_v := \bar{r}|_{\Gal(F_{\bar{v}}/F)}$. We can now state the main theorem.

**Theorem 1.1.1 (Theorem 5.4.2).** Assume that $p$ is unramified in $F$ and that $\rho_v$ is $8$-generic for all $v \mid p$. Assume that $\bar{r}$ is modular (i.e., $W(\bar{r})$ is nonempty) and satisfies the Taylor–Wiles hypotheses.

Then

$$\bigotimes_{v \mid p} V_v \in W(\bar{r}) \iff V_v \in W^8(\bar{\rho}_v) \text{ for all } v \mid p,$$

where $W^8(\bar{\rho}_v)$ is an explicit set of irreducible $\bar{F}_p$-representations of $\GL_3(k_v)$ attached to $\bar{\rho}_v$ (see Definition 1.2.1).

In particular, this affirms the expectation from local-global compatibility that $W(\bar{r})$ depends only on the restrictions of $\bar{r}$ to places above $p$.

**Remark 1.1.2.** This is the first complete description of $W(\bar{r})$ in dimension greater than two for representations $\bar{r}$ that are wildly ramified above $p$. Some lower bounds were previously obtained in [Gee and Geraghty 2012; Morra and Park 2017; Herzig et al. 2017; Le et al. 2018a; 2018b].

The first obstacle we overcome is the lack of a conjecture. One basic problem is that while tame representations (when restricted to inertia) depend only on discrete data, wildly ramified representations vary in nontrivial moduli. Buzzard–Diamond–Jarvis defined a recipe in terms of crystalline lifts in dimension two. However, after [Le et al. 2018a], it was clear that the crystalline lifts perspective is insufficient in higher dimension. In higher dimensions, Herzig defined a combinatorial/representation theoretic recipe for a collection of weights $W^8(\bar{\rho}_v)$ when $\rho_v$ is tame. For possibly wildly ramified $\bar{\rho}$, Gee et al. [2018] make a conjectural conjecture: they define a conjectural set conditional on a version of the Breuil–Mézard conjecture. Our first step is to prove a version of the Breuil–Mézard conjecture (Theorem 1.2.2 and Remark 1.2.3) when $n = 3$.

Having established a version of the Breuil–Mézard conjecture when $n = 3$, the weight set from [Gee et al. 2018] turns out (in generic cases) to have a simple geometric interpretation. Let $\chi_3$ be the moduli stack of $(\varphi, \Gamma)$-modules recently constructed by Emerton and Gee [2023]. The irreducible components of $\chi_3$ are labeled by irreducible mod $p$ representations of $\GL_3(k_v)$ and $W^8(\bar{\rho}_v)$ is defined so that $V_v \in W^8(\bar{\rho}_v)$ if and only if $\bar{\rho}_v$ lies on $C_{V_v}$. However, this definition of $W^8(\bar{\rho}_v)$ gives very little insight into its structure. We study $W^8(\bar{\rho}_v)$ using the local models developed in [Le et al. 2023b] combined with the explicit calculations of tamely potentially crystalline deformation rings in [Le et al. 2018a; 2020]. We ultimately arrive at an explicit description of all possible weight sets $W^8(\bar{\rho}_v)$ which allows us to then employ the Taylor–Wiles patching method to prove Theorem 1.1.1.
1.1.B. Breuil’s lattice conjecture and mod p multiplicity one. The weight part of Serre’s conjecture can be viewed as a local-global compatibility result in the mod p Langlands program. In this section, we mention two further local-global compatibility results—one mod p and one p-adic. We direct the reader to the introduction of [Le et al. 2020] for further context for the following two results.

In the global setup above assume further that \( F/F^+ \) is unramified at all finite places and \( G \) is quasisplit at all finite places. Let \( r : G_F \to \text{GL}_3(\mathbb{Q}_p) \) be a modular Galois representation which is tamely potentially crystalline with Hodge–Tate weights \((2, 1, 0)\) at each place above \( p \) and unramified outside \( p \) (though our results hold true when \( r \) is minimally split ramified; see Section 5.4). Write \( \lambda \) for the Hecke eigensystem corresponding to \( r \). We fix places \( \tilde{v} \mid v \mid p \) of \( F \) and \( F^+ \) respectively. We let \( e_H \) be the integral \( p \)-adically completed cohomology with infinite level at \( v \), hyperspecial level outside \( v \), and constant coefficients. Set \( \rho \) def = \( r \mid G_F \tilde{v} \) and let \( \sigma(\tau) \) be the tame type corresponding to the Weil–Deligne representation associated to \( \rho \) under the inertial local Langlands correspondence (so that \( e_H[\lambda][1/p] \) contains \( \sigma(\tau) \) with multiplicity one). Let \( \bar{r} \) and \( \bar{\rho} \) be the reductions of \( r \) and \( \rho \), respectively.

**Theorem 1.1.3** (Theorem 5.4.4). Assume that \( p \) is unramified in \( F^+ \), \( r \) is unramified outside \( p \), \( \bar{\rho} \) is 11-generic, and \( \bar{r} \) satisfies Taylor–Wiles hypotheses. Then, the lattice

\[
\sigma(\tau) \cap \bar{H}[\lambda]
\]

depends only on \( \rho \).

We now let \( \bar{H} \) be the mod \( p \) reduction of \( \tilde{H} \). Thus, \( \bar{H} \) is the mod \( p \) cohomology with infinite level at \( v \) (and hyperspecial level at places outside \( v \) with constant coefficients) of a \( U(3) \)-arithmetic manifold.

**Theorem 1.1.4** (Theorem 5.4.3). Let \( \sigma(\tau)^\circ \) be an \( \mathcal{O} \)-lattice in \( \sigma(\tau) \) with irreducible “upper alcove” cosocle. Under the assumptions of Theorem 1.1.3, \( \text{Hom}_{\text{GL}_3(\mathcal{O}_{F_{\tilde{v}}})}(\sigma(\tau)^\circ, \bar{H}[\lambda]) \) is a one-dimensional \( \bar{\mathbb{F}}_p \)-vector space.

See Sections 1.4 and 2.1.F, for the notion of upper and lower alcove for Serre weights for \( \text{GL}_3 \). The statement of Theorem 1.1.4 is also true when the cosocle is not necessarily upper alcove if one imposes a condition on the shape of \( \bar{\rho} \) with respect to \( \tau \); see Theorem 5.4.3.

1.2. Methods.

1.2.A. Local methods: geometry of the Emerton–Gee stack and local models. We begin by recalling the set \( W^g(\bar{\rho}) \) that appears in Theorem 1.1.1. Let \( K \) be a finite unramified extension of \( \mathbb{Q}_p \) of degree \( f \), with ring of integers \( \mathcal{O}_K \) and residue field \( k \). Let \( \mathcal{X}_{K,n} \) be the Noetherian formal algebraic stack over \( \text{Spf} \mathbb{Z}_p \) defined in [Emerton and Gee 2023, Definition 3.2.1]. It has the property that for any complete local Noetherian \( \mathbb{Z}_p \)-algebra \( R \), the groupoid \( \mathcal{X}_{K,n}(R) \) is equivalent to the groupoid of rank \( n \) projective \( R \)-modules equipped with a continuous \( G_K \)-action; see [Emerton and Gee 2023, §3.6.1]. In particular, \( \mathcal{X}_{K,n}(\mathbb{F}_p) \) is the groupoid of continuous Galois representations \( \bar{\rho} : G_K \to \text{GL}_n(\mathbb{F}_p) \). As explained in [Le et al. 2023b, §7.4], there is a bijection \( \sigma \mapsto C_\sigma \) between irreducible \( \mathbb{F}_p \)-representations of \( \text{GL}_n(k) \) and the irreducible components of the reduced special fiber of \( \mathcal{X}_{K,n} \). (This is a relabeling of the bijection of [Emerton and Gee 2023, Theorem 6.5.1].)
Definition 1.2.1. Let $\bar{\rho} \in \mathcal{X}_{K,n}(\overline{F}_p)$. Define the set of geometric weights of $\bar{\rho}$ to be

$$W^g(\bar{\rho}) = \{ \sigma \mid \bar{\rho} \in C_{\sigma}(\overline{F}_p) \}.$$  

While Definition 1.2.1 is simple, it does not appear to be an easy task to determine the possible sets $W^g(\bar{\rho})$. The irreducible components of $\mathcal{X}_{K,n}$ are described in terms of closures of substacks, but we expect the closure relations and component intersections in $\mathcal{X}_{K,n}$ to be rather complicated.

We now specialize to the case $n = 3$. A key tool in the analysis of the sets $W^g(\bar{\rho})$ in this setting is the description of certain potentially crystalline substacks. For a tame inertial type $\tau$, let $\mathcal{X}^{\eta,\tau} \subset \mathcal{X}_{K,3}$ be the substack parametrizing potentially crystalline representations of type $\tau$ and parallel weight $(2, 1, 0)$.

Recall that $\sigma(\tau)$ denotes the representation of $GL_3(O_K)$ obtained by applying the inertial local Langlands correspondence to $\tau$ (it is the inflation of a Deligne–Lusztig representation; see Section 2.1.C). The following is an application of the theory of local models of [Le et al. 2023b]:

Theorem 1.2.2 (Corollary 3.3.3). If $\tau$ is a 4-generic tame inertial type, then $\mathcal{X}^{\eta,\tau}$ is normal and Cohen–Macaulay and its special fiber $\mathcal{X}^{\eta,\tau}_{\overline{F}}$ is reduced. Moreover, $\mathcal{X}^{\eta,\tau}_{\overline{F}}$ is the scheme-theoretic union

$$\bigcup_{\sigma \in J_H(\sigma(\tau))} C_{\sigma}.$$  

Remark 1.2.3. This shows that the choice of cycles $Z_{\sigma} = C_{\sigma}$ solves the Breuil–Mézard equations for the above $\mathcal{X}^{\eta,\tau}$ (see [Emerton and Gee 2023, Conjecture 8.2.2; Le et al. 2023b, Conjecture 8.1.1]).

The equality of the underlying reduced $\mathcal{X}^{\eta,\tau}_{\overline{F},\text{red}}$ and the scheme-theoretic union $\bigcup_{\sigma \in J_H(\sigma(\tau))} C_{\sigma}$ is proved in Theorem 1.3.5 in [Le et al. 2023b] though we reprove it here with a weaker genericity condition (see Remark 1.2.4). The key point is to prove that the special fiber of $\mathcal{X}^{\eta,\tau}$ is in fact reduced. (If we replace $\eta$ by $\lambda + \eta$ with $\lambda$ dominant and nonzero or $n = 3$ by $n > 3$, the Breuil–Mézard conjecture predicts that the analogous stacks never have reduced special fiber.) The special fiber of $\mathcal{X}^{\eta,\tau}$ has an open cover with open sets labeled by $f$-tuples of $(2, 1, 0)$-admissible elements $(\tilde{w}_j)$ in the extended affine Weyl group of $GL_3$. The complexity of the geometry of the open sets increases as the lengths of the $\tilde{w}_j$ decrease. When the length of $\tilde{w}_j$ is greater than 1 for all $j$, the reducedness immediately follows from the calculations in [Le et al. 2018a, §5.3]. Otherwise, the calculations of [Le et al. 2018a, §8] give an explicit upper bound on the special fiber which when combined with $\mathcal{X}^{\eta,\tau}_{\overline{F},\text{red}} = \bigcup_{\sigma \in J_H(\sigma(\tau))} C_{\sigma}$ must be an equality, and the reducedness follows.

Remark 1.2.4. An inexplicit genericity condition appears in the main theorems of [Le et al. 2023b] (see §1.2.1 of [loc. cit.]). While we use the models constructed in [loc. cit.], we reprove some of its main theorems in Sections 3.2 and 3.3 with the inexplicit condition replaced by the more typical genericity condition on the gaps between the exponents of the inertial characters in $\tau$. This is possible because of the computations in [Le et al. 2018a; 2020].

Finally, we analyze $W^g(\bar{\rho})$ using local models. The special fibers of the local models embed inside the affine flag variety where irreducible components appear as subvarieties of translated affine Schubert
varieties. In Section 4, we introduce a subset $W_{\text{obv}}(\bar{\rho}) \subset W^g(\bar{\rho})$ of obvious weights for (possibly) wildly ramified $\bar{\rho}$, which has a simple interpretation in terms of the affine flag variety. Obvious weights generalize the notion of ordinary weights that appear in [Gee and Geraghty 2012] and the additional weights appearing in the exceptional cases of [Morra and Park 2017; Herzig et al. 2017; Le et al. 2018b]. The set $W_{\text{obv}}(\bar{\rho})$ gives upper and lower bounds for $W^g(\bar{\rho})$. We finally show that, in almost all cases, one can determine $W^g(\bar{\rho})$ from $W_{\text{obv}}(\bar{\rho})$ (Theorem 4.2.5). This last part uses a curious piece of numerology from the calculations of [Le et al. 2018a]—points in the special fibers of the local models never lie on exactly three components.

1.2.B. Global methods: patching. To prove Theorems 1.1.3 and 1.1.4 we combine the explicit description of the weight sets $W(\bar{\rho})$, coming from Theorems 1.1.1 and 4.2.5, with the Kisin–Taylor–Wiles methods developed in [Emerton et al. 2015] and employed in [Le et al. 2020, §5]. A crucial ingredient is the analysis of certain intersections of cycles in the special fiber of deformation rings. The local models introduced in [Le et al. 2023b] allow us to algebraize the computations made for the tame case in [Le et al. 2020, §3.6].

We now turn to Theorem 1.1.1. The key input into its proof beyond the Kisin–Taylor–Wiles method is the fact that the local Galois deformation rings of type $(\eta, \tau)$ are domains when $\tau$ is 4-generic. This is guaranteed by the fact that the stacks $X_{\eta,\tau}$ are normal (Theorem 1.2.2). Then the supports of the patched modules of type $\tau$ are either empty or the entire potentially crystalline deformation rings of type $(\eta, \tau)$. The proof is then similar to the tame case in [Le et al. 2020]—one propagates modularity between obvious weights and then to shadow weights using carefully chosen types—except for one new wrinkle. From the axioms of a weak patching functor, one cannot deduce the modularity of an obvious weight to get started! Indeed one cannot rule out that $\bar{\rho}_v$ lies on a unique component $C_{\sigma_v}$ and $W(\bar{\rho})$ contains exactly one Serre weight $\sigma' \neq \sigma \overset{\text{def}}{=} \bigotimes_{v \mid p} \sigma_v$ with the property that for any tame inertial type $\tau$, if $JH(\bar{\sigma}(\tau))$ contains $\sigma'$, then it also contains $\sigma$. We use a patched version of the weight cycling technique introduced in [Emerton et al. 2013] to rule out this pathology. In fact, we axiomatize our setup to make clear the ingredients that our method requires.

1.3. Overview. Section 2 covers background on tame inertial $L$-parameters and representation theory in Section 2.1, and Breuil–Kisin modules with tame descent data in Section 2.2, following [Le et al. 2023b]. Section 2.1.F gives a comparison between parametrizations of Serre weights in [Le et al. 2020; 2023b].

Section 3 establishes the main results about the geometry of local deformation rings. We specialize the theory of local models in [Le et al. 2023b] to dimension three. The main results are Theorem 3.3.2 and Corollary 3.3.3, which establish the geometric properties that we need, some of which are specific to dimension three.

In Section 4, we analyze possible sets of geometric weights using the affine flag variety. Theorem 4.2.5 gives a complete explicit description when $\bar{\rho}$ is sufficiently generic.

Section 5 contains our global applications. In Section 5.1, we introduce the axioms of patching functors following [Le et al. 2023b, §6] and prove the weight part of Serre’s conjecture assuming the modularity of
We sometimes refer to $C_1$ (resp. $C$) as the lower alcove and $C_{1}$ as the upper alcove.

1.4. Notation. For any field $K$ we fix once and for all a separable closure $\overline{K}$ and let $G_K \overset{\text{def}}{=} \text{Gal}(\overline{K} / K)$. If $K$ is a nonarchimedean local field, we let $I_K \subset G_K$ denote the inertial subgroup. We fix a prime $p \in \mathbb{Z}_{>0}$. Let $E \subset \overline{\mathbb{Q}}_p$ be a subfield which is finite-dimensional over $\mathbb{Q}_p$. We write $\mathcal{O}$ to denote its ring of integers, fix an uniformizer $\sigma \in \mathcal{O}$ and let $\mathbb{F}$ denote the residue field of $E$. We will assume throughout that $E$ is sufficiently large.

We consider the group $G \overset{\text{def}}{=} \text{GL}_3$ (defined over $\mathbb{Z}$). We write $B$ for the subgroup of upper triangular matrices, $T \subset B$ for the split torus of diagonal matrices and $Z \subset T$ for the center of $G$. Let $\Phi^+ \subset \Phi$ (resp. $\Phi^{\vee,+} \subset \Phi^{\vee}$) denote the subset of positive roots (resp. positive coroots) in the set of roots (resp. coroots) for $(G, B, T)$. Let $\Delta$ (resp. $\Delta^{\vee}$) be the set of simple roots (resp. coroots). Let $X^*(T)$ be the group of characters of $T$ which we identify with $\mathbb{Z}^3$ by letting the standard $i$-th basis element $e_i = (0, \ldots, 1, \ldots, 0)$ (with the 1 in the $i$-th position) correspond to extracting the $i$-th diagonal entry of a diagonal matrix. In particular, we let $e'_1$ and $e'_2$ be $(1, 0, 0)$ and $(0, 0, -1)$ respectively.

We write $W$ (resp. $W_a$, $\widetilde{W}$) for the Weyl group (resp. the affine Weyl group, the extended affine Weyl group) of $G$. If $\Lambda_R \subset X^*(T)$ denotes the root lattice for $G$ we then have

$$W_a = \Lambda_R \rtimes W, \quad \widetilde{W} = X^*(T) \rtimes W$$

and use the notation $t_v \in \widetilde{W}$ to denote the image of $v \in X^*(T)$. The Weyl groups $W$, $\widetilde{W}$, and $W_a$ act naturally on $X^*(T)$ and on $X^*(T) \otimes_\mathbb{Z} A$ for any ring $A$ by extension of scalars.

Let $\langle \ , \ \rangle$ denote the duality pairing on $X^*(T) \times X_*(T)$, which extends to a pairing on

$$(X^*(T) \otimes_\mathbb{Z} A) \times (X_*(T) \otimes_\mathbb{Z} A)$$

for any ring $A$. We say that a weight $\lambda \in X^*(T)$ is dominant if $0 \leq \langle \lambda, \alpha^{\vee} \rangle$ for all $\alpha \in \Delta$. Set $X^0(T)$ to be the subgroup consisting of characters $\lambda \in X^*(T)$ such that $\langle \lambda, \alpha^{\vee} \rangle = 0$ for all $\alpha \in \Delta$, and $X_1(T)$ to be the subset consisting of characters $\lambda \in X^*(T)$ such that $0 \leq \langle \lambda, \alpha^{\vee} \rangle < p$ for all $\alpha \in \Delta$.

We fix an element $\eta \in X^*(T)$ such that $\langle \eta, \alpha^{\vee} \rangle = 1$ for all positive simple roots $\alpha$. We define the $p$-dot action as $t_{\eta} w \cdot \mu = t_{p\lambda} w(\mu + \eta) - \eta$. By letting $w_0$ denote the longest element in $W$ define $\tilde{w}_h \overset{\text{def}}{=} w_0 t_{-\eta}$.

Recall that for $(\alpha, n) \in \Phi^+ \times \mathbb{Z}$, we have the $p$-root hyperplane $H_{\alpha,n} \overset{\text{def}}{=} \{ \lambda : \langle \lambda + \eta, \alpha^{\vee} \rangle = np \}$. A $p$-alcove is a connected component of the complement $X^*(T) \otimes_\mathbb{Z} \mathbb{R} \setminus (\bigcup_{(\alpha, n)} H_{\alpha,n})$. We say that a $p$-alcove $C$ is $p$-restricted (resp. dominant) if $0 < \langle \lambda + \eta, \alpha^{\vee} \rangle < p$ (resp. $0 < \langle \lambda + \eta, \alpha^{\vee} \rangle$) for all simple roots $\alpha \in \Delta$ and $\lambda \in C$. If $C_0 \subset X^*(T) \otimes_\mathbb{Z} \mathbb{R}$ denotes the dominant base alcove (i.e., the alcove defined by the condition $0 < \langle \lambda + \eta, \alpha^{\vee} \rangle < p$ for all positive roots $\alpha \in \Phi^+$, we let

$$\widetilde{W}^+ \overset{\text{def}}{=} \{ \tilde{w} \in \widetilde{W} : \tilde{w} \cdot C_0 \text{ is dominant} \} \quad \text{and} \quad \widetilde{W}_1^+ \overset{\text{def}}{=} \{ \tilde{w} \in \widetilde{W}^+ : \tilde{w} \cdot C_0 \text{ is $p$-restricted} \}.$$

We sometimes refer to $C_0$ as the lower alcove and $C_1 \overset{\text{def}}{=} \tilde{w}_h \cdot C_0$ as the upper alcove.
Let now $O_p$ be a finite étale $\mathbb{Z}_p$-algebra. We have an isomorphism $O_p \cong \prod_{v \in S_p} O_v$ where $S_p$ is a finite set and $O_v$ is the ring of integers of a finite unramified extension $F_v^+$ of $\mathbb{Q}_p$. Let $G_0 \overset{\text{def}}{=} \text{Res}_{O_p/\mathbb{Z}_p} G/\mathcal{O}_p$, with Borel subgroup $B_0 \overset{\text{def}}{=} \text{Res}_{O_p/\mathbb{Z}_p} B/\mathcal{O}_p$, maximal torus $T_0 \overset{\text{def}}{=} \text{Res}_{O_p/\mathbb{Z}_p} T/\mathcal{O}_p$, and $Z_0 \overset{\text{def}}{=} \text{Res}_{O_p/\mathbb{Z}_p} Z/\mathcal{O}_p$. We assume that $O$ contains the image of any ring homomorphism $O_p \rightarrow \mathbb{Z}_p$ and write $J \overset{\text{def}}{=} \text{Hom}_{\mathbb{Z}_p}(O_p, \mathcal{O})$. We can and do fix an identification of $G \overset{\text{def}}{=} (G_0)/\mathcal{O}$ with the split reductive group $G_{f,\mathcal{O}}$. We similarly define $B$, $T$, and $Z$. Corresponding to $(G, B, T)$, we have the set of positive roots $\Phi^+ \subset \Phi$ and the set of positive coroots $\Phi^\vee \subset \Phi^\vee$. The notation $\Delta_R$, $W$, $W_\sigma$, $\widetilde{W}$, $\widetilde{W}^+$, $\widetilde{W}^+_1$ should be clear as should the natural isomorphisms $X^*(T) = X^*(T)^J$ and the like. Given an element $j \in J$, we use a subscript notation to denote $j$-components obtained from the isomorphism $G \cong G_{f,\mathcal{O}}$ (so that, for instance, given an element $\tilde{w} \in \widetilde{W}$ we write $\tilde{w}_j$ to denote its $j$-th component via the induced identification $\widetilde{W} \cong \widetilde{W}^J$). For sake of readability, we abuse notation and still write $w_0$ to denote the longest element in $\widetilde{W}$, and fix a choice of an element $\eta \in X^*(T)$ such that $\langle \eta, \alpha^\vee \rangle = 1$ for all $\alpha \in \Delta$. The meaning of $w_0$, $\eta$ and $\tilde{w}_h \overset{\text{def}}{=} w_0 t^{-\eta}$ should be clear from the context.

The absolute Frobenius automorphism on $O_p/p$ lifts canonically to an automorphism $\varphi$ of $O_p$. We define an automorphism $\pi$ of the identified groups $X^*(T)$ and $X^*(T)^\vee$ by the formula $\pi(\lambda)_{\sigma} = \lambda_{\sigma \circ \varphi^{-1}}$ for all $\lambda \in X^*(T)$ and $\sigma : O_p \rightarrow \mathcal{O}$. We assume that, in this case, the element $\eta \in X^*(T)$ we fixed is $\pi$-invariant. We similarly define an automorphism $\pi$ of $W$ and $\widetilde{W}$.

Let $F_p^+$ be $O_p[1/p]$ so that $F_p^+$ is isomorphic to the (finite) product $\prod_{v \in S_p} F_v^+$ where $F_v^+ \overset{\text{def}}{=} O_v[1/p]$ for each $v \in S_p$. Let

$$G^\vee_{/\mathbb{Z}} \overset{\text{def}}{=} \prod_{F_p^+ \rightarrow E} G^\vee_{/\mathbb{Z}}$$

be the dual of $G$ so that the Langlands dual group of $G_0$ is $L^G_{/\mathbb{Z}} \overset{\text{def}}{=} G^\vee \times \text{Gal}(E/\mathbb{Q}_p)$, where $\text{Gal}(E/\mathbb{Q}_p)$ acts on the set of homomorphisms $F_p^+ \rightarrow E$ by postcomposition.

We now specialize to the case where $S_p = \{v\}$ is a singleton. Hence $F_p^+ = K$ is an unramified extension of degree $f$ with ring of integers $O_K$ and residue field $k$. Let $W(k)$ be ring of Witt vectors of $k$, which is also the ring of integers of $K$.

We denote the arithmetic Frobenius automorphism on $W(k)$ by $\varphi$; it acts as raising to $p$-th power on the residue field.

Recall that we fixed a separable closure $\overline{K}$ of $K$. We choose $\pi \in \overline{K}$ such that $\pi p^{f-1} = -p$ and let $\omega_K : G_K \rightarrow O_K^\times$ be the character defined by $g(\pi) = \omega_K(g)\pi$, which is independent of the choice of $\pi$. We fix an embedding $\sigma_0 : K \hookrightarrow E$ and define $\sigma_j = \sigma_0 \circ \varphi^{-j}$, which identifies $J = \text{Hom}(k, \overline{F}) = \text{Hom}_{\mathbb{Q}_p}(K, E)$ with $\mathbb{Z}/f\mathbb{Z}$. We write $\omega_f : G_K \rightarrow O_K^\times$ for the character $\sigma_0 \circ \omega_K$.

Let $\varepsilon$ denote the $p$-adic cyclotomic character. If $W$ is a de Rham representation of $G_K$ over $E$, then for each $\kappa \in \text{Hom}_{\mathbb{Q}_p}(K, E)$, we write $\text{HT}_\kappa(W)$ for the multiset of Hodge–Tate weights labeled by embedding $\kappa$ normalized so that the $p$-adic cyclotomic character $\varepsilon$ has Hodge–Tate weight $\{1\}$ for every $\kappa$. For $\mu = (\mu_j)_{j \in J} \in X^*(T)$, we say that a 3-dimensional representation $W$ has Hodge–Tate weights $\mu$ if

$$\text{HT}_{\sigma_j}(W) = \{\mu_{1,j}, \mu_{2,j}, \mu_{3,j}\}.$$
Our convention is the opposite of that of [Emerton and Gee 2023; Caraiani et al. 2016], but agrees with that of [Gee et al. 2018].

We say that a 3-dimensional potentially semistable representation $\rho : G_K \to \text{GL}_n(E)$ has type $(\mu, \tau)$ if $\rho$ has Hodge–Tate weights $\mu$ and the restriction to $I_K$ of the Weil–Deligne representation attached to $\rho$ (via the covariant functor $\rho \mapsto \text{WD}(\rho)$) is isomorphic to the inertial type $\tau$. Note that this differs from the conventions of [Gee et al. 2018] via a shift by $\eta$.

Let $\Gamma$ be a group. If $V$ is a finite length $\Gamma$-representation, we let $\text{JH}(V)$ be the (finite) set of Jordan–Hölder factors of $V$. If $V^\circ$ is a finite $\mathcal{O}$-module with a $\Gamma$-action, we write $\overline{V}^\circ$ for the $\Gamma$-representation $V^\circ \otimes_{\mathcal{O}} \mathbb{F}$ over $\mathbb{F}$.

If $X$ is an ind-scheme defined over $\mathcal{O}$, we write $X_E \overset{\text{def}}{=} X \times_{\text{Spec} \mathcal{O}} \text{Spec} E$ and $X_F \overset{\text{def}}{=} X \times_{\text{Spec} \mathcal{O}} \text{Spec} \mathbb{F}$ to denote its generic and special fiber, respectively. If $M$ is any $\mathcal{O}$-module we write $\overline{M}$ to denote $M \otimes_{\mathcal{O}} \mathbb{F}$.

If $P$ is a statement, the symbol $\delta_P \in \{0, 1\}$ takes value 1 if $P$ is true, and 0 if $P$ is false.

1.4.A. Tables. In Tables 1–3 we write $\alpha$, $\beta$ and $\gamma$ for the elements of $\widetilde{W}$ corresponding to (12), (23) and $w_{0l(1,0,\ldots,1)}$, respectively. Moreover, the image of $1 \overset{\text{def}}{=} (1, 1, 1) \in X^* (T)$ in $\widetilde{W}$ is denoted as $t_1$. We identify the elements above with matrices in $\text{GL}_3(\mathbb{Z}((v)))$ via the embedding $\widetilde{W} \hookrightarrow \text{GL}_3(\mathbb{Z}((v)))$ defined by

$$\alpha \mapsto \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad \beta \mapsto \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix}, \quad \gamma \mapsto \begin{pmatrix} 0 & 0 & v^{-1} \\ 0 & 1 & 0 \\ v & 0 & 0 \end{pmatrix} \quad \text{and} \quad t_1 \mapsto \begin{pmatrix} v & 0 & 0 \\ 0 & v & 0 \\ 0 & 0 & v \end{pmatrix}.$$

2. Background

2.1. Affine Weyl group, tame inertial types and Deligne–Lusztig representations. Throughout this section, we assume that $S_p = \{ v \}$. Thus $\mathcal{O}_p = \mathcal{O}_K$ is the ring of integers of a finite unramified extension $K$ of $\mathbb{Q}_p$ and $G_0 = \text{Res}_{K/\mathbb{Q}_p} G_{/K}$. We drop subscripts $v$ from notation and we identify $\mathcal{J} = \text{Hom}_{\mathcal{O}_p}(K, E)$ with $\mathbb{Z} / f \mathbb{Z}$ via $\sigma_j \overset{\text{def}}{=} \sigma_0 \circ \varphi^{-j} \mapsto j$.

2.1.A. Admissibility. We follow [Le et al. 2023b, §2.1–§2.4], specializing to the case of $n = 3$. We denote by $\leq$ the Bruhat order on $\widetilde{W} \cong X^* (T) \rtimes \overline{W}$ associated to the choice of the dominant base alcove $C_0$ and set

$$\text{Adm}(\eta) = \{ \overline{w} \in \widetilde{W} | \overline{w} \leq t_{s(\eta)} \text{ for some } s \in \overline{W} \}.$$

We will also consider the partially ordered group $\widetilde{W}^{\vee}$ which is identified with $\widetilde{W}$ as a group, but whose Bruhat order is defined by the antidominant base alcove (and still denoted as $\leq$). Then $\text{Adm}^{\vee}(\eta)$ is defined as above, using now the antidual order. We have an order reversing bijection $\overline{w} \mapsto \overline{w}^*$ between $\widetilde{W}$ and $\widetilde{W}^{\vee}$ defined as $(\overline{w}^*)_j \overset{\text{def}}{=} w_j^{-1} t_{v_j}$ if $\overline{w}_j = t_{v_j} w_j$.

2.1.B. Tame inertial types and Deligne–Lusztig representations. An inertial type (for $K$) is the $\text{GL}_3(E)$-conjugacy class of a homomorphism $\tau : I_K \to \text{GL}_3(E)$ with open kernel and which extends to the Weil group of $G_K$. An inertial type is tame if it factors through the tame quotient of $I_K$. We will sometimes identify a tame inertial type with a fixed choice of a representative in its class.
Given \( s = (s_0, \ldots, s_{f-1}) \in \mathbb{W} \) and \( \mu \in X^* (T) \cap \mathcal{C}_0 \), we have an associated integer \( r \in \{1, 2, 3\} \) (which is the order of the element \( s_0 s_1 \cdots s_{f-1} \in \mathbb{W} \)), integers \( a^{(j')} \in \mathbb{Z}^3 \) for \( 0 \leq j' \leq fr - 1 \) and a tame inertial type \( \tau (s, \mu + \eta) \) defined as \( \tau (s, \mu + \eta) \overset{\text{def}}{=} \sum_{i=1}^{3} (\omega fr)^{a_i^{(j')}} \) (see [Le et al. 2023b, Example 2.4.1, equations (5.2), (5.1)] for the details of this construction). We say that \( (s, \mu) \) is the lowest alcove presentation for the tame inertial type \( \tau (s, \mu + \eta) \) and that \( \tau (s, \mu + \eta) \) is \( N \)-generic if \( \mu \) is \( N \)-deep in alcove \( \mathcal{C}_0 \). We say that a tame inertial type \( \tau \) has a lowest alcove presentation if there exists a pair \( (s, \mu) \) as above such that \( \tau \overset{\text{def}}{=} \tau (s, \mu + \eta) \) (in which case we will say that \( (s, \mu) \) is a lowest alcove presentation for \( \tau \), and that \( \tau \) is \( N \)-generic if \( \tau \) has a lowest alcove presentation \( (s, \mu) \) such that \( \mu \) is \( N \)-deep in alcove \( \mathcal{C}_0 \). We remark that different choices of pairs \( (s, \mu) \) as above can give rise to isomorphic tame inertial types (see [Le et al. 2019, Proposition 2.2.15]). If \( \tau \) is a tame inertial type of the form \( \tau = \tau (s, \mu + \eta) \), we write \( \tilde{w} (\tau) \) for the element \( t_{\mu + \eta} s \in \tilde{\mathcal{W}} \). (In particular, when writing \( \tilde{w} (\tau) \) we use an implicit lowest alcove presentation for \( \tau \).

Repeating the above with \( E \) replaced by \( \mathbb{F} \), we obtain the notion of inertial \( \mathbb{F} \)-types and lowest alcove presentations for tame inertial \( \mathbb{F} \)-types. We use the notation \( \bar{\tau} \) to denote a tame inertial \( \mathbb{F} \)-type \( \bar{\tau} : I_K \rightarrow GL_3 (\mathbb{F}) \). We say that a tame inertial \( \mathbb{F} \)-type is \( N \)-generic if it admits a lowest alcove presentation \( (s, \mu) \) such that \( \mu \) is \( N \)-deep in \( \mathcal{C}_0 \).

If \( \mu \) is \( 1 \)-deep in \( \mathcal{C}_0 \), then for each \( 0 \leq j' \leq fr - 1 \) there is a unique element \( s'_{or, j'} \in \mathbb{W} \) such that \((s'_{or, j'})^{-1} (a^{(j')})\) is dominant. (In the terminology of [Le et al. 2018a], see Definition 2.6 of [loc. cit.], the \( fr \)-tuple \((s'_{or, j'})_{0 \leq j' \leq fr - 1}\) is the orientation of \((a^{(j')})_{0 \leq j' \leq fr - 1}\).

To a pair \( (s, \mu) \in \mathcal{W} \times X^* (T) \), we can also associate a virtual \( G_0 (\mathbb{F}_p) \)-representation over \( E \) which we denote \( R_s (\mu) \) (cf. [Gee et al. 2018, Definition 9.2.2], where \( R_s (\mu) \) is denoted as \( R(s, \mu) \)). In particular, \( R_1 (\mu) \) is a principal series representation. If \( \mu - \eta \) is \( 1 \)-deep in \( \mathcal{C}_0 \) then \( R_s (\mu) \) is an irreducible representation. In analogy with the terminology for tame inertial type, if \( \mu - \eta \) is \( N \)-deep in alcove \( \mathcal{C}_0 \) for \( N \geq 0 \), we call \( (s, \mu - \eta) \) an \( N \)-generic lowest alcove presentation for \( R_s (\mu) \), and say that \( R_s (\mu) \) is \( N \)-generic.

2.1.C. Inertial local Langlands correspondence. Given a tame inertial type \( \tau : I_K \rightarrow GL_3 (E) \), [Caraiani et al. 2016, Theorem 3.7] gives an irreducible smooth \( E \)-valued representation \( \sigma (\tau) \) of \( G_0 (\mathbb{F}_p) = GL_3 (k) \) over \( E \) satisfying results towards the inertial local Langlands correspondence (see [loc. cit.] for the properties satisfied by \( \sigma (\tau) \)). (By inflation, we will consider \( \sigma (\tau) \) as a smooth representation of \( G_0 (\mathbb{Z}_p) \) without further comment.) This representation need not be uniquely determined by \( \tau \) and in what follows \( \sigma (\tau) \) will denote either a particular choice that we have made or any choice that satisfies the properties of [Caraiani et al. 2016, Theorem 3.7] (see also [Le et al. 2023b, Theorem 2.5.3] and the discussion following it).

When \( \tau = \tau (s, \mu + \eta) \) is a tame inertial type such that \( \mu \in \mathcal{C}_0 \) is \( 1 \)-deep, the representation \( \sigma (\tau) \) can be taken to be \( R_s (\mu + \eta) \) thanks to [Le et al. 2019, Corollary 2.3.5].

2.1.D. Serre weights. We finally recall the notion of Serre weights for \( G_0 (\mathbb{F}_p) \), and the notion of lowest alcove presentations for them, following [Le et al. 2023b, §2.2]. A Serre weight for \( G_0 (\mathbb{F}_p) \) is the isomorphism class of an (absolutely) irreducible representation of \( G_0 (\mathbb{F}_p) \) over \( \mathbb{F} \). (We will sometimes refer to a representative for the isomorphism class as a Serre weight.)

Given \( \lambda \in X_1 (T) \), we write \( F (\lambda) \) for the Serre weight with highest weight \( \lambda \); the assignment \( \lambda \mapsto F (\lambda) \) induces a bijection between \( X_1 (T) / (p - \pi) X_0 (T) \) and the set of Serre weights (see [Gee et al. 2018, ...]}
Lemma 9.2.4). We say that $F(\lambda)$ is $N$-deep if $\lambda$ is (this does not depend on the choice of $\lambda$).

Recall from [Le et al. 2023b, §2.2] the equivalence relation on $\tilde{W} \times X^*(T)$ defined by

$$(\tilde{w}, \omega) \sim (t_v \tilde{w}, \omega - v)$$

for all $v \in X^0(T)$. For (an equivalence class of) a pair $(\tilde{w}_1, \omega - \eta) \in \tilde{W}_1^+ \times (X^*(T) \cap C_0) / \sim$ the Serre weight $F_{(\tilde{w}_1, \omega)} \overset{\text{def}}{=} F(\pi^{-1}(\tilde{w}_1) \cdot (\omega - \eta))$ is well defined, i.e., is independent of the representative of the equivalence class of $(\tilde{w}_1, \omega)$. The equivalence class of $(\tilde{w}_1, \omega)$ is called a lowest alcove presentation for the Serre weight $F_{(\tilde{w}_1, \omega)}$. The Serre weight $F_{(\tilde{w}_1, \omega)}$ is $N$-deep if and only if $\omega - \eta$ is $N$-deep in alcove $C_0$. As above, we sometimes implicitly choose a representative for a lowest alcove presentation to make an a priori sense of an expression, though it is a posteriori independent of this choice.

2.1.E. Compatibility for lowest alcove presentations. Recall that we have a canonical isomorphism $\tilde{W}/W_a \cong X^*(Z)$ where $W_a \cong \Lambda_R \rtimes W$ is the affine Weyl group of $G$. Given an algebraic character $\zeta \in X^*(Z)$, we say that an element $\tilde{w} \in \tilde{W}$ is $\zeta$-compatible if it corresponds to $\zeta$ via the isomorphism $\tilde{W}/W_a \cong X^*(Z)$. In particular, a lowest alcove presentation $(s, \mu)$ for a tame inertial type (resp. a lowest alcove presentation $(s, \mu - \eta)$ for a Deligne–Lusztig representation) is $\zeta$-compatible if the element $t_{\mu+\eta}s \in \tilde{W}$ (resp. $t_\mu s \in \tilde{W}$) is $\zeta$-compatible. Similarly, a lowest alcove presentation $(\tilde{w}_1, \omega)$ for Serre weight is $\zeta$-compatible if the element $t_{\omega-\eta} \tilde{w}_1 \in \tilde{W}$ is $\zeta$-compatible.

2.1.F. A comparison to [Le et al. 2020]. In [Le et al. 2020], the parametrization of Serre weights is slightly different from the one in [Le et al. 2023b]. Here, we give a dictionary between the two.

Define a map 

$$\tilde{W} \times X^*(T) \to \tilde{W}/W_a \cong X^*(Z), \quad (\tilde{w}, \omega) \mapsto t_{\omega-\eta} \tilde{w} W_a$$

and write $(\tilde{W} \times X^*(T))^{\xi}$ for the preimage of $\xi \in X^*(Z)$ (presentations compatible with $\xi$). The map (2-1) is constant on equivalence classes, and we write $(\tilde{W} \times X^*(T))^{\xi} / \sim$ for the set of equivalence classes in the preimage of $\xi$. The equivalence relation restricts to one on $\tilde{W}_1 \times X^*(T)$ or $\tilde{W}_1 \times (X^*(T) \cap C_0 + \eta)$, and we use similar notation, e.g., $(\tilde{W}_1 \times (X^*(T) \cap C_0 + \eta))^{\xi} / \sim$, for these subsets.

We let $\Delta_W$ and $\tilde{W}^{\text{der}}$ be $X^*(T)/X^{0}(T)$ and $\tilde{W}/X^{0}(T)$, respectively. Recall from [Le et al. 2020, §2.1] the set 

$$\mathcal{P}^{\text{der}} = \{ (\omega, \tilde{w}) \in \Delta_W \times \tilde{W}^{\text{der}}_1 \mid t_\omega \pi(\tilde{w}) \in W_a \}.$$ 

Letting $A$ be the set of $p$-restricted alcoves in $X^*(T) \otimes_{\mathbb{Z}} \mathbb{R}$, the map 

$$\beta : \mathcal{P}^{\text{der}} \to \Delta_W \times A, \quad (\omega, \tilde{w}) \mapsto (\omega, \pi(\tilde{w}) \cdot C_0)$$

is a bijection by [Le et al. 2020, Lemma 2.1.1].

For $\lambda \in X^*(T)$, the map 

$$(\tilde{W}_1 \times X^*(T))^{\lambda-\eta|_{\mathbb{Z}}} / \sim \overset{\lambda }{\to} \mathcal{P}^{\text{der}}, \quad (\tilde{w}, \omega) \mapsto (\omega - \lambda, \pi^{-1}(\tilde{w}))$$

is a bijection. (Here $\omega - \lambda$ also denotes its image in $\Delta_W$.)
Then $\beta \circ \iota_\lambda : (\tilde{W}_1 \times X^*(T))^{\lambda-\eta|\mathbb{Z}} \to \Delta_W \times \mathcal{A}$ is a bijection which induces a bijection
\[
(\tilde{W}_1 \times X^*(T) \cap C_0 + \eta)^{\lambda-\eta|\mathbb{Z}} \to \Delta_W^\lambda \times \mathcal{A}, \quad (\tilde{w}, \omega) \mapsto (\omega - \lambda, \tilde{w} \cdot C_0)
\] (2-2)
when $\lambda - \eta \in C_0$ and $\Delta_W^\lambda$ is defined to be the set of $\omega' \in \Delta_W$ satisfying $\omega' + \lambda - \eta \in C_0$, see [Le et al. 2020, §2.1]. By the definition of $\Sigma_{\tau_\lambda}$ in [Le et al. 2020, §2.1], for $(\tilde{w}, \omega) \in (\tilde{W}_1 \times X^*(T) \cap C_0 + \eta)^{\lambda-\eta|\mathbb{Z}}$, we have
\[
F_{(\tilde{w}, \omega)} = F(\Sigma_{\tau_\lambda}(\omega - \lambda, \tilde{w} \cdot C_0)).
\] (2-3)

2.1.G. Reduction of Deligne–Lusztig representations. For $i \in \{1, 2\}$, let $\varepsilon_i$ denote the image of $\varepsilon_i'$ via the surjection $X^*(T) \twoheadrightarrow \Delta_W$.

**Proposition 2.1.1.** Let $\lambda - \eta$ and $\mu - \eta$ be 0-deep and 1-deep in $C_0$, respectively, such that $\mu + \eta - \lambda \in \Delta_R$. If $\sigma \in \text{JH}(\overline{R_s}(\mu))$ is a 0-deep Serre weight, then $\sigma$ is contained in $F(\Sigma_{\tau_\lambda}(t_{\mu-\lambda}s(\Sigma)))$, where $\Sigma = (\Sigma_0)^f \subseteq \Delta_W^{\lambda+\eta} \times \mathcal{A}$ and
\[
\Sigma_0 \overset{\text{def}}{=} \{(\varepsilon_1 + \varepsilon_2, 0), (\varepsilon_1 - \varepsilon_2, 0), (\varepsilon_2 - \varepsilon_1, 0), (0, 1), (\varepsilon_1, 1), (\varepsilon_2, 1), (0, 0), (\varepsilon_1, 0), (\varepsilon_2, 0)\}.
\]
If $\mu - \eta$ is furthermore 2-deep, then $\text{JH}(\overline{R_s}(\mu))$ is $F(\Sigma_{\tau_\lambda}(t_{\mu-\lambda}s(\Sigma)))$.

**Proof.** [Herzig 2009, Appendix, Theorem 3.4] gives the identity
\[
\overline{R_s}(\mu) = \sum_{\tilde{w} \in \tilde{W}_1^+ / X^0(T)} W(\tilde{w} \cdot (t_{\mu}s(\tilde{w}_h \tilde{w})^{-1}(0) - \eta))
\]
at the level of characters (in our situation, $\gamma^\text{Fr}_w^{-1}$ is 1 if $w_1 = w_2$ and is 0 otherwise). That $\mu - \eta$ is 1-deep in $C_0$ implies that $\tilde{w} \cdot (t_{\mu}s(\tilde{w}_h \tilde{w})^{-1}(0) - \eta)$ is -1-deep in a $p$-restricted alcove. This implies that for each $\tilde{w} \in \tilde{W}_1^+$, $\tilde{w} \cdot (t_{\mu}s(\tilde{w}_h \tilde{w})^{-1}(0) - \eta)$ is dominant so that $\tilde{w} \cdot (t_{\mu}s(\tilde{w}_h \tilde{w})^{-1}(0) - \eta)$ is dominant or $W(\tilde{w} \cdot (t_{\mu}s(\tilde{w}_h \tilde{w})^{-1}(0) - \eta))$ is zero. If $\sigma \in \text{JH}(\overline{R_s}(\mu))$, then $\sigma \in \text{JH}(W(\tilde{w} \cdot (t_{\mu}s(\tilde{w}_h \tilde{w})^{-1}(0) - \eta)))$ for some $\tilde{w} \in \tilde{W}_1^+$. Herzig [2006, Proposition 4.9] gives a decomposition of such $p$-restricted Weyl modules. The proof of [Le et al. 2020, Proposition 2.3.4] shows that $\sigma \in F(\Sigma_{\tau_\lambda}(t_{\mu-\lambda}s(\Sigma)))$. If $\mu - \eta$ is 2-deep, then $\tilde{w} \cdot (t_{\mu}s(\tilde{w}_h \tilde{w})^{-1}(0) - \eta)$ is 0-deep in a $p$-restricted alcove and hence dominant. The description of $\text{JH}(\overline{R_s}(\mu))$ again follows from the proof of [Le et al. 2020, Proposition 2.3.4].

If $\mu - \eta$ is 1-deep in $C_0$, we let the subset $\text{JH}_{\text{out}}(\overline{R_s}(\mu)) \subset \text{JH}(\overline{R_s}(\mu))$ be the Serre weights of the form $F(\tilde{w} \cdot (t_{\mu}s(\tilde{w}_h \tilde{w})^{-1}(0) - \eta))$ for some $\tilde{w} \in \tilde{W}_1^+$. We call the elements of $\text{JH}_{\text{out}}(\overline{R_s}(\mu))$ the outer weights (of $\text{JH}(\overline{R_s}(\mu))$). In the notation of Proposition 2.1.1, $\text{JH}_{\text{out}}(\overline{R_s}(\mu))$ is the subset $F(\Sigma_{\tau_\lambda}(t_{\mu-\lambda}s(\Sigma_{\text{out}})))$, where $\Sigma_{\text{out}} = (\Sigma_{\text{out}, 0})^f \subseteq \Delta_W^{\lambda+\eta} \times \mathcal{A}$ and
\[
\Sigma_{\text{out}, 0} \overset{\text{def}}{=} \{(\varepsilon_1 + \varepsilon_2, 0), (\varepsilon_1 - \varepsilon_2, 0), (\varepsilon_2 - \varepsilon_1, 0)(0, 1), (\varepsilon_1, 1), (\varepsilon_2, 1)\}.
\]
If $\lambda - \eta$ and $\mu - \eta$ are 0-deep and 2-deep in $C_0$ respectively, and $\mu + \eta - \lambda \in \Delta_R$, we define $W^3(\overline{\tau}(s, \mu + \eta))$ to be the set of Serre weights $F(\Sigma_{\tau_\lambda}(t_{\mu+\eta-\lambda}s(r(\Sigma))))$, where $r(\Sigma)$ is defined by swapping the digits of $a \in \mathcal{A}$ in the elements $(\varepsilon, a) \in \Sigma$. 

2.1.H. The covering order.

Definition 2.1.2. We say that a 3-deep Serre weight $\sigma_0$ covers $\sigma$ if

$$\sigma \in \bigcap_{R \text{ 1-generic}} \text{JH}(\bar{R})$$

(where $R$ runs over 1-generic Deligne–Lusztig representations).

Lemma 2.1.3. A Serre weight $\sigma_1$ covers $\sigma_2$ if and only if $\sigma_2 \uparrow \sigma_1$.

Proof. This follows from [Le et al. 2023b, Proposition 2.3.12(4)] where the slightly weaker genericity hypotheses come from Section 2.1.G.

2.1.I. L-parameters. We now assume that $S_p$ has arbitrary finite cardinality. An $L$-parameter (over $E$) is a $G^\vee(E)$-conjugacy class of a continuous homomorphism $\rho : G_{Q_p} \to I^L_G(E)$ which is compatible with the projection to Gal($E/Q_p$) (such homomorphism is called $L$-homomorphism). An inertial $L$-parameter is a $G^\vee(E)$-conjugacy class of a homomorphism $\tau : I_{Q_p} \to G^\vee(E)$ with open kernel, and which admits an extension to an $L$-homomorphism. An inertial $L$-parameter is tame if some (equivalently, any) representative in its equivalence class factors through the tame quotient of $I_{Q_p}$.

Fixing isomorphisms $\widetilde{F_v^+} \cong \widetilde{Q_p}$ for all $v \in S_p$, we have a bijection between $L$-parameters (resp. tame inertial $L$-parameters) and collections of the form $(\rho_v)_{v \in S_p}$ (resp. of the form $(\tau_v)_{v \in S_p}$) where for all $v \in S_p$ the element $\rho_v : G_{F_v^+} \to GL_3(E)$ is a continuous Galois representation (resp. the element $\tau_v : I_{F_v^+} \to GL_3(E)$ is a tame inertial type for $F_v^+$).

We have similar notions when $E$ is replaced by $\mathbb{F}$. Again we will often abuse terminology, and identify an $L$-parameter (resp. a tame inertial $L$-parameter) with a fixed choice of a representative in its class. This shall cause no confusion, and nothing in what follows will depend on this choice.

The definitions and results of Sections 2.1.B–2.1.H generalize in the evident way for tame inertial $L$-parameters and $L$-homomorphism. (In the case of the inertial local Langlands correspondence of Section 2.1.C, given a tame inertial $L$-parameter $\tau$ corresponding to the collection of tame inertial types $(\tau_v)_{v \in S_p}$, we let $\sigma(\tau)$ be the irreducible smooth $E$-valued representation of $G_0(Z_p)$ given by $\otimes_{v \in S_p} \sigma(\tau_v)$.)

2.2. Breuil–Kisin modules. We recall some background on Breuil–Kisin modules with tame descent data. We refer the reader to [Le et al. 2020, §3.1–3.2; 2023b, §5.1] for further detail, with the caveat that we are following the conventions of the latter on the labeling of embeddings for tame inertial types and Breuil–Kisin modules (see [loc. cit., Remark 5.1.2]).

Let $\tau = \tau(s, \mu + \eta)$ be a tame inertial type with lowest alcove presentation $(s, \mu)$ which we fix throughout this section (recall that $\mu$ is 1-deep in $C_0$). Recall that $r \in \{1, 2, 3\}$ is the order of $s_0 s_1 s_2 \cdots s_{r-1} \in W$. We write $K'/K$ for the unramified extension of degree $r$ contained in $\overline{K}$ and set $f' \defeq f r$, $e' \defeq p f' - 1$. We identify $\text{Hom}_{Q_p}(K', E)$ with $\mathbb{Z}/f' \mathbb{Z}$ via $\sigma_j' \defeq \sigma_0' \circ \varphi^{-j'} \leftrightarrow j'$, where $\sigma_0' : K' \hookrightarrow E$ is a fixed choice
for an embedding extending $\sigma_0 : K \hookrightarrow E$. In this way, restriction of embeddings corresponds to reduction modulo $f$ in the above identifications.

Let $\pi' \in \overline{K}$ be an $e'$-th root of $-p$, let $L' \overset{\text{def}}{=} K'(\pi')$ and $\Delta' \overset{\text{def}}{=} \text{Gal}(L'/K') \subset \Delta \overset{\text{def}}{=} \text{Gal}(L'/K)$. We define the $O_{K'}$-valued character $\omega_{K'}(g) \overset{\text{def}}{=} g(\pi')/\pi'$ for $g \in \Delta'$ (this does not depend on the choice of $\pi'$). Given an $O$-algebra $R$, we set $\widehat{S}_{L',R} \overset{\text{def}}{=} (W(k') \otimes_{\Z_p} R)[[u']]$. The latter is endowed with an endomorphism $\varphi : \widehat{S}_{L',R} \rightarrow \widehat{S}_{L',R}$ acting as Frobenius on $W(k')$, trivially on $R$, and sending $u'$ to $(u')^p$. It is endowed moreover with an action of $\Delta$ as follows: for any $g$ in $\Delta'$, $g(u') = (g(\pi')/\pi')u' = \omega_{K'}(g)u'$ and $g$ acts trivially on the coefficients; if $\sigma_f \in \text{Gal}(L'/K)$ is the lift of $p^f$-Frobenius on $W(k')$ which fixes $\pi'$, then $\sigma_f$ is a generator for $\text{Gal}(K'/K)$, acting in natural way on $W(k')$ and trivially on both $u'$ and $R$. Set $v = (u')^{e'}$,

\[ \widehat{S}_R \overset{\text{def}}{=} (\widehat{S}_{L',R})^{\Delta = 1} = (W(k) \otimes_{\Z_p} R)[[v]] \]

and $E(v) \overset{\text{def}}{=} v + p = (u')^{e'} + p$.

Let $Y^{[0,2]}(R)$ be the groupoid of Breuil–Kisin modules of rank 3 over $\widehat{S}_{L',R}$, height in $[0, 2]$ and descent data of type $\tau$ (see [Caraiani and Levin 2018, §3; Le et al. 2020, Definition 3.1.3; 2023b, Definition 5.1.3]):

**Definition 2.2.1.** An object of $Y^{[0,2],\tau}(R)$ is the datum of

1. a finitely generated projective $\widehat{S}_{L',R}$-module $\mathcal{M}$ which is locally free of rank 3;
2. an injective $\widehat{S}_{L',R}$-linear map $\phi_{\mathcal{M}} : \varphi^* (\mathcal{M}) \rightarrow \mathcal{M}$ whose cokernel is annihilated by $E(v)^2$; and
3. a semilinear action of $\Delta$ on $\mathcal{M}$ which commutes with $\phi_{\mathcal{M}}$, and such that, for each $j' \in \text{Hom}_{Q_p}(K', E)$,

\[ (\mathcal{M} \otimes_{W(k'), \sigma_f, R} \mod u' \equiv \tau^\vee \otimes_O R) \]

as $\Delta'$-representations.

Note that $\mathcal{M}^{(j')} \overset{\text{def}}{=} \mathcal{M} \otimes_{W(k'), \sigma_f, R} R$ is an $R[[u']]$-submodule of $\mathcal{M}$ in a standard way, endowed with a semilinear action of $\Delta'$ and the Frobenius $\phi_{\mathcal{M}}$ induces $\Delta'$-equivariant morphisms $\phi_{\mathcal{M}}^{(j')} : \varphi^*(\mathcal{M}^{(j'-1)}) \rightarrow \mathcal{M}^{(j')}$.

In particular, by letting $\tau'$ denote the tame inertial type for $K'$ obtained from $\tau$ via the identification $I_{K'} = I_K$ induced by the inclusion $K' \subset \overline{K}$, the semilinear action of $\Delta$ induces an isomorphism $\iota_{\mathcal{M}} : (\sigma_f)^*(\mathcal{M}) \cong \mathcal{M}$ (see [Le et al. 2018a, §6.1]) as elements of $Y^{[0,2],\tau}(R)$.

Let $\mathcal{M} \in Y^{[0,2],\tau}(R)$. Recall that an eigenbasis of $\mathcal{M}$ is a collection of bases $\beta^{(j')} = (f_1^{(j')}, f_2^{(j')}, f_3^{(j')})$ for each $\mathcal{M}^{(j')}$ such that $\Delta'$ acts on $f_i^{(j')}$ via the character $\omega_{f_i}^{(j')(0)}$ (see Section 2.1.B for the definition of $a^{(j')(0)} \in \Z^3$) and such that $\iota_{\mathcal{M}}((\sigma_f)^*(\beta^{(j')})) = \beta^{(j'+f)}$ for all $j' \in \text{Hom}_{Q_p}(K', E)$. Given an eigenbasis $\beta$ for $\mathcal{M}$, we let $C_{\mathcal{M}}^{(j')}_{\beta}$ be the matrix of $\phi_{\mathcal{M}}^{(j')} : \varphi^*(\mathcal{M}^{(j'-1)}) \rightarrow \mathcal{M}^{(j')}$ with respect to the bases $\varphi^*(\beta^{(j'-1)})$ and $\beta^{(j')}$ and set

\[ A_{\mathcal{M}}^{(j')}_{\beta} \overset{\text{def}}{=} \text{Ad}((s_{\text{or},j'})^{-1}(u')^{-a^{(j')}})(C_{\mathcal{M}}^{(j')}_{\beta}) \]

for $j' \in \text{Hom}_{Q_p}(K', E)$. It is an element of $\text{GL}_3(R((v + p)))$ with coefficients in $R[[v + p]]$, is upper triangular modulo $v$ and only depends on the restriction of $j'$ to $K$ (see [Le et al. 2023b, §5.1]).

Let $I(\overline{F})$ denote the Iwahori subgroup of $\text{GL}_3(\overline{F}((v)))$ relative to the Borel of upper triangular matrices. We define the shape of a mod $p$ Breuil–Kisin module $\mathcal{M} \in Y^{[0,2],\tau}(\overline{F})$ to be the element $\tilde{\mathcal{M}} = (\tilde{\mathcal{M}}^{(j)}) \in \tilde{W}^N$.
such that for any eigenbasis $\beta$ and any $j \in \mathcal{J}$, the matrix $A_{2n, \beta}^{(j)}$ lies in $\mathcal{I}(\mathbb{F})\bar{z}_j \mathcal{I}(\mathbb{F})$. This notion doesn’t depend on the choice of eigenbasis, see [Le et al. 2023b, Proposition 5.1.8] (but it does depend on the lowest alcove presentation of $\tau$; see [ibid., Remark 5.1.5]).

3. Local models in mixed characteristic and the Emerton–Gee stack

We assume throughout this section that $S_p = \{v\}$ so $\mathcal{O}_p = \mathcal{O}_K$ is the ring of integer of a finite unramified extension $K$ of $\mathbb{Q}_p$. We identify $\mathcal{J} = \text{Hom}_{\mathbb{Q}_p}(K, E)$ with $\mathbb{Z} / f \mathbb{Z}$ via $\sigma_j \overset{\text{def}}{=} \sigma_0 \circ \varphi^{-j} \mapsto j$.

3.1. Local models in mixed characteristic. We now define the mixed characteristic local models which are relevant to our paper. We follow closely [Le et al. 2023b, §4] and the notation therein.

For any Noetherian $\mathcal{O}$-algebra $R$, define
\[
L\mathcal{G}_\mathcal{O}(R) \overset{\text{def}}{=} \{A \in \text{GL}_3(R[[v + p]]), \ A \text{ is upper triangular modulo } v\};
\]
\[
L^+\mathcal{G}_\mathcal{O}(R) \overset{\text{def}}{=} \{A \in \text{GL}_3(R[[v + p]]), \ A \text{ is upper triangular modulo } v\};
\]
\[
L^{[0,2]}\mathcal{G}_\mathcal{O}(R) \overset{\text{def}}{=} \left\{A \in L\mathcal{G}_\mathcal{O}(R), \ A, (v + p)^2A^{-1} \text{ are elements of } \text{Mat}_3(R[[v + p]]) \right\}.
\]

The fpqc quotients $L^+\mathcal{G}_\mathcal{O} \backslash L^{[0,2]}\mathcal{G}_\mathcal{O} \hookrightarrow L^+\mathcal{G}_\mathcal{O} \backslash LG_\mathcal{O}$ induced from inclusions $L^+\mathcal{G}_\mathcal{O}(R) \subseteq L^{[0,2]}\mathcal{G}_\mathcal{O}(R) \subseteq LG_\mathcal{O}(R)$ are representable by a projective scheme $\text{Gr}_{L\mathcal{G}_\mathcal{O}}^{[0,2]}$ and an ind-projective ind-scheme $\text{Gr}_{L^+\mathcal{G}_\mathcal{O}}^{[0,2]}$, respectively.

For any $\bar{z} = (\bar{z}_j)_{j \in \mathcal{J}} \in \tilde{W}^\vee$ and any Noetherian $\mathcal{O}$-algebra $R$, define
\[
\bar{U}(\bar{z})(R) = (\bar{U}(\bar{z}_j)(R))_{j \in \mathcal{J}} \subseteq (L\mathcal{G}_\mathcal{O}(R))^\mathcal{J}
\]
to be the set of $f$-tuples of matrices $(A^{(j)})_{j \in \mathcal{J}} \in (L\mathcal{G}_\mathcal{O}(R))^\mathcal{J}$ such that for all $1 \leq i, k \leq 3$ and $j \in \mathcal{J}$,

- $A_{ik}^{(j)} \in v^{\delta_{i > k}} R[v + p, 1/(v + p)];$
- $\deg_{v + p}(A_{ik}^{(j)}) \leq v_{j,k} - \delta_{i < z_j(k)}$; and
- $\deg_{v + p}(A_{z_j(k)k}^{(j)}) = v_{j,k}$ and the coefficient of the leading term is a unit of $R$,

where we have written $\bar{z} = z_t v$ and $v = (v_{j,1}, v_{j,2}, v_{j,3})_{j \in \mathcal{J}}$ (and recall from Section 1.4 the notation for the Kronecker deltas $\delta_{i > k}, \delta_{i < z_j(k)}$). We set $\bar{U}^{[0,2]}(\bar{z})(R) \overset{\text{def}}{=} \bar{U}(\bar{z})(R) \cap (L^{[0,2]}\mathcal{G}(R))^\mathcal{J}$. Note that both $\bar{U}^{[0,2]}(\bar{z})$ and $\bar{U}(\bar{z})$ are endowed with a $T_\mathcal{O}^\vee$-action induced by left multiplication of matrices. It follows from [Le et al. 2023b, Lemmas 3.2.2 and 3.2.7] that the natural map $\bar{U}(\bar{z}) \to \text{Gr}_{L\mathcal{G}_\mathcal{O}}^{\mathcal{J}}$ (resp. $\bar{U}^{[0,2]}(\bar{z}) \to \text{Gr}_{L^+\mathcal{G}_\mathcal{O}}^{[0,2], \mathcal{J}}$) factors as a $T_\mathcal{O}^\vee$-torsor map followed by an open immersion. (We have written $\text{Gr}_{L\mathcal{G}_\mathcal{O}}^{\mathcal{J}}$ for the product, over $\text{Spec } \mathcal{O}$, of $f$-copies of $\text{Gr}_{L\mathcal{G}_\mathcal{O}}$ indexed over elements $j \in \mathcal{J}$, and $\text{Gr}_{L^+\mathcal{G}_\mathcal{O}}^{[0,2], \mathcal{J}}$ is defined similarly.)

We now compare the objects above with groupoids of Breuil–Kisin modules with tame descent. Let $(s, \mu) \in \tilde{W} \times X^*(T)$ be a lowest alcove presentation for the tame inertial type $\tau \overset{\text{def}}{=} \tau(s, \mu + \eta)$. We have the twisted shifted conjugation action of $T_\mathcal{O}^\vee$ on $\bar{U}^{[0,2]}(\bar{z})$ given by
\[
A^{(j)} \mapsto t_j A^{(j)} \text{Ad}(s_j^{-1})(t_{j-1}),
\]
which is exactly the restriction to $T^\vee_\mathcal{O}$ of the $(s, \mu)$-twisted $\varphi$-conjugation in [Le et al. 2023b, §5.2]. By [Le et al. 2023b, Corollary 5.2.3] the quotient of $\hat{\mathcal{U}}^{[0,2]}(\tilde{z})$ by this action is isomorphic to an open substack $Y^{[0,2],\tau}(\tilde{z})$ of $Y^{[0,2],\tau}_F$. We denote by $Y^{[0,2],\tau}(\tilde{z})$ the open substack of $Y^{[0,2],\tau}$ induced by $Y^{[0,2],\tau}_F(\tilde{z})$ (see [Le et al. 2023b, Definition 5.2.4]).

By [Le et al. 2023b, Theorem 5.3.1], whenever $\mu$ is 3-deep in $C_0$, we have a morphism of $p$-adic formal algebraic stacks over $O$,

$$\tilde{U}^{[0,2]}(\tilde{z}) \wedge^p \to Y^{[0,2],\tau}(\tilde{z}) \hookrightarrow Y^{[0,2],\tau},$$

where the left map is a $T^\vee_\mathcal{O}$-torsor for the twisted shifted conjugation action on the source and the second map is an open immersion.

We finally consider Breuil–Kisin modules with height bounded by the cocharacter $\eta \in X^*_s(T^\vee)$. The fiber $Gr^T_{\mathcal{O}}$ of $Gr^T_{\mathcal{O}}$ over $E$ is the affine Grassmannian of $GL_3$ and we let $M^T(\leq \eta)$ be the Zariski closure in $Gr^T_{\mathcal{O}}$ of the open affine Schubert cell associated to $(u + p)^\eta$ in $Gr^T_{\mathcal{O}}$. Let $\tilde{U}(\tilde{z}, \leq \eta)$ be the pull back of $\tilde{U}^{[0,2]}(\tilde{z})$ along the closed immersion $M^T(\leq \eta) \hookrightarrow Gr^T_{\mathcal{O}}$.

Let $Y^{\leq \eta,\tau}$ denote the closed $p$-adic formal substack of $Y^{[0,2],\tau}$ appearing in [Caraiani and Levin 2018, §5] (and denoted $Y^{\eta,\tau}$ there). The computations of [Le et al. 2018a, §4] give the following:

**Proposition 3.1.1.** Let $\tilde{z} \in \text{Adm}^\vee(\eta)$. Then $\tilde{U}(\tilde{z}, \leq \eta)$ is an affine scheme over $\mathcal{O}$, with presentations $\otimes_{j=0}^{[\eta-1]} \mathcal{O}(\tilde{U}^{[0,2]}(\tilde{z})_j, \leq \eta_j)$, where the $O$-algebras $\mathcal{O}(\tilde{U}^{[0,2]}(\tilde{z})_j, \leq \eta_j)$ are given in Table 1. Moreover, let $(s, \mu) \in W \times (X^*_s(T) \cap C_0)$ be a lowest alcove presentation of $\tau \overset{\text{def}}{=} \tau(s, \mu + \eta)$, with $\mu$ being 3-deep in $C_0$ and denote by $Y^{\leq \eta,\tau}(\tilde{z})$ the pull back of $Y^{[0,2],\tau}(\tilde{z})$ along the closed immersion $Y^{\leq \eta,\tau} \hookrightarrow Y^{[0,2],\tau}$.

Then we have a morphism of $p$-adic formal algebraic stacks over $O$,

$$\tilde{U}(\tilde{z}, \leq \eta)^\wedge_p \to Y^{\leq \eta,\tau}(\tilde{z}) \hookrightarrow Y^{\leq \eta,\tau}. \tag{3-1}$$

where the left map is a $T^\vee_\mathcal{O}$-torsor for the twisted shifted conjugation action on the source and the second map is an open immersion.

3.2. **Monodromy condition.** We introduce closed subspaces of $Y^{\leq \eta,\tau}$, $Y^{\leq \eta,\tau}(\tilde{z})$ and $\tilde{U}(\tilde{z}, \leq \eta)^\wedge_p$, and compare them with potentially crystalline substacks of the Emerton–Gee stack (introduced below).

Recall the element $\eta \in X^*_s(T)$ we fixed in Section 1.4. Let $\tau \overset{\text{def}}{=} \tau(s, \mu + \eta)$ be a tame inertial type with lowest alcove presentation $(s, \mu)$, where $\mu$ is 1-deep in alcove $C_0$. By [Le et al. 2023b, Proposition 7.1.6] the datum of a $p$-adically complete, topologically finite type flat $O$-algebra $R$, and a morphism $f : \text{Spf} \to Y^{[0,2],\tau}$ (corresponding to an element $\mathfrak{M} \in Y^{[0,2],\tau}(R)$) defines a $p$-saturated ideal $I_{[\mathfrak{M},\tau],\infty} \subset R$ which is compatible with flat base change. (In the terminology of [loc. cit.], and in the case where $\mathfrak{M}$ is free over $G_{L',R}$, the morphism $f : \text{Spf} \to Y^{[0,2],\tau}$ factors through $\text{Spf} \to \text{Spf}(R/I_{[\mathfrak{M},\tau],\infty})$ if and only if $\mathfrak{M}$ satisfies the *monodromy condition* [Le et al. 2023b, Definition 7.1.2].) This gives rise to a $O$-flat closed substack $Y^{[0,2],\tau,\infty} \hookrightarrow Y^{[0,2],\tau}$ (see [Le et al. 2023b, §7.2]) characterized by the property that for any $\mathfrak{M} \in Y^{[0,2],\tau}(R)$ corresponding to $\text{Spf} \to Y^{[0,2],\tau}$, the pullback of the substack $Y^{[0,2],\tau,\infty}$...
except that the condition on Hodge-Tate weights becomes with a continuous
immersion $Y \to \operatorname{Spf} K$. We list the $\mathcal{O}$-algebras $\mathcal{O}(\tilde{U}(\tilde{z}, \leq \eta))$ appearing in Proposition 3.1.1. Note
that $\mathcal{O}(\tilde{U}(\tilde{z}, \leq \eta)) \cong \mathcal{O}(\tilde{U}(\delta \tilde{z}j \delta^{-1}, \leq \eta))$ using the following change of coordinates
in terms of universal matrices $A^{(j)}$: for $? \in \{\emptyset, *, \eta\}$ we have $c_{ik} \mapsto c_{(i+1)(k+1)}$, where,
for $1 \leq i, k \leq 3$, the integers $(i + 1), (k + 1) \in \{1, 2, 3\}$ are taken modulo 3.

is $\operatorname{Spf}(R/I_{\mathfrak{m}, \mathbb{V}})$. We finally define $Y^{\leq \eta, \tau, \mathbb{V}}$ as the pullback of $Y^{[0,2], \tau, \mathbb{V}} \hookrightarrow Y^{[0,2], \tau}$ along the closed immersion $Y^{\leq \eta, \tau} \hookrightarrow Y^{[0,2], \tau}$.

Let $\mathcal{X}_{K,3}$ be the Noetherian formal algebraic stack over $\operatorname{Spf} \mathcal{O}$ defined in [Emerton and Gee 2023, Definition 3.2.1]. It has the property that for any complete local Noetherian $\mathcal{O}$-algebra $R$ with finite residue field, the groupoid $\mathcal{X}_{K,3}(R)$ is equivalent to the groupoid of rank 3 projective $R$-modules equipped with a continuous $G_K$-action, see [Emerton and Gee 2023, §3.6.1]. (In particular, we will consider closed points of $\mathcal{X}_{K,3}(\mathbb{F})$ as continuous Galois representations $\tilde{\rho} : G_K \to \mathrm{GL}_3(\mathbb{F})$, and conversely.) Moreover, by [Emerton and Gee 2023, Theorem 4.8.12], there is a unique $\mathcal{O}$-flat closed formal substack $\mathcal{X}^{\eta, \tau}$ of $\mathcal{X}_{K,3}$ which parametrizes, over finite flat $\mathcal{O}$-algebras, those $G_K$-representations which after inverting $p$ are potentially crystalline with Hodge-Tate weight $\eta$ and inertial type $\tau$. We define $\mathcal{X}^{\leq \eta, \tau}$ in the same way, except that the condition on Hodge-Tate weights becomes $\leq \eta$. In particular, $\mathcal{X}^{\leq \eta, \tau}$ is the scheme theoretic union of the substacks $\mathcal{X}^{\lambda, \tau}$ for $\lambda$ dominant and $\lambda \leq \eta$.

The substacks $\mathcal{X}^{\eta, \tau}$, $\mathcal{X}^{\leq \eta, \tau}$ have the following fundamental properties:

<table>
<thead>
<tr>
<th>$\tilde{z}_{j-1}$</th>
<th>$A^{(j)}$</th>
<th>$\mathcal{O}(\tilde{U}(\tilde{z}, \leq \eta))$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha\beta\gamma$</td>
<td>$\begin{pmatrix} (v + p)^2 c_{11}^* &amp; 0 &amp; 0 \ v(v + p)c_{21} &amp; (v + p)c_{22}^* &amp; 0 \ v(c_{31} + (v + p)c_{31}') &amp; v(c_{32}^* + (v + p)c_{32}') &amp; c_{33}^* \end{pmatrix}$</td>
<td>$\mathcal{O}[c_{11}^<em>, c_{21}, c_{31}', c_{22}^</em>, c_{32}, c_{33}^*]$</td>
</tr>
<tr>
<td>$\beta\gamma\alpha$</td>
<td>$\begin{pmatrix} (v + p)c_{11}^* &amp; 0 &amp; 0 \ 0 &amp; (v + p)c_{22}^* &amp; 0 \ v(c_{31} + (v + p)c_{31}') &amp; v(c_{32}^* + (v + p)c_{32}') &amp; c_{33}^* \end{pmatrix}$</td>
<td>$\mathcal{O}[c_{11}^<em>, c_{12}, c_{22}^</em>, c_{31}, c_{32}, c_{33}^*]$</td>
</tr>
<tr>
<td>$\beta\alpha\gamma$</td>
<td>$\begin{pmatrix} (v + p)c_{11}^* &amp; 0 &amp; 0 \ v(c_{21} + (v + p)c_{21}') &amp; c_{22}^* &amp; c_{23}^* \ v(c_{31}c_{33}(c_{21}')^{-1} + (v + p)c_{31}') &amp; v(c_{32}^* + (v + p)c_{32}') &amp; c_{33}^* \end{pmatrix}$</td>
<td>$\mathcal{O}[c_{11}^<em>, c_{12}, c_{13}, c_{13}', c_{22}^</em>, c_{23}^*, c_{31}', c_{32}, c_{33}, c_{33}']/I_{\tilde{z}_j}$</td>
</tr>
<tr>
<td>$\alpha\beta\alpha$</td>
<td>$\begin{pmatrix} c_{11} c_{12} c_{32}(c_{31}')^{-1} &amp; c_{13} + (v + p)c_{13}^* \ 0 &amp; (v + p)c_{22}^* &amp; (v + p)c_{23}^* \ v(c_{31}^* + (v + p)c_{31}') &amp; v(c_{32}^* + (v + p)c_{32}') &amp; c_{33}^* + (v + p)c_{33}' \end{pmatrix}$</td>
<td>$\mathcal{O}[c_{11}, c_{12}, c_{13}, c_{13}', c_{22}^<em>, c_{23}^</em>, c_{31}', c_{32}, c_{33}, c_{33}']/I_{\tilde{z}_j}$</td>
</tr>
</tbody>
</table>

Table 1 (continued)
Theorem 3.2. [Emerton and Gee 2023, Theorem 4.8.12, Proposition 4.8.10] Let $X_{\tilde{\nu}}$ denote either the stack $\tilde{X}_{\nu}$ or $\tilde{X}_{\overline{\nu}}$. Then:

1. $X_{\tilde{\nu}}$ is a p-adic formal algebraic stack, flat and topologically of finite type over $\mathcal{S}p\mathfrak{O}$.
2. $X_{\tilde{\nu}}$ is equidimensional of dimension $1+3f$.
3. Let $\tilde{p} \in X_{\tilde{\nu}}$, corresponding to a mod p representation of $G_{\mathfrak{O}}$. Then the potentially crystalline deformation ring $R_{\tilde{p}}$ is a versal ring to $X_{\tilde{\nu}}$ at $\tilde{p}$.
4. For any smooth map $\mathcal{S}p\mathfrak{O} \to X_{\tilde{\nu}}$ with $R$ being a p-adically complete, topologically of finite type $\mathfrak{O}$-algebra, the ring $R$ is reduced and $\mathcal{R}(p)$ is regular.

Using Proposition 3.1.1, we can finally relate the objects introduced so far.

Table 1 (continued). The remaining relevant $\mathfrak{O}$-algebras for Proposition 3.1.1.

<table>
<thead>
<tr>
<th>$f_1$</th>
<th>$f_2$</th>
<th>$f_3$</th>
</tr>
</thead>
</table>
| \begin{pmatrix} c_1 + 2(\nu + p)c_2
c_2 + 2(\nu + p)c_3
c_3 \end{pmatrix} | \begin{pmatrix} c_1 + 2(\nu + p)c_2
c_2 + 2(\nu + p)c_3
c_3 \end{pmatrix} | \begin{pmatrix} c_1 + 2(\nu + p)c_2
c_2 + 2(\nu + p)c_3
c_3 \end{pmatrix} |

Serre weights for three-dimensional wildly ramified Galois representations.
over Spf $\mathcal{O}$:

\[
\begin{array}{ccc}
\tilde{U}(\tilde{z}, \leq \eta)^{\text{hp}} & \longrightarrow & Y^{\leq \eta, \tau}(\tilde{z}) \subset Y^{\leq \eta, \tau} \\
\quad \uparrow & \quad \uparrow & \quad \uparrow \\
\tilde{U}(\tilde{z}, \leq \eta, \nabla_{\tau, \infty}) & \longrightarrow & Y^{\leq \eta, \tau, \nabla_{\infty}}(\tilde{z}) \subset Y^{\leq \eta, \tau, \nabla_{\infty}} \\
\cong \quad & \cong \quad & \cong \\
\tilde{X}^{\leq \eta, \tau}(\tilde{z}) & \longrightarrow & \tilde{X}^{\leq \eta, \tau}(\tilde{z}) \subset \tilde{X}^{\leq \eta, \tau} \\
\tilde{X}^{\eta, \tau}(\tilde{z}) & \longrightarrow & \tilde{X}^{\eta, \tau}(\tilde{z}) \subset \tilde{X}^{\eta, \tau}
\end{array}
\]

where

- all the stacks appearing in the left column and in the central column are defined so that all the squares in the diagram are cartesian;
- the hooked horizontal arrows are open immersion;
- the left horizontal arrows are $T^\vee_{\mathcal{O}}$-torsor for the twisted shifted conjugation action on the source (induced by the twisted shifted conjugation action on $\tilde{U}(\tilde{z}, \leq \eta)^{\text{hp}})$;
- the vertical hooked arrows are closed immersions and the vertical arrows decorated with “$\cong$” are isomorphisms.

In particular, $\tilde{U}(\tilde{z}, \leq \eta, \nabla_{\tau, \infty})$ is an affine $p$-adic formal scheme over Spf $\mathcal{O}$, topologically of finite type. Furthermore, if $\ell(\tilde{z}_j) \geq 2$ for all $j$, then $\tilde{U}(\tilde{z}, \leq \eta, \nabla_{\tau, \infty})$ is the $p$-adically completed tensor product over $\mathcal{O}$ of the rings in Table 2.

**Proof.** This is [Le et al. 2023b, Proposition 7.2.3]. The last assertion follows from the computations in [Le et al. 2018a, §5.3] noting that the whole discussion there applies to the $p$-adic completion (as opposed to completions at closed points), and that the computations of [loc. cit.] can be performed with less stringent genericity assumptions (see the proof of Theorem 3.3.2 for the precise genericity). \[\square\]

**Remark 3.2.3.** Note that $\tilde{X}^{\eta, \tau} \subseteq \tilde{X}^{\leq \eta, \tau}$ can be characterized as the union of the $(1+3f)$-dimensional irreducible components (which is the maximal possible dimension). In particular, by letting $\tilde{U}(\tilde{z}, \eta, \nabla_{\tau, \infty})$ denote the maximal reduced $\mathcal{O}$-flat $(1+6f)$-dimensional closed $p$-adic formal subscheme of $\tilde{U}(\tilde{z}, \leq \eta, \nabla_{\tau, \infty})$, Theorem 3.2.2 gives an identification of $\tilde{X}^{\eta, \tau}(\tilde{z})$ with $\tilde{U}(\tilde{z}, \eta, \nabla_{\tau, \infty})$.

### 3.3. Special fibers

Let Fl denote the affine flag variety over $\mathbb{F}$ for GL$_{3/\mathbb{F}}$ (with respect to the Iwahori relative to the upper triangular Borel), identified with the special fiber of $\text{Gr}_G, \mathcal{O}$. As in [Le et al. 2023b, (4.7)], we define the closed sub-ind scheme $\text{Fl}^\text{V}_0 \hookrightarrow \text{Fl}$. 
(see [Le et al. 2023b, Proposition 4.3.3]). It does not depend on the equivalence class of the pair defined in Section 2.1.D.

The Schubert cell associated to Definition 3.3.1.

Labeling components of $T^\vee$-torsor $F_\omega$. We use $\tilde{\omega}$ to denote the pullback via this $T^\vee$-torsor of objects introduced so far (e.g., $\tilde{C}_{(\tilde{w}_1, \omega)} \subset (\tilde{\text{Fl}}^0)^{\tilde{\mathcal{J}}}$. Let $\tilde{\text{Fl}}^{[0, 2]} \subset \tilde{\text{Fl}}$ be the pullback of the special fiber of $\text{Gr}_Y^{[0, 2]}$.

**Table 2.** We list the $O$-algebras $O(\tilde{U}(\tilde{z}, \eta, \nabla_{(s, \mu)}))$ appearing in Theorem 3.2.2. The triple $(a, b, c)$ is $(s'_{i\alpha, j})^{-1}(a'j')$. Note that $$O(\tilde{U}(\tilde{z}, \eta, \nabla_{(s, \mu)})) \cong O(\tilde{U}(\delta \tilde{z} \delta^{-1}, \eta_j, \nabla_{(s, \mu)}))$$ using the following change of coordinates: for $? \in [\emptyset, *, \ell]$ we have $c_{i[k]} \mapsto c_{i(k+1)}^2$ (where, for $1 \leq i, k \leq 3$, the integers $(i+1), (k+1) \in \{1, 2, 3\}$ are taken modulo 3) and moreover $a \mapsto b$, $b \mapsto c$, $c \mapsto a - e$. 

### 3.3.A. Labeling components of $(\text{Fl}^V)^{\mathcal{J}}$. 

**Definition 3.3.1.** Let $(\tilde{w}_1, \omega) \in \tilde{W}^+ \times (X^* \cap C_0 + \eta)$ and write $S^o_\tilde{w}_1(\tilde{w}_1 w_0^*)$ for the open affine Schubert cell associated to $\tilde{w}_1^* w_0^* \in \tilde{W}^\vee$. We define $C_{(\tilde{w}_1, \omega)}$ to be the Zariski closure in $(\text{Fl}^V)^{\mathcal{J}}$ of $S^o_\tilde{w}_1(\tilde{w}_1 w_0^*) \cap (\text{Fl}^0)^{\mathcal{J}}$. It is an irreducible subvariety of $(\text{Fl}^V)^{\mathcal{J}}$ of dimension $3f$ when $\omega - \eta$ is 2-deep (see [Le et al. 2023b, Proposition 4.3.3]). It does not depend on the equivalence class of the pair $(\tilde{w}_1, \omega)$ defined in Section 2.1.D.

### 3.3.B. $T^\vee$-torsors.** Replacing the Iwahori with the pro-$v$ Iwahori in the construction of Fl yields a $T^\vee$-torsor $\tilde{\text{Fl}}^{\mathcal{J}} \rightarrow \text{Fl}^{\mathcal{J}}$. We use $\tilde{\mathcal{C}}$ to denote the pullback via this $T^\vee$-torsor of objects introduced so far (e.g., $\tilde{C}_{(\tilde{w}_1, \omega)} \subset (\tilde{\text{Fl}}^0)^{\mathcal{J}}$). Let $\tilde{\text{Fl}}^{[0, 2]} \subset \tilde{\text{Fl}}$ be the pullback of the special fiber of $\text{Gr}_Y^{[0, 2]}$. 

<table>
<thead>
<tr>
<th>$\tilde{z}_j \tilde{t}_j^{-1}$</th>
<th>$O(\tilde{U}(\tilde{z}, \eta, \nabla,(s, \mu)))$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha\beta\alpha\gamma$</td>
<td>$O[c_{11}, c_{21}, c_{22}, c_{32}, c_{33}]$</td>
</tr>
<tr>
<td>$\beta\gamma\alpha\gamma$</td>
<td>$O[c_{11}, c_{12}, c_{22}, c_{31}, c_{32}, c_{33}]$</td>
</tr>
<tr>
<td>$\beta\alpha\gamma$</td>
<td>$O[c_{11}, c_{21}, c_{22}, c_{31}, c_{32}, c_{33}] / I_{\tilde{z}, \nabla,(s, \mu)}$</td>
</tr>
<tr>
<td></td>
<td>$I_{\tilde{z}, \nabla,(s, \mu)} = (c_{11}c_{22} + p c_{12}^* c_{21})$</td>
</tr>
<tr>
<td>$\alpha\beta\gamma$</td>
<td>$O[c_{31}, c_{23}, c_{33}, c_{32}, c_{33}, c_{33}] / I_{\tilde{z}, \nabla,(s, \mu)}$</td>
</tr>
<tr>
<td></td>
<td>$I_{\tilde{z}, \nabla,(s, \mu)} = (c_{11}(c_{23}c_{32} - (a-c)c_{22}^* c_{33} + p(e' - a + c))c_{31}^* c_{22}^* c_{13})$</td>
</tr>
<tr>
<td>$\alpha\beta$</td>
<td>$O[c_{31}, c_{23}, c_{22}, c_{33}, c_{32}, c_{33}, c_{33}] / I_{\tilde{z}, \nabla,(s, \mu)}$</td>
</tr>
<tr>
<td></td>
<td>$I_{\tilde{z}, \nabla,(s, \mu)} = (c_{12}(c_{23}c_{32} - (a-c)c_{22}^* c_{33} + p(e' - a + c))c_{21}^* c_{32}^* c_{13})$</td>
</tr>
<tr>
<td>$\beta\alpha$</td>
<td>$O[c_{31}, c_{23}, c_{33}, c_{32}, c_{33}, c_{33}, c_{33}] / I_{\tilde{z}, \nabla,(s, \mu)}$</td>
</tr>
<tr>
<td></td>
<td>$I_{\tilde{z}, \nabla,(s, \mu)} = (c_{11}(c_{23}c_{32} - (a-c)c_{22}^* c_{33} + p(e' - a + c))c_{12}^* c_{23}^* c_{31}^*)$</td>
</tr>
</tbody>
</table>
On the other hand, \( \tilde{\mathcal{F}}^\vee_{\mathcal{J}} \) is also endowed with a \( T^\vee_F \)-action by twisted shifted conjugation induced, at level of matrices, by \( (A^{(j)})_{j \in \mathcal{J}} \mapsto (t_j A^{(j)} t_j^{-1})_{j \in \mathcal{J}} \) for \( (t_j)_{j \in \mathcal{J}} \in T^\vee_F \).

### 3.3.C. Labeling by Serre weights

Recall from [Le et al. 2023b, Lemma 2.2.3] the bijection \( (\tilde{w}_1, \omega) \mapsto (F(\tilde{w}_1, \omega), t_{\omega - \eta} \tilde{w}_1 W_a / W_a) \) between lowest alcove presentations \( (\tilde{w}_1, \omega) \) of 0-deep Serre weights and 0-deep Serre weights \( \sigma \) with the choice of an algebraic central character \( \eta \) in \( X^*(Z) \) lifting the central character of \( \sigma \). If \( (\tilde{w}_1, \omega) \) maps to \( (\sigma, \eta) \) under this bijection, then we set \( C_\sigma \overset{\text{def}}{=} C(\tilde{w}_1, \omega) \). If the algebraic central character \( \eta \in X^*(Z) \) is understood, we will simply write \( C_\eta \).

### 3.3.D. The local model diagram in characteristic \( p \)

As explained in [Le et al. 2023b, §7.4] there is a bijection \( \sigma \mapsto C_\sigma \) between Serre weights and the top dimensional (namely, \( 3\ell \)-dimensional) irreducible components of \( \mathcal{X}_{K,3} \). (This is a relabeling of the bijection of [Emerton and Gee 2023, Theorem 6.5.1].) The main result of this section describes sufficiently generic \( C_\sigma \) in terms of the coordinate charts of Theorem 3.2.2.

Recall that \( \Phi\text{-Mod}^{\ell, n}_{K, F} \) denotes the fppf stack over \( F \) whose \( R \)-points, for a finite type \( F \)-algebra \( R \), parametrize projective rank \( n \) étale \( (\mathcal{O}_{\mathcal{E}, K} \otimes_R R, \sigma) \)-modules (recall that \( \mathcal{O}_{\mathcal{E}, K} \) denotes the \( p \)-adic completion of \( (W(k)[[v]])[[1/v]] \)). We have a morphism \( (\mathcal{X}_{K,3})_F \to \Phi\text{-Mod}^{\ell, n}_{K, F} \) corresponding to “restriction to \( G_{K_{\infty}} \)” (see [Emerton and Gee 2023, §3.2]).

**Theorem 3.3.2.** Let \( (s, \mu) \) be a \( \zeta \)-compatible 4-generic lowest alcove presentation of a tame inertial type \( \tau \). Let \( \tilde{z} \in \text{Adm}^\vee(\eta) \) and \( \sigma \in \mathcal{J}(\tilde{\sigma}(\tau)) \).

We have a commutative diagram

\[
\begin{array}{cccccccc}
\tilde{\mathcal{F}}^\vee_{\mathcal{J}} & \hookrightarrow & \tilde{\mathcal{U}}(\tilde{z}, \eta, \nabla_{\tau, \infty})_F & \hookrightarrow & \tilde{\mathcal{U}}(\tilde{z}, \leq \eta)_F & \rightarrow & \tilde{\mathcal{F}}^\vee_{\mathcal{J}}[0,2] \cdot s^* t_{\mu^* + \eta^*} \\
\cong & & \cong & & \cong & & \\
\tilde{C}_\sigma(\tilde{z}) & \hookrightarrow & \tilde{\mathcal{X}}^{\eta, \tau}(\tilde{z})_F & \downarrow & T_{\mathcal{E}}^{\vee, \mathcal{J}} & \downarrow & T_{\mathcal{F}}^{\vee, \mathcal{J}} \\
\mathcal{C}_\sigma(\tilde{z}) & \hookrightarrow & \mathcal{X}^{\eta, \tau}(\tilde{z})_F & \downarrow & & & \\
\mathcal{C}_\sigma & \hookrightarrow & \mathcal{X}^{\eta, \tau}_F & \downarrow & Y^{\leq \eta, \tau}_F & \leftarrow & [\tilde{\mathcal{F}}^\vee_{\mathcal{J}}[0,2] \cdot s^* t_{\mu^* + \eta^*} / T_{\mathcal{F}}^{\vee, \mathcal{J}} - \text{sh.cnj}] & \downarrow t_0 \\
& & \downarrow & & & & & \\
& & & & (\mathcal{X}_{K,3})_F & \rightarrow & \Phi\text{-Mod}^{\ell, n}_{K, F} & \\
\end{array}
\]  

(3-2)

where

- All the squares are cartesian (this defines the previously undefined objects \( C_\sigma(\tilde{z}), \tilde{C}_\sigma(\tilde{z}) \) and \( \tilde{\mathcal{F}}_{\sigma, \tilde{z}} \)).
• All the hooked arrows decorated with a circle are open immersions; all the hooked undecorated arrows are monomorphisms and, except $t_0$, are moreover closed immersions; all the arrow decorated with $T_F^\vee,J$ are $T_F^\vee,J$-torsors.

$\tilde{U}(\tilde{z}, \leq \eta)_F \to Y_{F,\eta}^\leq$ is an open immersion followed by a $T_F^\vee,J$-torsor map. The map $\tilde{U}(\tilde{z}, \leq \eta)_F \to \tilde{F}l_{\mathcal{J}}^{[0,h]} \cdot s^\ast t_{\mu^\ast + \eta^\ast}$ is given by the formula

$$(A^{(j)})_j \mapsto (A^{(j)})_j s^\ast t_{\mu^\ast + \eta^\ast}$$

and is a locally closed immersion.

• The map $\iota(s,\mu)$ is given, fpqc locally, by $M \mapsto (A^{(j)}_{2M,\mu})_j s^\ast t_{\mu^\ast + \eta^\ast}$, for any choice of eigenbasis $\beta$ for $M \in Y_{F,\eta}^\leq (R)$.

• The map $t_0$ is defined, fpqc locally, by sending the class of a tuple $(A^{(j)})_{j \in \mathcal{J}}$ to the free rank $n$ étale $\varphi$-module with Frobenius given by $(A^{(j)})_{j \in \mathcal{J}}$ in the standard basis.

• If $\sigma = F(\Xi_{\mu^\ast + 2n}(s(\varepsilon), a))$, then the closed immersion $\widetilde{\mathcal{P}}_{\sigma,\tilde{z}} \hookrightarrow \tilde{U}(\tilde{z}, \eta, \nabla_{\tau,\infty})_F$ corresponds to the ideal $\sum_j \widetilde{\mathcal{P}}_{(e_j, a_j), \tilde{z}_j} (\mathcal{O}(\tilde{U}(\tilde{z}, \eta, \nabla_{\tau,\infty})_F))$ with $\widetilde{\mathcal{P}}_{(e_j, a_j), \tilde{z}_j}$ in Table 3 (or the unit ideal if $\widetilde{\mathcal{P}}_{(e_j, a_j), \tilde{z}_j}$, up to symmetry, does not appear in Table 3 for some $j$); in particular $\tilde{U}(\tilde{z}, \eta, \nabla_{\tau,\infty})_F$ is reduced.

• The bottom horizontal map identifies $X_{F,\eta}^\leq$ with the reduced union of $[\widetilde{\mathcal{C}}^\xi_{\sigma'}/T_F^\vee,J_{\text{sh.cn}}]$ for $\sigma' \in JH(\tilde{\sigma}(\tau))$.

**Proof.** Theorem 3.2.2 (together with Remark 3.2.3) and [Le et al. 2023b, Proposition 5.4.7, Theorem 7.4.2], imply the existence of the portion of diagram (3-2) which excludes the leftmost vertical column, the top triangle, and the identification of $\tilde{U}(\tilde{z}, \eta, \nabla_{\tau,\infty})_F$ with entries of Table 3. (In the notation of [Le et al. 2023b, Proposition 5.4.7] the monomorphism $t_0$ would be denoted as $t_{s^\ast t_{\mu^\ast + \eta^\ast}}$, the morphism $t_{(s,\mu)}$ would be the diagonal arrow.) Furthermore, all stated properties of this portion of the diagram are already known to hold, except possibly for the last item. We now explain how to fill in the missing parts with all the desired properties except for the last item.

1. We first deal with the case $\ell(\tilde{z}_j) \geq 2$ for all $0 \leq j \leq f - 1$. In this situation, the computations in [Le et al. 2018a, §5.3.1] show that $\tilde{U}(\tilde{z}, \eta, \nabla_{\tau,\infty})_F \hookrightarrow \tilde{U}(\tilde{z}, \leq \eta)_F$ identifies with the scheme given by Table 3. Indeed, we note that:

• The computations in [Le et al. 2018a, §5.3.1] of various completions of $\tilde{U}(\tilde{z}, \eta, \nabla_{\tau,\infty})_F$ are in fact valid for $\tilde{U}(\tilde{z}, \eta, \nabla_{\tau,\infty})_F$.

• The computations are performed with an unnecessary strong genericity condition: indeed, by using the “(1,3)-entry” of the leading term in the monodromy condition, one recovers the last displayed equation at page 59 of [loc. cit.] with $n - 3$ replaced by $n - 1$.

Choosing the closed subscheme $\widehat{\mathcal{P}}_{\sigma,\tilde{z}}$ according to Table 3, we have now constructed the top horizontal arrow of diagram (3-2). This uniquely induces the leftmost vertical column of the diagram for some choice of irreducible component $\mathcal{C}_k$ of $X_{\eta,\tau}$. We need to show that
The structure constants that feature in the presentation are given by
\[ \alpha \beta \alpha \gamma \]
\[ \beta \gamma \alpha \gamma \]
\[ \alpha \beta \gamma \]
\[ \alpha \beta \alpha \]

<table>
<thead>
<tr>
<th>( \tilde{z}_{j-1} )</th>
<th>( \tilde{U}(\tilde{z}<em>j, \eta_j, \nabla</em>{\tilde{z}<em>j}^{-1}(\mu_j + \eta_j))</em>{\mathbb{F}} )</th>
<th>((\varepsilon_j, a_j) \in \Sigma_0)</th>
<th>( \tilde{\mathcal{F}}(\varepsilon_j, a_j) : \tilde{z}_j )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha \beta \alpha \gamma )</td>
<td>( \begin{pmatrix} v \beta c_{11}^* &amp; 0 &amp; 0 \ v^2 c_{12}^* &amp; v \beta c_{22}^* &amp; 0 \ v^2 d_{31} &amp; v \beta c_{24} &amp; c_{33}^* \end{pmatrix} )</td>
<td>( (\varepsilon_1, 0, 0) )</td>
<td>( \mathcal{F} )</td>
</tr>
<tr>
<td>( \beta \gamma \alpha \gamma )</td>
<td>( \begin{pmatrix} v \beta c_{11}^* &amp; v \gamma c_{12}^* &amp; 0 \ 0 &amp; v^2 c_{22}^* &amp; 0 \ v \beta c_{31} &amp; v \gamma c_{32} &amp; c_{33}^* \end{pmatrix} )</td>
<td>( (\varepsilon_2, 1, 0) )</td>
<td>( \mathcal{F} )</td>
</tr>
<tr>
<td>( \beta \gamma \gamma )</td>
<td>( \begin{pmatrix} v \beta c_{11}^* &amp; v \gamma c_{12}^* &amp; 0 \ v \beta c_{11}^* &amp; v \gamma c_{22}^* &amp; 0 \ v \beta c_{31} &amp; v \gamma c_{32} &amp; c_{33}^* \end{pmatrix} )</td>
<td>( (\varepsilon_1, 0, 0) )</td>
<td>( \mathcal{F} )</td>
</tr>
<tr>
<td>( \alpha \beta \gamma )</td>
<td>( \begin{pmatrix} v \beta c_{11}^* &amp; v \gamma c_{12}^* &amp; 0 \ v \beta c_{11}^* &amp; v \gamma c_{22}^* &amp; 0 \ v \beta c_{31} &amp; v \gamma c_{32} &amp; c_{33}^* \end{pmatrix} )</td>
<td>( (\varepsilon_1, 1, 0) )</td>
<td>( \mathcal{F} )</td>
</tr>
</tbody>
</table>

Table 3 (continued)

Table 3. The table records data relevant to Theorem 3.3.2. The first column records the components of \( \tilde{z} \). The second column records the coordinates of \( (\tilde{U}(\tilde{z}, \eta, \nabla_{\tilde{z}}(\mu_j + \eta_j))_{\mathbb{F}}) \) in terms of the universal matrix \( A^{(j)} \) and the relations between its coefficients. Recall that in the statement of Theorem 3.3.2 the Serre weight \( \sigma \) is parametrized by \( (\mu + \eta - \lambda + s(\varepsilon), a) \in \Lambda^1_{\mathbb{F}} \times A \). The ideal corresponding to the closed immersion \( \mathcal{F} \) is of the form \( \sum_{j=0}^{f-1} \mathcal{F}(\varepsilon_j, a_j, \tilde{z}_j) \), where each \( \mathcal{F}(\varepsilon_j, a_j, \tilde{z}_j) \) is a minimal prime ideal of \( \mathcal{O}(\tilde{U}(\tilde{z}_j, \eta_j, \nabla_{\tilde{z}_j}^{-1}(\mu_j + \eta_j)))_{\mathbb{F}} \). The elements \( (\varepsilon_j, a_j) \in \Sigma_0 \) are specified in the third column and the ideal \( \mathcal{F}(\varepsilon_j, a_j) \) specified in the fourth column records. The structure constants that feature in the presentation are given by \( (a, b, c) \in \mathbb{F}^3 \) with \( (a, b, c) \equiv s_j^{-1}(\mu_j + \eta_j) \mod p \).
<table>
<thead>
<tr>
<th>$\tilde{a}_j / L_j$</th>
<th>$\tilde{U}(\tilde{a}<em>j, \eta_j, \nabla</em>{\tilde{a}<em>j}^{-1}(\mu_j + \eta_j))</em>{\tilde{\xi}}$</th>
<th>$(\tilde{a}_j, \eta_j) \in \Sigma_0$</th>
<th>$\tilde{\eta}(\tilde{a}_j, \eta_j, \tilde{\xi})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha \beta$</td>
<td>$\left( \begin{array}{ccc} c_{11}c_{12}(c_{32}^<em>)^{-1} &amp; c_{12} &amp; c_{13} + vc_{13}^</em> \ vc_{21}^* &amp; c_{22} &amp; c_{23} + vd_{23} \ vc_{31} &amp; vc_{32} &amp; c_{33} + vd_{33} \end{array} \right)$</td>
<td>$(\tilde{a}_1, 1)$</td>
<td>$\left( \begin{array}{ccc} c_{12}, c_{31} \ (\tilde{a}_1 - \tilde{a}_2, 0) &amp; (\tilde{a}<em>3, d</em>{33}) \end{array} \right)$</td>
</tr>
<tr>
<td></td>
<td>$I_{\tilde{a}_j} = 0$;</td>
<td>$(\tilde{a}_1, 1)$</td>
<td>$(\tilde{a}<em>1, c</em>{32})$</td>
</tr>
<tr>
<td></td>
<td>$c_{12}(a - b)c_{31}d_{23} - (b - c)d_{33}c_{32}^* = 0$;</td>
<td>$(\tilde{a}_1 - \tilde{a}_2, 0)$</td>
<td>$(\tilde{a}<em>3, d</em>{33})$</td>
</tr>
<tr>
<td></td>
<td>$(-1 - a + c)c_{32}c_{32}^* = (-1 - a + b)c_{22}d_{33} = 0$</td>
<td>$(0, 0)$</td>
<td>$(\tilde{a}<em>1, c</em>{32})$</td>
</tr>
<tr>
<td>$\beta \alpha$</td>
<td>$\left( \begin{array}{ccc} c_{11} &amp; (c_{31}^<em>)^{-1}c_{11}c_{32} + vc_{12}^</em> &amp; c_{13} \ 0 &amp; vd_{22} &amp; vc_{23}^* \ vc_{31}^* &amp; vc_{32} &amp; c_{33} + vd_{33} \end{array} \right)$</td>
<td>$(\tilde{a}_2, 1)$</td>
<td>$(\tilde{a}<em>2, d</em>{22}, c_{11})$</td>
</tr>
<tr>
<td></td>
<td>$I_{\tilde{a}_j} = 0$;</td>
<td>$(\tilde{a}_2 - \tilde{a}_1, 0)$</td>
<td>$(\tilde{a}<em>2, d</em>{22}, c_{13})$</td>
</tr>
<tr>
<td></td>
<td>$c_{11}(a - b)c_{32}c_{32}^* - (a - c)d_{22}d_{33} = 0$;</td>
<td>$(0, 0)$</td>
<td>$(\tilde{a}<em>2, c</em>{13})$</td>
</tr>
<tr>
<td></td>
<td>$(1 + a - c)c_{33}c_{32}c_{12}^* = c_{13}(a - b)c_{32}c_{23}^* - (a - c)d_{22}d_{33})$</td>
<td>$(0, 1)$</td>
<td>$(\tilde{a}<em>2, c</em>{13}, c_{31})$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>$\left( \begin{array}{ccc} c_{11} &amp; c_{12} &amp; c_{13} \ vc_{21}^* &amp; c_{22} + vd_{22} &amp; c_{23} \ vc_{31} &amp; vc_{32} &amp; c_{33} + vd_{33} \end{array} \right)$</td>
<td>$(\tilde{a}_1, 1)$</td>
<td>$(\tilde{a}<em>1, c</em>{11}, c_{31})$</td>
</tr>
<tr>
<td></td>
<td>$I_{\tilde{a}_j} = 0$;</td>
<td>$(\tilde{a}_2, 0)$</td>
<td>$(\tilde{a}<em>3, c</em>{32}c_{21}^* - d_{22}c_{31})$</td>
</tr>
<tr>
<td></td>
<td>$(a - b)c_{12}c_{33}^* - (a - c)c_{13}c_{32}^* = 0$;</td>
<td>$(\tilde{a}_2, 1)$</td>
<td>$(\tilde{a}<em>3, c</em>{32}c_{21}^* - d_{22}c_{31})$</td>
</tr>
<tr>
<td></td>
<td>$(a - c)c_{31}c_{32} - (e - a + b)c_{22}c_{33} = 0$;</td>
<td>$(\tilde{a}_2 - \tilde{a}_1, 0)$</td>
<td>$(\tilde{a}<em>3, (a - b)c</em>{13}d_{22} + (-1 - a + c)c_{23}c_{12}^*)$</td>
</tr>
<tr>
<td></td>
<td>$(c - 1 - a)c_{31}c_{32}c_{12}^* - (c - 1 - a)c_{31}c_{13}d_{22}$</td>
<td>$(0, 0)$</td>
<td>$(\tilde{a}<em>2, c</em>{13})$</td>
</tr>
<tr>
<td></td>
<td>$+ (c - 1 - b)c_{32}c_{13}c_{21} + c_{12}c_{33}c_{21}^* - c_{11}d_{22}c_{33}^* = 0$</td>
<td>$(0, 1)$</td>
<td>$(\tilde{a}<em>3, c</em>{13}, c_{23})$</td>
</tr>
<tr>
<td>id</td>
<td>$\left( \begin{array}{ccc} c_{11} + vc_{11}^* &amp; c_{12} &amp; c_{13} \ vc_{21} &amp; c_{22} + vc_{22}^* &amp; c_{23} \ vc_{31} &amp; vc_{32} &amp; c_{33} + vc_{33}^* \end{array} \right)$</td>
<td>$(\tilde{a}_1, 1)$</td>
<td>$(\tilde{a}<em>2, c</em>{12}, c_{33})$</td>
</tr>
<tr>
<td></td>
<td>$I_{\tilde{a}_j} = 0$;</td>
<td>$(\tilde{a}_2, 0)$</td>
<td>$(\tilde{a}<em>3, c</em>{32}c_{11}^* - c_{31}c_{21}^* - d_{22}c_{31})$</td>
</tr>
<tr>
<td></td>
<td>$(c - 1 - a)c_{22}c_{33} + (b - 1 - a)c_{23}c_{33}^* - (c - 1 - a)c_{23}c_{32} = 0$;</td>
<td>$(\tilde{a}_2, 1)$</td>
<td>$(\tilde{a}<em>3, c</em>{32}c_{11}^* - c_{31}c_{21}^* - d_{22}c_{31})$</td>
</tr>
<tr>
<td></td>
<td>$(a - b)c_{33}c_{11} + (c - 1 - b)c_{33}c_{11} - (a - b)c_{13}c_{31} = 0$;</td>
<td>$(0, 0)$</td>
<td>$(\tilde{a}<em>2, c</em>{12}, c_{33})$</td>
</tr>
<tr>
<td></td>
<td>$(b - c)c_{11}c_{22} + (a - c)c_{11}c_{22} - (b - c)c_{12}c_{21} = 0$</td>
<td>$(0, 1)$</td>
<td>$(\tilde{a}<em>3, c</em>{32}, c_{22})$</td>
</tr>
</tbody>
</table>

Table 3 (continued). Further data relevant to Theorem 3.3.2.
We are thus reduced to showing that there are at least $n$ (see the last displayed equations on pages 60 and 61 of [Le et al. 2018a]) obtaining the “monodromy equations” claimed in
[loc. cit.] as soon as $\mu$.

For item (a), we use [Le et al. 2023b, Propositions 4.3.4, 4.3.5]: one checks that according to Table 3, the image of $\tilde{\mathcal{P}}_{\sigma, \tilde{z}}$ along the top horizontal arrows is, in the notation of [loc. cit.], a $T_{F}^{{\nu, \mathcal{J}}}$-torsor over
$$S_{F}^{V_{\mu}}(\tilde{w}_{1}, \tilde{w}_{2}, \tilde{s})$$
for suitable choices of $\tilde{w}_{1}, \tilde{w}_{2}$, and for $\tilde{s}$ taken to be $t_{\mu+\eta}s$, and this is exactly an open subscheme of $\tilde{C}_{\sigma}^{\zeta}$.

For item (b), we use the just established item (a), and then use the same argument as in the third paragraph in the proof of [Le et al. 2023b, Theorem 7.4.2] to recognize that $C_{\kappa}$ is actually $C_{\sigma}$.

(2) We deal with the general case. The computations in [Le et al. 2018a, §8], namely Propositions 8.3, 8.11 and 8.13, as well as those of\(^{1}\) [loc. cit., §5.3.2, §5.3.3], show that the closed embedding of
$$\tilde{U}(\tilde{z}, \eta, \nabla_{t, \infty})_{F} \hookrightarrow \tilde{U}(\tilde{z}, \leq \eta)_{F}$$
factors through $\tilde{U}(\tilde{z}, \eta, \nabla_{t, \infty})_{\text{table, } F,}$, where we temporarily write $\tilde{U}(\tilde{z}, \eta, \nabla_{t, \infty})_{\text{table, } F}$ for the scheme defined in the second column of Table 3.

We have to prove that this closed immersion is actually an isomorphism. Let $n_{\tilde{z}}$ be
$$\#(W^{2}(\bar{e}(sz^{*}, \mu + s(\nu^{*}) + \eta)) \cap \text{JH}(\bar{R}_{z}(\mu + \eta))).$$
Note that the arguments of [Le et al. 2018a, §8] show that $\tilde{U}(\tilde{z}, \eta, \nabla_{t, \infty})_{\text{table, } F,}$ is reduced, and that its number of irreducible component is $n_{\tilde{z}}$. We will show that there are at least $n_{\tilde{z}}$ irreducible components of $\mathcal{X}_{F}^{\eta, \tau}$ which intersect the open substack $\mathcal{X}_{F}^{\eta, \tau}(\tilde{z})_{F}$.

Now, from the previously established cases of diagram (3-2), we see that $\mathcal{X}_{F}^{\eta, \tau}$ must contain all the $C_{\sigma'}$ which occurs in diagram (3-2) for $\tilde{z}'$ such that $\ell(\tilde{z}') \geq 3$ for all $0 \leq j \leq f - 1$. In particular, $\mathcal{X}_{F}^{\eta, \tau}$ contains all $C_{\sigma'}$ such that $\sigma' \in \text{JH}(\bar{R}_{z}(\mu + \eta))$. Note that by definition,
$$\mathcal{X}_{F}^{\eta, \tau}(\tilde{z})_{F} = \mathcal{X}_{F}^{\eta, \tau} \cap \tilde{U}(\tilde{z}, \leq \eta)_{F} \mathfrak{s}^{*}I_{\mu^{*}+\eta^{*}}/T_{F}^{\nu, \mathcal{J}}-\text{sh.cnj}].$$
We are thus reduced to showing that there are at least $n_{\tilde{z}}$ choices of $\sigma'$ as above such that
$$C_{\sigma'} \cap \tilde{U}(\tilde{z}, \leq \eta)_{F} \mathfrak{s}^{*}I_{\mu^{*}+\eta^{*}}/T_{F}^{\nu, \mathcal{J}}-\text{sh.cnj}] \neq \emptyset.$$

\(^{1}\)The computations of [Le et al. 2018a, §5.3.2, §5.3.3] are also performed with unnecessary strong genericity conditions: again using the “(1,3)-entries” of the leading term in the monodromy condition recovers, in Sections 5.3.2 and 5.3.3 of [Le et al. 2018a], respectively, the equations
$$c_{11}((a - b)c_{32}c_{23}^{*} - (a - c)c_{22}^{*}c_{33}^{*}) - p(e - a + c)c_{12}c_{32}c_{31}^{*} + O(p^{n-1}),$$
$$c_{12}((a - b)c_{31}c_{23} + (b - c)c_{21}c_{33}^{*}) - p(e - a + c)c_{21}c_{32}c_{13}^{*} + O(p^{n-1})$$
(see the last displayed equations on pages 60 and 61 of [Le et al. 2018a]) obtaining the “monodromy equations” claimed in [loc. cit.] as soon as $\mu$ is 4-deep in alcove $C_{0}$. 

But this last condition is equivalent to
\[ \widetilde{C}^\xi \cap \widetilde{U}(\bar{z}, \leq \eta)_{\mathbb{F}} s^* t_{\mu^* + \eta^*} \neq \emptyset, \]
and in turn equivalent to \( \bar{z} s^* t_{\mu^* + \eta^*} \in \widetilde{C}^\xi \). To summarize, we need to show the combinatorial statement that the number of \( \widetilde{C}^\xi \), which contain \( \bar{z} s^* t_{\mu^* + \eta^*} \) is exactly \( n_{\bar{z}} \). But this is the same combinatorial statement as [Le et al. 2023b, Theorem 4.7.6], and we observe that the conclusion of that Theorem holds in our current setup: this follows from the invariance property [Le et al. 2023b, Proposition 4.3.5] of \( \widetilde{C}^\xi \), as well as the fact that \( \bar{z}' s^* t_{\mu^* + \eta^*} \in \widetilde{C}^\xi \) whenever \( \widetilde{C}^\xi \) occurs in diagram (3-2) for \( \bar{z}' \) such that \( \ell(\bar{z}'_j) \geq 3 \) for \( 0 \leq j \leq f - 1 \).

At this point, we have shown that \( \widetilde{U}(\bar{z}, \eta, \nabla_{\tau, \infty})_{\mathbb{F}} \) identifies with \( \widetilde{U}(\bar{z}, \eta, \nabla_{\tau, \infty})_{\text{table,} \mathbb{F}} \), and thus we establish the top horizontal arrow of diagram (3-2). The rest of the proof now is exactly the same as in the previous case.

Finally, it remains to check the last item in the theorem. But the reducedness follow from the reducedness of each \( \widetilde{U}(\bar{z}, \eta, \nabla_{\tau, \infty})_{\mathbb{F}} \), while the identification of the irreducible components was already established in the arguments above. \( \square \)

**Corollary 3.3.3.** Let \( \bar{z} \in \text{Adm}^\vee(\eta) \) and assume that the character \( \mu \) (appearing in the lowest alcove presentation \( s, \mu \) of \( \tau \)) is 4-deep. Then

- \( \lambda_e^{\eta, \tau} \) is reduced;
- \( \mathcal{O}(\widetilde{U}(\bar{z}, \eta, \nabla_{\tau, \infty})) \) is a normal domain; and
- for any \( \tilde{\rho} : G_K \to \text{GL}_3(\mathbb{F}) \) the ring \( R_{\tilde{\rho}}^{\eta, \tau} \) is either 0 or a normal domain.

**Remark 3.3.4.** It can be showed that both \( \mathcal{O}(\widetilde{U}(\bar{z}, \eta, \nabla_{\tau, \infty})) \) and \( R_{\tilde{\rho}}^{\eta, \tau} \) are Cohen–Macaulay. This can be done by either explicit inspection of the schemes occurring in Table 3 as in [Le et al. 2018a, §8], or by using the cyclicity of patched modules proven in Theorem 5.3.1 below.

**Proof.** The fact that \( \mathcal{O}(\widetilde{U}(\bar{z}, \eta, \nabla_{\tau, \infty})) \) is a normal domain follows from the fact that its special fiber is reduced, as in the proof of [Le et al. 2018a, Proposition 8.5]. The statement for \( R_{\tilde{\rho}}^{\eta, \tau} \) follows in the same way, noting that \( R_{\tilde{\rho}, \bar{z}}^{\eta, \tau} \), being (equisingular to) a completion of the excellent reduced ring \( \mathcal{O}(\widetilde{U}(\bar{z}, \eta, \nabla_{\tau, \infty})_{\mathbb{F}}) \), is reduced. \( \square \)

We can finally introduce the notion of Serre weights attached to a continuous Galois representation \( \tilde{\rho} : G_K \to \text{GL}_3(\mathbb{F}) \).

**Definition 3.3.5.** Let \( \tilde{\rho} : G_K \to \text{GL}_3(\mathbb{F}) \) be a continuous Galois representation. We define \( W^s(\tilde{\rho}) \) to be the set of Serre weights \( \sigma \) such that \( \tilde{\rho} \in \mathcal{C}_\sigma(\mathbb{F}) \) (cf. [Le et al. 2023b, Definition 9.1.2]).

If \( \tilde{\rho}|_{I_K} \) is tame so that \( \tilde{\rho}|_{I_K} \) is isomorphic to a tame inertial \( \mathbb{F} \)-type \( \tau(w, \mu + \eta) \), then we define \( W^j(\tilde{\rho}) \) to be \( W^j(\tau(w, \mu + \eta)) \) (see Section 2.1.G for the latter). We also say that \( \tilde{\rho} \) is \( N \)-generic if \( \tau(w, \mu + \eta) \) is.

Finally, we say that a Serre weight is generic if it is a Jordan–Hölder constituent of a 4-generic Deligne–Lusztig representation. (By equation (2-3) and Section 2.1.G, a Serre weight is generic if and only if it
admits a lowest alcove presentation \((\tilde{w}_1, \omega)\) such that \((\omega, \tilde{w}_1 \cdot C_0) \in t_{\mu+s}(\Sigma)\) for some \(\mu \in C_0 \cap X^* (T)\) that is 4-deep.) A generic Serre weight is necessarily 2-deep by [Le et al. 2023b, Proposition 2.3.7]. We let \(W^g_{\text{gen}}(\tilde{p})\) and \(W^?_{\text{gen}}(\tilde{p})\) denote the subsets of generic Serre weights of \(W^g(\tilde{p})\) and \(W^? (\tilde{p})\), respectively.

**Remark 3.3.6.** When restricted to the present setting, the subset \(W^g_{\text{gen}}(\tilde{p}) \subseteq W^g(\tilde{p})\) defined in [Le et al. 2023b, Definition 9.1.2] (consisting of 8-deep Serre weights) is a subset of the set defined above.

**Corollary 3.3.7.** Let \(\tilde{p} : G_K \to \text{GL}_3(\mathbb{F})\) be semisimple and 4-generic. Then \(W^g_{\text{gen}}(\tilde{p}) = W^?_{\text{gen}}(\tilde{p})\).

**Proof.** Let \(\sigma\) be a generic Serre weight so that \(\sigma \in JH(\tilde{F}(\mu + \eta))\) for some 4-deep \(\mu \in C_0\) and \(s \in W\). By Theorem 3.3.2, if \(\tilde{p} \notin X^\text{gen}_{F} (\tilde{p})\) then \(\sigma \notin W^g(\tilde{p})\). Else \(\tilde{p}\), being semisimple, corresponds to a point in \(T^\text{gen}_{\mathbb{F}}(\tilde{z}) \in \tilde{U}(\tilde{z}, \leq \eta)\mathbb{F}\) in the diagram (3-2). The proof of Theorem 3.3.2 (precisely, the end of the third paragraph in the proof of item (2) there) shows that \(\tilde{p} \in \tilde{C}_s\) if and only if \(\sigma \in W^? (\tilde{p})\).

**Proposition 3.3.8.** If \(\tilde{p} : G_K \to \text{GL}_3(\mathbb{F})\) is a Galois representation such that \(\tilde{p}^{ss}|_{I_K}\) is 6-generic, then every Serre weight in \(W^g(\tilde{p})\) is generic, i.e., \(W^g_{\text{gen}}(\tilde{p}) = W^g(\tilde{p})\).

**Proof.** Since the proof uses methods which are now well-known (see, e.g., [Gee et al. 2017, §3]) but orthogonal to those of this section, we will be brief. Let \(\tilde{p}\) be as in the statement of the proposition. Then in particular, \(p > 6\). Suppose that \(F(\lambda) \in W^g(\tilde{p})\). Let \(\tilde{p} : G_K \to \text{GL}_3(\mathbb{F})\) be a maximally nonsplit Galois representation lying only on \(C_{F(\lambda)}\). Then \(\tilde{p}\) has an ordinary crystalline lift of weight \(\lambda + \eta\) by [Emerton and Gee 2023, Lemma 5.5.4]. Then by [Emerton and Gee 2014, Corollary A.7] there is an automorphic globalization \(\tilde{f} : G_{F^+} \to G_3(\mathbb{F})\) (where \(G_3\) is the algebraic group defined in [Clozel et al. 2008, §2.1] with \(n = 3\)) of \(\tilde{p}\) which is potentially diagonalizably automorphic in the sense of [Le et al. 2019, Theorem 4.3.1]. The proof of [Le et al. 2019, Theorem 4.3.8] implies that \(\text{Hom}_{G(\mathcal{O}_{\mathbb{F}})}(\bigotimes_{v \mid p} \frac{W(\lambda)}{\mathbb{F}}, S(U))^{\text{ord}} \neq 0\) in the notation of [loc. cit.]. Since the natural map \(\text{Hom}_{G(\mathcal{O}_{\mathbb{F}})}(\bigotimes_{v \mid p} F(\lambda), S(U))^{\text{ord}} \to \text{Hom}_{G(\mathcal{O}_{\mathbb{F}})}(\bigotimes_{v \mid p} \frac{W(\lambda)}{\mathbb{F}}, S(U))^{\text{ord}}\) is an isomorphism by [Gee and Geraghty 2012, Lemma 6.1.3], we conclude that \(\text{Hom}_{G(\mathcal{O}_{\mathbb{F}})}(\bigotimes_{v \mid p} F(\lambda), S(U)) \neq 0\) by [Herzig 2011, Lemma 2.3]. In particular, \(\tilde{p}\) has a potentially semistable lift of type \((\eta, \tau)\) for \(\tau = (1, \lambda)\). Since \(W^g(\tilde{p}) = \{ F(\lambda) \}\), we conclude that \(C_{F(\lambda)}\) is a subset of the substack of \(\mathcal{X}_{K, 3}\) corresponding to potentially semistable representations of type \((\eta, \tau)\). In particular, since \(\tilde{p} \in C_{F(\lambda)}(\mathbb{F})\), \(\tilde{p}\) has a potentially semistable lift of type \((\eta, \tau)\). By [Enns 2019, Lemma 5], \(\tilde{p}^{ss}\) has a semistable lift of type \((\eta, \tau)\). Then \(R_1(\lambda)\) is 1-generic by [Enns 2019, Proposition 7] (the proof of [Enns 2019, Theorem 8] shows that \(R_1(\lambda)\) is 2-generic in the sense of [Enns 2019, Definition 2] where \(\delta = 6\) and \(n + 1 = 4\) here so that \(R_1(\lambda)\) is 1-generic by [Le et al. 2019, Remark 2.2.8]). In particular, any potentially semistable lift of type \((\eta, \tau)\) is potentially crystalline. By the proof of [Le et al. 2019, Proposition 3.3.2], \(\tau\) is 4-generic (the proof shows that any lowest alcove presentation of \(\tilde{p}^{ss}_{I_K}\) is 4-generic). We conclude that \(R_1(\lambda)\) is 4-generic and that \(F(\lambda)\) is generic.

**Corollary 3.3.9.** Let \(\tilde{p} : G_K \to \text{GL}_3(\mathbb{F})\) be semisimple and 6-generic. Then \(W^g(\tilde{p}) = W^? (\tilde{p})\).
Proof. This follows from Corollary 3.3.7, Proposition 3.3.8, and the fact that \( W^\text{gen}_n(\tilde{\rho}) = W^\text{gen}_n(\rho) \) in this case.

\[ \Box \]

Remark 3.3.10. The notions and the results of this section hold true, mutatis mutandis, when the set \( S_\rho \) has arbitrary finite cardinality, and \( \tau, \tilde{\rho} \) are a tame inertial \( L \)-parameter and a continuous \( \mathbb{F} \)-valued \( L \)-homomorphism respectively. In this case \( \tilde{U}(\tilde{z}), \tilde{U}^{[0,2]}(\tilde{z}), \) etc. are fibered products, over \( \text{Spec} \mathcal{O} \) and over the elements \( v \in S_\rho \), of objects of the form \( \tilde{U}(\tilde{z}_v), \tilde{U}^{[0,2]}(\tilde{z}), \) etc. for \( \tilde{z}_v \in (\tilde{W}^\vee)^{\text{Hom}_\mathcal{O}_p(F^+_v, E)} \); the twisted shifted \( T^\vee_\mathcal{O} \)-conjugation action is now induced by \( A(j) \mapsto t_jA(j)s_j^{-1}(t_{\sigma^{-1}(j)}) \) for \( j \in \text{Hom}_{\mathcal{O}_p}(F^+_v, E) \). Analogously, the algebraic stacks \( Y^{[0,2], \tau}, \mathcal{X}_{\kappa,3}, \mathcal{X}^{\eta, \tau}, \) etc. are fibered products, over \( \text{Spf} \mathcal{O} \) and over the elements \( v \in S_\rho \), of \( Y^{[0,2], \tau}, \mathcal{X}_{F_v^{\vee,3}, \mathcal{X}^{\eta, \tau}}, \) etc. The results of this section hold true in this more general setting.

4. Geometric Serre weights

The irreducible components of \( \mathcal{X}_{\kappa, n} \) from [Emerton and Gee 2023, Definition 3.2.1] give rise to a partition of \( \mathcal{X}_{\kappa, n} \) with locally closed parts

\[ \bigcap_{\sigma \in W^+} C_\sigma \setminus \bigcup_{\sigma \not\in W^+} C_\sigma \]

indexed by sets \( W^+ \) of Serre weights. It is of interest to determine the geometric properties of these pieces, e.g., when they are nonempty. In principle, one can directly study

\[ \bigcap_{\sigma \in W^+} C_\sigma \setminus \bigcup_{\sigma \not\in W^+} C_\sigma \quad \text{(4-1)} \]

for a set \( W^+ \) of generic Serre weights using the relationship between \( \mathcal{X}_{\kappa, n} \) and \( \text{Fl}^\vee_0 \), but this seems to be complicated even when \( n = 4 \). In this section, we determine when (4-1) is nonempty in generic cases when \( n = 3 \) using a notion of obvious weights for wildly ramified representations.

4.1. Intersections of generic irreducible components in \( \text{Fl}^\vee_0 \). We first study the geometry of \( \text{Fl}^\vee_0 \). The set \( J \) will be a singleton, and so we will omit it from the notation. For \( n \in \mathbb{N} \), let \( C_n \)-deep be the set of \( \omega \in X^*(T) \) such that \( \omega - \eta \) is \( n \)-deep in \( C_0 \). Recall from Section 3.3.A that given \( (\tilde{w}, \omega) \in \tilde{W}_1 \times C_\text{2-deep} \), we have the irreducible subvariety \( C_{(\tilde{w}, \omega)} \) of \( \text{Fl}^\vee_0 \). We define \( \text{Fl}^\vee_{\text{2-deep}} \) as the union of the \( C_{(\tilde{w}, \omega)} \) (in particular, these \( C_{(\tilde{w}, \omega)} \) are its irreducible components). The action of \( T^\vee_\mathbb{F} \) (resp. \( \mathbb{G}_m \)) on \( \text{Fl}^\vee_0 \) induced by right multiplication (resp. loop rotation \( t \cdot v = t^{-1} v \)) preserves \( \text{Fl}^\vee_{\text{2-deep}} \) and its irreducible components. We let \( \tilde{T}^\vee_\mathbb{F} \) be the extended torus \( T^\vee_\mathbb{F} \times \mathbb{G}_m \). We write \( \text{Fl}^\vee_{0,T^\vee} \) for the set of \( T^\vee_\mathbb{F} \)-fixed points (or equivalently \( \tilde{T}^\vee_\mathbb{F} \)-fixed points) of \( \text{Fl}^\vee_{\text{2-deep}} \) under right translation.

Definition 4.1.1. For \( x^* \in \text{Fl}^\vee_{0, \text{2-deep}}(\mathbb{F}) \), let \( W^\text{gen}_{2\text{-deep}}(x^*) \) be the set

\[ \{ (\tilde{w}, \omega) \in (\tilde{W}_1 \times C_\text{2-deep}) \mid x^* \in C_{(\tilde{w}, \omega)}(\mathbb{F}) \} / \sim. \]

Recall that the equivalence relation is given by \( (\tilde{w}, \omega) \sim (t_v \tilde{w}, \omega - v) \) for any \( v \in X^0(T) \).
The main result of this section classifies the sets $W_{\text{2-deep}}^g(x^*)$ for $x^* \in \text{Fl}_{V_0}^{V_0}(\mathbb{F})$. Combining the proof of Theorem 3.3.2 (namely, the combinatorial statement in the proof of item (2) there) and Corollary 3.3.7 (see also [Le et al. 2023b, Proposition 2.6.2]), we obtain the following description of $W_{\text{2-deep}}^g(x^*)$ for $x^* \in \text{Fl}_{V_0}^{V_0}(\mathbb{F})$

**Theorem 4.1.2.** For $x^* \in \text{Fl}_{V_0}^{V_0}(\mathbb{F})$, $W_{\text{2-deep}}^g(x^*)$ is the set

$$\{(\tilde{w}, x\tilde{w}^{-1}(0)) \in \tilde{W}_1^+ \times C_{\text{2-deep}} | \tilde{w}_2 \uparrow \tilde{w}\} \sim .$$

A first step towards understanding $W_{\text{2-deep}}^g(x^*)$ will be the determination of the subset $W_{\text{obv}}(x^*) \subset W_{\text{2-deep}}^g(x^*)$ of obvious weights. It is defined as follows (see [Le et al. 2022]).

**Definition 4.1.3.** (1) Let $y \in \tilde{W}$ and $\tilde{w} \in \tilde{W}_1$ be such that $y \tilde{w}^{-1}(0) \in C_{\text{2-deep}}$. We define $C_{(\tilde{w}, y\tilde{w}^{-1}(0))}(y^*)$ to be the intersection $C_{(\tilde{w}, y\tilde{w}^{-1}(0))} \cap T^\vee_y \setminus \tilde{U}(y^*)_F$ in $\text{Fl}_{V_0}^{V_0}(\mathbb{F})$.

(2) Let $x^* \in \text{Fl}_{V_0}^{V_0}(\mathbb{F})$. Then define $\text{SP}(x^*)$ to be the set

$$\{(y, (\tilde{w}, y\tilde{w}^{-1}(0))) \in \tilde{W} \times (\tilde{W}_1 \times C_{\text{2-deep}}) \sim | x^* \in C_{(\tilde{w}, y\tilde{w}^{-1}(0))}(y^*)(\mathbb{F})\}$$

and $S(x^*)$ and $W_{\text{obv}}(x^*)$ be the images of $\text{SP}(x^*)$ under the projections of $\tilde{W} \times (\tilde{W}_1 \times C_{\text{2-deep}}) \sim$ to $\tilde{W}$ and $(\tilde{W}_1 \times C_{\text{2-deep}}) \sim$, respectively.

We call elements in $S(x^*)$ specializations of $x^*$. The set $\text{SP}(x^*)$ is the set of specialization pairs consisting of a specialization and an obvious weight.

**Lemma 4.1.4.** For $x^* \in \text{Fl}_{V_0}^{V_0}(\mathbb{F})$ and $\tilde{w} \in \tilde{W}_1$ such that $x\tilde{w}^{-1}(0) \in C_{\text{2-deep}}$, $x^* \in C_{(\tilde{w}, x\tilde{w}^{-1}(0))}$.

**Proof.** For any $\tilde{w} \in \tilde{W}_1$, since $x^* \in S^0_{\tilde{w}}((\tilde{w}, w_0) (x\tilde{w}^{-1} w_0)^*)$, $x^* \in S_{\tilde{w}}(\tilde{w}, e, x\tilde{w}^{-1} w_0) = C_{(\tilde{w}, x\tilde{w}^{-1}(0))}$ (see [Le et al. 2023b, (4.9) and Proposition 4.3.5]). \hfill $\square$.

**Remark 4.1.5.** (1) Let $x^* \in \text{Fl}_{V_0}^{V_0}(\mathbb{F})$. Since $x^*$ is the unique $T^\vee_{\tilde{w}}$-fixed point of $C_{(\tilde{w}, x\tilde{w}^{-1}(0))}(x^*)$,

$$\text{SP}(x^*) = \{(x, (\tilde{w}, x\tilde{w}^{-1}(0))) \in \tilde{W} \times (\tilde{W}_1 \times C_{\text{2-deep}}) \sim \}$$

by Lemma 4.1.4. In particular, $S(x^*) = \{x\}$. Moreover, for all tame inertial $\tilde{w}, \omega \in W_{\text{obv}}(\tilde{w}(\tilde{w}^*)$ if and only if $F(\tilde{w}, \omega) \in W_{\text{obv}}(\tilde{w})$ in the sense of [Le et al. 2023b, Definition 2.6.3].

(2) For $x^* \in \text{Fl}_{V_0}^{V_0}(\mathbb{F})$, clearly, $W_{\text{obv}}(x^*) \subset W_{\text{2-deep}}^g(x^*)$.

To determine $W_{\text{2-deep}}^g(x^*)$, we first determine $\text{SP}(x^*)$. The idea is that $W_{\text{obv}}(x^*)$ gives a lower bound for $W_{\text{2-deep}}^g(x^*)$ (Remark 4.1.5(2)) while $S(x^*)$ gives an upper bound by Lemma 4.1.7(2) and Theorem 4.1.2, and $\text{SP}(x^*)$ combines these invariants into a more uniformly behaved set (see Corollary 4.1.10).

The following results are key to our analysis of $\text{SP}(x^*)$. For $x^* \in \text{Fl}_{V_0}^{V_0}(\mathbb{F})$, let $\theta_{x^*}: \text{SP}(x^*) \rightarrow W$ be the map that takes $(y, (\tilde{w}, \omega))$ to the image of $y\tilde{w}^{-1}$ in $W$.

**Proposition 4.1.6.** For $x^* \in \text{Fl}_{V_0}^{V_0}(\mathbb{F}), \theta_{x^*}: \text{SP}(x^*) \rightarrow W$ is injective.

**Proof.** This is [Le et al. 2022, Proposition 3.6.4]. (It can also be proven by direct computation in the case of $\text{GL}_3$.) \hfill $\square$.
Let $I \overset{\text{def}}{=} L^+G_F$ be the Iwahori group scheme. For $\tilde{w}_\tau \in \tilde{W}$ and $x^* \in \Fl$, let $\tilde{w}(x^*, \tilde{w}_\tau) \in \tilde{W}$ be the unique element such that $x^* \in I \setminus I\tilde{w}(x^*, \tilde{w}_\tau)^*I\tilde{w}_\tau^*$. 

**Lemma 4.1.7.** Suppose that $y \in S(x^*)$. Then

1. $\tilde{w}(y^*, \tilde{w}_\tau) \leq \tilde{w}(x^*, \tilde{w}_\tau)$; and
2. $W^g_{2\text{-deep}}(x^*) \subset W^g_{2\text{-deep}}(y^*)$.

**Proof.** That $y \in S(x^*)$ implies that $x^* \in T^\vee \setminus \tilde{U}(y^*)$ or equivalently that $y^*$ is in the $\tilde{T}^\vee$-orbit closure of $x^*$. For (1), $y^*$ is in the $(\tilde{T}^\vee$-orbit) closure of $I \setminus I\tilde{w}(x^*, \tilde{w}_\tau)^*I\tilde{w}_\tau^*$ which implies the desired inequality. For (2), if $x^* \in C(\tilde{w}, \omega,)$, then $y^* \in C(\tilde{w}, \omega,)$ since $C(\tilde{w}, \omega,)$ is $\tilde{T}^\vee$-stable and closed. \hfill $\square$

The following result provides a method to start with an element of $\Sp(x^*)$ and produce another using a simple reflection in $W$.

**Proposition 4.1.8.** Let $x^* \in \Fl_{2\text{-deep}}^{V_0}$ and $s \in W$ be a simple reflection. Suppose that for some $y \in \tilde{W}$,

1. $y\tilde{w}^{-1}s\tau^{-1}\tilde{w}(0) - \eta, \ y\tilde{s}\tilde{w}^{-1}(0) - \eta, \ \text{and} \ y\tilde{t}^{-1}(s\tilde{w}^{-1}(\eta))(0) - \eta$ are 2-deep; and
2. $(y, (\tilde{w}, y\tilde{w}^{-1}(0))) \in \Sp(x^*)$,

where $\tilde{s}\tilde{w} \in \tilde{W}_1$ is the unique element up to $X^0(T)$ such that $\tilde{s}\tilde{w}^{-1}s^{-1} \in X^*(T)$. Then either $(y\tilde{w}^{-1}s\tilde{w}, (\tilde{w}, y\tilde{w}^{-1}(0))) \in \Sp(x^*)$ or $(y, (\tilde{s}\tilde{w}, y\tilde{s}\tilde{w}^{-1}(0))) \in \Sp(x^*)$.

**Proof.** Let $\tilde{w}_\tau$ be $y(\tilde{w}^{-1}\tilde{w}_h^{-1}w_0s\tilde{w})^{-1}$ so that $\tilde{w}(y^*, \tilde{w}_\tau) = \tilde{w}^{-1}\tilde{w}_h^{-1}w_0s\tilde{w}$. In Galois-theoretic language, this corresponds to the choice of the inertial type $\tau$ in [Le et al. 2018a, Proposition 7.16(3)]. We will see that there are only two possibilities for $\tilde{w}(x^*, \tilde{w}_\tau)$. First, $\tilde{w}^{-1}\tilde{w}_h^{-1}w_0s\tilde{w} \leq \tilde{w}(x^*, \tilde{w}_\tau)$ by Lemma 4.1.7(1).

Let $M(\leq \eta)_F \subset \Fl$ be the reduced closure of $\cup_{w \in \Fl} I \setminus I\tilde{t}^{-1}(\eta)I$ (this is compatible with the notation in Section 3.1). Let $M(\eta, \nabla_{\tilde{w}_\tau(0)}^\vee)\tilde{w}_\tau^\vee$ be the intersection $M(\eta)\tilde{w}_\tau^\vee \cap \Fl^{V_0}$. For $z \in \tilde{W}^\vee$, let $M(\eta, \nabla_{\tilde{w}_\tau(0)}^\vee)\tilde{z}(z)$ denote the intersection $M(\eta, \nabla_{\tilde{w}_\tau(0)}^\vee) \cap (T^\vee \setminus \tilde{U}(z))$ which is isomorphic to

$U(z, \eta, \nabla_{\tilde{w}_\tau(0)}^\vee) \overset{\text{def}}{=} T^\vee \setminus \tilde{U}(z, \eta, \nabla_{\tilde{w}_\tau(0)}^\vee)$.

Now, $x^*$ lies in $C(\tilde{w}, y\tilde{w}^{-1}(0))$ which is the closure of

$M(\eta, \nabla_{\tilde{w}_\tau(0)}^\vee)\tilde{t}^{-1}(\eta)\tilde{w}_\tau^\vee = I \setminus I\tilde{t}^{-1}(\eta)I\tilde{w}_\tau^\vee \cap \Fl^{V_0},$

hence $\tilde{w}(x^*, \tilde{w}_\tau) \leq \tilde{t}^{-1}(\eta)\tilde{w}_\tau$. Combining this with the last paragraph, we have

$\tilde{w}^{-1}\tilde{w}_h^{-1}w_0s\tilde{w} \leq \tilde{w}(x^*, \tilde{w}_\tau) \leq \tilde{t}^{-1}(\eta).$

Since $\ell(\tilde{w}^{-1}\tilde{w}_h^{-1}w_0s\tilde{w}) = 3 = \ell(\tilde{t}^{-1}(\eta)) - 1$ (this is a consequence of a more general result in [Le et al. 2022], but can be checked directly using [Le et al. 2018a, Table 1]), we see that $\tilde{w}(x^*, \tilde{w}_\tau) = \tilde{t}^{-1}(\eta)$ or $\tilde{w}^{-1}\tilde{w}_h^{-1}w_0s\tilde{w}$.

If $\tilde{w}(x^*, \tilde{w}_\tau) = \tilde{t}^{-1}(\eta)$, then $(y\tilde{w}^{-1}s\tilde{w}, (\tilde{w}, y\tilde{w}^{-1}(0))) \in \Sp(x^*)$ (this is represented by the red and blue parts in Figure 1). We claim that if $\tilde{w}(x^*, \tilde{w}_\tau) = \tilde{w}^{-1}\tilde{w}_h^{-1}w_0s\tilde{w}$, then $x^* \in C(\tilde{s}\tilde{w}, y\tilde{s}\tilde{w}^{-1}(0))(y^*)$ (this is
represented by the arrows in Figure 1). It suffices to show that

\[ I \setminus I(\tilde{w}^{-1} \tilde{w}_h^{-1} w_0 s \tilde{w})^* I \tilde{w}_t^* \cap Fl^V_0 \subset I \setminus I(\tilde{w}^{-1} \tilde{w}_h^{-1} w_0 s \tilde{w})^* I \tilde{w}_t^* \cap Fl^V_0. \] (4-2)

Using (1), [Le et al. 2023b, Theorem 4.2.4] shows that both

\[ I \setminus I(\tilde{w}^{-1} \tilde{w}_h^{-1} w_0 s \tilde{w})^* I \tilde{w}_t^* \cap Fl^V_0 \quad \text{and} \quad I \setminus I(\tilde{w}^{-1} \tilde{w}_h^{-1} w_0 s \tilde{w})^* I \tilde{w}_t^* \cap Fl^V_0 \] (4-3)

are isomorphic to \( A_2^2 \). The equality \( \tilde{w}^{-1} \tilde{w}_h^{-1} w_0 s \tilde{w} = s \tilde{w}^{-1} \tilde{w}_h^{-1} w_0 s \) implies that the latter space in (4-3) is contained in the former by the proof of [Le et al. 2023b, Proposition 4.3.4] (one can directly check that \( (s \tilde{w}^{-1} \tilde{w}_h^{-1})(w_0 s) \) is a reduced factorization) so that the spaces in (4-3) are equal. Finally, observe that

\[ I \setminus I(w_0 s \tilde{w})^* I(s \tilde{w}^{-1} \tilde{w}_h^{-1})^* \tilde{w}_t^* \subset I \setminus I(w_0 s \tilde{w})^* I(w_0 s w_0^{-1})^* (s \tilde{w}^{-1} \tilde{w}_h^{-1})^* \tilde{w}_t^* \]

and

\[ I \setminus I(w_0 s \tilde{w})^* I(w_0 s w_0^{-1})^* (s \tilde{w}^{-1} \tilde{w}_h^{-1})^* \tilde{w}_t^* \cap Fl^V_0 = I \setminus I(s \tilde{w}^{-1} \tilde{w}_h^{-1} w_0 s \tilde{w})^* I(w_0 s \tilde{w})^* I(w_0 s w_0^{-1})^* (s \tilde{w}^{-1} \tilde{w}_h^{-1})^* \tilde{w}_t^* \cap Fl^V_0 \]

\[ = I \setminus I(w_0 s \tilde{w})^* I(w_0 s w_0^{-1})^* (s \tilde{w}^{-1} \tilde{w}_h^{-1})^* \tilde{w}_t^* \cap Fl^V_0 \]

by (the proof of) [Le et al. 2023b, Proposition 4.3.4]. Putting this all together yields (4-2). \qed
Proposition 4.1.9. For $x^* \in \text{Fl}_{2\text{-deep}}^V$, SP($x^*$) is nonempty.

Proof: By hypothesis, we have $x^* \in C(\bar{w}, \omega)$ for some $(\bar{w}, \omega) \in \widetilde{W}_1 \times C_{2\text{-deep}}$. It follows from the definition of $C(\bar{w}, \omega)$ that it is a closed subscheme of $S_F^\circ(w^*_0 t_{\omega^*}) \cap \text{Fl}_V^0$. Thus $C(\bar{w}, \omega) \subset \bigcup_{\tilde{z} \leq w^*_0} S_F^\circ(\tilde{z} t_{\omega^*})$. Note that $S_F^\circ(\tilde{z}) \subset T_F^\vee \setminus \widetilde{U}(\tilde{z} t_{\omega^*}) = T_F^\vee \setminus \widetilde{U}(\tilde{z} t_{\omega^*})$, for example, see [Le et al. 2023b, Proposition 4.2.13]. It follows that $C(\bar{w}, \omega)$ has an open cover $\bigcup_{\tilde{z} \leq w^*_0} C(\bar{w}, \omega)(\tilde{z} t_{\omega^*})$.

If $\bar{w} \cdot C_0 = C_0$, then any $\tilde{z} \leq w^*_0$ satisfies $\tilde{z}^* \in W \tilde{w}$. Choosing such a $\tilde{z}$ with $x^* \in C(\bar{w}, \omega)(\tilde{z} t_{\omega^*})$ gives $(t_{\omega^*}(\bar{z}^*), (\tilde{w}, \omega)) \in \text{SP}(x^*)$ and we are done.

Suppose now that $\bar{w} \cdot C_0$ is the upper $p$-restricted alcove. For $\tilde{z} \leq w^*_0$, either $\tilde{z}^* \in W \tilde{w}$, or $\tilde{z}^* \in W \tilde{w}'$, where $\tilde{w}'$ is the unique element in $\tilde{W}_1$ such that $\tilde{w}' < \tilde{w}$. In particular $\tilde{w}' \cdot C_0 = C_0$. There are two cases:

- If $x^* \in C(\bar{w}, \omega)(\tilde{z} t_{\omega^*})$ for some $\tilde{z}^* \in W \tilde{w}$, we get $(t_{\omega^*}(\bar{z}^*), (\tilde{w}, \omega)) \in \text{SP}(x^*)$ as above.
- Otherwise, $x^* \in (\bigcup_{\tilde{z}^* \in W \tilde{w}} S_F^\circ(\tilde{z}) t_{\omega^*}) \cap \text{Fl}_V^0 = C(\bar{w}, \omega)$. Repeating our arguments with $(\tilde{w}, \omega)$ replaced by $(\tilde{w}', \omega)$, we are also done in this case. \qed

Corollary 4.1.10. Let $x^* \in \text{Fl}_{2\text{-deep}}^V$. If there exists $y_0 \in S(x^*)$ with $y_0(0) \in C_{6\text{-deep}}$, then $\theta_{x^*} : \text{SP}(x^*) \rightarrow W$ is bijective.

Proof. By Proposition 4.1.6, it suffices to show that $\theta_{x^*} : \text{SP}(x^*) \rightarrow W$ is surjective. By Proposition 4.1.9, SP($x^*$) is nonempty. If $(y, (\tilde{w}, y \tilde{w}^{-1}(0))) \in \text{SP}(x^*)$ and $s \in W$ is a simple reflection, then either

$$(y \tilde{w}^{-1} s \tilde{w}, (\tilde{w}, y \tilde{w}^{-1}(0))) \in \text{SP}(x^*) \quad \text{or} \quad (y, (s \tilde{w}, y s \tilde{w}^{-1}(0))) \in \text{SP}(x^*)$$

by Proposition 4.1.8 so that $\theta_{x^*}(y, (\tilde{w}, y \tilde{w}^{-1}(0)))$ is in the image of $\theta_{x^*}$. (The hypothesis that $y_0(0) \in C_{6\text{-deep}}$ guarantees that Proposition 4.1.8(1) applies.) Since simple reflections generate $W$, the result follows. \qed

Lemma 4.1.11. Suppose that $x^* \in \text{Fl}_{2\text{-deep}}^V$ such that there exists $y_0 \in S(x^*)$ with $y_0(0) \in C_{6\text{-deep}}$. Then there exists $\lambda - \eta \in C_0$ and $w \in W$ such that the image of $W_{\text{obv}}(x^*)$ under (2-2) is one of the sets

1. $w\{(0, 0)\}$;
2. $w\{(\varepsilon_1 - \varepsilon_2, 1)\}$;
3. $w\{(0, 0), (\varepsilon_1 - \varepsilon_2, 1)\}$;
4. $w\{(0, 0), (\varepsilon_1 - \varepsilon_2, 1), (\varepsilon_2 - \varepsilon_1, 1)\}$;
5. $w\{(0, 1), (\varepsilon_1, 0), (\varepsilon_2, 0), (\varepsilon_1 + \varepsilon_2, 1)\}$; and
6. $w\{(0, 0), (\varepsilon_1 - \varepsilon_2, 1), (\varepsilon_2 - \varepsilon_1, 1), (\varepsilon_1, 0), (\varepsilon_2, 0), (\varepsilon_1 + \varepsilon_2, 1)\}$.

Moreover, every possibility arises. Finally, with respect to the six above alternatives for $W_{\text{obv}}(x^*)$ the image of $W_{2\text{-deep}}^T(x^*)$ under (2-2) is contained in

1’. $w\{(0, 0), (0, 1)\}$;
2’. $w\{(\varepsilon_1 - \varepsilon_2, 1)\}$;
3’. $w\{(0, 0), (0, 1), (\varepsilon_1 - \varepsilon_2, 1)\}$;
(4') \( \{ (0, 0), (0, 1), (\varepsilon_1 - \varepsilon_2, 1), (\varepsilon_2 - \varepsilon_1, 1) \} \);

(5') \( \{ (0, 1), (\varepsilon_1, 0), (\varepsilon_1, 1), (\varepsilon_2, 0), (\varepsilon_2, 1), (\varepsilon_1 + \varepsilon_2, 1) \} \); and

(6') \( \{ (0, 0), (0, 1), (\varepsilon_1 - \varepsilon_2, 1), (\varepsilon_2 - \varepsilon_1, 1), (\varepsilon_1, 0), (\varepsilon_1, 1), (\varepsilon_2, 0), (\varepsilon_2, 1), (\varepsilon_1 + \varepsilon_2, 1) \} \).

**Remark 4.1.12.** The sets in the second part of Lemma 4.1.11 are the minimal sets containing the corresponding sets in the first part closed under changing a 0 in the second argument to a 1. Since the set in the second part are obtained by taking intersections \( \bigcap_{y \in S(x^*)} W_{2\text{-deep}}^g(y^*) \) which are closed under this operation, these sets are a natural upper bound for \( W_{2\text{-deep}}^g(x^*) \).

**Proof.** We will illustrate the proof with various figures, all of which follow the same graphic conventions as in Figure 1.

Recall that we have canonical isomorphisms \( \hat{W}/W_a \cong X^*(Z) \) and \( \pi_0(Fl) \cong X^*(Z) \). In this proof we will choose various \( \lambda \in X^*(T) \) with the property that the image of \( t_\lambda \) in \( X^*(Z) \) is the same as the image of \( x^* \), and use (2-2) to identify \( (\hat{W}_1 \times (X^*(T) \cap C_0 + \eta)\hat{\lambda}^{-\eta}lZ) \) / \( \sim \) and \( \Lambda_W^\lambda \times A \), since the latter set is more convenient to work with here.

By Corollary 4.1.10, one obtains the elements of \( W_{\text{obv}}(x^*) \) by repeatedly applying the process described in Proposition 4.1.8 which we call a simple walk. We use the following two basic facts repeatedly.

(i) If \( (\varepsilon, a) \in W_{\text{obv}}(x^*) \), then either \( W_{\text{obv}}(x^*) = \{ (\varepsilon, a) \} \) or there is a simple walk from some \( (y, (\varepsilon, a)) \) giving another element \( (\varepsilon', a') \in W_{\text{obv}}(x^*) \) in which case \( a \neq a' \) and \( \varepsilon - \varepsilon' \in W_{\text{obv}} \).

(ii) \( W_{2\text{-deep}}^g(x^*) \subseteq \bigcap_{y \in S(x^*)} W_{2\text{-deep}}^g(y^*) \) by Lemma 4.1.7(2).

The analysis can be divided into a number of cases.

- Suppose that there is no element of the form \( (\varepsilon, 1) \) in \( W_{\text{obv}}(x^*) \). Then \( W_{\text{obv}}(x^*) \) consists of a single element by (i), which after changing \( \lambda \), we assume to be \( \{ (0, 0) \} \). Then by Corollary 4.1.10, \( S(x^*) = \{ t_\lambda w \mid w \in W \} \). Then \( W_{2\text{-deep}}^g(x^*) \subseteq \bigcap_{y \in S(x^*)} W_{2\text{-deep}}^g(y^*) = \{ (0, 0), (0, 1) \} \) by (ii); see Figure 2, left. This gives (1) and (1').

- Suppose now that \( (\varepsilon, 1) \in W_{\text{obv}}(x^*) \) for some \( \varepsilon \in \Lambda_W \). Say \( (y_1, (\varepsilon, 1)) \in \text{SP}(x^*) \) (i.e., a new element of \( S(x^*) \) rather than \( W_{\text{obv}}(x^*) \)), then there exist \( \lambda - \eta \in C_0 \) and \( w \in W \) such that \( y_1 = t_\lambda w \) and \( y_2 = t_\lambda w w_0 \). Then

\[
W_{2\text{-deep}}^g(y_1^*) \cap W_{2\text{-deep}}^g(y_2^*) = w \{ (0, 0), (0, 1), (\varepsilon_1 - \varepsilon_2, 1), (\varepsilon_2 - \varepsilon_1, 1) \}.
\]

Fact (i) precludes \( w(0, 1) \) from being in \( W_{\text{obv}}(x^*) \). Moreover, if \( w(\varepsilon_1 - \varepsilon_2, 1) \) and \( w(\varepsilon_2 - \varepsilon_1, 1) \) are in \( W_{\text{obv}}(x^*) \), then so is \( w(0, 0) \). Changing \( w \) if necessary, we assume that \( \varepsilon \) is \( w(\varepsilon_1 - \varepsilon_2, 1) \). Then \( W_{\text{obv}}(x^*) \) is one of cases (2), (3), or (4).

- In case (2), \( S(x^*) \) has six elements by Corollary 4.1.10, and furthermore

\[
W_{2\text{-deep}}^g(x^*) \subseteq \bigcap_{y \in S(x^*)} W_{2\text{-deep}}^g(y^*) = \{ (\varepsilon, 1) \}
\]

by (ii) — this is (2'); see Figure 2, middle.
After possibly changing $\lambda$, we suppose that 

$\varepsilon' \in W$.

Finally, we suppose that $\varepsilon' \in W$ and a simple walk starting with $(\varepsilon', 1)$ for any $\varepsilon' \in \Lambda_W$ such that $(\varepsilon', 1) \in W_{\text{obs}}(x^*)$ always yields a new element of $W_{\text{obs}}(x^*)$. Let $(y_1, (\varepsilon, 1)) \in \text{SP}(x^*)$. After possibly changing $\lambda$, there exists $w \in W$ such that $W_{2\text{-deep}}(y_1^*)$ is

$$w \{(0, 0), (0, 1), (\varepsilon_1 - \varepsilon_2, 1), (\varepsilon_2 - \varepsilon_1, 1), (\varepsilon_1, 0), (\varepsilon_1, 1), (\varepsilon_2, 0), (\varepsilon_2, 1), (\varepsilon_1 + \varepsilon_2, 1)\}$$

and $\varepsilon = \varepsilon_1 + \varepsilon_2$. By assumption, we have that $(y_1, w(\varepsilon_1, 0))$ and $(y_1, w(\varepsilon_2, 0)) \in \text{SP}(x^*)$.

- If a simple walk starting with $(y_1, w(\varepsilon_1, 0))$ yields $(y_2, w(\varepsilon_1, 0)) \in \text{SP}(x^*)$ for some $y_2 \in \tilde{W}$, then $W_{2\text{-deep}}(x^*) \subset W_{2\text{-deep}}(y_1^*) \cap W_{2\text{-deep}}(y_2^*)$ which is (5’) (see Figure 3, middle).

We claim that $w(\varepsilon_1, 1) \notin W_{\text{obs}}(\tilde{\rho})$. If $w(\varepsilon_1, 1) \in W_{\text{obs}}(\tilde{\rho})$ then, as argued before with $w(\varepsilon_1 + \varepsilon_2, 1)$, there would necessarily be two elements in $W_{\text{obs}}(x^*) \subset W_{2\text{-deep}}(y_1^*) \cap W_{2\text{-deep}}(y_2^*)$ which correspond to two adjacent vertices in Figure 3, middle. However, there are no such elements in (5’). Similarly, $w(\varepsilon_2, 1) \notin W_{\text{obs}}(x^*)$. A simple walk from $(y_2, w(\varepsilon_1, 0)) \in \text{SP}(x^*)$ yields two elements in $\text{SP}(x^*)$ — $(y_1, w(\varepsilon_1, 0))$ and $(y_3, w(\varepsilon', a))$. If $y_2 \neq y_3$, then $w(\varepsilon_2, 0) \notin W_{2\text{-deep}}(y_3^*)$, which contradicts Lemma 4.1.7(2). We conclude that $w(\varepsilon', a) = w(0, 1) \in W_{\text{obs}}(\tilde{\rho})$. This gives the set in (5).
Next, if of the six possibilities it must equal (5). One can furthermore check that the image of \( W \) check that case (6) arises when if we let \( s \gamma \).

- If the process in Proposition 4.1.8 from \((y_1, (e, 1, 0)) \in \text{SP}(x^*)\) yields \((y_1, w(e_1 - e_2, 1)) \in \text{SP}(x^*)\) instead of \((y_2, w(e_1, 0))\), then \( S(x^*) = \{y_1\} \) by (ii) since \( y_1 \) is the unique \( y \in \tilde{W} \) such that \( W^g_{2\text{-deep}}(y^*) \) contains \( w(e_1 - e_2, 1), w(e_1, 0), w(e_2, 0), \) and \( w(e_1 + e_2, 1); \) see Figure 3, right.

We conclude from Corollary 4.1.10 that \( W_{\text{obv}}(x^*) = W_{\text{obv}}(y^*_1) \) which is given by (6). Then the upper bounds for \( W^g_{2\text{-deep}}(x^*) \) in cases (5) and (6) again follow from (ii).

We now show that every possibility arises.

- One checks that case (6) arises when \( x^* = \mathcal{I} \setminus \mathcal{I}(t_\lambda w)^* \).
- If we let \( \gamma = t_{(1,0,-1)} w_0 \) and \( x^* \in \mathcal{I} \setminus \mathcal{I} \gamma^* \mathcal{I}(t_\lambda w)^*(\tilde{\mathcal{F}}) \) but is not equal to \( \mathcal{I} \setminus \mathcal{I}(t_\lambda w \gamma)^* \), then one can check that \( t_\lambda w, t_\lambda w \gamma \in S(x^*) \) so that \( W_{\text{obv}}(x^*) \subset W^g_{2\text{-deep}}(t_\lambda w) \cap W^g_{2\text{-deep}}(t_\lambda w \gamma) \) by Lemma 4.1.7. This rules out (6). One can furthermore check that the image of \( W_{\text{obv}}(x^*) \) under (2-2) contains (5) so that out of the six possibilities it must equal (5).
- Next, if \( s_1 \) and \( s_2 \in W \) denote the simple reflections and \( x^* \) is generic in

\[
\mathcal{I} \setminus \mathcal{I}s_1s_2s_1(t_\lambda w)^* \cap \mathcal{I} \setminus \mathcal{I}s_2s_1s_1(t_\lambda w)^*,
\]
then \( t_\lambda w, t_\lambda w w_0 \in S(x^*) \) so that
\[
W_{\text{obv}}(x^*) \subset W^g_{2\text{-deep}}(t_\lambda w) \cap W^g_{2\text{-deep}}(t_\lambda w w_0)
\]
by Lemma 4.1.7. This rules out (6). One can furthermore check that the image of \( W_{\text{obv}}(x^*) \) under (2-2) contains (4) so that out of the six possibilities it must equal (4).

- If \( x^* \) is generic in \( I \setminus I s_2s_1I s_1s_2(t_\lambda w)^* \), then \( t_\lambda w, t_\lambda w s_2, t_\lambda w s_2s_1, t_\lambda w w_0 \in S(x^*) \). Then by similar arguments as above \( W_{\text{obv}}(x^*) \) is contained in (3). One can furthermore check that \( W_{\text{obv}}(x^*) \) contains (3).
- If \( x^* \) is generic in \( I \setminus I w_0I (t_\lambda w)^* \), then \( W^g_{2\text{-deep}}(x^*) \) only has one element, namely (1).
- If \( x^* \) is generic in an upper alcove component, then \( W^g_{2\text{-deep}}(x^*) \) only has one element corresponding to (2).

**Theorem 4.1.13.** Suppose that \( x^* \in \Fl^0_{2\text{-deep}} \) such that there exists \( y_0 \in S(x^*) \) with \( y_0(0) \in C_6\text{-deep} \). Then there exist \( \lambda - \eta \in C_0 \) and \( w \in W \) such that under (2-2) the image of \( W_{\text{obv}}(x^*) \) is as in Lemma 4.1.11 and the image of \( W^g_{2\text{-deep}}(x^*) \) is correspondingly one of

1. \( w\{(0, 0)\} \) or \( w\{(0, 0), (0, 1)\} \);
2. \( w\{(\epsilon_1 - \epsilon_2, 1)\} \);
3. \( w\{(0, 0), (\epsilon_1 - \epsilon_2, 1)\} \);
4. \( w\{(0, 0), (\epsilon_1 - \epsilon_2, 1), (\epsilon_2 - \epsilon_1, 1)\} \);
5. \( w\{(0, 1), (\epsilon_1, 0), (\epsilon_1, 1), (\epsilon_2, 0), (\epsilon_2, 1), (\epsilon_1 + \epsilon_2, 1)\} \); and
6. \( w\{(0, 0), (0, 1), (\epsilon_1 - \epsilon_2, 1), (\epsilon_2 - \epsilon_1, 1), (\epsilon_1, 0), (\epsilon_1, 1), (\epsilon_2, 0), (\epsilon_2, 1), (\epsilon_1 + \epsilon_2, 1)\} \).

Moreover, every possibility arises.

**Proof.** We explain how the bounds on \( W_{\text{obv}}(x^*) \) and Table 3 can be used to determine \( W^g_{2\text{-deep}}(x^*) \). Let \( x^* \in \Fl^0_{2\text{-deep}} \) be as in the statement of the theorem, and let \( \lambda \) and \( w \) be as in Lemma 4.1.11. Define \( \Sigma^g(x^*) \) to be the image of \( W^g_{2\text{-deep}}(x^*) \) under (2-2). Table 3 (with \( s_j \) in the notation there taken to be \( w \) in this proof) implies that the number of irreducible components of the completion of \( \widehat{W}(\widehat{\zeta}, \eta, \nabla_{w^{-1}(\mu + \eta)})_F \) at an \( \mathcal{F} \)-point is never three (and that each irreducible component is smooth). Theorem 3.3.2 then implies that \#\( \Sigma^g(x^*) \cap t_\nu s(S(0)) \neq 3 \) for all \( t_\nu s, W_\alpha \). (The relevant type \( \tau \) in Theorem 3.3.2 is 4-generic since \( \tilde{w}(y^*_0, \tilde{w}(\tau)) \leq \tilde{w}(x^*, \tilde{w}(\tau)) \in \text{Adm}(\eta) \) by Lemma 4.1.7(1) and \( y_0(0) \in C_6\text{-deep} \).) This is the key fact that we will use in our analysis of \( \Sigma^g(x^*) \).

The upper and lower bounds, say \( \Sigma_{\text{ub}}(x^*) \) and \( \Sigma_{\text{lb}}(x^*) \), respectively, for \( \Sigma^g(x^*) \) from Lemma 4.1.11 give upper and lower bounds for \( \Sigma^g(x^*) \cap t_\nu s(S(0)) \) for each \( t_\nu s, W_\alpha \). For each \( (\epsilon, a) \in \Sigma_{\text{ub}}(x^*) \setminus \Sigma_{\text{lb}}(x^*) \) in cases (3)–(6), one can choose \( t_\nu s, W_\alpha \) such that

- \((\Sigma_{\text{ub}}(x^*) \setminus \Sigma_{\text{lb}}(x^*)) \cap t_\nu s(S(0)) = \{(\epsilon, a)\} \); and
- \#\( \Sigma_{\text{ub}}(x^*) \cap t_\nu s(S(0)) = 3 \) or \#\( \Sigma_{\text{lb}}(x^*) \cap t_\nu s(S(0)) = 3 \).
Choice of $t_\nu s$ in cases (3) and (4). The red circles and the dot represent $\Sigma^{lb}(x^*)$, the black circle the element in $\Sigma^{ub}(x^*) \setminus \Sigma^{lb}(x^*)$. We have fixed an element $t_{\mu+\eta} w \in \tilde{W}$ so that $s^{-1} t_{\nu} w^{-1} t_{\mu+\eta} \in S(x^*)$.

Choice of $t_\nu s$ in cases (5) and (6). The red circles and dots represent $\Sigma^{lb}(x^*)$, the black circles the element in $\Sigma^{ub}(x^*) \setminus \Sigma^{lb}(x^*)$. We have fixed an element $t_{\mu+\eta} w \in \tilde{W}$ so that $s^{-1} t_{\nu} w^{-1} t_{\mu+\eta} \in S(x^*)$.

Then the fact above implies that $\# \Sigma^{lb}(x^*) \cap t_\nu s(\Sigma_0) = 3$ if and only if $(\epsilon, a) \in \Sigma^g(x^*)$. From this, one checks that $\Sigma^g(x^*)$ is as claimed. We now illustrate in Figures 4 and 5 the choices of $\tau$ in cases (3)–(6).

Finally, we show that every possibility arises. Since Lemma 4.1.11 showed that every one of the six possibilities arises, we only need to show that the two possibilities in case (1) arise. The case $w \{(0, 0)\}$ arises when $x^*$ is generic on a lower alcove component so that $W_{2\text{-deep}}(x^*)$ only has one element corresponding to this component. The case $w \{(0, 0), (0, 1)\}$ arises when $x^*$ is generic in the intersection of the two components corresponding to $w \{(0, 0), (0, 1)\}$. Indeed, this intersection is two-dimensional so long as $x^*$ is not in cases (5) or (6) which are of dimensions one and zero, respectively, the case $w \{(0, 0), (0, 1)\}$ must apply. \qed

Remark 4.1.14. The notions in this section extend to the case of products: if $x^* = (x_i^*)_{i \in J} \in (Fl_{2\text{-deep}}^{\nabla_0})^J$, we let $W^g_{2\text{-deep}}(x^*)$ and $W_{\text{obv}}(x^*)$ be the subsets $\prod_{i \in J} W^g_{2\text{-deep}}(x_i^*)$ and $\prod_{i \in J} W_{\text{obv}}(x_i^*)$ of $(\tilde{W}_1 \times (X^*(\mathcal{T}) \cap C_0 + \eta))/\sim$, where $X^*(\mathcal{T})$ is the character lattice of the algebraic group $G$. Then the analogous statements hold.
Serre weights for three-dimensional wildly ramified Galois representations

4.2. Classification of geometric weight sets. Let $\bar{\rho}: G_K \to \text{GL}_3(\mathbb{F})$ be a continuous Galois representation. If $\tau$ is a 4-generic tame inertial type and $\bar{\rho}$ arises as an $\mathbb{F}$-point of $X^{\eta, \tau}_F$ then Theorem 3.2.2 attaches a Breuil–Kisin module $M \in Y_{\eta, \tau}[0, 2]_2$ to $\rho$. In this scenario, we define the shape $\tilde{w}^*(\rho, \tau) \in \tilde{W}^\vee_{\eta, \tau}$ of $\rho$ with respect to $\tau$ to be the shape of $M \in Y_{\eta, \tau}[0, 2]_2$ (see Section 2.2). Let $W_{2\text{-deep}}^g(\bar{\rho})$ be the set of Serre weights $\{\sigma \mid \sigma \text{ is 2-deep and } \rho \in C_{\sigma}(F)\}$.

Definition 4.2.1. Let $\text{SP}(\bar{\rho})$ be the set of pairs $(\rho_1, \sigma)$ with $\rho_1$ a tame inertial $F$-type and $\sigma \in W_{2\text{-deep}}^g(\bar{\rho})$ such that there exists a 4-generic tame inertial type $\tau$ with

- $\sigma \in JH(\tilde{\sigma}(\tau))$ and
- $\tilde{w}^*(\rho, \tau) = \tilde{w}^*(\tilde{\rho}_1, \tau) \in tW^\vee_{\eta}$

for any, or equivalently all, extensions $\tilde{\rho}_1: G_K \to \text{GL}_3(\mathbb{F})$ of $\rho_1$ (in particular $\sigma \in W_{\text{obv}}(\rho_1)$). Let $W_{\text{obv}}(\bar{\rho}) \subset W_{2\text{-deep}}^g(\bar{\rho})$ be the image of $\text{SP}(\bar{\rho})$ under the projection to $W_{2\text{-deep}}^g(\bar{\rho})$. Let $S(\bar{\rho})$ be the image of $\text{SP}(\bar{\rho})$ under the projection to the set of tame inertial $F$-types. We call an element of $S(\bar{\rho})$ a specialization of $\bar{\rho}$.

Definition 4.2.2. We say that a Galois representation $\bar{\rho}: G_K \to \text{GL}_3(\mathbb{F})$ is $m$-generic if the tame inertial $F$-type $\bar{\rho}_{ss}|_{I_K}$ is $m$-generic and $\bar{\rho}$ has an $m$-generic specialization.

Remark 4.2.3. (1) If $m \geq 6$, $\bar{\rho}: G_K \to \text{GL}_3(\mathbb{F})$ is semisimple, and $\bar{\rho}|_{I_K}$ is $m$-generic, then $\bar{\rho}$ is $m$-generic in the sense of Definition 4.2.2 since $\bar{\rho}|_{I_K} \in S(\bar{\rho})$.

(2) It is shown (in greater generality under a suitable genericity assumption) in [Le et al. 2022] that $\bar{\rho}_{ss}|_{I_K} \in S(\bar{\rho})$ so that the requirement that $\bar{\rho}$ has an $m$-generic specialization in Definition 4.2.2 is superfluous when $m$ is sufficiently large.

We now recall the setting of Theorem 3.3.2. In particular, we have a pair $(\sigma, \zeta)$ which corresponds to a lowest alcove presentation $(\tilde{w}, \omega)$ of a Serre weight $\sigma$. Given the auxiliary choice of an appropriate tame inertial type $\tau$ (and letting $(s, \mu)$ be the compatible lowest alcove presentation), we have the diagram

\[ \begin{array}{ccc}
\tilde{C}_{\sigma} & \xrightarrow{\pi} & C_{(\tilde{w}, \omega)} \\
\downarrow & & \downarrow \\
\tilde{F}_{[0, 2]}^{[\mathbb{F}]} \cdot s^* t_{\mu^* + \eta^*} & \xrightarrow{\pi} & F_{[\mathbb{F}]}^{\vee, J} \\
\downarrow & & \downarrow \\
C_{\sigma} & \xrightarrow{[\tilde{F}_{[0, 2]}^{[\mathbb{F}]} \cdot s^* t_{\mu^* + \eta^*} / T_{\mathbb{F}}^{\vee, J} - \text{sh.cnj}]} & \Phi-\text{Mod}_{K, \mathbb{F}}^\text{et, } \eta \\
(\mathcal{X}_{K, 3})_{\mathbb{F}} & \xrightarrow{\pi_0} & \Phi-\text{Mod}_{K, \mathbb{F}}^\text{et, } \eta 
\end{array} \]
In particular the composite of the middle column gives a map \( \tilde{C}^\xi_\rho \to \Phi\text{-Mod}^{\text{gen,}^n}_{K,\mathbb{F}} \) which does not depend on \( \tau \) and which factors through \( \mathcal{X}_{K,3} \). Note also that \( \tilde{C}^\xi_\rho \) is a subvariety of \( (\tilde{\mathcal{F}}_{\mathbb{V}_0})^J \), and that the rightmost vertical arrow factors through \( (\tilde{\mathcal{F}}_{\mathbb{V}_0})^J \).

The following proposition relates the Galois theoretic notions in Section 3.3 with the geometric notions in Section 4.1 (or rather, its product version as in Remark 4.1.14):

**Proposition 4.2.4.** Let \( \tilde{\rho} \in \mathcal{X}_{K,3}(\mathbb{F}) \) be 6-generic and \((\tilde{w}, \omega)\) be a lowest alcove presentation of an element of \( W^g_{\text{gen}}(\tilde{\rho}) \) compatible with a 6-generic lowest alcove presentation of \( \tilde{\rho}^\text{ss} \). If \( \tilde{x}^\ast \in (\tilde{\mathcal{F}}_{\mathbb{V}_0})^J(\mathbb{F}) \) has images \( x^\ast \in (\tilde{\mathcal{F}}_{\mathbb{V}_0})^J(\mathbb{F}) \) and \( \tilde{\rho} \in \mathcal{X}_{K,3}(\mathbb{F}) \) then \((\tilde{w}, \omega)\) is in \( W_{\text{obv}}(x^\ast) \) (resp. \( W^g_{2\text{-deep}}(x^\ast) \)) if and only if \( F(\tilde{w}, \omega) \in W_{\text{obv}}(\tilde{\rho}) \) (resp. \( W^g_{2\text{-deep}}(\tilde{\rho}) \)).

**Proof:** This follows from Theorem 3.3.2, applied to suitably chosen auxiliary 4-generic types \( \tau \) containing \( F(\tilde{w}, \omega) \).

**Theorem 4.2.5.** If \( \tilde{\rho} : G_K \to \text{GL}_3(\mathbb{F}) \) is 6-generic, then there exist \( \lambda \in X^*(T) \) and \( w \in W \) such that \( \Sigma_{\text{obv}, j}(\tilde{\rho}) \) is \( F\left( \Sigma_x(\prod_{j \in J} w_j \Sigma_{\text{obv}, j}(\tilde{\rho})) \right) \) where for each \( j \in J \), \( \Sigma_{\text{obv}, j}(\tilde{\rho}) \) is one of the sets

1. \( \{(0, 0)\} \)
2. \( \{(\varepsilon_1 - \varepsilon_2, 1)\} \)
3. \( \{(0, 0), (\varepsilon_1 - \varepsilon_2, 1)\} \)
4. \( \{(0, 0), (\varepsilon_1 - \varepsilon_2, 1), (\varepsilon_2 - \varepsilon_1, 1)\} \)
5. \( \{(0, 1), (\varepsilon_1, 0), (\varepsilon_2, 0), (\varepsilon_1 + \varepsilon_2, 1)\} \)
6. \( \{(0, 0), (\varepsilon_1 - \varepsilon_2, 1), (\varepsilon_2 - \varepsilon_1, 1), (\varepsilon_1, 0), (\varepsilon_2, 0), (\varepsilon_1 + \varepsilon_2, 1)\} \)

Furthermore, \( W^g_{\text{gen}}(\tilde{\rho}) = F\left( \Sigma_x(\prod_{j \in J} w_j \Sigma^g_{\jmath}(\tilde{\rho})) \right) \), where with respect to the six above alternatives for \( \Sigma_{\text{obv}, j}(\tilde{\rho}) \), \( \Sigma^g_{\jmath}(\tilde{\rho}) \) is

1'. \( \{(0, 0)\} \) or \( \{(0, 0), (0, 1)\} \)
2'. \( \{(\varepsilon_1 - \varepsilon_2, 1)\} \)
3'. \( \{(0, 0), (\varepsilon_1 - \varepsilon_2, 1)\} \)
4'. \( \{(0, 0), (\varepsilon_1 - \varepsilon_2, 1), (\varepsilon_2 - \varepsilon_1, 1)\} \)
5'. \( \{(0, 1), (\varepsilon_1, 0), (\varepsilon_2, 1), (\varepsilon_2, 1), (\varepsilon_1 + \varepsilon_2, 1)\} \) or
6'. \( \{(0, 0), (0, 1), (\varepsilon_1 - \varepsilon_2, 1), (\varepsilon_2 - \varepsilon_1, 1), (\varepsilon_1, 0), (\varepsilon_2, 0), (\varepsilon_2, 1), (\varepsilon_1 + \varepsilon_2, 1)\} \)

Moreover, every possibility arises. If \( \tilde{\rho} \) is furthermore \( 8\text{-generic} \), then \( W^g(\tilde{\rho}) = F\left( \Sigma_x(\prod_{j \in J} w_j \Sigma^g_{\jmath}(\tilde{\rho})) \right) \) with \( \Sigma^g_{\jmath} \) as above.

**Proof:** This follows from Proposition 4.2.4, Theorem 4.1.13, and Proposition 3.3.8.

**Remark 4.2.6.** By the proof of Theorem 4.2.5 (and Lemma 4.1.11), if \( \tilde{\rho} \) is 6-generic and has an \( m \)-generic specialization, then every specialization is \((m-4)\)-generic.
Theorem 4.2.7. Let \( \tau \) and \( \tau' \) be 4-generic tame inertial types and \( \bar{\rho} \in \mathcal{X}^{n,\tau}(\mathbb{F}) \) and \( \bar{\rho}' \in \mathcal{X}^{n,\tau'}(\mathbb{F}) \). Suppose further that \( \bar{x}^*, \bar{x}'^* \in (\hat{\mathbb{F}}^{V_0})^J(\mathbb{F}) \) have images \( x^*, x'^* \in (\mathbb{F}^{V_0})^J(\mathbb{F}) \) and \( \bar{\rho}^\vee, \bar{\rho}'^\vee \in \mathcal{X}_3(\mathbb{F}) \), respectively, such that \( x'^* \) is in the closure of the \( \tilde{T}_e^\vee \)-orbit of \( x^* \). Then \( \bar{\rho}' \in \mathcal{X}^{n,\tau}(\mathbb{F}) \) and \( \tilde{w}^*(\bar{\rho}^\vee, \tau) \leq \tilde{w}^*(\bar{\rho}, \tau) \). Moreover, \( W_{\text{gen}}(\bar{\rho}) \subset W_{\text{gen}}(\bar{\rho}') \).

Proof. Since \( \bar{\rho} \in \mathcal{X}^{n,\tau}(\mathbb{F}) \) for some \( \sigma \in \text{HJ}(\bar{\sigma}(\tau)) \) by Theorem 3.3.2. Since \( C_\sigma \) is closed and \( \tilde{T}_e^\vee \)-stable, \( x'^* \in C_\sigma \). We conclude that \( \bar{\rho}' \in \mathcal{X}^{n,\tau}(\mathbb{F}) \) again using Theorem 3.3.2. Similarly, \( x'^* \) is in the closure of \( \mathcal{I} \tilde{w}^*(\bar{\rho}, \tau) \mathcal{I} \tilde{w}^*(\bar{\rho}, \tau) \) which implies the desired inequality.

If \( \bar{\rho} \in C_\sigma \) for a generic weight \( \sigma \), then the same argument above shows that \( \bar{\rho}' \in C_\sigma \).

Corollary 4.2.8. Let \( \tau \) and \( \tau' \) be 4-generic tame inertial types and \( \bar{\rho} \in \mathcal{X}^{n,\tau}(\mathbb{F}) \cap \mathcal{X}^{n,\tau'}(\mathbb{F}) \). Suppose that \( \bar{\rho}_1 \in \mathcal{X}^{n,\tau}(\mathbb{F}) \) such that \( \tilde{w}^*(\bar{\rho}_1, \tau) = \tilde{w}^*(\bar{\rho}, \tau') \). Then \( \bar{\rho}_1 \in \mathcal{X}^{n,\tau}(\mathbb{F}) \) and \( \tilde{w}^*(\bar{\rho}_1, \tau) \leq \tilde{w}^*(\bar{\rho}, \tau) \).

Proof. This follows from Theorem 4.2.7 since there is a contracting \( \tilde{T}_e^\vee \)-cocharacter for each translated Schubert cell (see [Le et al. 2023b, Lemma 3.4.7]).

5. Results for patching functors

We start in Section 5.1 by recalling the formalism of weak (minimal) patching functors and we prove abstract versions of Serre weight conjectures assuming the modularity of an obvious weight (see Propositions 5.1.10 and 5.1.11 below). This assumption is removed in Section 5.2 if the weak patching functor comes from an arithmetic module. In Section 5.3, we prove results on cyclicity of patching functors arising from arithmetic modules and we finally give global applications of the above results in Section 5.4.

5.1. Patching functors and Serre weights. We recall the setup and the basic definitions for weak minimal patching functors. Recall from Section 1.4 that we write the finite étale \( \mathbb{Z}_p \)-algebra \( \mathcal{O}_p \) as the product \( \prod_{v \in S_p} \mathcal{O}_v \), where \( S_p \) is a finite set and for each \( v \in S_p \), \( \mathcal{O}_v \) is the ring of integers in a finite unramified extension \( F_v^+ \) of \( \mathbb{Q}_p \), and that \( \mathcal{L}_G \) denotes the Langlands dual group of \( \mathcal{G}_{\mathcal{O}_p}^\text{def} = \text{Res}_{\mathcal{O}_p/\mathbb{Z}_p}(\text{GL}_3/\mathcal{O}_p) \). Following Section 2.1, an \( E \)-valued \( L \)-homomorphism \( \bar{\rho} : G_{\mathcal{O}_p} \rightarrow \mathcal{L}_G(E) \) (resp. a tame inertial \( L \)-parameter \( \tau : I_{\mathcal{O}_p} \rightarrow \mathcal{G}_\vee(E) \)) is identified with a collection \( (\bar{\rho}_v)_{v \in S_p} \) of continuous homomorphisms \( \bar{\rho}_v : G_{F_v^+} \rightarrow \text{GL}_3(E) \) (resp. with a collection \( (\tau_v)_{v \in S_p} \) of tame inertial types \( \tau_v : I_{F_v^+} \rightarrow \text{GL}_3(E) \)).

Let \( \bar{\rho} \) be an \( L \)-homomorphism over \( \mathbb{F} \) with corresponding collection \( (\bar{\rho}_v)_{v \in S_p} \). We write \( R_{\infty} \) for the \( \mathcal{O} \)-algebra \( R_{\bar{\rho}} \hat{\otimes}_{\mathcal{O}} R^p \), where

\[
R_{\bar{\rho}} \hat{\otimes}_{\mathcal{O}} R^p = \bigotimes_{v \in S_p, \mathcal{O}} R_{\bar{\rho}_v}^p
\]

and \( R^p \) is a (nonzero) complete local Noetherian equidimensional flat \( \mathcal{O} \)-algebra with residue field \( \mathbb{F} \) such that each irreducible component of \( \text{Spec } R^p \) and of \( \text{Spec } R_{\bar{\rho}} \) is geometrically irreducible (we remind the reader that \( \overline{M} \) denotes \( M \hat{\otimes}_{\mathcal{O}} \mathbb{F} \) for any \( \mathcal{O} \)-module \( M \)). We suppress the dependence on \( R^p \) below. For a Weil–Deligne inertial \( L \)-parameter \( \tau \), let \( R_{\infty}(\tau) \) be \( R_{\infty} \hat{\otimes}_{R_\tau} R_{\bar{\rho}}^{n,\tau} \), where

\[
R_{\bar{\rho}}^{n,\tau} = \bigotimes_{v \in S_p, \mathcal{O}} R_{\bar{\rho}_v}^{n,\tau_v}.
\]
Let \( X_\infty, X_\infty(\tau), \) and \( \overline{X}_\infty(\tau) \) be \( \text{Spec} \, R_\infty, \text{Spec} \, R_\infty(\tau), \) and \( \text{Spec} \, \overline{R}_\infty(\tau) \) respectively. Let \( \text{Mod}(X_\infty) \) be the category of coherent sheaves over \( X_\infty, \) and let \( \text{Rep}_O(\text{GL}_3(O_p)) \) denote the category of topological \( O[\text{GL}_3(O_p)] \)-modules which are finitely generated over \( O. \)

Recall from Section 2.1.C that given a tame inertial \( L \)-parameter \( \tau \) we have an irreducible smooth \( E \)-representation \( \sigma(\tau) \) attached to it. If \( \sigma^\circ(\tau) \subseteq \sigma(\tau) \) is an \( O \)-lattice, we write \( \overline{\sigma}^\circ(\tau) \) for \( \sigma^\circ(\tau) \otimes_O \mathbb{F} \) in what follows.

**Definition 5.1.1.** A weak patching functor for an \( L \)-homomorphism \( \overline{\rho} : W_{Q_p} \to \mathbb{L}_G(\mathbb{F}) \) is a nonzero covariant exact functor \( M_\infty : \text{Rep}_O(\text{GL}_3(O_p)) \to \text{Mod}(X_\infty) \) satisfying the following: if \( \tau \) is an inertial \( L \)-parameter and \( \sigma^\circ(\tau) \) is an \( O \)-lattice in \( \sigma(\tau) \) then:

1. \( M_\infty(\sigma^\circ(\tau)) \) is either zero or a maximal Cohen–Macaulay sheaf on \( X_\infty(\tau). \)
2. For all \( \sigma \in \text{JH}(\overline{\sigma}^\circ(\tau)), \) \( M_\infty(\sigma) \) is a maximal Cohen–Macaulay sheaf on \( \overline{X}_\infty(\tau) \) (or is 0).
3. Suppose \( \sigma^\circ \) is an \( O \)-lattice in a principal series representation \( R_1(\mu). \) Then \( M_\infty(\sigma^\circ) \) is supported on the potentially semistable locus of type \((\eta, \tau(1, \mu))\) in \( X_\infty. \)

We say that a weak patching functor \( M_\infty \) is minimal if \( R^p \) is formally smooth over \( O \) and whenever \( \tau \) is an inertial \( L \)-parameter, \( M_\infty(\sigma^\circ(\tau))[p^{-1}], \) which is locally free over (the regular scheme) \( \text{Spec} \, R_\infty(\tau)[p^{-1}], \) has rank at most one on each connected component.

**Remark 5.1.2.** The above definition of weak patching functor is slightly weaker than that in [Le et al. 2023b, Definition 6.2.1] and closer in spirit to that of [Le et al. 2019, Definition 4.2.1]: the purpose of the third item is to eliminate nonregular Serre weights.

Let \( d \) be the (common) dimension of \( \overline{X}_\infty(\tau) \) for any inertial \( L \)-parameter \( \tau. \) If \( M \) is an \( \overline{R}_\infty \)-module whose action factors through \( \overline{R}_\infty(\tau) \) for some inertial \( L \)-parameter \( \tau, \) let \( Z(M) \) be the associated \( d \)-dimensional cycle. Note that \( Z(M_\infty(\tau)) \) is additive in exact sequences.

We now fix an \( L \)-homomorphism \( \overline{\rho} : W_{Q_p} \to \mathbb{L}_G(\mathbb{F}) \) and a weak patching functor \( M_\infty. \) Let \( W(\overline{\rho}) \) be the set of Serre weights \( \sigma \) such that \( M_\infty(\sigma) \neq 0. \)

**Proposition 5.1.3.** If \( \overline{\rho} : W_{Q_p} \to \mathbb{L}_G(\mathbb{F}) \) is an \( L \)-homomorphism with 6-generic semisimplification, then \( W_{\text{gen}}(\overline{\rho}) = W(\overline{\rho}). \)

**Proof.** We adapt the argument in Proposition 3.3.8: If \( F(\lambda) \in W(\overline{\rho}), \) then \( M_\infty(F(\lambda)) \neq 0 \) so that \( M_\infty(R_1(\lambda)) \neq 0. \) This implies that \( \overline{\rho}, \) and hence \( \overline{\rho}^{\text{ss}}, \) has a potentially semistable lift of type \((\eta, \tau(1, \lambda)). \) The rest of the argument is the same. \( \square \)

**Proposition 5.1.4.** (1) If \( \overline{\rho}^{\text{ss}}|_{I_K} \) is 7-generic, then \( W(\overline{\rho}) \subset W^3(\overline{\rho}^{\text{ss}}|_{I_K}). \)

(2) If \( \overline{\rho}^{\text{ss}}|_{I_K} \) is 7-generic, then for any 4-generic \( \overline{\rho}_1 \in S(\overline{\rho}), W(\overline{\rho}) \subset W^3(\overline{\rho}_1). \) (Note that \( S(\overline{\rho}) \) consists of tame inertial \( \mathbb{F} \)-types so that \( W^3(\overline{\rho}_1) \) is defined.)

**Proof.** Let \( \sigma \) be in \( W(\overline{\rho}). \) By the proof of Propositions 5.1.3 and 3.3.8, \( R_1(\lambda) \) is 5-generic if \( \sigma = F(\lambda) \) so that \( \sigma \) is 3-deep. Let \( \overline{\rho}_1 \) be a 4-generic element of \( S(\overline{\rho}) \) or \( \overline{\rho}^{\text{ss}}|_{I_K}. \) Suppose that \( \sigma \notin W^3(\overline{\rho}_1). \) By (the
proof of) [Le et al. 2020, Lemma 2.3.13] and Proposition 2.1.1, we can find a 1-generic type \( \tau \) such that \( \sigma \in \text{JH}(\sigma(\tau)) \) and \( \text{JH}(\sigma(\tau)) \cap W^2(\rho_1) = \emptyset \). That \( \sigma \in W(\bar{\rho}) \) implies that \( \bar{\rho} \), and thus \( \rho^{ss} \), has a potentially crystalline lift of type \( \tau \) as in the proof of Proposition 5.1.3. Proposition 3.3.2 in [Le et al. 2019] implies that \( \tau \) is 4-generic. Lemma 5 in [Enns 2019] or Corollary 4.2.8 then implies that \( \tilde{\rho}_1 \in \mathcal{X}^{\eta, \tau}(\mathbb{F}) \) for any extension \( \tilde{\rho}_1 \) of \( \rho_1 \) to an \( L \)-homomorphism. Theorem 3.3.2 implies that \( \text{JH}(\tilde{\sigma}(\tau)) \cap W^g_{\text{gen}}(\tilde{\rho}_1) \neq \emptyset \). On the other hand,

\[
\text{JH}(\tilde{\sigma}(\tau)) \cap W^g_{\text{gen}}(\tilde{\rho}_1) = \text{JH}(\tilde{\sigma}(\tau)) \cap W^2_{\text{gen}}(\tilde{\rho}_1) = \text{JH}(\tilde{\sigma}(\tau)) \cap W^2(\tilde{\rho}_1) = \emptyset
\]

by Corollary 3.3.7. This is a contradiction. \( \square \)

For a Serre weight \( \sigma \), let \( p(\sigma) \) be the prime ideal or unit ideal in \( R_\rho \) corresponding to the pullback of the stack \( \mathcal{C}_\sigma \) to \( \text{Spec} \ R_\rho \). For an inertial \( L \)-parameter \( \tau \), let \( I(\tau) \) be the kernel of the surjection \( R_\rho \rightarrow R_\rho^{\eta, \tau} \).

Observe that if \( I(\tau) \subset p(\sigma) \neq 1 \), then \( p(\sigma) \) induces a minimal prime of \( \tilde{R}_\rho^{\eta, \tau} \), and all minimal primes arise this way.

**Lemma 5.1.5.** Suppose that \( \tau \) is an inertial \( L \)-parameter corresponding to a collection of 4-generic tame inertial types \( (\tau_v)_{v \in S_\rho} \). Then any minimal prime ideal of \( R_\infty(\tau) \) is of the form \( I(\tau) R_\infty + p R_\infty \) for some minimal prime ideal \( p \subset R_\rho \).

If \( M \) is a nonzero finitely generated maximal Cohen–Macaulay \( R_\infty(\tau) \)-module, then \( \text{Ann}_{R_\rho}(\tilde{M}) = I(\tau) + (\varpi) \).

**Proof.** Since \( R_\rho^{\eta, \tau} \) is geometrically irreducible (its special fiber is reduced after arbitrary finite extension of \( \mathbb{F} \) and hence is normal; see the proof of [Le et al. 2020, Lemma 3.5.4]), the first part follows from [Barnet-Lamb et al. 2011, Lemma 3.3(5)]. Similarly, any minimal prime of \( \tilde{R}_\infty(\tau) \) is of the form \( p(\sigma) \tilde{R}_\infty + \tilde{p} \tilde{R}_\infty \), where \( p(\sigma) \) corresponds to a minimal prime of \( \tilde{R}_\rho^{\eta, \tau} \), and \( \tilde{p} \) is a minimal prime of \( \tilde{R}_\rho \).

If \( M \) is a nonzero finitely generated maximal Cohen–Macaulay \( R_\infty(\tau) \)-module, then \( Z(\tilde{M}) \) is at least the reduction of the cycle in \( \text{Spec} \ R_\infty(\tau)[1/p] \) corresponding to a minimal prime of \( R_\infty(\tau) \). In particular, for any prime \( p(\sigma) \) of \( R_\rho \) inducing a minimal prime of \( \tilde{R}_\rho^{\eta, \tau} \), \( \text{Ann}_{R_\infty(\tau)}(\tilde{M}) \) is contained in a prime induced by \( p(\sigma) \tilde{R}_\infty + \tilde{p} \tilde{R}_\infty \) for some minimal prime \( \tilde{p} \) of \( \tilde{R}_\rho \). Since \( R_\infty/(p(\sigma) R_\infty + \tilde{p} R_\infty) \cong R_\rho/p(\sigma) \otimes \mathbb{F}^{R_\rho/\tilde{p}} \), \( (p(\sigma) R_\infty + \tilde{p} R_\infty) \cap R_\rho = p(\sigma) \) by Lemma 5.1.6. We conclude that \( \text{Ann}_{R_\rho}(\tilde{M}) \subset p(\sigma) \) for each minimal prime ideal \( p(\sigma) \tilde{R}_\infty(\tau) \) of \( \tilde{R}_\infty(\tau) \). Since \( \tilde{R}_\infty(\tau) \) is reduced, \( \text{Ann}_{R_\rho}(\tilde{M}) \subset I(\tau) + (\varpi) \). The reverse inclusion is clear. \( \square \)

**Lemma 5.1.6.** Let \( \mathbb{F} \) be a field. If \( R \) and \( S \) are complete Noetherian local \( \mathbb{F} \)-algebras with residue field \( \mathbb{F} \), then the natural map \( R \rightarrow R \otimes_{\mathbb{F}} S \), \( r \mapsto r \otimes 1 \) is an injection.

**Proof.** Let \( m_S \subset S \) be the maximal ideal. The composition \( R \rightarrow R \otimes_{\mathbb{F}} S \rightarrow R \otimes_{\mathbb{F}} (S/m_S) \cong R \otimes_{\mathbb{F}} \mathbb{F} \) is the isomorphism given by \( r \mapsto r \otimes 1 \). The result follows. \( \square \)

For the rest of the section, we assume that \( \tilde{\rho} \) is 8-generic. In particular, every element of \( S(\tilde{\rho}) \) is 4-generic by Remark 4.2.6.
Lemma 5.1.7. If \( \sigma_1 \) is a Serre weight and \( \text{Ann}_{R_{\rho}} M_{\infty}(\sigma_1) \subset p(\sigma_2) \subsetneq R_{\rho} \) for a Serre weight \( \sigma_2 \), then \( \sigma_2 \uparrow \sigma_1 \).

Proof. Since \( M_{\infty}(\sigma_1) \) is nonzero by assumption, Proposition 5.1.4 implies that \( \sigma_1 \in W^2(\bar{\rho}_1) \) for any specialization \( \bar{\rho}_1 \) of \( \bar{\rho} \). Then \( \sigma_1 \) is 6-deep because \( \bar{\rho} \) is 8-generic. If \( \sigma_1 \in JH(\bar{\sigma}(\tau)) \) for a tame inertial type \( \tau \) (necessarily 4-generic), then

\[
\bigcap_{\sigma \in JH(\bar{\sigma}(\tau))} p(\sigma) = (\omega) + I(\tau) \subset \text{Ann}_{R_{\rho}} M_{\infty}(\sigma_1) \subset p(\sigma_2) \subset R_{\rho}
\]

by Theorem 3.3.2. This implies that \( \sigma_2 \in JH(\bar{\sigma}(\tau)) \). We conclude that \( \sigma_1 \) covers \( \sigma_2 \) (Definition 2.1.2). The result now follows from Lemma 2.1.3.

\[\Box\]

Lemma 5.1.8. If \( W_{\text{obv}}(\bar{\rho}) \cap W(\bar{\rho}) \) is nonempty, then \( W_{\text{obv}}(\bar{\rho}) \subset W(\bar{\rho}) \).

Proof. Let \( \sigma_0 \in W_{\text{obv}}(\bar{\rho}) \). We claim that there is an \( n \in \mathbb{N} \) and sequences of tame inertial types \( (\tau_i)_{i=1}^n \), specializations \( (\bar{\rho}_i)_{i=1}^n \) (elements in \( S(\bar{\rho}) \)), and (not necessarily distinct) Serre weights \( (\sigma_i)_{i=1}^n \) such that

- \( \{\sigma_i\}_{i=0}^n = W_{\text{obv}}(\bar{\rho}) \);
- \( \bar{\rho}_i \in S(\bar{\rho}) \) for all \( i = 1, \ldots, n \);
- \( W^2(\bar{\rho}_i) \cap JH(\bar{\sigma}(\tau_i)) = W_{\text{obv}}(\bar{\rho}_i) \cap JH(\bar{\sigma}(\tau_i)) = \{\sigma_{i-1}, \sigma_i\} \) for all \( i = 1, \ldots, n \).

Indeed, the proof of Corollary 4.1.10 gives a sequence of elements \( (y, (\tilde{w}, y\tilde{w}^{-1}(0))) \) in \( \text{SP}(x^*) \). We define the sequences by taking the specializations \( \bar{\rho}_i \) corresponding to the elements \( y \), taking the Serre weights \( \sigma_i \) corresponding to the elements \( F(\tilde{w}, y\tilde{w}^{-1}(0)) \), and taking the tame inertial types \( \tau_i \) to be \( \tau(u, y(\tilde{w}^{-1}\tilde{w}_h^{-1}w_0s\tilde{w})^{-1}(0)) \) where \( u \) is the image of \( y(\tilde{w}^{-1}\tilde{w}_h^{-1}w_0s\tilde{w})^{-1} \) in \( W \) (see also the proof of Proposition 4.1.8). We will use these sequences to prove the result by induction.

Suppose that \( \sigma_{i-1} \in W(\bar{\rho}) \) for some \( 1 \leq i \leq n \). Then \( M_{\infty}(\bar{\sigma}(\tau_i)) \) is nonzero. Since \( M_{\infty}(\bar{\sigma}(\tau_i)) \) is a nonzero finitely generated maximal Cohen–Macaulay \( \bar{R}_{\infty}(\tau_i) \)-module, Proposition 5.1.4 and Lemma 5.1.5 give

\[
\prod_{\sigma' \in JH(\bar{\sigma}(\tau_i)) \cap W^2(\bar{\rho}_i)} \text{Ann}_{R_{\rho}} M_{\infty}(\sigma') \subset \text{Ann}_{R_{\rho}} M_{\infty}(\bar{\sigma}(\tau_i)) = I(\tau_i) + (\omega) \subset p(\sigma_i).
\]

Then \( \text{Ann}_{R_{\rho}} M_{\infty}(\sigma_{i-1}) \subset p(\sigma_i) \) or \( \text{Ann}_{R_{\rho}} M_{\infty}(\sigma_i) \subset p(\sigma_i) \). The former contradicts Lemma 5.1.7 and so \( \sigma_i \in W(\bar{\rho}) \).

\[\Box\]

Lemma 5.1.9. If \( \bar{\rho} \) is semisimple and 8-generic, and \( \sigma \in W^2(\bar{\rho}) \), then there exists a tame inertial \( L \)-homomorphism \( \tau \) such that

1. \( \sigma \in JH(\bar{\sigma}(\tau)) \); and
2. \( \sigma' \in W^2(\bar{\rho}) \cap JH(\bar{\sigma}(\tau)) \) implies that \( \sigma' \uparrow \sigma \).

Proof. This follows from [Le et al. 2020, Lemma 3.5.9].

In fact, \( \tau \) is unique. We say that \( \tau \) is minimal with respect to \( \bar{\rho} \) and \( \sigma \).
Proposition 5.1.10. Let $\tilde{\rho} : W_{\mathbb{Q}_p} \to \mathcal{L}G(\mathbb{F})$ be an $8$-generic $L$-homomorphism and let $M_\infty$ be a weak patching functor. If $W_{\text{obv}}(\tilde{\rho}) \cap W(\tilde{\rho})$ is nonempty, then $\text{Ann}_{R_p} M_\infty(\sigma) \subset p(\sigma)$ for all Serre weights $\sigma$. In particular, $W^8(\tilde{\rho}) \subset W(\tilde{\rho})$.

Proof. The inclusion is trivial if $\sigma \notin W^8(\tilde{\rho})$. Suppose that $\sigma \in W^8(\tilde{\rho})$. Choose an $8$-generic $\tilde{\rho}' \in S(\tilde{\rho})$ (e.g., $\tilde{\rho}^{8\infty}$) and choose the tame inertial type $\tau$ which is minimal with respect to $\tilde{\rho}'$ and $\sigma$.

For any Serre weight $\sigma' \uparrow \sigma$, $\sigma' \in \text{JH}(\tilde{\sigma}(\tau))$. Theorem 4.2.5 implies that $\text{JH}(\tilde{\sigma}(\tau)) \cap W_{\text{obv}}(\tilde{\rho})$ is nonempty. Lemma 5.1.8 implies that $M_\infty(\tilde{\sigma}^\circ(\tau))$ is nonzero for any lattice $\sigma^\circ(\tau) \subset \sigma(\tau)$. Since $M_\infty(\tilde{\sigma}^\circ(\tau))$ is a nonzero finitely generated maximal Cohen–Macaulay $\mathcal{R}_\infty(\tau)$-module, Proposition 5.1.4 and Lemma 5.1.5 give

$$\prod_{\sigma' \in \text{JH}(\tilde{\sigma}(\tau)) \cap W^7(\tilde{\rho}')} \text{Ann}_{R_p} M_\infty(\sigma') \subset \text{Ann}_{R_p} M_\infty(\tilde{\sigma}^\circ(\tau)) = I(\tau) + (\varpi) \subset p(\sigma).$$

Then $\text{Ann}_{R_p} M_\infty(\sigma') \subset p(\sigma)$ for some $\sigma' \in \text{JH}(\tilde{\sigma}(\tau)) \cap W^7(\tilde{\rho}')$. Lemma 5.1.7 implies that $\sigma \uparrow \sigma'$. That $\tau$ is minimal with respect to $\tilde{\rho}'$ and $\sigma$ implies that $\sigma' \uparrow \sigma$, hence $\sigma = \sigma'$.

Proposition 5.1.11. Let $\tilde{\rho} : W_{\mathbb{Q}_p} \to \mathcal{L}G(\mathbb{F})$ be an $8$-generic $L$-homomorphism and let $M_\infty$ be a weak minimal patching functor. Assume that $W_{\text{obv}}(\tilde{\rho}) \cap W(\tilde{\rho})$ is nonempty. Then $Z(M_\infty(\sigma))$ is the irreducible or zero cycle corresponding to the prime or unit ideal $p(\sigma)R_\infty$. In particular, $W(\tilde{\rho}) = W^8(\tilde{\rho})$.

Proof. Let $\tau$ be a $4$-generic tame inertial type. Let $C_\sigma(\tilde{\rho})$ be the irreducible or zero cycle corresponding to the ideal $p(\sigma)R_\infty$. Then

$$Z(\mathcal{R}_\infty(\tau)) \geq Z(M_\infty(\tilde{\sigma}^\circ(\tau))) = \sum_{\sigma \in \text{JH}(\tilde{\sigma}(\tau))} Z(M_\infty(\sigma)) \geq \sum_{\sigma \in \text{JH}(\tilde{\sigma}(\tau))} C_\sigma(\tilde{\rho}),$$

where the first inequality follows from the fact that $M_\infty$ is minimal (see [Le et al. 2018a, Proposition 7.14]) and the second inequality follows from Proposition 5.1.10. However the first and last expression are equal by Theorem 3.3.2, which forces the inequalities to be equalities. We conclude that the result holds for all $\sigma \in \text{JH}(\tilde{\sigma}(\tau))$ for a $4$-generic tame inertial type $\tau$. In particular, the result holds for all generic $\sigma$.

Finally, suppose $\sigma$ is nongeneric. Then Proposition 5.1.3 shows that $Z(M_\infty(\sigma)) = 0$ and $\sigma \notin W^8(\tilde{\rho})$, by Proposition 3.3.8, so $p(\sigma)R_\infty = R_\infty$.

5.2. Arithmetic patched modules. Let $R_\infty$ be as in Section 5.1 and set $F_p \overset{\text{def}}{=} \mathcal{O}_p \otimes_{\mathbb{Z}_p} \mathbb{Q}_p$.

Definition 5.2.1. An arithmetic $R_\infty[\mathcal{GL}_3(F_p)]$-module for an $L$-homomorphism $\tilde{\rho} : W_{\mathbb{Q}_p} \to \mathcal{L}G(\mathbb{F})$ is a nonzero $\mathcal{O}$-module $M_\infty$ with commuting actions of $R_\infty$ and $\mathcal{GL}_3(F_p)$ satisfying the following axioms:

1. The $R_\infty[\mathcal{GL}_3(\mathcal{O}_p)]$-action on $M_\infty$ extends to $R_\infty[[\mathcal{GL}_3(\mathcal{O}_p)]]$ making $M_\infty$ a finitely generated $R_\infty[[\mathcal{GL}_3(\mathcal{O}_p)]]$-module.

2. The functor $\text{Hom}_{\mathcal{O}[[\mathcal{GL}_3(\mathcal{O}_p)]]}(-, M_\infty^\vee) : \text{Rep}_{\mathcal{O}}(\mathcal{GL}_3(\mathcal{O}_p)) \to \text{Mod}(X_\infty)$, denoted $M_\infty(-)$, is a weak patching functor.
(3) The action of $\mathcal{H}_{\text{GL}_3(F_p)}^{\text{GL}_3(O_p)}(\sigma(\tau)) \cong \mathcal{H}_{\text{GL}_3(O_p)}(\sigma(\tau))^{[1/p]}$ on $M_\infty(\sigma(\tau))^{[1/p]}$ factors through the composite

$$\mathcal{H}_{\text{GL}_3(F_p)}^{\text{GL}_3(O_p)}(\sigma(\tau)) \xrightarrow{\eta_\infty} R_p^{\eta, \tau}[1/p] \to R_\infty(\tau)[1/p],$$

where the map $\eta_\infty$ is the map denoted by $\eta$ in [Caraiani et al. 2016, Theorem 4.1] except with $r_p$ normalized so that $r_p(\pi) = \text{rec}_p(\pi \otimes | \text{det}(\pi)|^{(n-1)/2})$.

We say that an arithmetic $R_\infty[\text{GL}_3(F_p)]$-module $M_\infty$ is minimal if $M_\infty(\sigma)$ is.

Let $I$ be the preimage of $B_0(\mathbb{F}_p)$ under the reduction map $G_0(\mathbb{Z}_p) \to G_0(\mathbb{F}_p)$. Let $I_1$ be the (unique) pro-$p$ Sylow subgroup of $I$. Let $\chi : I/I_1 \to \mathcal{O}_\infty^\times$ be a character. Let $\theta(\chi)$ be $\text{ind}_I^{G(\mathcal{O}_v)} \chi$. If $\chi$ is regular, i.e., $\chi = \chi^s$ implies $s = 1$ for $s \in W(\text{GL}_3^{S_v})$, then $\theta(\chi)[1/p]$ is absolutely irreducible.

**Lemma 5.2.2.** If $\chi : I/I_1 \to \mathcal{O}_\infty^\times$ is a regular character, then the $G_0(\mathbb{Z}_p)$-cosocle of $\theta(\chi)$ is isomorphic to the unique Serre weight $\sigma(\chi)$ with $\sigma(\chi)|_I \cong \chi$.

**Proof.** By Frobenius reciprocity, $\text{Hom}_{G_0(\mathbb{Z}_p)}(\theta(\chi), \sigma) \cong \text{Hom}_I(\chi, \sigma) \cong \text{Hom}_I(\chi, \sigma|_I)$. Then

$$\text{Hom}_{G_0(\mathbb{Z}_p)}(\theta(\chi), \sigma) \neq 0$$

if and only if $\sigma = \sigma(\chi)$ in which case it is one-dimensional. \(\square\)

Let $s \in W(\text{GL}_3^{S_v})$ and $\chi^s$ be the character such that $\chi^s(t) = \chi(s^{-1}ts)$ for $t \in T_0(\mathbb{Z}_p) \cong T(\mathcal{O}_p) \cong \prod_{v \in S_p} T(\mathcal{O}_v)$.

The representations $\theta(\chi)$ and $\theta(\chi^s)$ are isomorphic.

**Lemma 5.2.3.** Let $\chi : I/I_1 \to \mathcal{O}_\infty^\times$ be a regular character. Fix $s \in W(\text{GL}_3^{S_v})$, and let $\theta(\chi) \to \theta(\chi^s)$ be a nonzero map which is unique up to scalar. Let $I(\chi, s)$ be the image of this map. Then $\sigma(\chi) \in \text{JH}(I(\chi, s))$.

**Proof.** The natural surjection $\theta(\chi) \to I(\chi, s)$ induces a surjection on $G_0(\mathbb{Z}_p)$-cosocles by **Lemma 5.2.2.** Thus the cosocle of $I(\chi, s)$ is isomorphic to $\sigma(\chi)$. \(\square\)

Let $\chi = \bigotimes_{v \in S_p} \chi_v$ be as above and decompose each $\chi_v$ as $\chi_{v,1} \otimes \chi_{v,2} \otimes \chi_{v,3}$ in the usual way. For each $v \in S_p$, let $\tau_v$ (resp. $\tau_v^{1,1}$) be the tame inertial type ($\chi_{v,1} \oplus \chi_{v,2} \oplus \chi_{v,3} \circ \text{Art}_F^{-1}$) (resp. $\chi_{v,1} \circ \text{Art}_F^{-1}$). Then letting $\tau \equiv (\tau_v)_{v \in S_p}$ (resp. $\tau^{1,1} \equiv (\tau_v^{1,1})_{v \in S_p}$) we have that $\sigma(\tau) = \theta(\chi)[1/p]$ (resp. $\sigma(\tau^{1,1})$ is the inflation of $\sigma(\chi)$ to $\mathcal{O}_p^{\infty}$). For each $v \in S_p$, let $U_{\tau_v}$ be the endomorphism defined in [Le et al. 2023a, §10.1.2] so that $U_{\tau_v^{1,1}} \equiv \prod_{v \in S_p} U_{\tau_v}$ is an endomorphism of $\text{ind}_{\text{GL}_3(F_p)}^{\text{GL}_3(O_p)} \theta(\chi)$.

**Lemma 5.2.4.** With $\chi$ and $\tau$ as above, suppose that $\tau$ is 4-generic. If $\sigma \in \text{JH}(\bar{\sigma}(\tau))$ is not an outer weight, then $\eta_\infty(U_{\tau_v^{1,1}})$ vanishes on $\mathcal{C}_\sigma(\bar{\rho})$.

**Proof.** Up to a unit, for each $v \in S_p$, the image of $\eta_\infty(U_{\tau_v^{1,1}}) (\mod \sigma) \in \mathbb{F}$ in (the completion of) the second column of Table 1 is a nonempty product of diagonal elements modulo $v$ by [Dotto and Le 2021, Corollary 3.7]. One can check that each of these diagonal elements modulo $v$ is contained in each of the ideals in the final column corresponding to $(0,0)$, $(\varepsilon_1,0)$, or $(\varepsilon_2,0)$. \(\square\)
Lemma 5.2.5. Let $\bar{\rho}$ be $8$-generic, and let $M_\infty$ be an arithmetic $R_\infty[\text{GL}_3(F_\rho)]$-module. Then

$$\text{Supp}_{\bar{\rho}} M_\infty(\sigma) \subset C_\sigma(\bar{\rho}).$$

In particular, $W(\bar{\rho}) \subset W^g(\bar{\rho})$.

Proof. Let $\sigma'$ be a Serre weight such that $C_\sigma'(\bar{\rho}) \subset \text{Supp}_{\bar{\rho}} M_\infty(\sigma)$. We will show that $\sigma' = \sigma$. Set $\chi$ to be the Teichmüller lift of $\sigma'|_1$, i.e., $\sigma = \sigma(\chi)$. Let $\tau$ and $\tau_1$ be defined in terms of $\chi$ as before, e.g., $\sigma(\tau) \cong \theta(\chi)[1/p]$. Since $\sigma$ covers $\sigma'$ by Lemma 5.1.7, $\sigma' \in \text{JH}(\sigma(\tau))$. Since the only weight in $\text{JH}_{\text{out}}(\sigma(\tau))$ that $\sigma$ covers is $\sigma$ itself, we conclude that $\sigma' = \sigma$ or $\sigma'$ is not in $\text{JH}_{\text{out}}(\sigma(\tau))$.

We have

$$C_\sigma' \subset \text{Supp}_{\bar{\rho}} M_\infty(\sigma) \subset \text{Supp}_{\bar{\rho}} M_\infty(I(\chi, s)) = \text{Supp}_{\bar{\rho}} \eta_\infty(U_{1, \tau}) M_\infty((\theta(\chi)/(\sigma')) \subset \text{Supp}_{\bar{\rho}} \eta_\infty(U_{1, \tau}) \bar{R}_\rho^\tau,$$

where the second inclusion follows from Lemma 5.2.3 and the equality follows from the fact that $M_\infty((\theta(\chi)/(\sigma')) \cong M_\infty((\theta(\chi)/\sigma') \otimes \mathbb{F})/I(\chi, s)$, where $s_v = (132)$ for all $v \in S_\rho$ by [Le et al. 2023a, (10.1.9)] (and using the exactness of $M_\infty(\sigma')$). Then $(\eta_\infty(U_{1, \tau}), \sigma')_{\bar{\rho}}/(\sigma')_{\bar{\rho}} \neq 0$. Since $\bar{R}_\rho^\tau$ is reduced, Lemma 5.2.4 implies that $\sigma' \in \text{JH}_{\text{out}}(\sigma(\tau))$.

Theorem 5.2.6. Let $\bar{\rho}$ be $8$-generic and $M_\infty$ be an arithmetic $R_\infty[\text{GL}_3(F_\rho)]$-module. For a Serre weight $\sigma$, $\text{Supp}_{\bar{\rho}} M_\infty(\sigma) = C_\sigma(\bar{\rho})$. In particular, $W(\bar{\rho}) = W^g(\bar{\rho})$. If $M_\infty$ is furthermore minimal, then $Z(M_\infty(\sigma))$ is the irreducible or zero cycle corresponding to the prime or unit ideal $\mathfrak{p}(\sigma) R_\infty$.

Proof. If $\sigma$ is nongeneric, then $\sigma \notin W(\bar{\rho})$ and $\sigma \notin W^g(\bar{\rho})$ as in the proof of Proposition 5.1.11 and the desired equality holds. Since $M_\infty$ is nonzero, there is a generic $\sigma \in W(\bar{\rho})$. Choose a 4-generic tame inertial type $\tau$ such that $\sigma \in \text{JH}(\sigma(\tau))$. Then $M_\infty(\sigma(\tau))$ is nonzero and in fact

$$\text{Supp}_{\bar{\rho}} M_\infty(\sigma(\tau)) = \bigcup_{\sigma' \in \text{JH}(\sigma(\tau))} C_\sigma'(\bar{\rho})$$

by Theorem 3.3.2. On the other hand, we have

$$\text{Supp}_{\bar{\rho}} M_\infty(\sigma(\tau)) = \bigcup_{\sigma' \in \text{JH}(\sigma(\tau))} \text{Supp}_{\bar{\rho}} M_\infty(\sigma').$$

Then Lemma 5.2.5 implies that $\text{Supp}_{\bar{\rho}} M_\infty(\sigma') = C_\sigma'(\bar{\rho})$ for all $\sigma' \in \text{JH}(\sigma(\tau))$; in particular,

$$\text{Supp}_{\bar{\rho}} M_\infty(\sigma) = C_\sigma(\bar{\rho}).$$

It is easy to see from Section 2.1.G and Theorem 4.2.5 that $W_{\text{obv}}(\bar{\rho}) \cap \text{JH}(\sigma(\tau))$ is nonempty. Combined with the above, $W_{\text{obv}}(\bar{\rho}) \cap W(\bar{\rho})$ is nonempty. By Proposition 5.1.10, $W^g(\bar{\rho}) \subset W(\bar{\rho})$. With Lemma 5.2.5, we have $W^g(\bar{\rho}) = W(\bar{\rho})$. By the above parenthetical, $\text{Supp}_{\bar{\rho}} M_\infty(\sigma) = C_\sigma(\bar{\rho})$ if $\sigma \in W(\bar{\rho})$ while it holds trivially otherwise.

If $M_\infty$ is minimal, then the last part now follows from Proposition 5.1.11. 

□
5.3. **Cyclicity for patching functors.** In this section, we show that certain patched modules for tame types are locally free of rank one over the corresponding local deformation space. The argument follows closely that of [Le et al. 2020, §5.2].

Recall from Section 2.1.C the irreducible smooth $E$-representation $\sigma(\tau)$ attached to a tame inertial $L$-parameter $\tau$. Given $\sigma \in J\!H(\sigma(\tau))$ we write $\sigma(\tau)$ for an $O$-lattice, unique up to homothety, in $\sigma(\tau)$ with cosocle $\sigma$. For an $L$-parameter $\tilde{\rho} : G_{Q_p} \to \mathcal{L}G(F)$, we write $W_g(\rho, \tau)$ for the intersection $W_g(\rho) \cap J\!H(\sigma(\tau))$. Throughout this section, we fix an $L$-parameter $\tilde{\rho}$ and a weak minimal patching functor $M_\infty$ for $\tilde{\rho}$ which comes from an arithmetic $R_\infty[GL_3(F_p)]$-module. The main result of this section is the following:

**Theorem 5.3.1.** Suppose that $\rho : G_{Q_p} \to \mathcal{L}G(F)$ is a 11-generic $L$-parameter arising from an $\mathbb{F}$-point of $X^0,\tau$ for tame inertial $L$-parameter $\tau$ (in particular, $\tau$ is 9-generic) and let $\tilde{z} \overset{\text{def}}{=} \tilde{w}(\tilde{\rho}, \tau)$. Let $F(\lambda) \in W_8(\tilde{\rho}, \tau)$ be a Serre weight such that for all $j \in J$,

\[
\lambda_{\pi^{-1}(j)} \in X_1(T) \text{ is in alcove } \tilde{w}_k \cdot C_0 \text{ if } \ell(\tilde{z}_j) \leq 1.
\]

(5-1)

Then $M_\infty(\sigma(\tau) F(\lambda))$ is a free $R_\infty(\tau)$-module of rank 1.

The proof is similar to the case when $\tilde{\rho}$ is semisimple ([Le et al. 2020, Theorem 5.1.1] with slightly weaker genericity assumptions), and we will indicate the necessary modifications. First, [Le et al. 2020, Theorem 5.1.1] relies on a structure theorem for lattices in generic Deligne–Lusztig representations of $G_0(F_p)$ [loc. cit., Theorem 4.1.9]. The following proposition improves the genericity hypothesis of that result. We refer the reader to [loc. cit.] for unexplained notation or terminology.

**Proposition 5.3.2.** Let $R$ be $R_\eta(\mu)$ where $\mu - \eta \in C_0$ is 9-deep. Then the radical filtration of $\tilde{R}^\sigma$ is predicted by the extension graph with respect to $\sigma$, and the graph distance, the radical distance and the saturation distance from $\sigma$ all coincide on $\Gamma(\tilde{R}^\sigma)$.

**Proof.** As we now explain, the proof of [Le et al. 2020, Proposition 4.3.7] works for 9-generic $R$ using some minor improvements to genericity hypotheses. Replace $R_{\text{expl}}^{\text{expl}, \nabla, \tilde{w}}_{\mathfrak{m}, \tilde{w}}$ with a suitable completion of $(\mathcal{O}(\tilde{U}(\tilde{w}, \eta, \nabla_{\tau, \infty}))$ and the primes $p_{\text{expl}}(\sigma)$ with suitable completions of the primes corresponding to $\tilde{\mathfrak{p}}_{\sigma, \tilde{w}}$ in Theorem 3.3.2. The results of [Le et al. 2020, §3.5, 3.6] appearing in the proof of [Le et al. 2020, Proposition 4.3.7] hold for 7-generic $\tilde{\rho}_S$. Indeed, [Le et al. 2020, Theorem 3.5.2] holds by the same argument using Proposition 5.1.4 in place of [Le et al. 2020, Proposition 3.5.6]. The rest of the results follow from Theorem 3.3.2. In particular, it holds for the $\tilde{\rho}_S$ chosen in the proof of [Le et al. 2020, Proposition 4.3.7] since $R$ is 9-generic. (Proposition 3.4.5 in [Le et al. 2020] holds with $(n - 3)$ replaced by $(n - 2)$. Indeed, [Le et al. 2019, Proposition 3.3.2] holds with $m - n$ replaced by $m - n + 1$. The proof shows this stronger result and that all lowest alcove presentations of $\tau$ are $(m-n)$-generic.) All the subsequent statements appearing in [Le et al. 2020, §4.3] then hold for 9-generic $R$ (note that [Le et al. 2020, Theorem 4.2.16] holds for 8-generic $R$).
We prove Theorem 5.3.1 through a series of lemmas. Until the end of the proof of Theorem 5.3.1, fix \( \tilde{\rho} \) 8-generic, \( \tau \) a tame inertial \( L \)-parameter such that \( \tilde{\rho} \in \mathcal{X}^{n, \tau}(\mathbb{F}) \) (in particular 6-generic), \( \tilde{z} = \tilde{w}^*(\tilde{\rho}, \tau) \), \( \tilde{w} \overset{\text{def}}{=} \tilde{z}^* \), and \( \lambda \) satisfying (5-1). We write \( \tilde{\sigma}(\tau)^\sigma \) for \( \sigma(\tau)^\sigma \otimes_O \mathbb{F} \) in what follows.

Below, we modify the proofs of [Le et al. 2020, §5.1]. We will refer to the following as the usual modifications: we replace \( \tau_S, \tilde{\rho}_S, W^3(\tilde{\rho}_S), \tilde{w}_i, \) and \( \tilde{w}_i^* \) in [loc. cit.] by \( \tau, \tilde{\rho}, W^8(\tilde{\rho}), W^8(\tilde{\rho}, \tau), \tilde{z}_i, \) and \( \tilde{w}_i \), respectively. (In [Le et al. 2020, §5.1], the set \( S_p \) is denoted \( S \).

**Lemma 5.3.3.** Assume that \( \tau \) is 9-generic (for instance, if \( \tilde{\rho} \) is 11-generic) and \( \ell(\tilde{z}_j) > 1 \) for all \( j \in J \). Let \( V \) be a quotient of \( \tilde{\sigma}(\tau)^\sigma \). Then \( M_\infty(V) \) is a cyclic \( R_\infty(\tau) \)-module.

**Proof:** First, the scheme-theoretic support of \( M_\infty(\sigma) \) is, by Theorem 5.2.6, (nonempty and) generically reduced and hence reduced, e.g., by the proof of [Le et al. 2020, Lemma 3.6.2]. It is then formally smooth by Table 3, and so \( M_\infty(\sigma) \) is free over its scheme-theoretic support by the Auslander–Buchsbaum–Serre theorem and the Auslander–Buchsbaum formula.

Now the proof of [Le et al. 2020, Lemma 5.1.3] applies after the usual modifications. Moreover, in the setup for [Le et al. 2020, Proposition 4.3.7, Lemma 3.6.10], \( R^{\text{expl}, \mathcal{V}}_{\mathcal{M}, \tilde{w}} \) should be replaced by \( (\mathcal{O}(\tilde{U}(\tilde{z}, \eta, \nabla_{\tau, \infty}(\mathbb{F})))^\wedge_x \) (for a suitable \( x \in \tilde{U}(\tilde{z}, \eta, \nabla_{\tau, \infty}(\mathbb{F})) \) and \( N \) by \( \log_2 |W^8(\tilde{\rho}, \tau)| \). (Lemma 3.6.10 in [Le et al. 2020] holds for \( \tilde{\rho} \) and \( \tau \) with \( W^3(\tilde{\rho}, \tau) \) replaced by \( W^8(\tilde{\rho}, \tau) \) by Theorem 3.3.2.)

We now assume that \( \tilde{\rho} \) is 11-generic (in particular, \( \tau \) is 9-generic). We fix a semisimple \( \tilde{\rho}^{\text{sp}} : G_{\mathbb{Q}_p} \rightarrow L \tilde{G}(\mathbb{F}) \) such that \( \tilde{w}^*(\tilde{\rho}^{\text{sp}}, \tau) = \tilde{w}^*(\tilde{\rho}, \tau) = \tilde{z} \). By Corollary 4.2.8, if \( \tilde{\rho} \in \mathcal{X}^{n, \tau'}(\mathbb{F}) \) for a 4-generic \( \tau' \), then \( \tilde{\rho}^{\text{sp}} \in \mathcal{X}^{n, \tau'}(\mathbb{F}) \) and
\[
\tilde{w}^*(\tilde{\rho}^{\text{sp}} , \tau') \leq \tilde{w}^*(\tilde{\rho}, \tau').
\]
(5-2)
Let \( (s, \mu - \eta) \) be the 7-generic lowest alcove presentation for \( \tilde{\rho}^{\text{sp}} \) compatible with the implicit 9-generic lowest alcove presentation of \( \tau \) so that \( \tilde{\rho}^{\text{sp}}|_{G_{\mathbb{Q}_p}} \overset{\text{def}}{=} \tilde{\tau}(s, \mu) \).

Now let \( V \) be a quotient of \( \tilde{\sigma}(\tau)^\sigma \) such that there exist subsets \( \Sigma_{V, j} \subseteq \tilde{w}^{-1}(\Sigma_0) \) such that
\[
\prod_{i \in J} \Sigma_{V, i} \xrightarrow{\sigma} JH(V), \quad (\omega, a) \mapsto \sigma(\omega, a) \overset{\text{def}}{=} F(\Sigma_{\tau, \mu}(s \omega, a))
\]
is a bijection. We will show the cyclicity of \( M_\infty(V) \) by inducting on the complexity of the set \( W^8(\tilde{\rho}, \tau) \cap JH(V) \).

Let \( \Sigma_{J}^g \subset r(\Sigma_0) \) such that \( (\omega, a) \mapsto F(\Sigma_{\tau, \mu}(s \omega, a)) \) defines a bijection from \( \Sigma_{J}^g \rightarrow W^8(\tilde{\rho}) \). (The sets \( \Sigma_{J}^g \) exist by Section 2.1.G, Corollary 3.3.9, Theorem 4.2.5, and Corollary 4.2.8.)

**Lemma 5.3.4.** Suppose that for all \( j \in J \) either \( \ell(\tilde{z}_j) > 1 \) or \( \Sigma_{V, j} \subset \{(\varepsilon, 1), (0, 0), (\varepsilon_1, 0), (\varepsilon_2, 0)\} \) for some \( \varepsilon \in \{0, \varepsilon_1, \varepsilon_2\} \). Then \( M_\infty(V) \) is a cyclic \( R_\infty(\tau) \)-module.

**Proof:** We induct on
\[
n \overset{\text{def}}{=} \# \{ i \in J : \ell(\tilde{z}_i) \leq 1 \text{ and } \# \Sigma_{V, i} = 3 \}.
\]
If \( n = 0 \) we let \( \tau' \) be the tame inertial \( L \)-parameter corresponding to \( \tau' \) constructed in the first paragraph of [Le et al. 2020, Lemma 5.1.4] with respect to \( \tilde{\rho}^{\text{sp}} \). Since \( \sigma \in JH(\tilde{\sigma}(\tau)) \) by construction, \( \mathcal{X}^{n, \tau'}(\mathbb{F}) \)
contains the 11-generic \( \tilde{\rho} \) so that \( \tau' \) is 9-generic. Then \( \tilde{\rho} \) arises from a point in \( \tilde{U}(\tilde{z}', \eta, \nabla_{\tau', \infty})(\bar{\mathbb{F}}) \) by Theorem 3.3.2 since \( \sigma \in JH(\tilde{\sigma}(\tau')) \) and \( \ell(\tilde{z}') > 1 \) by (5-2). The result follows now from Lemma 5.3.3.

Observe that if \( \ell(\tilde{z}_j) \leq 1 \), then \( \lambda_{\pi^{-1}(j)} \in \tilde{w}_h \cdot C_0 \) so that \( (\epsilon, 1) \) is necessarily in \( \Sigma_j^\delta \) since \( F(\lambda) \in W^g(\tilde{\rho}) \cap JH(V) \). The general case then follows verbatim as in the proof of the general case in [loc. cit.] with the usual modifications. Moreover, references to [Le et al. 2020, Theorem 3.6.4, Table 3, Theorem 4.1.9] are replaced by references to Theorem 3.3.2, Table 3, and Proposition 5.3.2 respectively; and references to [Le et al. 2020, Lemmas 3.6.12, 3.6.16 (3.19)] are replaced by references to Lemma 5.3.9 and 5.3.10 after localization at \( x \) (in fact [Le et al. 2020, Lemma 3.6.12] is sufficient for the case of \( \tilde{z}_j = t_{\frac{1}{2}} \)).

Lemma 5.3.5. Suppose that \( \ell(\tilde{z}_j) > 1 \) or

\[
\Sigma_{V, j} \subset \tilde{w}_j^{-1}(\Sigma_0 \setminus \{(v_1, 0), (v_2, 1), (v_3, 0)\}),
\]

where \( (v_1, v_2, v_3) \) is \( (\epsilon_1 - \epsilon_2, \epsilon_1, \epsilon_1 + \epsilon_2) \), \( (\epsilon_2 - \epsilon_1, \epsilon_2, \epsilon_1 + \epsilon_2) \), or \( (\epsilon_1 - \epsilon_2, 0, \epsilon_2 - \epsilon_1) \). Then \( M_\infty(V) \) is a cyclic \( R_\infty(\tau) \)-module.

Proof: This follows from the proof of [Le et al. 2020, Lemma 5.1.5] with the usual modifications. (In the reduction step in the first paragraph of the proof, one possibly changes \( \tau \) and so possibly changes \( \tilde{\rho}^{gp} \). This only affects this proof.) References to [Le et al. 2020, Theorem 4.1.9] are replaced by Proposition 5.3.2 above, and references to [Le et al. 2020, Lemma 5.1.4] are replaced by references to Lemma 5.3.4.

Finally, we can and do choose \( V^2 \) in the final paragraph of the proof of [Le et al. 2020, Lemma 5.1.5] so that if \( (\epsilon', 0) \in V^2_j \) in the notation of [loc. cit.], then \( (\epsilon', 0) \in \Sigma_j^\delta \). Indeed, \( \ell(\tilde{z}_{i'}) \leq 1 \) and [Le et al. 2018a, §8] ensure that \( \tilde{U}(\tilde{z}_{i'}, \eta_{i'}, \nabla_{s_j^{-1}(\mu_{i'} + \eta_{i'})}) \) has at least 5 components, where \( \tau = \tau(s, \mu + \eta) \), so that \#\( \Sigma_j^\delta \) \( \geq 6 \) and contains two of \( \tilde{w}_j^{-1}((0, 0), (\epsilon_1, 0), (\epsilon_2, 0)) \) by Theorem 4.2.5. Then by Theorem 5.2.6, we can apply [Emerton et al. 2015, Lemma 10.1.13] as described in [Le et al. 2020].

Remark 5.3.6. There was a gap in the proof of [Le et al. 2020, Lemma 5.1.5]: in the proof there one needs to possibly change the type \( \tau \) to an auxiliary type, which may cause a loss of 2 in the genericity. Since we need to apply [Le et al. 2020, Theorem 4.1.9] to this auxiliary type, one needs to increase the genericity assumption by 2 in [Le et al. 2020, Theorem 5.1.1].

Lemma 5.3.7. Suppose that \( \ell(\tilde{z}_j) > 1 \) or \( \Sigma_{V, j} \subset \tilde{w}_j^{-1}(\Sigma_0 \setminus \{(v, 0)\}) \), where \( v \) is \( \epsilon_1 - \epsilon_2, \epsilon_2 - \epsilon_1 \), or \( \epsilon_1 + \epsilon_2 \). Then \( M_\infty(V) \) is a cyclic \( R_\infty(\tau) \)-module.

Proof: This follows from the proof of [Le et al. 2020, Lemma 5.1.6] with the usual modifications and using Lemma 5.3.5 and Lemmas 5.3.11 and 5.3.12 below (completed at \( x \)).

Lemma 5.3.8. With \( V \) as described before Lemma 5.3.4, \( M_\infty(V) \) is a cyclic \( R_\infty(\tau) \)-module.

Proof. The argument in the proof of [Le et al. 2020, Lemma 5.1.7] holds verbatim with the usual modifications and the reference to [Le et al. 2020, Lemma 5.1.6] replaced by a reference to Lemma 5.3.7.

Proof of Theorem 5.3.1. Theorem 5.3.1 follows from the proof of [Le et al. 2020, Theorem 5.1.1] using Lemma 5.3.8 in place of [Le et al. 2020, Lemma 5.1.7].
In the lemmas below we refer the reader to Section 1.4.A for unexplained notation. These lemmas are algebraizations of [Le et al. 2020, Lemmas 3.6.12, 3.6.14, 3.6.16 (3.19), 3.6.16 (3.17) and (3.18)]. Their proof follows verbatim in our setting by replacing \( \mathcal{R}^{\text{expl}, \psi} \) and the ideals \( \mathfrak{c}_{(\omega, a)} \) of [loc. cit.] with \( \mathcal{U}(\tilde{z}, \eta_j, \nabla_{s_j^{-1}(\mu_j + \eta_j)})_F \) (with \( \mu_j \in X^*(T) \) 4-deep) and the ideals \( \mathcal{W}_{(\omega, a), \alpha_t} \), respectively. (The second displayed equation in the statement of the Lemma 5.3.12 is not covered by [Le et al. 2020, Lemma 3.6.16(3.17)], but the proof is analogous.) Alternatively, one observes that all the ideal equalities we need to verify can be checked after projecting \( \mathcal{U}(\tilde{z}_j, \eta_j, \nabla_{s_j^{-1}(\mu_j + \eta_j)})_F \) to \( \mathfrak{fl} \), where there is a contracting \( T_F^\vee \)-action with unique fixed point \( \tilde{z}_j \). Since all the ideals involved are \( T_F^\vee \)-equivariant one only needs to check the equalities after completion at \( \tilde{z}_j \), which are exactly the results of [Le et al. 2020, §3.6.3].

**Lemma 5.3.9** [Le et al. 2020, Lemma 3.6.12]. In \( \mathcal{U}(t_1, \eta_j, \nabla_{s_j^{-1}(\mu_j + \eta_j)})_F \), we have the following ideal relation:

\[
\widetilde{\mathfrak{p}}(0,0),t_1 \cap \widetilde{\mathfrak{p}}(0,1),t_1 \cap \widetilde{\mathfrak{p}}(e_1,0),t_1) + (\widetilde{\mathfrak{p}}(0,0),t_1 \cap \widetilde{\mathfrak{p}}(0,1),t_1 \cap \widetilde{\mathfrak{p}}(e_2,0),t_1) = (\widetilde{\mathfrak{p}}(0,0),t_1 \cap \widetilde{\mathfrak{p}}(0,1),t_1) + (\widetilde{\mathfrak{p}}(0,0),t_1 \cap \widetilde{\mathfrak{p}}(e_1,0),t_1)
\]

**Lemma 5.3.10** [Le et al. 2020, Lemma 3.6.16 (3.19)]. In \( \mathcal{U}(\alpha t_1, \eta_j, \nabla_{s_j^{-1}(\mu_j + \eta_j)})_F \), we have the following ideal relation:

\[
\widetilde{\mathfrak{p}}(0,1),\alpha t_1 \cap \widetilde{\mathfrak{p}}(0,0),\alpha t_1 \cap \widetilde{\mathfrak{p}}(e_2,0),\alpha t_1) + (\widetilde{\mathfrak{p}}(0,1),\alpha t_1 \cap \widetilde{\mathfrak{p}}(0,0),\alpha t_1 \cap \widetilde{\mathfrak{p}}(e_2-e_1,0),\alpha t_1) = (\widetilde{\mathfrak{p}}(0,1),\alpha t_1 \cap \widetilde{\mathfrak{p}}(0,0),\alpha t_1)
\]

**Lemma 5.3.11** [Le et al. 2020, Lemma 3.6.14]. In \( \mathcal{U}(t_1, \eta_j, \nabla_{s_j^{-1}(\mu_j + \eta_j)})_F \), we have the following ideal relation:

\[
\widetilde{\mathfrak{p}}(0,0),t_1 \cap \widetilde{\mathfrak{p}}(0,1),t_1 \cap \widetilde{\mathfrak{p}}(e_1,0),t_1 \cap \widetilde{\mathfrak{p}}(e_1,1),t_1 \cap \widetilde{\mathfrak{p}}(e_2,0),t_1) + (\widetilde{\mathfrak{p}}(0,0),t_1 \cap \widetilde{\mathfrak{p}}(0,1),t_1 \cap \widetilde{\mathfrak{p}}(e_2,0),t_1 \cap \widetilde{\mathfrak{p}}(e_1,0),t_1) = (\widetilde{\mathfrak{p}}(0,0),t_1 \cap \widetilde{\mathfrak{p}}(0,1),t_1 \cap \widetilde{\mathfrak{p}}(e_1,0),t_1 \cap \widetilde{\mathfrak{p}}(e_2,0),t_1)
\]

**Lemma 5.3.12** [Le et al. 2020, Lemma 3.6.16 (3.17), (3.18)]. In \( \mathcal{U}(\alpha t_1, \eta_j, \nabla_{s_j^{-1}(\mu_j + \eta_j)})_F \), we have the following ideal relations:

\[
\begin{align*}
\widetilde{\mathfrak{p}}(0,1),\alpha t_1 \cap \widetilde{\mathfrak{p}}(0,0),\alpha t_1 \cap \widetilde{\mathfrak{p}}(e_2,0),\alpha t_1 \cap \widetilde{\mathfrak{p}}(e_2-e_1,0),\alpha t_1 \cap \widetilde{\mathfrak{p}}(e_2,1),\alpha t_1) \\
+ (\widetilde{\mathfrak{p}}(0,1),\alpha t_1 \cap \widetilde{\mathfrak{p}}(0,0),\alpha t_1 \cap \widetilde{\mathfrak{p}}(e_2,0),\alpha t_1 \cap \widetilde{\mathfrak{p}}(e_1,0),\alpha t_1) = (\widetilde{\mathfrak{p}}(0,1),\alpha t_1 \cap \widetilde{\mathfrak{p}}(0,0),\alpha t_1 \cap \widetilde{\mathfrak{p}}(e_2,1),\alpha t_1) \\
(\widetilde{\mathfrak{p}}(e_2,1),\alpha t_1 \cap \widetilde{\mathfrak{p}}(e_2,0),\alpha t_1 \cap \widetilde{\mathfrak{p}}(e_2,0),\alpha t_1 \cap \widetilde{\mathfrak{p}}(e_2-e_1,0),\alpha t_1 \cap \widetilde{\mathfrak{p}}(0,1),\alpha t_1) \\
+ (\widetilde{\mathfrak{p}}(e_2,1),\alpha t_1 \cap \widetilde{\mathfrak{p}}(e_2,0),\alpha t_1 \cap \widetilde{\mathfrak{p}}(e_2,0),\alpha t_1 \cap \widetilde{\mathfrak{p}}(e_1,1),\alpha t_1) = (\widetilde{\mathfrak{p}}(e_2,1),\alpha t_1 \cap \widetilde{\mathfrak{p}}(e_2,0),\alpha t_1 \cap \widetilde{\mathfrak{p}}(0,1),\alpha t_1) \\
(\widetilde{\mathfrak{p}}(e_1,1),\alpha t_1 \cap \widetilde{\mathfrak{p}}(e_1,0),\alpha t_1 \cap \widetilde{\mathfrak{p}}(e_2,1),\alpha t_1 \cap \widetilde{\mathfrak{p}}(e_2,0),\alpha t_1 \cap \widetilde{\mathfrak{p}}(e_2,1),\alpha t_1) \\
+ (\widetilde{\mathfrak{p}}(e_1,1),\alpha t_1 \cap \widetilde{\mathfrak{p}}(e_1,0),\alpha t_1 \cap \widetilde{\mathfrak{p}}(e_2,0),\alpha t_1 \cap \widetilde{\mathfrak{p}}(e_2,0),\alpha t_1) = (\widetilde{\mathfrak{p}}(e_1,1),\alpha t_1 \cap \widetilde{\mathfrak{p}}(e_1,0),\alpha t_1 \cap \widetilde{\mathfrak{p}}(e_2,0),\alpha t_1) 
\end{align*}
\]

**5.3.A. Gauges for patching functors.** Let \( \tau \) be a tame inertial \( L \)-parameter \( \tau \) and \( \bar{\rho} : G_{\mathbb{Q}_p} \to \mathcal{L} \mathfrak{g}(\mathbb{F}) \) be an \( 11 \)-generic \( L \)-homomorphism arising from an \( \mathfrak{fl} \)-point \( \chi_\eta^\tau(\mathbb{F}) \). Let \( M_\infty \) be a weak minimal patching functor coming from an arithmetic \( R_\infty[\mathfrak{gl}(\mathfrak{L}_3(F^p))] \)-module.

The scheme \( X_\infty(\tau) \) is normal and Cohen–Macaulay by Corollary 3.3.3 and Remark 3.3.4. We let \( Z \subset X_\infty(\tau) \) be the locus of points lying on two irreducible components of the special fiber of \( X_\infty(\tau) \) (in
particular \( Z \subset X_\infty(\tau) \) has codimension at least two) and
\[
j : U \overset{\text{def}}{=} X_\infty(\tau) \setminus Z \hookrightarrow X_\infty(\tau)
\]
be the natural open immersion.

**Theorem 5.3.13.** Let \( \sigma, \kappa \in \text{JH}(\overline{\sigma}(\tau)) \) and let \( \iota : \sigma(\tau)^\kappa \hookrightarrow \sigma(\tau)^\sigma \) be a saturated injection. For any \( \theta \in W_S^g(\overline{\rho}) \), let \( m(\theta) \) be the multiplicity with which \( \theta \) appears in the cokernel of \( \iota \). Suppose further that \( \sigma \) is as in Theorem 5.3.1. Then the induced injection \( M_\infty(\iota) : M_\infty(\sigma(\tau)^\kappa) \hookrightarrow M_\infty(\sigma(\tau)^\sigma) \) has image
\[
j_*j^*\left( \prod_{\theta \in W_S^g(\overline{\rho})} p(\theta)^{m(\theta)} R_\infty(\tau) \right) M_\infty(\sigma(\tau)^\sigma),
\]
where \( p(\theta) \) is the minimal prime ideal of \((R_\overline{\rho})_F^s\) corresponding to \( \theta \) via Theorem 3.3.2 and localization at \( \overline{\rho} \in \mathcal{X}^{\eta,\tau} \).

**Proof.** The proof follows verbatim the argument of [Le et al. 2020, Lemmas 5.2.1 and 5.2.2, Theorem 5.2.3] after replacing occurrences of \( W_S^g(\overline{\rho}) \) there with \( W_S^g(\overline{\rho}_S) \).

\( \square \)

### 5.4. Global applications

In this section, we deduce global applications of Theorems 5.2.6, 5.3.1, and 5.3.13 generalizing results of [Le et al. 2020, §5.3] in the tamely ramified setting. Let \( F^+ \) be a totally real field, \( S_p \) the set of places of \( F^+ \) dividing \( p \), and \( F/F^+ \) a CM extension. We assume that all places of \( S_p \) are unramified over \( \mathbb{Q} \) and split in \( F \). We start with the following modularity lifting result.

**Theorem 5.4.1.** Let \( F/F^+ \) be a CM extension, and let \( r : G_F \to GL_3(E) \) be a continuous representation such that

- \( r \) is unramified at all but finitely many places;
- \( r \) is potentially crystalline at places dividing \( p \) of type \((\eta, \tau)\), where \( \tau \) is a tame inertial type that admits a lowest alcove presentation \((s, \mu)\) with \( \mu \) 4-deep in alcove \( C_0 \);
- \( r^c \cong r^\vee \tau^{-2} \);
- \( \zeta_p \notin \overline{F}^{\text{ker adj}} \) and \( \overline{r}(G_F(\zeta_p)) \subset GL_3(\overline{F}) \) is an adequate subgroup; and
- \( \overline{r} \cong \overline{r}_i(\pi) \) for some \( \pi \) a regular algebraic conjugate self-dual cuspidal (RACSDC) automorphic representation of \( GL_3(\mathbb{A}_F) \) of weight 0 so that \( \sigma(\tau) \) is a K-type for \( \pi \) at places dividing \( p \).

Then \( r \) is automorphic, i.e., \( r \cong r_i(\pi') \) for some \( \pi' \) a RACSDC automorphic representation of \( GL_3(\mathbb{A}_F) \).

**Proof.** This follows from standard base change and Taylor–Wiles patching arguments using Corollary 3.3.3; see [Le et al. 2023b, Theorem 9.2.1; 2018a, Theorem 7.4], and the addendum in [Le et al. 2020, §6].

We now suppose that \( F^+ \neq \mathbb{Q} \). Let \( \mathcal{O}_{F^+,p} \overset{\text{def}}{=} \mathcal{O}_{F^+} \otimes_{\mathbb{Z}} \mathbb{Z}_p \) be the finite étale \( \mathbb{Z}_p \)-algebra denoted \( \mathcal{O}_p \) in Section 5.1, 5.2. We fix an outer form \( G/F^+ \) of \( GL_n \) which splits over \( F \) and is definite at all archimedean places of \( F^+ \). There exists \( N \in \mathbb{N} \), a reductive model \( G \) of \( G \) defined over \( \mathcal{O}_{F^+}[1/N] \), and an isomorphism
\[
\iota : G/\mathcal{O}_{F}[1/N] \overset{\iota}{\to} GL_3/\mathcal{O}_{F}[1/N]
\]
(see [Emerton et al. 2013, §7.1]). Given a subset \( \mathcal{P} \) of finite complement in the set of finite places of \( F^+ \) which split in \( F \) and are coprime to \( pN \), let \( \mathbb{T}_{\mathcal{P}} \) be the universal Hecke algebra \( \mathbb{T}_{\mathcal{P}} \) for places in \( \mathcal{P} \) (see [Le et al. 2023b, §9.1]). Given a compact open \( U = U^p U_p \leq G(A_{F^+}^{\infty, p}) \times G(O_{F^+}) \) and a finite \( \mathcal{O} \)-module \( W \) with a continuous \( U \)-action, let \( S(U, W) \) be the space of algebraic automorphic forms of level \( U \) and coefficients \( W \), as in [Le et al. 2023b, (9.2)]. If \( U \) is unramified at places in \( \mathcal{P} \), then \( S(U, W) \) has a natural \( \mathbb{T}_{\mathcal{P}} \)-action. Let \( \mathbb{T}_{\mathcal{P}}(U, W) \) be the quotient of \( \mathbb{T}_{\mathcal{P}} \) acting faithfully on \( S(U, W) \).

Let \( \mathcal{G}_3 \) be the group scheme over \( \mathbb{Z} \) defined in [Clozel et al. 2008, §2.1]. We consider a continuous Galois representation \( \bar{r} : G_{F^+} \to \mathcal{G}_3(\mathbb{F}) \) which is \textit{automorphic} in the sense of [Le et al. 2023b], i.e., for which there exists a maximal ideal \( \mathfrak{m} \subseteq \mathbb{T}_{\mathcal{P}}(U, W) \), for some level \( U \) and coefficients \( W \) satisfying

\[
\det(1 - \bar{r}(\text{Frob}_w)X) = \sum_{j=0}^{2} (-1)^j (N_{F/Q}(w))^{(j)} T_{w}^{(j)} X^j \quad \mod \mathfrak{m}
\]

for all \( w \in \mathcal{P} \). Note that the collection \( (\bar{r}|_{G_{F_p}})_{v \in S_p} \) defines an \( \mathbb{F} \)-valued \( L \)-parameter, which will be denoted as \( \bar{r}_p \) in what follows. For such \( \bar{r} \), we define as in [Le et al. 2023b, Definition 9.1.1] the set \( W(\bar{r}) \) of modular Serre weights for \( \bar{r} \).

**Theorem 5.4.2.** Let \( \bar{r} : G_{F^+} \to \mathcal{G}_3(\mathbb{F}) \) be an automorphic Galois representation. Assume further that

- \( \bar{r}|_{G_{F}(\mathcal{G}_p)} \) is adequate; and
- \( \bar{r}_p \) is \( 8 \)-generic.

Then

\[
W(\bar{r}) = W^8(\bar{r}_p).
\]

**Proof.** The proof of [Le et al. 2020, Theorem 5.3.3] applies verbatim after replacing [loc. cit., Theorem 3.5.2] with Theorem 5.2.6 above. \( \square \)

**5.4.A. Mod \( p \) multiplicity one.** We continue using the setup from Section 5.4. We assume further that \( F/F^+ \) is unramified at all finite places. We now let \( S_0 \) denote the set of finite places of \( F^+ \) away from \( p \) where \( \bar{r} \) ramifies and assume that every place of \( S_0 \) splits in \( F \). For each \( v \in S_0 \), with fixed lift \( \tilde{v} \) in \( F \), we let \( \tau_{\tilde{v}} \) be the minimal ramified type in the sense of [Clozel et al. 2008, Definition 2.4.14] corresponding to \( \bar{r}|_{G_{F_{\tilde{v}}}} : G_{F_{\tilde{v}}} \to \text{GL}_3(\mathbb{F}) \) and \( \sigma(\tau_{\tilde{v}}) \overset{\text{def}}{=} \sigma(\tau_{\tilde{v}}) \circ \iota_{\tilde{v}} \) be the \( G(O_{F^+}) \)-representation attached to it (where \( \iota_{\tilde{v}} \) is the localization at \( \tilde{v} \) of the isomorphism (5-3); \( \sigma(\tau_v) \) is independent of the choice of \( \tilde{v} \); see [Le et al. 2020, §5.3]). Fix an \( \mathcal{O} \)-lattice \( W_{S_0} \) in \( \bigotimes_{v \in S_0} \sigma(\tau_v) \). We have the following mod \( p \) multiplicity one result.

**Theorem 5.4.3.** Let \( \bar{r} : G_{F^+} \to \mathcal{G}_3(\mathbb{F}) \) be a continuous Galois representation such that \( \bar{r}_p \) is \( 11 \)-generic. Let \( \tau \) and \( F(\lambda) \in W^8(\bar{r}_p, \tau) \) be as in the statement of Theorem 5.3.1. Assume moreover that

- \( \bar{r} : G_{F^+} \to \mathcal{G}_3(\mathbb{F}) \) is automorphic;
- \( \bar{r}|_{G_{F}(\mathcal{G}_p)} \) is adequate; and
- the places at which \( \bar{r} \) ramifies split in \( F \).
Then
\[ S\left( U^p \mathcal{G}(\mathcal{O}_{F^+,p}), \left( \sigma(\tau)^{F(\lambda)} \circ \prod_{v \in S_p} t_v \right)^{\vee} \otimes_{\mathcal{O}} W_{S_0}[m] \right) \]
is one-dimensional over \( \mathbb{F} \), where \( m \) is the maximal ideal in the Hecke algebra \( \mathbb{T}_P \) corresponding to \( \bar{r} \).

**Proof.** The proof of [Le et al. 2020, Theorem 5.3.4] applies verbatim after replacing the reference to [Le et al. 2020, Theorem 5.2.1] by a reference to Theorem 5.3.1 above. \( \square \)

**5.4.B. Breuil’s lattice conjecture.** Now consider an automorphic Galois representation \( r : G_F \to \text{GL}_3(E) \) as in Theorem 5.4.1 which is minimally ramified, i.e., for any place \( \tilde{v} \) of \( F \) lying above some \( v \in S_0 \), the Galois representation \( r|_{G_{\tilde{F}_\tilde{v}}} \) is minimally ramified in the sense of [Clozel et al. 2008, Definition 2.4.14]. Let \( \lambda \) be the kernel of the system of Hecke eigenvalues \( \alpha : \mathbb{T}_P \to \mathcal{O} \) associated to \( r \), i.e., \( \alpha \) satisfies
\[
\det(1 - r^{\vee}(\text{Frob}_w)X) = \sum_{j=0}^{3} (-1)^j (N_{F/Q}(w))^j \alpha(T_w^{(j)})X^j
\]
for all \( w \in \mathcal{P} \). For \( U^p \leq G(\mathbb{A}_{F^+}^{\infty, p}) \) and a finite \( \mathcal{O} \)-module \( W \) with a continuous \( U^p \)-action.

Let \( S(U^p, W) \overset{\text{def}}{=} \lim_{U_p} S(U^p U_p, W) \) and \( \widetilde{S}(U^p, W) \overset{\text{def}}{=} \lim_{s \in \mathbb{N}} S(U^p, W/\varpi^s) \),

where \( U_p \) runs over the compact open subgroups of \( \mathcal{G}(\mathcal{O}_{F^+, p}) \). By Theorem 5.4.1, \( \widetilde{S}(U^p, W_{S_0})[\lambda] \) is nonzero.

**Theorem 5.4.4.** Let \( r : G_F \to \text{GL}_3(E) \) and \( \tau \) be as in Theorem 5.4.1. Assume furthermore that \( r \) is minimally ramified and that the places at which \( \bar{r} \) ramifies are split in \( F \). Finally, assume that \( \bar{r}_p \) is 11-generic. Then the lattice \( \sigma(\tau) \cap \widetilde{S}(U^p, W_{S_0})[\lambda] \subset \sigma(\tau) \cap \widetilde{S}(U^p, W_{S_0})[\lambda] \otimes_{\mathcal{O}} E \) depends only on \( r_p \).

**Proof.** The proof of [Le et al. 2020, Theorem 5.3.5] applies verbatim after replacing occurrences of \( W^s(\bar{r}_S) \) with \( W^s(\bar{r}_p) \) and the reference to [Le et al. 2020, Theorem 5.2.3] with a reference to Theorem 5.3.13. \( \square \)
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