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Building on recent work of the authors, we use degenerations to chains of elliptic curves to prove two
cases of the Aprodu–Farkas strong maximal rank conjecture, in genus 22 and 23. This constitutes a major
step forward in Farkas’ program to prove that the moduli spaces of curves of genus 22 and 23 are of
general type. Our techniques involve a combination of the Eisenbud–Harris theory of limit linear series,
and the notion of linked linear series developed by Osserman.
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1. Introduction

The moduli space Mg of curves of fixed genus g is one of the most classically studied in algebraic
geometry. Going back to Severi and based on examples in low genus there was a general expectation that
these moduli spaces ought to be unirational. However, groundbreaking work of Harris, Mumford and
Eisenbud [Harris and Mumford 1982; Harris 1984; Eisenbud and Harris 1987] in the 1980s showed that
not only is Mg not unirational for large g, but it is in fact of general type for g ≥ 24. Their fundamental
technique was to compute the classes of certain explicit effective divisors on Mg arising from Brill–
Noether theory, and use this to show that the canonical class of Mg can be written as the sum of an
ample and an effective divisor. The particular families of divisors they considered were computable in all
applicable genera, but did not suffice to prove that Mg is of general type for g ≤ 23. For the last thirty
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years, no new cases have been proved of Mg being of general type. Over a decade ago, Farkas [2009a,
§7; 2009b, §4; 2009c] proposed new families of expected divisors on Mg as an approach to showing
that M22 and M23 are of general type. Let Dg ⊆ Mg consist of curves X of genus g which admit a g6

d

such that the resulting image of X in P6 lies on a quadric hypersurface. Farkas computed “virtual classes”
for these expected divisors Dg in [Farkas 2009a] for genus 22 and in [Farkas 2018] for genus 23, and in
both cases found that the classes satisfy the necessary inequalities to conclude that M22 and M23 are of
general type, provided that they are indeed represented by effective divisors.

In order to conclude that Mg is of general type for g = 22 or 23, one has to check two statements: first,
that Dg yields an effective divisor, or equivalently, that Dg ⊊Mg; and second, that the class induced by
Dg agrees with the class previously computed by Farkas, or equivalently, that the subset of Dg consisting
of curves carrying infinitely many g6

ds whose image lie on a quadric occurs in codimension strictly higher
than 1.

In this paper, we prove the first of these two statements, for both g = 22 and g = 23. An independent
proof of this result has been obtained by Jensen and Payne [2018] using a tropical approach. Their tropical
proof has now been merged in [Farkas et al. 2020] with the prior results of Farkas and with the missing
piece that the map from the space of linear series to the moduli space of curves does not have infinite fibers
over a divisorial component of the image. This completes the proof that M22,M23 are of general type.

Our main theorem is thus the following:

Theorem 1.1. In characteristic 0, the loci D22 and D23 are proper subsets of M22 and M23 respectively.

Our proof goes through unmodified for characteristic p ≥ 29, and our techniques can in principle be
applied to lower characteristics as well, but due to characteristic restrictions on the application to the
geometry of Mg, we have not pursued this. See Remark 1.3 below.

The divisor Dg ⊊Mg can be presented as a particular case of a more general (conjectural) subsets of
Mg: With applications to moduli,spaces of curves in mind, Aprodu and Farkas [2011, Conjecture 5.4]
proposed a “strong maximal rank conjecture”, about ranks of multiplication maps of line bundles on
curves. Specifically, given a linear series (L , V ) on a curve X , we have the multiplication map

Sym2 V → 0(X, L ⊗2). (1-1)

Note that the source has dimension
(r+2

2

)
, and assuming X is Petri-general, the target has dimension

2d + 1 − g. The image of X under the linear series lies on a quadric if and only if (1-1) has a nonzero
kernel. The classical maximal rank conjecture asserts that if r ≥ 3, for a general X and a general gr

d on X ,
the map (1-1) should always be injective or surjective (and similarly for the higher-order multiplication
maps). Many special cases of this were proved by various people; we omit discussion of most of these,
but mention that the case of quadrics was first proved by Ballico [2012]. Subsequent proofs were given
by Jensen and Payne [2016] using a tropical approach, and by the present authors [Liu et al. 2021] using
a degeneration to a chain of genus-1 curves. Recently, Larson [2017; 2020] has proved the full classical
maximal rank conjecture.
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Since the failure of (1-1) to have maximal rank is a determinantal condition, the strong maximal rank
conjecture of Aprodu and Farkas is the following:

Conjecture 1.2 [Aprodu and Farkas 2011, Conjecture 5.4]. Set ρ := g − (r + 1)(g + r − d).
On a general curve of genus g, if ρ < r − 2, the locus of gr

ds for which (1-1) fails to have maximal rank
is equal to the expected determinantal codimension, which is 1 +

∣∣(r+2
2

)
− (2d + 1 − g)

∣∣. In particular,
when this expected codimension exceeds ρ, every linear series on X should have maximal rank.1

The strong maximal rank conjecture remains wide open, even in the case of quadrics. The only cases
solved (to our knowledge) are for k = 2, d ≤ g + 1 (see [Teixidor i Bigas 2003]) or for Brill–Noether
number ρ = 0, because it is equivalent to the (weak) maximal rank conjecture.

For the divisors Dg, we compute that ρ = g−21= (2d+1−g)−
(r+2

2

)
, so in this case Conjecture 1.2 pre-

dicts that every linear series on the generic curve should yield (1-1) of maximal rank, and more specifically,
should have injective multiplication map, just as we prove in Theorem 1.1 for the cases g = 22, 23.

Our proof builds on the ideas introduced in [Liu et al. 2021], which combine the Eisenbud–Harris
theory of limit linear series with ideas from the theory of linked linear series introduced by the second
author [Osserman 2006; 2014]. We start with a limit linear series on a chain X0 of genus-1 curves, and
describe a collection of global sections living in different multidegrees on X0. We then take tensors of
these sections and consider their image in a carefully chosen multidegree, showing that they have the
correct-dimensional span. The first major difficulty is that while we can choose the curve, we have to
consider all possible limit linear series. As a consequence, we cannot ignore degenerate limit linear series
(which occur already in codimension 1). We systematically use ideas from linked linear series to prove
that when ρ = 1 or ρ = 2 we can always produce global sections of certain prescribed forms which must
lie in the specialization of the family of linear series.

The structure of the paper is as follows. In Section 2 we consider certain maps from genus-1 curves
to projective spaces which arise naturally from tensor squares of linear series, and show that these are
nondegenerate morphisms in cases of interest. In Section 3, we review the Eisenbud–Harris theory of
limit linear series, and the related theory of linked linear series introduced by the second author. In
Section 4, we describe the possible structures of linked linear series lying over a given limit linear series
in the cases that appear when ρ ≤ 2 (see also Proposition 5.3). In Sections 5 and 6, we give a criterion
for certain collection of sections in the tensor square of a limit linear series to be linearly independent.
In Section 7, we improve and apply this criterion to a family of examples with r = 6, which include
the genus-22 and genus-23 cases of interest for the proof of Theorem 1.1. In Section 8, we focus on
the behavior of degenerate sections under tensor product. For ρ = 2 (that is, genus 23), the situation is
quite a bit more complicated than for ρ = 1 (i.e., genus 22). To handle the degenerate cases, we consider
in Section 8 variant multidegrees which depend more tightly on the limit linear series in question, and
(partially inspired by the earlier work of Jensen and Payne [2016] on a tropical approach to the classical

1In fact, Aprodu and Farkas also include higher-degree multiplication maps in their conjecture. Farkas and Ortega [2011]
subsequently relax the ρ < r − 2 hypothesis in cases such as ours, where ρ is less than the expected codimension.
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maximal rank conjecture), we also consider families of curves with highly specialized directions of
approach, which gives us further control over the behavior of the global sections in different multidegrees.
Finally, in Section 9, we complete the proof of Theorem 1.1.

We expect that the tools we develop here will lead to proofs of specific cases of the strong maximal
rank conjecture of geometric relevance. In the tropical setting, this has been carried out in the case g = 13
(see [Farkas et al. 2024]). We have written the different parts of the argument to be independent of r
and/or ρ wherever this does not lead to unnecessary complication. In particular, Theorem 9.1 has been
stated in greater generality than what we need to prove the results for g = 22, g = 23. The nature of our
approach also allows for proving cases of the maximal rank conjecture where the expected codimension
does not exceed ρ, so that the locus of linear series which do not have maximal rank is nonempty. Our
approach should also be useful in other questions involving multiplication maps for linear series, such
as the conjecture of Bakker and Farkas [2018, Remark 14], which was motivated by connections to
higher-rank Brill–Noether theory. Their conjecture treats a certain specific family of cases, but with
products of distinct linear series in place of symmetric squares of a fixed one. In addition, our work
in Section 2 on nondegeneracy of certain morphisms from genus-1 curves to projective spaces and in
Section 4 on the structure of exact linked linear series is likely to be useful in other settings as well.

In a different direction, the ideas and approach of this paper can be used in the context of vector bundles
(see [Teixidor i Bigas 2023]). Brill–Noether related vector bundle problems cannot at the moment be
treated with tropical techniques as there is no satisfactory theory of sections of vector bundles in the
tropical settings.

Remark 1.3. We mention that although we impose characteristic-0 hypotheses in our main theorem,
these do not appear to be essential. Nearly everything we do is characteristic-independent, but we use
a characteristic-dependent result (Theorem 3.4 below) of Eisenbud and Harris to simplify the situation
slightly by restricting our attention to “refined” limit linear series (Definition 3.1 below). In fact, the only
characteristic dependence in Theorem 3.4 is the use of the Plücker inequality, which still holds in charac-
teristic p and degree d when p > d; see for instance Proposition 2.4 and Corollary 2.5 of [Osserman 2006].
Thus, our proof of Theorem 1.1 extends as written to characteristic p >25 for g =22 and p >26 for g =23.

Moreover, since our key specialization result (Proposition 3.10 below) on linked linear series applies
in arbitrary characteristic, there is no visible obstruction to extending our proof to lower characteristics
as well. However, key portions of the argument for the implications for the geometry of Mg were
written using characteristic 0, and as far as we are aware no one has carefully analyzed which positive
characteristics they may apply to, so it seems preferable to work in characteristic zero and we will assume
this is the case from now on.

2. Nondegeneracy calculations

In this section, we study maps from elliptic curves to projective space determined by comparing values of
tensor products of certain tuples of sections at two points P and Q. We will need two distinct results in
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this direction: first, we consider the situation that we let the point Q vary. This is already considered
in [Liu et al. 2021], where we showed that these maps are morphisms, described them explicitly, and
gave partial criteria for nondegeneracy. Here we extend the nondegeneracy criterion to a sharp statement
for the case of tensor pairs. This is used to show that if we vary the location of the nodes on individual
components, we can get possible linear dependencies to vary sufficiently nontrivially. Next, we will
consider a new case, where Q is fixed, but we have a separate varying parameter. This situation was not
considered in [Liu et al. 2021], but will be important to us in dealing with situations where the discrete
data of the limit linear series does not fix the underlying line bundle in some components.

First, given a genus-1 curve C and distinct P, Q on C , and c, d ≥ 0, let L =OC(cP +(d −c)Q). Then
for any a, b ≥ 0 with a +b = d −1, there is a unique section (up to scaling by k×) of L vanishing to order
at least a at P and at least b at Q. Thus, we have a uniquely determined point R such that the divisor of the
aforementioned section is a P +bQ + R; explicitly, R is determined by a P +bQ + R ∼ cP +(d −c)Q, or

R ∼ (c − a)P + (d − c − b)Q = (c − a)P + (1 + a − c)Q

= P + (a + 1 − c)(Q − P) = Q + (a − c)(Q − P). (2-1)

We see that R = P if and only if Q − P is |a + 1 − c|-torsion, and R = Q if and only if Q − P is
|a−c|-torsion. Note that (2-1) makes sense even when Q = P (in which case R = Q = P), so we will
use the formula for all P, Q, understanding that it has the initial interpretation as long as Q ̸= P . To
avoid trivial cases, we will assume that a ̸= c − 1, and b ̸= d − c − 1, or equivalently, a + 1 − c ̸= 0, and
a − c ̸= 0.

Notation 2.1. Fix P ∈ C , ℓ ≥ 1, and for j = 0, . . . , ℓ, set numbers a j
1 , a j

2 , b j
1, b j

2 satisfying for i = 1, 2,
j, j ′

∈ {0, . . . , ℓ},

a j
i + b j

i = d − 1, a j
i − c ̸= 0, −1, a j

1 + a j
2 = a j ′

1 + a j ′

2 .

Let U be the open subset of C consisting of all Q such that Q − P is not |a j
i −c|-torsion or |a j

i +1−c|-
torsion for any i, j . For Q ∈ U , choose sections s j

i with divisors

a j
i P + b j

i Q + R j,Q
i .

Define s j
= s j

1 ⊗ s j
2 ∈ 0(C, L ⊗2), and normalize the s j , uniquely up to simultaneous scalar, so that their

values at P are all the same. Considering (s0(Q), . . . , sℓ(Q)) gives a well-defined point of Pℓ, denote by
fQ the point of Pℓ determined by (s0(Q), . . . , sℓ(Q)).

In [Liu et al. 2021] we showed that the map U → Pℓ given by Q 7→ fQ extends to a morphism
f : C → Pℓ.

Extending Corollary 2.5 of [Liu et al. 2021], we have:

Proposition 2.2. If all the a j
i are distinct, and a j

1 + a j
2 ̸= 2c − 1, then f is nondegenerate.

The proof relies on reduction to a good understanding of the ℓ = 1 case. Indeed, we can view our
map as being given by (1, f1, . . . , fℓ), where fj is the rational function constructed from the quotient
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of sections s j , s0. Thus, nondegeneracy is equivalent to linear independence of the rational functions
1, f1, . . . , fℓ, whose zeroes and poles are described explicitly by the following result, which combines
Lemma 2.2 and Corollary 2.3 of [Liu et al. 2021]. Recall the following notation introduced in [Liu et al.
2021]. For k an integer, X a point in C and L1, . . . , Lk2 the line bundles in Pic0(C) of order a divisor
of |k|, OC(X) ⊗ L i = OC(Yi ) for a unique Yi ∈ C . Then, X + T [k] :=

∑
i Yi .

Lemma 2.3. In the ℓ = 1 case of Notation 2.1, the function f : U → k× given by Q 7→ (s0/s1)(Q)

determines a rational function on C. We then have

div f =

2∑
i=1

(
(P + T [|a0

i − c|]) − (P + T [|a1
i − c|]) − (P + T [|a0

i + 1 − c|]) + (P + T [|a1
i + 1 − c|])

)
,

Moreover, f is nonconstant if and only if a j
1 + a j

2 ̸= 2c − 1.

Proof of Proposition 2.2. By Lemma 2.3, f1, . . . , fℓ are all nonconstant. By reindexing the pairs we may
further assume

aℓ
1 < aℓ−1

1 < · · · < a0
1 ≤ a0

2 < a1
2 < · · · < aℓ

2.

Let n j
i := |a j

i − c + 1|, m j
i := |a j

i − c|, and n j
= max{n j

1, n j
2}.

A first observation is that n j > n j−1 for all j : if a j−1
1 < c (respectively, a j−1

1 > c), then n j−1
1 < n j

1

(respectively, n j−1
1 < n j

2), and thus n j−1
1 < n j ; by a similar calculation, n j−1

2 < n j ; thus, n j−1 < n j .
A second observation is that n j

≥ max{m0
1, m0

2} for all j ≥ 1, and if equality is attained, j must
be 1. Indeed, when c < a0

2 , we have m0
2 < m j

2 < n j
2 for all j ≥ 1; meanwhile, either m0

1 ≤ m0
2 (if

c < a0
1) or m0

1 ≤ n1
1 < n j

1 (if c > a0
1) for all j > 1; thus, max{m0

1, m0
2} ≤ n j for all j ≥ 1. When c > a0

2 ,
m0

2 ≤ m0
1 ≤ n1

1 < n j
1 for all j > 1, and hence the same conclusion holds.

Now, we claim that fj has poles at the strict nj -torsion points. Recalling from Lemma 2.3 that the
poles of fj are supported among the m0

i - and n j
i -torsion points for i = 1, 2, the above two observations

show that 1, . . . , fj−1 cannot have any poles at strict n j -torsion points, which immediately implies that
1, f1, . . . , fℓ are k-linearly independent. Thus, it suffices to prove the claim. Since the potential zeroes
of fj are supported among the m j

i - and n0
i -torsion points, we just need to show that n j does not divide

m j
i or n0

i for i = 1, 2 and any j ≥ 1. Moreover, we already know that n j > n0
≥ n0

i , so it is enough to
consider the m j

i . We consider two cases.

Case 1: c < a0
2 , so that also c < a j

2 for all j . In this case,

m0
2 < n0

2 ≤ m1
2 < n1

2 ≤ · · · ≤ mℓ
2 < nℓ

2.

In particular, we have n j > m j
2, so it remains to compare n j against m j

1. If n j
= n j

1, since n j
1 is always

coprime to m j
1 , the claim follows instantly. If n j

= n j
2 > n j

1 , since |n j
1 − m j

1| = 1, we have n j
≥ m j

1 . But
equality cannot hold as it would imply that a j

1 + a j
2 = 2c − 1, which is ruled out by our assumption. So

we conclude the claim in this case.
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Case 2: c > a0
1 , so that c > a j

1 for all j . If a j
2 > c, n j

2 = m j
2 + 1 and hence n j > m j

2. Meanwhile,
n j

1 = m j
1 −1. Similarly to the previous case, either n j > m j

1 or n j is coprime to m j
1 , and the claim follows.

If a j
2 < c, n j

2 = m j
2 − 1. Under our assumption, n j

= n j
1 so is coprime to m j

1. But because j ≥ 1, we
have n j

1 ≥ n j
2 + 2 = m j

2 + 1, so n j
1 > m j

2 and the claim follows. □

Notation 2.4. We now consider the point Q fixed, but the line bundle L varies (in particular, we do not
have a c). As before, for ℓ ≥ 1, and j = 0, . . . , ℓ, set nonnegative integers a j

1 , a j
2 , b j

1, b j
2 satisfying

a j
i + b j

i = d − 1 for all i, j; a j
1 + a j

2 is independent of j.

Choose a point R = R0
1 . Then, for every i = 1, 2, j = 0, . . . , l, there is a well determined R j

i such that
O(a j

i P +b j
i Q + R j

i ) =O(a0
1 P +b0

1 Q + R) = L . Note that, using that a j
i +b j

i = d −1, the last equation
is equivalent to

R j
i = R0

1 + (a0
1 − a j

i )(P − Q).

We have sections s j
i of L with divisors a j

i P + b j
i Q + R j

i . We can take tensor products to obtain
s j

= s j
1 ⊗s j

2 and obtain sections of the line bundle L ⊗2 having divisors (a j
1 +a j

2 )P+(b j
1 +b j

2)Q+R j
1 +R j

2 .
Note that the condition that a j

1 + a j
2 is independent of j implies that the divisors R j

1 + R j
2 will all be

linearly equivalent to one another. If the a j
i , b j

i are generic, none of the R j
i are equal to P and we can

normalize the s j to have the same value at P . We obtain a well-defined point (s0(Q), . . . , sℓ(Q)) ∈ Pℓ.
But because we have said that L is uniquely determined by R0

1 , we can view this procedure as giving a
rational map from C to Pℓ, which we will now study. The argument will be similar to that of Lemma 2.2
and Corollary 2.5 of [Liu et al. 2021], but a bit simpler.

Proposition 2.5. Suppose that P − Q is not m-torsion for any m ≤ d. Let U ⊆ C be the open subset of
points R = R0

1 on which the map ϕ : U → Pℓ that sends R ∈ U to (s0(Q), . . . , sℓ(Q)) is well defined.
Then ϕ extends to a nondegenerate morphism C → Pℓ.

Proof. We first consider the case ℓ = 1, proving that we obtain a nonconstant rational function, and
showing further that the divisor of this function is equal to

Q + (Q − (a0
1 − a0

2)(P − Q)) + (P − (a0
1 − a1

1)(P − Q)) + (P − (a0
1 − a1

2)(P − Q))

− (Q − (a0
1 − a1

1)(P − Q)) − (Q − (a0
1 − a1

2)(P − Q)) − P − (P − (a0
1 − a0

2)(P − Q)).

Let D j
i be the divisor on C × C obtained as the graph of the morphism

R 7→ R + (a0
1 − a j

i )(P − Q)

so that D0
1 is simply the diagonal, and (R0

1, R j
i ) ∈ D j

i . Set

D j
= D j

1 + D j
2 + (P − (a0

1 − a1− j
1 )(P − Q)) × C + (P − (a0

1 − a1− j
2 )(P − Q)) × C

for j = 0, 1. Then we claim that D0 and D1 are linearly equivalent. By construction, if we restrict to
{R} × C for any R not among the P − (a0

1 − a j
i )(P − Q), we get that D0 and D1 are linearly equivalent,
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so D0
− D1

∼ D × C for some divisor D on C . But if we restrict to C × {P}, we see that D j
1 + D j

2

restricts to (P − (a0
1 − a j

1 )(P − Q)) + (P − (a0
1 − a j

2 )(P − Q)), so the restrictions of D0 and D1 are
linearly equivalent on C ×{P}, and hence on C ×C , as desired. Moreover, this shows that if t0 and t1 are
sections of the resulting line bundle having D0 and D1 as divisors, then t0|C×{P} has the same divisor as
t1|C×{P}, so we can scale so that t0 and t1 are equal on C × {P}. We then see that our map U → P1 is
given by composing R 7→ (R, Q) with the rational function induced by our normalized choice of (t0, t1).
Thus, it is a rational function, as desired. We compute its divisor simply by looking at the restrictions of
D0 and D1 to C × {Q}, which gives the claimed formula.

Now, for the case of arbitrary ℓ, we can consider the map to Pℓ to be given by a tuple of rational
functions induced from the ℓ = 1 case, specifically by ( f0, . . . , fℓ−1, 1), where fj comes from looking at
s j and sℓ. To show nondegeneracy, it suffices to show that the fj are linearly independent, which we do
by showing that each of them (other than fℓ = 1) has a pole which none of the others have. If we order
so that

a0
1 < a1

1 < · · · < aℓ
1 ≤ aℓ

2 < aℓ−1
2 < · · · < a0

2,

we see that P − (a j
1 −a j

2 )(P − Q) occurs among the poles of fj : indeed, given our nontorsion hypothesis
on P − Q, the only positive term in the divisor which could possibly cancel it is Q, which would require
a j

1 − a j
2 = 1, which is not possible with our above ordering. But again using our nontorsion hypothesis,

and the fact that a j
2 − a j

1 strictly decreases as j increases, we see that we obtain the desired distinct
poles. □

3. Background on limit linear series and linked linear series

In this section we review background on limit linear series, as introduced by Eisenbud and Harris [1986],
and on linked linear series, introduced by the second author [Osserman 2006] for two-component curves
and generalized to arbitrary curves of compact type in [Osserman 2014].2 Recall that a curve of compact
type is a projective nodal curve such that every node is disconnecting, or equivalently, the dual graph is a
tree. To streamline our presentation, we will largely restrict our attention to the situation of curves of
compact type together with one-parameter smoothings.

Definition 3.1. Let X0 be a curve of compact type, with dual graph 0. Given r, d ≥ 0, a limit linear series
on X0 of dimension r and degree d is a tuple (L v, V v)v∈V (0), where each (L v, V v) is a linear series of
dimension r and degree d on the component Zv of X0 corresponding to v. Write a(v,e)

• = (a(v,e)
0 , . . . , a(v,e)

r )

with a(v,e)
0 < a(v,e)

1 < · · · < a(v,e)
r for the vanishing sequence (the r +1 different orders of vanishing of the

sections in V v) at Pe. The following condition must be satisfied: if Zv and Zv′ meet at a node Pe, then

a(v,e)
j + a(v′,e)

r− j ≥ d for j = 0, . . . , r.

A limit linear series is said to be refined if the above inequalities are equalities for all e and j .

2In [Osserman 2006], linked linear series were called “limit linear series”, but the name was changed subsequently to reduce
confusion.
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We now consider a one-parameter smoothing of X0, as follows.

Remark 3.2. Suppose B is the spectrum of a discrete valuation ring with algebraically closed residue
field, and π : X → B is flat and proper, with special fiber X0 a curve of compact type, and smooth generic
fiber Xη. Suppose further that the total space X is regular, that π admits a section.

Now, suppose we have a line bundle Lη generically — more precisely, we allow for the possibility that
Lη is only defined after a finite extension of the base field of Xη. We can then take a finite base change
B ′

→ B so that Lη is defined over X ′
η, and then X ′ may not be regular, but the line bundle Lη will still

extend over X0 because X0 is of compact type. Moreover, there is a unique extension of Lη having any
specified multidegree (i.e., tuple of degrees one for each component) adding up to d: because X was
regular each component Zv of X0 is a Cartier divisor in X , and twisting by the OX (Zv) (or more precisely,
their pullbacks to X ′) will increase the degree by 1 on each component meeting Zv, and decrease the
degree on Zv correspondingly. For a multidegree ω, we denote this unique extension by L̃ω. In particular,
for each Zv, we can consider the multidegree ωv which concentrates degree d on Zv, and has degree 0
elsewhere.

Proposition 3.3 [Eisenbud and Harris 1986, Proposition 2.1]. Given a linear series (Lη, V v) on X ′
η of

dimension r and degree d , if we set L v
:= (L̃ωv )|Zv

, and V v
:= (Vη ∩0(X ′, L̃ωv ))|Zv

, then the resulting
tuple (L v, V v)v is a limit linear series on X0.

Theorem 3.4 [Eisenbud and Harris 1986, Theorem 2.6]. In characteristic 0, after finite base change and
blowing up nodes in the special fiber, we may assume that the specialized limit linear series constructed
by Proposition 3.3 is refined.

Note that the only effect on X0 of the base change and blowup is that chains of genus-0 curves are
introduced at the nodes. Assuming we blow up to fully resolve the singularities resulting from the base
change, these chain of curves have length equal to one less than the ramification index of the base change,
so in particular they are the same at every node.

We now move on to linked linear series. The first observation is that if we have two multidegrees ω

and ω′, then there is a unique collection of nonnegative coefficients cv ∈ Z, not all positive, such that
L̃ω

∼= L̃ω′(−
∑

v cv Zv). In this way, we obtain an inclusion L̃ω ↪→ L̃ω′ which is defined uniquely up to
scaling. If we define Lω := L̃ω|X0 , we get induced maps Lω → Lω′ which are no longer injective, as
they vanish identically on the components Zv with cv > 0. However, they are injective on the remaining
components. Passing to global sections we obtain maps

fω,ω′ : 0(X0, Lω) → 0(X0, Lω′).

From the construction we see that fω,ω′ ◦ fω′,ω always vanishes identically. Although the twisted line
bundles Lω can be described intrinsically on the special fiber, the maps fω,ω′ depend on the smoothing
of X0 whenever the locus on which they are nonvanishing. is disconnected.

To minimize notation, we will define linked linear series only in the above specialization context.
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Definition 3.5. Given Lη of degree d and the induced tuple (Lω)ω of line bundles, a linked linear series
of dimension r (and degree d) on the Lω is a tuple (Vω)ω for all multidegrees of total degree d where
each Vω ⊆ 0(X0, Lω) is an (r+1)-dimensional space of global sections, and for every ω, ω′, we have

fω,ω′(Vω) ⊆ Vω′ .

From the definitions and using Remark 3.2, we have:

Proposition 3.6. Given (Lη, Vη), for all ω set Vω = (Vη ∩ 0(X ′, L̃ω))|X0 . We obtain a linked linear
series.

This process is compatible with the Eisenbud–Harris specialization process, and the forgetful map
commutes with specialization. The definition of linked series includes a linear series for every meaningful
multidegree. In particular, there are linear series for the degrees ωv which concentrate all the degree
on Zv. Ignoring the other multidegrees, we obtain a forgetful functor:

Theorem 3.7. If (Vω)ω is a linked linear series on Lω, and we set L v
= Lωv |Zv

and V v
= Vωv |Zv

for all
v ∈ V (0), then (L v, V v) is a limit linear series. We will say that the linked linear series lies over the
limit linear series

This is explicitly stated (in the generality of higher-rank vector bundles) as part of Theorem 4.3.4 of
[Osserman 2014], but is primarily a consequence of Lemma 4.1.6 of [loc. cit.].

In [Osserman 2014], the following notion is introduced:

Definition 3.8. A linked linear series is simple if there exist multidegrees ω0, . . . , ωr and sections
sj ∈ 0(X0, Lωj ) such that for every ω, the fωj ,ω(sj ) form a basis of Vω.

The simple linked linear series form an open subset, and are particularly easy to understand (hence
the name). However, we will be forced to consider more general linked linear series arising under
specialization. We therefore introduce the following open subset, originally introduced in [Osserman
2006] in the two-component case.

Definition 3.9. A linked linear series is exact if for every multidegree ω, and every proper subset S ⊆ V (0),
if Lω′

∼= Lω(−
∑

v∈S Zv), then

fω,ω′(Vω) = Vω′ ∩ ker fω′,ω.

An important special case in the definition, and the only one which we will use in the present paper,
is that ω′ is obtained from ω by decreasing the degree by 1 on a single component and increasing it
correspondingly on an adjacent component.

While we cannot always ensure our linked linear series are simple, we can ensure they are exact:

Proposition 3.10. If (Lη, Vη) is defined over Xη itself , then the resulting linked linear series is exact.

The proof is exactly the same as in the two-component case, which is explained immediately before
the statement of Theorem 5.2 of [Esteves and Osserman 2013]. Thus, even if (Lη, Vη) is not defined
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over Xη, we can take a finite base change to make it defined, and blow up the resulting singularities of
the total space to put ourselves into position to apply Proposition 3.10.

4. Degenerate linked linear series

The purpose of this section is to analyze the structures of the possible exact linked linear series lying over
limit linear series mostly when ρ ≤ 2. We will restrict our attention to the case that the reducible curve
X0 is a chain.

Definition 4.1. Let Z1, . . . , Z N be smooth curves with distinct marked points Pi , Qi on each Zi . Construct
X0 by gluing Qi to Pi+1 for each i = 1, . . . , N − 1. Fix a total degree which in this section, we will
denote with d . Given w = (c2, . . . , cN ), define the multidegree of a line bundle on X0 associated to w,

mdd(w) = (d1, . . . , dN ), by d1 = c2, di = ci+1 − ci , i = 2, . . . , N − 1, dN = d − cN .

Note that conversely, given a multidegree ω with total degree d , there is a unique w such that ω = md(w).
We will assume that 0 ≤ ci ≤ ci+1 ≤ d for all i .

The notation ci is very helpful in connection with the way in which we encode the combinatorial data
of a limit linear series. In order to avoid treating the end points separately, it will be convenient to use the
convention that c1 = 0 and cN+1 = d . To avoid notational clutter, we will frequently write simply md(w)

when the total degree is clear, and we will abbreviate Lmd(w) by Lw, fmd(w),md(w′) by fw,w′ , and so fourth.
The assumption that 0 ≤ ci ≤ d for all i guarantees that the map fw,wi is injective on the component Zi

(see Proposition 3.6 of [Liu et al. 2021]), so we can understand sections in multidegree w as being glued
from the Zi -parts of sections in the multidegrees wi .

From Remark 3.2, given a limit linear series (L i , V i )i=1,...,N and the multidegree associated to a w, then
Lw|Zi is obtained from L i by twisting down by ci Pi +(d −ci+1)Qi , leaving degree d −ci −(d −ci+1) =

ci+1 − ci . Therefore, the condition ci ≤ ci+1 is equivalent to the di being positive.

Notation 4.2. By construction, the components of X0 are ordered from 1 to N . We will think of a
horizontal representation of the curve, numbering the components from left to right. For example, when
we talk of the curve “strictly left of i”, we mean

⋃
j<i Z j .

We first describe the behavior of the maps fw,w′ under the above encoding (See Proposition 3.6 of
[Liu et al. 2021] for a proof):

Proposition 4.3. Given w = (c2, . . . , cN ), w′
= (c′

2, . . . , c′

N ) and total degree d, the map Lw′ → Lw

vanishes identically on the component Zi if and only if

N∑
j=i+1

(c′

j − cj ) > min
1≤i ′≤N

N∑
j=i ′+1

(c′

j − cj ).

In particular, if c′

i < ci or c′

i+1 > ci+1 then the map vanishes identically on Zi , and if c′

i = ci for i > 1,
then the map vanishes identically on Zi if and only if it vanishes identically on Zi−1.
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Proposition 4.4. Let Z be a smooth projective curve, and P, Q ∈ Z distinct. Let (L , V ) be a gr
d on Z.

Then there is a unique (unordered) set of pairs (a0, b0), . . . , (ar , br ) with all aj distinct and all bj distinct
such that there exists a basis s0, . . . , sr of V with ordP sj = aj and ordQ sj = bj for j = 0, . . . , r .

Proof. Start with a basis s0, . . . , sr with vanishing a0 < · · · < ar at P . Add multiples of the si to s0 to
maximize vanishing at Q. Then repeat the process replacing s1, by adding multiples of the sj , j ≥ 2.

Note that the sj themselves are not unique, although a given sj can be modified only by adding multiples
of sj ′ which simultaneously satisfy ordP sj ′ > ordP sj and ordQ sj ′ > ordQ sj . □

To each refined limit linear series, we can associate a table of numbers as follows:

Definition 4.5. Let (L i , V i ) be a refined limit gr
d on X0, and for each i let (ai

j , bi
j )j be the set of pairs

given by Proposition 4.4. Construct the (r+1) × N table T ′ from left to right, with the i-th column
of T ′ consisting of the pairs (ai

j , bi
j ) for j = 0, . . . , r , and the ordering of each column determined as

follows: a1
j should be strictly increasing, and for i > 1 and each j , we require ai

j = d − bi−1
j . For fixed i ,

we refer to the ai
j and the bi

j as making up the subcolumns of the i-th column of T ′. For each j , let
wj = (a2

j , . . . , aN
j ), and set ωj = mdd(wj ).

Example 4.6. Let X0 be a chain of 5 elliptic curves. Construct a limit linear series on X0 of degree 4
and dimension 1 with the following line bundles on the components:

L1 = O(4Q1), L2 = O(2P2 + 2Q2), L3 = O(P3 + 3Q3), L4 generic, L5 = O(4P5).

and sections with vanishing associated to the table

0 4 0 3 1 3 1 2 2 1
1 2 2 2 2 1 3 0 4 0

The table has two rows corresponding to the two sections. The five columns correspond to the 5 elliptic
curves with the left and right semicolumns corresponding to the vanishing at Pi and Qi , respectively.
There are two wi one for each of the two sections and left semicolumns, starting with the second one and
corresponding multidegrees ωj as follows:

w0 = (0, 1, 1, 2), ω0 = (0, 1, 0, 1, 2), w1 = (2, 2, 3, 4), ω1 = (2, 0, 1, 1, 0).

For instance Lw0 is a line bundle on the chain with restrictions to the 5 components

L0
1 = O, L0

2 = O(2P2 − Q2), L0
3 = O, L0

4 = L4(−P4 − 2Q4), L0
5 = O(2P5),

while Lw1 has restrictions to the 5 components

L0
1 = O(2Q1), L0

2 = O, L0
3 = O(2Q3 − P3), L0

4 = L4(−3P4), L0
5 = O.

Note that the set of pairs of Proposition 4.4 is giving a relative ordering of the vanishing sequences at
P and Q, so the condition that the limit linear series is refined means that we can always impose that
ai

j = d − bi−1
j . Arranging our table ordering in this way, we can always choose sections si

j ∈ V i such that
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ordPi si
j = ai

j and ordQi si
j = bi

j . Then in multidegree ωj there is a unique section sj obtained from gluing
together the si

j (although as noted above, the choices of si
j are not unique in general).

Definition 4.7. We say that a swap occurs in column i between rows j, j ′ if ai
j < ai

j ′ and bi
j < bi

j ′ or if
ai

j > ai
j ′ and bi

j > bi
j ′ . A swap is minimal if further |ai

j − ai
j ′ | = |bi

j − bi
j ′ | = 1 and either ai

j + bi
j = d or

ai
j ′ + bi

j ′ = d .

Example 4.8. If X0 is again a chain of 5 elliptic curves, construct a limit linear series on X0 of degree 4
and dimension 1 with line bundles and table of vanishing

L1 =O(4Q1), L2 =O(2P2 +2Q2), L3 =O(2P3 +2Q3), L4 =O(2P4 +2Q4), L5 =O(4P5),

0 4 0 3 1 1 3 0 4 0
1 2 2 2 2 2 2 2 2 1

A swap appears on C3 between the only two sections on the linear series s0, s1. This swap is minimal as
|a3

1 − a3
0 | = 2 − 1 = |b3

1 − b3
0| is 1 and a3

1 + b3
1 = 2 + 2 = 4 = d .

A limit linear series is chain-adaptable in the sense of [Osserman 2014] if there are no swaps in the
table T ′. For a chain-adaptable limit linear series, there is only one linked linear series lying over it that
is simple, generated by the sj described above. In the nonchain-adaptable case, the linked linear series is
not necessarily unique.

A nonempty open subset of the set of possible linked linear series will always be simple, generated by
sections similar to the sj described above. However, even some exact linked linear series are not simple.
We can nonetheless use exactness to obtain fairly good control over what these linked linear series look
like. We address all the cases that can arise for ρ ≤ 2 below.

We will use the following observation: Fix a refined limit linear series and a choice of all the si
j .

For any w = (c2, . . . , cN ) (assumed bounded), the linkage condition implies that the sections in the
(r+1)-dimensional space Vw in the linked linear series are linear combinations of sections obtained by
gluing, for a fixed j , the sections si

j to one another as i varies, where each si
j that appears must satisfy

ai
j ≥ ci and bi

j ≥ d − ci+1, and if the first (respectively, second) inequality is an equality, we must also
have si−1

j (respectively, si+1
j ) included in the gluing. Indeed, a section in Vw must be a linear combination

of such si
j , and since the ai

j and bi
j are all distinct for fixed i , at most one can have equality on each side,

leading to the desired form for the gluing.

Proposition 4.9. Suppose that the j0-th row of T ′ has the property that for all j < j0 we have bi
j > bi

j0
for i = 1, . . . , N − 1, and for all j > j0 we have ai

j > ai
j0 for i = 2, . . . , N. Then any linked linear series

lying over the given limit linear series (in the sense of Theorem 3.7) contains the expected section sj0 .

Proof. It suffices to see that the space of global sections in multidegree ωj0 obtained from all possible
gluings of the si

j has dimension exactly r + 1, so that any linked linear series must contain the whole
space, including sj0 . But for j < j0 since bi

j > bi
j0 for i < N , we have ai+1

j < ai+1
j0 , so si+1

j cannot appear
at all in multidegree ωj0 . Thus, only s1

j can appear, glued to the zero section on every other component.
Similarly, for j > j0 only s N

j can appear. And since each si
j0 has precisely the desired vanishing at the
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nodes, sj0 is the unique way to glue them together, so we obtain an (r+1)-dimensional space in total, as
desired. □

In this paper we consider mostly spaces of linear series with Brill–Noether number ρ = 1, 2. We will
see in Proposition 5.3 that on a generic chain of elliptic curves, the number of swaps is bounded by ρ. So,
we now systematically consider all cases where the limit linear series has only one or two swaps.

Proposition 4.10. Suppose that a limit linear series has a single swap occurring in the i0-th column
between the ( j0−1)-st and j0-th rows, Then any linked linear series lying over that limit linear series (in
the sense of Theorem 3.7) contains the expected section sj0−1. The spaces of sections of the linear series
with multidegrees associated to

(a2
j0−1, . . . , ai0

j0−1, ai0+1
j0 , . . . , aN

j0 ) and (a2
j0, . . . , ai0

j0 , ai0+1
j0−1 , . . . , aN

j0−1)

contain the respective images of the section sj0 . These images consist of 0 on the first i0 − 1 components
and si

j0 for i = i0, . . . , N , and of si
j0 for i = 1, . . . , i0 and 0 on the last N − i0 components, respectively.

Given w = (c2, . . . , cN ). If ci < ai
j0−1, ai

j0 for all i , the linked linear series contains s1
j0 in multidegree

md(w), and if ci > ai
j0−1, ai

j0 for all i , the linked linear series contains s N
j0 in multidegree md(w) (in both

cases, glued to 0 on the other components).

Proof. Note that our assumptions imply that

bi
j > bi

j0−1, bi
j0, for all j < j0 −1, i = 1, . . . , N −1, ai

j > ai
j0, ai

j0−1 for all j > j0, i = 2, . . . , N .

In multidegree ωj0−1, as in the proof of Proposition 4.9, the si
j for j ̸= j0 − 1, j0 can only contribute for

i = 1 (if j < j0 − 1) or i = N (if j > j0), and the si
j0−1 glue uniquely to give sj0−1. Finally, the si

j0 can
only contribute at i = i0, so we find that the space obtained from all the si

j is (r + 1)-dimensional, and
sj0−1 must be in the linked linear series, as desired.

Next, consider w′
= (a2

j0−1, . . . , ai0
j0−1, ai0+1

j0 , . . . , aN
j0 ). Note that fwj0 ,w′(sj0) is equal to sj0 from i0

to N (inclusive), and 0 strictly before i0. We claim that the space of possible sections from the si
j in

multidegree md(w′) is precisely (r+1)-dimensional, so the linked linear series is uniquely determined in
this multidegree. By hypothesis, the si

j for j < j0 − 1 can only contribute for i = 1, and the si
j for j > j0

can only contribute for i = N . The si
j0−1 could in principle contribute for i < i0 and i = N , but if the

si
j0−1 gave rise to nonzero sections for i < i0, they all would be nonvanishing at the relevant nodes, and

they would have to glue to something nonvanishing in the i0-th column. This would have to be si0
j0−1,

which does not have enough vanishing on the right to appear in multidegree md(w′). Thus, we conclude
that the si

j0−1 can only appear for i = N (where it is glued to the zero section on all other columns).
Finally, the si

j0 can only appear for i ≥ i0, where they are nonzero at all interior nodes, and therefore have
a unique gluing, which must yield fwj0 ,w′(sj0). Thus we get the claimed dimension r + 1, and conclude
that fwj0 ,w′(sj0) is contained in the linked linear series.

Similarly, if w′′
= (a2

j0, . . . , ai0
j0 , ai0+1

j0−1 , . . . , aN
j0−1), we find that space of possible sections is (r+1)-

dimensional, and contains fwj0 ,w′′(sj0).
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Now, suppose we are given w with ci < ai
j0−1, ai

j0 for all i . Then Proposition 4.3 implies that fw′′,w is
nonzero precisely on the first component, so fw′′,w( fwj0 ,w′′(sj0)) is equal to s1

j0 glued to 0, as desired. The
situation with ci > ai

j0−1, ai
j0 is similar, but with w′ in place of w′′. □

Example 4.11. In Example 4.8, (a2
j0−1, . . . , ai0

j0−1, ai0+1
j0 , . . . , aN

j0 ) = (0, 1, 2, 2). This numbers give the
required vanishing at Pi , i = 2, . . . , 5, while the vanishing at Qi = d − ci+1 = 4 − ci+1. This means that
the required vanishing is

4 at Q1, 0 at P2, 3 at Q2, 1 at P3, 2 at Q3, 2 at P4, 2 at Q4, 2 at P5.

The order of vanishing of s1 at the nodes is 2 at P3, 2 at Q3, 2 at P4, 2 at Q4, 2 at P5. As the order at
P3 is 2, strictly greater than the required 1, it can be glued to the zero section in the first two components
to give rise to a section of the linked linear series. Similarly, (a2

j0, . . . , ai0
j0 , ai0+1

j0−1 , . . . , aN
j0−1) = (2, 2, 3, 1).

The required vanishing is then

2 at Q1, 2 at P2, 2 at Q2, 2 at P3, 1 at Q3, 3 at P4, 0 at Q4, 4 at P5.

The order of vanishing of s1 at the nodes is 2 at Q1, 2 at P2, 2 at Q2, 2 at P3, 2 at Q3. As the order at
Q3 is 1, strictly greater than the required 0, it can be glued to the zero section in the last two components
to give rise to a section of the linked linear series.

When the hypotheses of Proposition 4.9 are not satisfied for every j0, there may be linked linear series —
even exact ones — which do not contain all of the sj0 . They may occur as specializations of linear series
on the generic fiber. This leads us to introduce the notion of mixed sections below. We will then show that
there are mixed sections of rather precise forms, which can in some sense take the place of the missing sj .

Definition 4.12. For ℓ > 1, let S⃗ = (S1, . . . , Sℓ) be a tuple of subsets of {1, . . . , N } (some of which may
be empty) such that for all pairs i < i ′, every element of Si is less than or equal to every element of Si ′ and
such that every element of {1, . . . , g} is contained in some Si . Let j⃗ = ( j1, . . . , jℓ) be a tuple of elements
of {0, . . . , r}, possibly with repetitions. Then given a fixed limit linear series and corresponding choices
of the si

j , a mixed section of type (S⃗, j⃗) is a w and a section s in multidegree md(w) which is a sum from
i = 1 to ℓ of sections obtained by gluing si ′

ji for all i ′
∈ Si to the zero section on other components.

Proposition 4.13. Suppose that a limit linear series has precisely one swap, between the j0-th and
( j0−1)-st rows occurring in the i0-th column. Then any linked linear series lying over the given limit
linear series contains the expected sections sj for all j ̸= j0. If the linked linear series is exact, then it
must contain mixed sections s ′

j0 of type ((S′

1, S′

2), ( j0 − 1, j0)) with S′

1 supported on
⋃

i<i0
Zi and s ′′

j0 of
type ((S′′

1 , S′′

2 ), ( j0, j0 − 1)) with S′′

2 supported on
⋃

i>i0
Zi .

Note that this allows for the linked linear series to contain the section sj0 itself when S′

1 and S′′

2 are
both empty.

Proof. Start with the w′
= (a2

j0−1, . . . , ai0
j0−1, ai0+1

j0 , . . . , aN
j0 ) as in Proposition 4.10. Note that if i0 = 1,

then the proposition says that sj0 itself is in our linked linear series, consistent with the stated form for s ′

j0 .
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If i0 > 1, we consider iteratively changing w′ by increasing the twists by 1 for i ′
≤ i0 (starting at i0)

until they each agree with ai ′

j0 . We note that every such modified w′ has an (r+2)-dimensional space of
global sections obtained from the si

j , described explicitly as follows: s1
j for j < j0 − 1; s N

j for j > j0;
s N

j0−1; a section obtained by gluing the si
j0−1 for i from 1 to i ′

− 1 (which is the last column in which w′

agrees with ai
j0−1); and a section obtained by gluing the si

j0 from either i ′
− 1 or i ′ to N , beginning with

the last column in which w′ has coefficient strictly less than ai
j0 . For each j ̸= j0 − 1, since there is a

unique section constructed from the si
j , it is necessarily equal to fwj ,w′(sj ). In addition, since we know sj

is in the linked linear series for j ̸= j0, then fwj ,w′(sj ) is necessarily contained in the linked linear series
for j ̸= j0 − 1, j0.

Now, suppose that the linked linear series contained fwj0 ,w′(sj0) for the old w′; we claim that it either
also contains it for the new w′, or contains a section of the form desired for s ′

j0 . Indeed, increasing the
twist in the i-th column corresponding to twisting once by every component from i to N ., we observe
that fwj0 ,w′(sj0) is in the kernel of the map from the old w′ to the new one. By definition of exactness,
the linked linear series must contain some s in the new multidegree mapping to fwj0 ,w′(sj0) in the old
one. Using the above description of the space of global sections, this is necessarily a combination of the
fwj ,w′(sj ) for j < j0 −1 and j = j0, together with the section from the si

j0−1 for i = 1 to i ′
−1. Moreover,

since we observed above that fwj ,w′(sj ) is contained in the linked linear series for j < j0 − 1, we can
subtract these off to obtain a combination of the sections from the j0 − 1 and j0 rows. If the j0 − 1
term vanishes, we have that fwj0 ,w′(sj0) is contained in our linked linear series for the new w′, and if the
j0 − 1 term is nonzero, we have something of the desired form for s ′

j0 (with the minimal element of S′

2

being either i ′ or i ′
− 1 according to where fwj0 ,w′(sj0) begins), as claimed. Iterating this process, we

either obtain the desired s ′

j0 , or we eventually reach w′
= wj0 and find that the linked linear series actually

contains sj0 itself.
As the situation is completely symmetric, the construction of s ′′

j0 is similar, starting from the multidegree
w′′ from the proof of Proposition 4.10. □

When ρ = 2, there are four additional types of swap (see Definition 4.7), which we consider one by
one. They all involve having exactly two swaps, occurring in distinct columns. The first case is when the
swaps occur in disjoint pairs of rows.

Proposition 4.14 (“disjoint swap”). Suppose that a limit linear series contains precisely two swaps, and
these occur in disjoint pairs of rows, say j0 − 1, j0 and j1 − 1, j1. Then any linked linear series lying over
the given limit linear series contains the expected sections sj for all j ̸= j0, j1. If the linked linear series is
exact, then for ℓ=0, 1 it must contain mixed sections s ′

jℓ of type ((S′

1+2ℓ, S′

2+2ℓ), ( jℓ−1, jℓ)) with S′

1+2ℓ sup-
ported strictly left of iℓ and s ′′

jℓ of type ((S′′

1+2ℓ, S′′

2+2ℓ), ( jℓ, jℓ−1)) with S′′

2+2ℓ supported strictly right of iℓ.

Proof. This is essentially identical to the proof of Proposition 4.13. The only new point which arises
is that in constructing the sections s ′

j0, s ′′

j0 , we need to know that we can always subtract off any sj1 part
which arises in the iterative procedure, and similarly with j0 and j1 switched. But this follows from the
last assertion of Proposition 4.10. □
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Example 4.15. Assume that X0 is a chain of 6 elliptic curves. One can construct a limit linear series on
X0 of degree 8 and dimension 3 by choosing the following line bundles on each component:

O(8Q1), O(2P2 + 6Q2), O(2P3 + 6Q3), O(6P4 + 2Q4), O(6P5 + 2Q5),O(8P6),

and sections with associated table
0 8 0 7 1 5 3 4 4 3 5 2
1 6 2 6 2 6 2 5 3 4 4 3
2 5 3 4 4 3 5 1 7 0 8 0
3 4 4 3 5 2 6 2 6 2 6 1

A swap appears on C3 between s0, s1 and another at C4 between s2, s3. Both swaps are minimal as
required as there are the maximum number possible (two) of swaps for ρ = 2. In general there may be
larger gaps between the rows where the swap occurs and between the columns where it occurs as well.

The next case is that a single pair of rows can undergo two swaps in different columns.

Proposition 4.16 (“repeated swap”). Suppose that the limit linear series has precisely two swaps, both
between the j0-th and ( j0−1)-st rows, with the first occurring in the i0-th column, and the second in
the i1-st column for some i1 > i0. Then any exact linked linear series lying over the given limit linear
series contains mixed sections s ′

j0−1 of type ((S′

1, S′

2, S′

3), ( j0 − 1, j0, j0 − 1)) with S′

2 supported strictly
left of i1 and s ′′

j0−1 of type ((S′′

1 , S′′

2 ), ( j0 − 1, j0)) with S′′

2 supported strictly right of i1, and it contains
mixed sections s ′

j0 of type ((S′

4, S′

5), ( j0 − 1, j0)) with S′

4 supported strictly left of i0 and s ′′

j0 of type
((S′′

3 , S′′

4 , S′′

5 ), ( j0, j0 − 1, j0)) with S′′

4 supported strictly right of i0.

Proof. The proof is similar to the proof of Proposition 4.13. For s ′

j0−1, we first consider

w′
= (a2

j0−1, . . . , ai0
j0−1, ai0+1

j0 , . . . , ai1
j0 , ai1+1

j0−1 , . . . , aN
j0−1).

Note that fwj0−1,w′(sj0−1) is equal to sj0−1 from i1 to N (inclusive), and 0 elsewhere. Indeed, these are
the only columns in which the si

j0−1 can be supported, since they do not satisfy the correct inequalities
from i0 to i1 − 1, and for i < i0 they satisfy them with equality, so would have to be glued to a nonzero
element in the i0-th column. As in the proof of Proposition 4.9, we check that we have dimension exactly
r + 1 in multidegree md(w′), with the unique contribution from the j0 row coming from s N

j0 . Thus, we
find that fwj0−1,w′(sj0−1) is necessarily contained in multidegree md(w′).

We then iterate changing w′ by 1, increasing the twist by 1 in the i ′-th column for i ′
≤ i1 to change

them from ai ′

j0 to ai ′

j0−1. Using exactness, at each stage we either find the linked linear series still contains
fwj0−1,w′(sj0−1) for the new value of w′, or it contains the sum of fwj0−1,w′(sj0−1) with a section obtained
by gluing the si

j0 for i = i0, . . . , i ′
− 1. In the first case, we continue to iterate the process of changing w′,

and if we do not ever get the second case, we end up with sj0−1 itself in our linked linear series. On the
other hand, once the second case occurs, we begin to iteratively change w′ by increasing the twist by 1 in
the i ′-th column for i ′

≤ i0 to change them from ai ′

j0−1 to ai ′

j0 . Each time the twist increases above ai ′

j0−1,
we could obtain a contribution obtained from gluing si

j0−1 from i = 1 to i ′
− 1, and if this occurs, we get
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our desired s ′

j0−1. Otherwise, we keep iterating, and each time the twist at i ′ reaches ai ′

j0 , the portion of
the section obtained from the si

j0 extends to include i ′
− 1. Again, if we never get a contribution from the

si
j0−1 for i ≤ i ′, we will end up with a section as required for s ′

j0−1, having S′

1 = ∅.
The construction of s ′′

j0−1 is similar, but simpler: we set our initial w′′
= (a2

j0−1, . . . ,ai1
j0−1,ai1+1

j0 , . . . ,aN
j0 ),

and then we iteratively decrease the twists for i ′ > i1 by 1 to change them from ai ′

j0 to ai ′

j0−1, until we
obtain the desired result.

The construction of s ′

j0 and s ′′

j0 follows the same process. For s ′

j0 , we start with

w′
= (a2

j0−1, . . . , ai0
j0−1, ai0+1

j0 , . . . , aN
j0 ),

and we iteratively increase the twists for i ′
≤ i0 by 1 to change them from ai ′

j0−1 to ai ′

j0 . Finally, for s ′′

j0 , we
start with w′′

= (a2
j0, . . . , ai0

j0 , ai0+1
j0−1 , . . . , ai1

j0−1, ai1+1
j0 , . . . , aN

j0 ), obtaining a section glued from the si
j0 for

i ≤ i0. We iteratively decrease the twists for i ′ > i0 by 1 to change them from ai ′

j0−1 to ai ′

j0 , until we obtain
a contribution from the ai

j0−1 (necessarily ending at i1), and then we iteratively decrease the twists for
i ′ > i1 by 1 to change them from ai ′

j0 to ai ′

j0−1, eventually obtaining either sj0 itself, or the desired s ′′

j0 . □

Example 4.17. Assume that X0 is a chain of 6 elliptic curves. One can construct a limit linear series on
X0 of degree 5 and dimension 1 by choosing the following line bundles on each component,

O(5Q1), O(2P2 + 3Q2), O(2P3 + 3Q3), O(3P4 + 2Q4), O(3P5 + 2Q5), O(5P6);

a table associated to this limit linear series is

0 5 0 4 1 2 3 2 3 2 3 1
1 3 2 3 2 3 2 1 4 0 5 0

A swap appears on C3 and again at C4 between the only two sections on the linear series s0, s1. Both
swap are minimal as required as there are the maximum number possible (two) of swaps for ρ = 2

Finally, three consecutive rows can undergo two swaps. This can happen in two different ways.

Proposition 4.18 (“first 3-cycle”). Suppose that the limit linear series has one swap between the j0-th and
( j0+1)-st rows occurring in the i0-th column, and a second swap between the ( j0−1)-st and ( j0+1)-st
rows in the i1-st column for some i1 > i0, and no other swaps. Then any linked linear series lying over
the given limit linear series contains sj0−1 and sj0 . If further the linked linear series is exact, then it
contains mixed sections s ′

j0+1 of type ((S′

1, S′

2, S′

3), ( j0 − 1, j0, j0 + 1)) with S′

1 supported strictly left of i1,
S′

2 supported strictly left of i0, s ′′

j0+1 of type ((S′′

1 , S′′

2 , S′′

3 ), ( j0 + 1, j0 − 1, j0)) with S′′

2 supported strictly
right of i1, S′′

3 supported strictly right of i0, and s ′′

j0+1 of type ((S′′′

1 , S′′′

2 , S′′′

3 ), ( j0, j0 + 1, j0 − 1)) with S′′′

1

supported strictly left of i0, and S′′′

3 supported strictly right of i1.

Note that if S′

2 = ∅, then S′

1 may contain elements greater than i0, and similarly if S′′

2 = ∅, then S′′

3

may contain elements less than i1.

Proof. First, check that the multidegrees ωj0−1 and ωj0 both have only (r + 1)-dimensional spaces of
possible sections, so that sj0−1 and sj0 must both lie in any linked linear series. Indeed, for the former, the
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si
j0 can contribute only for i = N , while the si

j0+1 can contribute only for i = i1, while for the latter, the
si

j0−1 can contribute only for i = 1, and the si
j0+1 can contribute only for i = i0.

Now, to construct the sections s ′

j0+1, s ′′

j0+1 and s ′′′

j0+1, we proceed as in the previous propositions.
For s ′

j0+1, we start with w′
= (a2

j0−1, . . . , ai1
j0−1, ai1+1

j0+1 , . . . , aN
j0+1), and then iteratively increase the twist

by 1 at a time for i ′
≤ i1, initially increasing it from ai ′

j0−1 to ai ′

j0+1. For i ′ > i0, this process behaves as
before, either extending the contribution from the ai

j0+1 iteratively to the left without introducing any
other nonzero contributions, or producing a section s ′

j0+1 as desired, having S2 = ∅. Once i ′
≤ i0, we

still iteratively increase the twist from ai ′

j0−1 to ai ′

j0+1, but we are required to pass ai ′

j0 in the process. This
introduces a third possibility: once the twist at i ′ is strictly greater than ai ′

j0 , we could obtain a contribution
from si ′

−1
j0 . Also, for i ′ < i0, once the twist at i ′ is equal to ai ′

j0 , we could obtain a contribution from
both si ′

−1
j0 and si ′

j0 . If either of these occurs, we move to the next i ′, and for the remaining i ′, instead of
increasing the twist from ai ′

j0−1 to ai ′

j0+1, we only increase to ai ′

j0 . Note that we may obtain contributions
from the si

j0 (for i = i ′
− 1 or i = i ′

− 1, i ′) and si
j0−1 (for i = 1, . . . , i ′

− 1) simultaneously at some point,
which still gives an s ′

j0+1 of the desired form. On the other hand, if we never obtain a contribution from
the si

j0 , then the resulting s ′

j0+1 simply has S′

2 = ∅.
For s ′′

j0+1, we start with w′′
= (a2

j0+1, . . . , ai0
j0+1, ai0+1

j0 , . . . , aN
j0 ), and then follow the same procedure as

for s ′

j0+1, iteratively decreasing the twist at i ′ > i0 from ai ′

j0 to ai ′

j0+1, with the possibility of a contribution
from the si

j0−1 once i ′ passes i1.
Finally, for s ′′′

j0+1 set w′′′
= (a2

j0, . . . , ai0
j0 , ai0+1

j0+1 , . . . , ai1
j0+1, ai1+1

j0−1 , . . . , aN
j0−1) initially. We then iteratively

increase the twist at i ′
≤ i0 from ai ′

j0 to ai ′

j0+1, and iteratively decrease the twist at i ′ > i1 from ai ′

j0−1 to
ai ′

j0+1 to construct s ′′′

j0+1. □

Example 4.19. Assume that X0 is a chain of 8 elliptic curves. One can construct a limit linear series on
X0 of degree 8 and dimension 2 by choosing the following line bundles on each component

O(8Q1), O(2P2 + 6Q2), O(4P3 + 4Q3), O(4P4 + 4Q4),

O(4P5 + 4Q5), O(4P6 + 4Q6), O(6P7 + 2Q7), O(8P8)

and sections with associated table

0 8 0 7 1 6 2 5 3 3 5 2 6 2 6 1
1 6 2 6 2 5 3 3 5 2 6 1 7 0 8 0
2 5 3 4 4 4 4 4 4 4 4 4 4 3 5 2

A swap appears on C4 between s1, s2 and another at C5 between s0, s2. In general there may be larger
gaps between the columns where the swap occurs.

Proposition 4.20 (“second 3-cycle”). Suppose that our limit linear series has one swap between the
( j0−1)-st and j0-th rows occurring in the i0-th column, and a second swap between the ( j0−1)-st and
( j0+1)-st rows in the i1-st column for some i1 > i0, and no other swaps.

Then any linked linear series lying over the given limit linear series contains sj0−1. If further the
linked linear series is exact, then it contains mixed sections s ′

j0 and s ′′

j0 of type ((S′

1, S′

2), ( j0 − 1, j0)) and
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((S′′

1 , S′′

2 , S′′

3 ), ( j0, j0 + 1, j0 − 1)) respectively, with S′

1 supported strictly left of i0, S′′

2 supported at or
right of i1, and S′′

3 supported strictly right of i0. Similarly, it contains mixed sections s ′

j0+1 and s ′′

j0+1 of type
((S′

3, S′

4, S′

5), ( j0 − 1, j0, j0 + 1)) and ((S′′

4 , S′′

5 ), ( j0 + 1, j0 − 1)) respectively, withS′

3 supported strictly
left of i1, S′

4 supported at or left of i0, and S′′

5 supported strictly right of i1. Moreover, if i1 ∈ S′′

2 then also
i1 ∈ S′′

1 , and if i0 ∈ S′

4, then also i0 ∈ S′

5. Finally, either we can have S′

2 = S′′

4 = {1, . . . , N }, or it also
contains a mixed section s ′′′ of type ((S′′′

1 , S′′′

2 , S′′′

3 ), ( j0, j0 − 1, j0 + 1)), where every element of S′′′

2 is
strictly between i0 and i1.

Proof. For the most part, this is straightforward and similar to the previous propositions, but there
is one new subtlety to address, and the idea for the construction of s ′′′ is new. We first construct s ′

j0 ,
starting with w′

= (a2
j0−1, . . . , ai0

j0−1, ai0+1
j0 , . . . , aN

j0 ). We then iteratively increase the twist from ai ′

j0−1

to ai ′

j0 for i ′
≤ i0, and obtain s ′

j0 as before. We then do the same procedure for s ′′

j0+1, starting with
w′′

= (a2
j0+1, . . . , ai1

j0+1, ai1+1
j0−1 , . . . , aN

j0−1).
Next, we construct s ′′

j0 , starting with w′′
= (a2

j0, . . . , ai0
j0 , ai0+1

j0−1 , . . . , aN
j0−1). We then iteratively decrease

the twist at i ′ > i0 from ai ′

j0−1 to ai ′

j0 . For i ′
≤ i1, this behaves as in the previous propositions, with one new

subtlety: for each intermediate value of w′, the si
j0+1 can contribute only in the i1 column, but because

we do not know that sj0+1 is contained in the linked linear series, we also do not know a priori that this
contribution from si1

j0+1 in multidegree md(w′) is contained in our linked linear series. However, since
we have already constructed s ′′

j0+1, we can use its image in md(w′). One checks that its only possible
support in md(w′) is in the i1 column, so that in fact the multidegree-md(w′) part of the linked linear
series necessarily contains the section given by si1

j0+1, and we can subtract it off as necessary from the
section we are constructing. Thus, for i ′

≤ i1, we can iterate as before, and will either obtain an s ′′

j0 as
desired (with S′′

2 = ∅), or we will obtain a section made up of the si
j0 for i ≤ i1, and vanishing identically

for i > i1. In the latter case, we continue to iteratively decrease the twists defining w′ for i > i1, but as in
the construction of s ′

j0+1 in the proof of Proposition 4.18, to get from ai ′

j0−1 to ai ′

j0 we need to pass ai ′

j0+1,
which is where the possible contribution from the j0 + 1 may occur.

The construction of s ′

j0+1 follows the same pattern as that of s ′′

j0 , but starting with

w′
= (a2

j0−1, . . . , ai1
j0−1, ai1+1

j0+1 , . . . , aN
j0+1).

Here we use the image of s ′

j0 in order to subtract off any contributions of si0
j0 which occur.

Finally, for s ′′′, we start with w′
= wj0 . We observe that there is an (r+2)-dimensional space of

potential sections in multidegree ωj0 , with the si
j for j < j0 − 1 contributing only for i = 1, the si

j for
j ≥ j0 + 1 contributing only for i = N , the si

j0 contributing only with sj0 itself, and the si
j0−1 contributing

separately for i = 1 and i = N .
We must therefore have a three-dimensional space of combinations of the four sections s1

j0−1, s N
j0−1,

s N
j0+1, and sj0 . It follows by elimination that this space must contain (at least) one of the following: sj0 plus

a (possibly zero) multiple of s1
j0−1; sj0 plus a (possibly zero) multiple of s N

j0+1; s1
j0−1 and s N

j0+1. The first
case means that we can take S′

2 = {1, . . . , N }, while in the second we get a valid choice of s ′′′. In the third
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case, we begin with s N
j0+1, and iteratively twist the multidegree as before. For i ′ > i1, we change w′ from

twisting down by ai ′

j0 to ai ′

j0+1, and at each stage, we must either obtain the desired s ′′′, or a section made
up purely of the si

j0+1, in which case we continue to iterate. Note that in these multidegrees, we continue
to have that the only possible contributions of the si

j (for j ̸= j0) supported strictly left of i ′ come for
j ≤ j0 − 1, and we can take the image of s1

j0−1 from multidegree ωj0 , so all these can be subtracted off as
necessary. When i ′

≤ i1, we will have ai ′

j0−1 between ai ′

j0 and ai ′

j0+1; we still iteratively increase the twist,
but a new possibility occurs: once we are twisting down by strictly more than ai ′

j0−1, we could obtain a
contribution from ai ′

−1
j0−1. If this occurs, we will continue to iterate, but stopping after increasing the twist

from ai ′

j0 to ai ′

j0−1 for each smaller i ′.
If we have continued with contributions from si ′

j0+1 for each i ′, then once we reach i0, we will again
have no other ai

j between ai
j0 and ai

j0+1, so we will ultimately obtain an s ′′′ of the desired form, with
S′′′

2 = ∅. On the other hand, if we have switched from the si ′

j0+1 to the si ′

j0−1, then we see that this must
terminate (necessarily with an s ′′′ of the desired form) before we reach i ′

= i0, because there is no section
in column i0 which can glue to si0+1

j0−1 .
Now, if the above construction did not give s ′′′ because we had S′

2 = {1, . . . , N }, we apply precisely
the same process starting in multidegree ωj0+1, and we find that unless we also have S′′

4 = {1, . . . , N }, we
end up with the desired s ′′′. □

Example 4.21. Assume that X0 is a chain of 8 elliptic curves. One can construct a limit linear series on
X0 of degree 8 and dimension 2 by choosing the following line bundles on each component

O(8Q1), O(2P2 + 6Q2), O(2P3 + 6Q3), O(5P4 + 3Q4),

O(5P5 + 3Q5), O(4P6 + 4Q6), O(6P7 + 2Q7), O(8P8)

and sections with associated table

0 8 0 7 1 5 3 4 4 2 6 1 7 0 8 0
1 6 2 6 2 6 2 5 3 4 4 4 4 3 5 2
2 5 3 4 4 3 5 3 5 3 5 2 6 2 6 1

A swap appears on C3 between s0, s1 and another at C5 between s0, s2. In general there may be larger
gaps between the columns where the swap occurs.

Up until now, everything we have done has been insensitive to insertion of genus-0 components.
However, to handle the genus-23 case, we will need to impose restrictions on direction of approach;
more precisely, we will require that the genus-1 components be separated by exponentially increasing
numbers of genus-0 components (going from right to left). The reason for doing this is that, if our limit
linear series has all changes to the λi occurring in the genus-1 components, the pattern of the genus-0
components will force the support of every sj in every multidegree to be precisely the leftmost segment of
potential support (see Proposition 8.8). So, we obtain better control over the situation when the potential
support is disconnected. That this sort of restriction could potentially be useful is already pointed out in
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Remark 4.12 of [Liu et al. 2021], and is also influenced by the earlier work of Jensen and Payne [2016]
on their tropical approach to the classical maximal rank conjecture.

Definition 4.22. Assume that we have a chain of curves of genus zero and one with the first and last
components of the chain being of genus 1. We denote by ℓi the number of nodes between the i-th and
(i+1)-st components of genus-1. We say that X0 is left-weighted if

ℓi ≥ 4d
g−1∑

i ′=i+1

ℓi ′ .

In our notation, ℓi −1 is the number of genus-0 components between two genus one components. If we
take a ramified base change with ramification index e, and then blow up to resolve the resulting singularities,
we will insert e new genus-0 components at every node, which has the effect of multiplying all the ℓi

by e. Thus, the ratios of the ℓi (and therefore the left-weightedness) are invariant under this operation.

Definition 4.23. Given S⃗ = (S1, . . . , Sℓ) and j⃗ = ( j1, . . . , jℓ), a mixed section of type (S⃗, j⃗) is said to be
controlled if for every i = 2, . . . , ℓ with Si ̸=∅, the minimal element of Si is either a genus-1 component
or strictly closer to the next genus-1 component to the right than to the previous one on the left.

Proposition 4.24. Suppose that X0 is left-weighted. Then:

(1) In the situation of Proposition 4.14, if we assume further that i0 and i1 have genus 1, then we may
require that s ′

j0 and s ′

j1 are controlled, that S′

2 does not contain any i < i0 which has genus 1, and that
S′

4 does not contain any i < i1 which has genus 1.

(2) In the situation of Proposition 4.20, if we assume further that i0 and i1 have genus 1, then we may
require that s ′

j0 is controlled, and that S′

2 does not contain any i < i0 which has genus 1.

Proof. (1) With the notations of the proof of Proposition 4.14, for s = 0, 1 and every value of w′ arising
in the iterative procedure, the potential support of the si

js−1 in multidegree md(w′) has two connected
components: one extending from i = 1 to i = i ′

−1, and the other supported at i = N . We cannot continue
our iterative procedure indefinitely if fwjs−1,w′(sjs−1) is supported (partially or entirely) at i = N . If we
write w′

= (c′

2, . . . , c′

N ), then ai
js−1 −c′

i > 0 for i > is , ai
js−1 −c′

i < 0 for i ′
≤ i ≤ is , and ai

js−1 −c′

i = 0 for
i < i ′. Suppose is is the ms-th genus-1 component. Note that ai

js−1 − c′

i ≤ ai
js−1 ≤ d . Then in the notation

used in Definition 4.22 above, we can say (extremely conservatively) that
N∑

i=is+1

(ai
js−1 − c′

i ) ≤ d
g−1∑

i=ms

ℓi ≤
1
4ℓms−1. (4-1)

Thus, if is − i ′ > 1
4ℓms−1, then

∑N
i=i ′(ai

js−1 − c′

i ) < 0, so fwjs−1,w′(sjs−1) is supported entirely on the left.
We can then subtract off any contribution from the si

js−1 and continue our iterative procedure. The desired
conditions on s ′

js follow.

(2) This is essentially the same as (1) (the analogous statement for s ′

j0+1 is a bit more complicated, but
we don’t need it). □
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row col = 1 2 3 4 5 6 7 8 9 10 11

0 0 25 0 24 1 23 2 22 3 21 4 20 5 19 6 19 6 18 7 17 8 16
1 1 23 2 23 2 22 3 21 4 20 5 19 6 18 7 17 8 16 9 16 9 15
2 2 22 3 21 4 21 4 20 5 19 6 18 7 17 8 16 9 14 11 13 12 12
3 3 21 4 20 5 19 6 19 6 18 7 17 8 16 9 15 10 15 10 14 11 14
4 4 20 5 19 6 18 7 17 8 17 8 16 9 15 10 14 11 13 12 12 13 11
5 5 19 6 18 7 17 8 16 9 15 10 15 10 14 11 13 12 12 13 11 14 10
6 6 18 7 17 8 16 9 15 10 14 11 13 12 13 12 12 13 11 14 10 15 9

row col = 12 13 14 15 16 17 18 19 20 21 22

0 9 15 10 14 11 13 12 12 13 12 13 11 14 10 15 9 16 8 17 7 18 6
1 10 14 11 13 12 12 13 11 14 10 15 10 15 9 16 8 17 7 18 6 19 5
2 13 12 13 11 14 10 15 9 16 8 17 7 18 6 19 6 19 5 20 4 21 3
3 11 13 12 12 13 11 14 10 15 9 16 8 17 8 17 7 18 6 19 5 20 4
4 14 10 15 10 15 9 16 8 17 7 18 6 19 5 20 4 21 4 21 3 22 2
5 15 9 16 8 17 8 17 7 18 6 19 5 20 4 21 3 22 2 23 2 23 1
6 16 8 17 7 18 6 19 6 19 5 20 4 21 3 22 2 23 1 24 0 25 0

Table 1. Example 4.25. A possible table T ′ associated to a limit linear series for r = 6,
g = 22, d = 25 with all component of genus 1. The table is split in two. Top: left part.
Bottom: right part.

An example in a case we are ultimately interested in is presented now.

Example 4.25. Table 1 shows a possible table T ′ associated to a limit linear series for r = 6, g = 22,
d = 25 with all component of genus 1.

Since there is no ramification at P1, the first entries of the table agree with the row labels. Note that
we have a single swap, occurring in the ninth column between the j = 2 and j = 3 rows. This leads to
having an extra dimension of possibilities in the multidegree obtained from the j = 3 row, as the j = 2
row can appear either in the first or last columns. Consequently, it is possible that an exact linked linear
series lying over this limit linear series might not contain s3, but might only contain mixed sections s ′

3

and s ′′

3 , as in Proposition 4.13, with s ′

3 agreeing with s3 for i ≥ 9, but switching to s2 at some i < 9, and s ′′

3

agreeing with s3 for i ≤ 9, but switching to s2 at some i > 9. In both cases, the switch occurs in a column
mixing si

2 and si
3 unless, the column in question has a gap of at least 2 between the j = 2 and j = 3 rows.

Since this doesn’t occur for i < 9, we see that s ′

3 always has a mixed column, while s ′′

3 may not.

5. General setup

We are working with chains of N curves. While we imagine starting from a chain of genus-1 curves, we
allow for inserting any number of rational components at nodes so that all components Zi are of genus at
most one, and exactly g have genus 1 (including the first and last components). Given i between 1 and N ,
we denote by g(i) the number of genus-1 components between 1 and i , inclusive. In particular, g(0) = 0
by convention.
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We will suppose also that all the Pi and Qi are general (and in particular each Pi − Qi is not ℓ-torsion
for any ℓ ≤ d). We need generality conditions that go beyond what can be imposed component by
component, as it also involves interaction between components. This will be needed in the proof of
Lemma 6.3.

No matter the genus of Zi , for all j , ai
j + bi

j ≤ d. If Zi has genus 0, there are no further restrictions.
If the genus of Zi is 1, the genericity hypothesis implies that there is at most one value of j such that
ai

j + bi
j = d. In this case the underlying line bundle is uniquely determined as O(ai

j Pi + bi
j Qi ). The

generic situation is that ai
j + bi

j = d − 1 for all other j , but in positive codimension we can have strictly
smaller sums as well

Definition 5.1. We say that the j-th row is exceptional in column i if ai
j + bi

j < d − 1 when Zi has
genus 1, or if ai

j + bi
j < d when Zi has genus 0. For i = 1, . . . , N , we write g(i) for the number of

genus one components between 1 and i inclusive. For j = 0, . . . , r and i = 0, . . . , N , define λi, j by
ai+1

j = g(i) + j − λi, j . For a given i , if there is a j such that λi, j > λi−1, j , we say that there is a δi . and
more specifically, that δi = j . Otherwise, we say that there is no δi .

In this way, we obtain a sequence λi = (λi,0, . . . , λi,r ). For a fixed i , we think of the λi, j , j = 0, . . . , r
as rows with λi, j , squares, where a negative number of squares appears as “holes” to the left of the level 0
line. In this ways, we get a collection of “shapes”, i = 0, . . . , N (not necessarily skew, or connected)
generalizing the Young Tableaux usually associated to limit linear series on chains of elliptic curves.
They behave as follows: λ0, j ≤ 0 for all j , λ0 is the empty shape if a1

j = j and in general the λ0 shape is
entirely made of holes. Going from i to i + 1, any number of “squares” can be removed from the right of
any row (and then the row is exceptional). At most one “square” is added (and then δi = j), with the
possibility of adding a “square” only in the genus-1 components.

Example 5.2. Let X0 be a generic chain of 8 elliptic curves. Construct a limit linear series on X0 of
degree 8 and dimension 2 by choosing generic line bundles L4, L6 on C4, C6 and the rest as follows:

O(8Q1), O(2P2+6Q2), O(4P3+4Q3), L4, O(3P5+5Q5), L6, O(6P7+2Q7), O(8P8)

and sections with associated table

0 8 0 7 1 6 2 5 3 5 3 4 4 3 5 2
1 6 2 6 2 5 3 4 4 3 5 2 6 2 6 1
2 5 3 4 4 4 4 3 5 2 6 1 7 0 8 0

The corresponding λ shapes are

λ0 λ1 λ2 λ3 λ4 λ5 λ6 λ7 λ8
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By contrast, the λ shapes corresponding to Example 4.19 which has a swap on C4 between rows 1 and
2 and another swap on C5 between rows 0 and 2 are

λ0 λ1 λ2 λ3 λ4 λ5 λ6 λ7 λ8

Proposition 5.3. Assume that the curve X0 is a chain of elliptic and rational curves. Choose a limit linear
series and a linked series lying over it, then the number of swaps is bounded by ρ. Moreover, if there are
ρ swaps, then the swaps must all be minimal, and occur in genus-1 columns, and there cannot be any
exceptional behavior (as in Definition 5.1) other than what is needed for the swaps.

Proof. The bN
j are nonnegative (and distinct) for all j . Equivalently the aN+1

j are bounded by

d − r, d − r + 1, . . . , d.

In particular,
∑r

j=0 aN+1
j ≤ (r + 1)d −

(r+1
2

)
, so

r∑
j=0

λN , j ≥ (r + 1)g +

(r +1
2

)
− (r + 1)d +

(r +1
2

)
= (r + 1)(g + r − d) = g − ρ.

Since
∑

j λi, j can increase by at most 1 as i increases (and only on genus-1 components), and λ0, j ≤ 0
for all j , we see that for ρ = 0, we must have λ0, j = 0 for all j (i.e., minimal initial vanishing sequence
at P1), no places where λi, j decreases (i.e., no exceptional columns for any row), and a δi for every
genus-1 column i . When ρ > 0, the total amount of initial ramification, exceptional columns, and genus-1
columns without δi is bounded by ρ.

A swap occurs when the vanishings of two of the sections at Pi , Qi are of the form (a, d − a − l)
and (a + k, d − a − k − l ′), respectively, with k > 0, k + l ′ < l. Hence, a swap is necessarily a case of
an exceptional column, and can contribute exactly 1 to ρ precisely when it is minimal and occurs in a
genus-1 column. □

We now describe the tensor square of a limit linear series considering images in a fixed multidegree of
total degree 2d. Essentially the discrete data from the base limit linear series is extended to its tensor
square.

Notation 5.4. In the situation of Definition 4.5, let T be the
(r+2

2

)
× N table with rows indexed by

unordered pairs ( j, j ′) with j, j ′
∈ {0, . . . , r}, having entries (ai

( j, j ′), bi
( j, j ′)) defined by

ai
( j, j ′) = ai

j + ai
j ′, and bi

( j, j ′) = bi
j + bi

j ′ .

We update a definition from [Liu et al. 2021] to allow for genus-0 components:

Definition 5.5. We say a multidegree of total degree 2d is unimaginative if it assigns degree 0 to every
genus-0 component, and degree 2 or 3 to every genus-1 component. By extension, we will say that w is
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unimaginative if md2d(w) is. Given a fixed unimaginative multidegree, we will let γi be the number of 3s
in the first i columns.

We will work throughout only with unimaginative multidegrees. Thus, the multidegree is encoded by
twisting down by 2d −2g(i)−γi on the right-hand of the i-th column, and by twisting down by 2g(i)+γi

on the left-hand side of the (i+1)-st column, for all i < N . We introduce some notation that we will use:

Definition 5.6. In the situation of Notation 5.4, fix total degree 2d, and w = (c2, . . . , cN ). We say that
the ( j, j ′) row is potentially present (respectively potentially starting, respectively potentially ending)
in column i and multidegree md2d(w) if ai

( j, j ′) ≥ ci and bi
( j, j ′) ≥ 2d − ci+1 (respectively ai

( j, j ′) > ci and
bi

( j, j ′) ≥ 2d − ci+1, respectively ai
( j, j ′) ≥ ci and bi

( j, j ′) > 2d − ci+1).

The next proposition is an immediate consequence of the definitions.

Proposition 5.7. If a row ( j1, j2) is potentially present in the i-th column, then

j1 + j2 − λi−1, j1 − λi−1, j2 ≥ γi−1 and j1 + j2 − λi, j1 − λi, j2 ≤ γi .

If a row ( j1, j2) is potentially starting (respectively ending) in the i-th column, then the first (respectively
second) inequality is strict.

If a row ( j1, j2) is potentially present in the i-th and (i+1)-st columns, then

j1 + j2 − λi, j1 − λi, j2 = γi .

Note that the sequence j1 + j2 − λi, j1 − λi, j2 decreases by at most 1 each time i increases, unless
j1 = j2 = δi , when it can decrease by 2. Similarly, from our assumptions on degrees and the definition of
γi , γi is nondecreasing, and increases by at most 1 each time i increases.

Corollary 5.8. Assume the multidegree is 2 on the i-th column. There can be a row potentially starting in
the i-th column only if δi exists and either there exists j such that

δi + j − λi,δi − λi, j = γi or 2δi − 2λi,δi = γi − 1.

In these cases, the potentially starting rows are (δi , j) or (δi , δi ), respectively.
There can be a row potentially ending in the i-th column only if δi exists and either there exists j such

that

δi + j − λi,δi − λi, j = γi − 1 or 2δi − 2λi,δi = γi − 2.

In these cases, the potentially ending rows are (δi , j) or (δi , δi ), respectively.
In any case, there can be at most one row potentially starting on the i-th column, and at most one row

potentially ending in it.

Proof. Since in this case γi = γi−1, Proposition 5.7 implies that the ( j1, j2) row can be potentially starting
in the i-th column only if λi, j1 > λi−1, j1 or λi, j2 > λi−1, j2 , which is to say if δi exists and j1 or j2 is equal
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to δi . Moreover, in this case λi,δi = λi−1,δi + 1, so we conclude that the two stated cases are the only
possibilities for having

j1 + j2 − λi−1, j1 − λi−1, j2 > γi−1 = γi ≥ j1 + j2 − λi, j1 − λi, j2,

and that moreover in the first case we must also have λi−1, j = λi, j unless j = δi .
Now, there is at most one j satisfying the first identity of the corollary, since the j −λi, j are all distinct.

Moreover, if there is some j satisfying the first, then the second one cannot hold, since this would force

δi − λi−1,δi = δi − λi,δi + 1 = j − λi, j = j − λi−1, j ,

which is not allowed. This completes the proof of the assertions on rows potentially starting in the i-th
column. The assertion on rows potentially ending in the i-th column is proved similarly. □

Next corollary has a similar proof, which we omit.

Corollary 5.9. If the multidegree has a 3 in the i-th column, then there can be at most one row potentially
starting and ending in the i-th column, and this occurs only if δi exists and either there exists j such that

δi + j − λi,δi − λi, j = γi − 1 or 2δi − 2λi,δi = γi − 2.

In addition, for a fixed j ̸= δi , there is at most one value of j ′ such that the ( j, j ′) row is potentially
starting in column i , and at most one value of j ′ such that the ( j, j ′) row is potentially ending in column i.

Proposition 5.10. For a fixed limit linear series, w, and column i , if ai
( j, j ′) > ci , then ( j, j ′) has a

component of potential support
⋃

j≥i Z j . If ai
( j, j ′) < ci , then ( j, j ′) has a component of potential support⋃

j<i Z j .
Conversely, suppose further that w is unimaginative. If ( j, j ′) has a component of potential support⋃
j≥i Z j , and if neither j nor j ′ is exceptional in any column strictly right of i − 1, then ai

( j, j ′) > ci .
Similarly, if ( j, j ′) has a component of potential support

⋃
j<i Z j ., and if neither j nor j ′ is exceptional

in any column j < i , then ai
( j, j ′) < ci .

In particular, in the unimaginative case, the potential support of ( j, j ′) is connected unless the sum of
the number of swaps for which the j-th row is exceptional and the number of swaps for which the j ′-th
row is exceptional is at least 2.

Proof. The first part is straightforward, and we omit the proof. For the second part, the point is that the
unimaginative hypothesis together with the nonexceptional hypothesis imply that the relevant portion of
the sequence ai ′

( j, j ′) − ci ′ is nondecreasing in the relevant range as i ′ decreases, so in the first case if its
positivity for some i ′

≥ i implies it remains positive at i ′
= i , while in the second case its negativity for

some i ′
≤ i implies it remains negative at i ′

= i .
For the last assertion, we can have disconnected potential support in the ( j, j ′) row only if the sequence

ai
( j, j ′) − ci goes from positive to negative as i decreases, possibly over multiple columns. But we observe

that if only one of j and j ′ are exceptional at a swap, which is moreover minimal and in a genus-1 column,
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then the sequence ai
( j, j ′) − ci can decrease only by 1 as i decreases. Thus, if this occurs only once, it

cannot go from positive to negative, and it cannot have disconnected potential support. □

Definition 5.11. Given a refined limit linear series, we construct a second table T of vanishing numbers
obtained from the first by reordering each subcolumn into strictly increasing (respectively, decreasing)
order. We denote the λ sequence obtained from T by λi , and the entries of the table T by (āi

j , b̄i
j ). For

ℓ ≥ 1, we denote by λℓ
i the number of j such that λi, j ≥ ℓ.

Put differently, T is obtained from the limit linear series simply by taking vanishing sequences at each
point, and ignoring the interplay between the pair of points. If we picture skewing the rows of the λi accord-
ing to the initial ramification sequence a1

j − j , the sequence λi will give a genuine sequence of skew shapes,
terminating with a skew shape containing the one obtained by starting from the usual (r+1) × (r+g−d)

center rectangle, and adding squares on the left determined by the initial ramification sequence.
The following lemma is the key to our analysis, showing in particular that if we place multidegree 3 in

the correct places, we can obtain fine control over what happens with the rows involving δi+1.

Lemma 5.12. Given 1 ≤ ℓ1 < ℓ2 and n > 0, suppose that λ
ℓ1
i + λ

ℓ2
i = n and λ

ℓ1
i−1 + λ

ℓ2
i−1 < n. Then

for all j, δi + j − λi,δi − λi, j ̸= n − 1 − ℓ1 − ℓ2, (5-1)

2δi − 2λi,δi ̸= n − 2 − ℓ1 − ℓ2. (5-2)

Moreover, if for some j , λi, j < λi−1, j , then

δi + j − λi,δi − λi, j ̸= n − ℓ1 − ℓ2, (5-3)

δi + j − λi−1,δi − λi−1, j ̸= n − 1 − ℓ1 − ℓ2. (5-4)

Proof. We first prove the case that λi ′ = λi ′ for all i ′. Note that the assumption that λ
ℓ1
i +λ

ℓ2
i > λ

ℓ1
i−1 +λ

ℓ2
i−1

implies that there is a δi and it is the row of the last square in either the ℓ1-th or ℓ2-th columns of λi .

Case when λ
ℓ1
i , λ

ℓ2
i are distinct and positive. Set js = λ

ℓs
i − 1, s = 1, 2. In particular, δi = j1 or j2 and

( j1 + 1) + ( j2 + 1) = n. For s = 1, 2 write ms = λi, js − ℓs , so that ms ≥ 0 for s = 1, 2, with equality for
at least one s. Then,

j1 + j2 − λi, j1 − λi, j2 = ( j1 + 1) + ( j2 + 1) − 2 − (m1 + ℓ1) − (m2 + ℓ2)

= n − 2 − ℓ1 − ℓ2 − m1 − m2

< n − 1 − ℓ1 − ℓ2.

Thus, the only way to get equality in (5-1) would be to set j to be strictly greater than whichever js is not
equal to δi . Now, because js was determined as the lowest row with a square in the ℓs-th column, we have

λi, js+1 < ℓs = λi, js − ms,

so if we use j > js in place of js , the value of the above expression jumps by at least 2 + ms . Moreover,
we can only use j in place of j1 if δi = j2, in which case we must have m2 = 0, and similarly if we use j
in place of j2. We conclude that (5-1) is satisfied.
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Similarly, if we had equality in (5-3), then necessarily j = js +1 and λi, j = ℓs −1. On the other hand, the
assumption that λ

ℓ1
i +λ

ℓ2
i > λ

ℓ1
i−1 +λ

ℓ2
i−1 implies that if λi, j < λi−1, j for some j , then λi, j ̸= ℓ1 −1, ℓ2 −1.

Therefore, (5-3) is an inequality as stated.
By the same reasoning, if δi = j1 > j2, then equality in (5-2) is also impossible: because m1 = 0

replacing j2 by δi increases the left-hand side by at least 2 + m2. On the other hand, if δi = j2 then
replacing j1 by δi decreases the left-hand side, making it too small to satisfy (5-2).

Finally, suppose we have some j such that λi, j < λi−1, j ; say λi, j = λi−1, j − p for some p > 0. Then
equality in (5-4) is equivalent to

δi + j − λi,δi − λi, j = n − 2 − ℓ1 − ℓ2 + p.

If as above js ̸= δi , then necessarily j > js . Then, by definition of js we must have λi, j < ℓs . On the
other hand, since we have assumed that λ

ℓ1
i−1 + λ

ℓ2
i−1 < n, we must have that λi, j , . . . , λi, j + p does not

contain ℓs . It follows that λi, j + p < ℓs = λi, js −ms . We conclude that j −λi, j > 1+ js −λi, js + p +ms ,
so

δi + j − λi,δi − λi, j > (n − 2 − ℓ1 − ℓ2 − ms) + 1 + p + ms = n − 1 − ℓ1 − ℓ2 + p,

proving (5-4).

Case when λi has no entries in the ℓ2-th column. Then, λ
ℓ2
i = 0, δi is the row of the last square in the

ℓ1-th column and λi,δi = ℓ1. As the rows are numbered starting at 0, the condition λ
ℓ1
i +λ

ℓ2
i = n becomes

δi + 1 = n. Hence,

δi − λi,δi = (δi + 1) − 1 − ℓ1 = n − 1 − ℓ1.

But since the ℓ2-th column is empty for all j , we have λi, j < ℓ2, so we find that

δi + j − λi,δi − λi, j > n − 1 − ℓ1 + j − ℓ2 ≥ n − 1 − ℓ1 − ℓ2,

showing that (5-1) holds, and that equality in (5-3) occurs only if λi, j = ℓ2 − 1. But if we assume
λi, j < λi−1, j , then λi−1, j ≥ ℓ2, contradicting the assumption that λ

ℓ1
i−1 +λ

ℓ2
i−1 < n. Therefore, (5-3) holds.

We also see that

2δi − 2λi,δi = 2n − 2 − 2ℓ1 > 2n − 2 − ℓ1 − ℓ2 > n − 2 − ℓ1 − ℓ2,

so (5-2) holds. Finally, as λ
ℓ1
i−1 + λ

ℓ2
i−1 < n, then λi−1, j < ℓ2, so

δi + j − λi−1,δi − λi−1, j = δi + j − λi,δi − λi−1, j + 1 > n − 1 − ℓ1 − ℓ2 + 1 = n − ℓ1 − ℓ2,

proving (5-4).

Case when λi has the same number of entries in the ℓ1-th and ℓ2-th columns. So we must have n even,
with δi + 1 = n/2, and also λi,δi = ℓ2. In this case, we have

δi − λi,δi = (δi + 1) − 1 − ℓ2 = n/2 − 1 − ℓ2.
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Therefore

2δi − 2λi,δi = n − 2 − 2ℓ2 < n − 2 − ℓ1 − ℓ2,

proving (5-2).
For j1 < δi , λi, j1 ≥ λi,δi . Therefore

j1 + δi − λi, j1 − λi,δi < 2δi − 2λi,δi < n − 2 − ℓ1 − ℓ2,

proving (5-1) in this case. For j1 > δi , as the ℓ1-th column has exactly δi + 1 entries,

λi, j1 ≤ ℓ1 − 1 = ℓ2 − (ℓ2 − ℓ1) − 1 = λi,δi − (ℓ2 − ℓ1) − 1,

j1 + δi − λi, j1 − λi,δi ≥ δi + 1 + δi − 2λi,δi + ℓ2 − ℓ1 + 1 = n − 2ℓ2 + ℓ2 − ℓ1 = n − ℓ2 − ℓ1,

completing the proof of (5-1). Moreover, we can have equality in (5-3) only if j = δi +1 and λi, j = ℓ1 −1,
so (5-3) holds under the stated condition λi, j < λi−1, j . Finally, if λi, j = λi−1, j − p for p > 0, then in order
to have equality in (5-4) we would need to have j > δi , which implies that λi, j + p < ℓ1 = λi,δi − ℓ2 + ℓ1,
so

δi + j − λi,δi − λi, j > (n − 2 − 2ℓ2) + 1 + (ℓ2 − ℓ1 + p) = n − 1 − ℓ1 − ℓ2 + p,

again yielding (5-4).
This completes the proof of the lemma in the case that λi ′ = λi ′ for all i ′. We will see that the general

case follows.

General case (λi ′ not necessarily equal to λi ′). The main observation is the following: if λi, j = λi−1, j +1,
and we let j ′ be such that āi+1

j = ai+1
j ′ , then we necessarily have λi, j ′ = λi−1, j ′ + 1, and we cannot have

any swaps in the i-th column involving the j ′-th row. Indeed, the identity λi, j = λi−1, j +1 means that we
have āi

j = āi+1
j , which means that ai+1

j ′ = ai
j ′′ for the j ′′ such that exactly j values of ai

m are less than ai
j ′′ .

We also have exactly j values of ai+1
m less than ai+1

j ′ . It then follows that we must have j ′′
= j ′: we

cannot have ai
j ′ > ai

j ′′ , since then we would have ai
j ′ > ai+1

j ′ . But if ai
j ′ < ai

j ′′ , then j ′ occurs among the
values of m with ai

m < ai
j ′′ , so there is necessarily some m with ai+1

m < ai+1
j ′ but ai

m ≥ ai
j ′′ , again leading

to a contradiction. This proves the observation, noting that the fact that j ′
= j ′′ rules out any swaps

involving the j ′-th row.
Note that equations (5-1) and (5-2) can be phrased in terms of the values of j − λi ′, j = ai ′

+1
j − g(i ′).

Using δ̄i to denote the values of δ coming from T , our above observation implies that we have ai
δi

=

ai+1
δi

= āi+1
δ̄i

= āi
δ̄i

. Therefore, the proof of these two equations follows from the case λi ′ = λi ′ .
Next, suppose that we have some j with λi, j < λi−1, j . We claim that if j ′ is such that ai+1

j = āi+1
j ′ , and

j ′′ is such that ai
j = āi

j ′′ , then we necessarily also have that λi, j ′ < λi−1, j ′ and λi, j ′′ < λi−1, j ′′ . Given this
claim, (5-3) and (5-4) follow from the case that λi ′ = λi ′ for all i ′. By our above observations on the case
λi, j =λi−1, j +1, it suffices to prove that λi, j ′ ̸=λi−1, j ′ and λi, j ′′ ̸=λi−1, j ′′ , Equivalently, āi+1

j ′ ̸= āi
j ′ +1 and

āi+1
j ′′ ̸= āi

j ′′ + 1. In order to have ai+1
j = āi+1

j ′ = āi
j ′ + 1, we would need to have ai+1

j − 1 occurring among
the ai

• , with precisely j ′ strictly smaller values also occurring. By definition we have j ′ values strictly
smaller than ai+1

j occurring in ai+1
• , and using our observation on lack of swaps when λi, j = λi−1, j + 1,
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we see that every one of these also must yield a value of ai
• strictly smaller than ai+1

j − 1. But we have in
addition that ai

j < ai+1
j − 1, so we conclude that there are at least j ′

+ 1 values in ai
• strictly less than

ai+1
j − 1, proving the desired inequality by contradiction.

Similarly, in order to have āi+1
j ′′ = āi

j ′′ + 1 = ai
j + 1, we would need to have ai

j + 1 occurring among
the ai+1

• , with precisely j ′′ strictly smaller values also occurring. By definition, we have only j ′′ values
among the ai

• strictly smaller than ai
j , and every value of ai+1

• which is strictly smaller than ai
j + 1 must

come from one of these. But again using our observation on the lack of swaps when λi, j = λi−1, j +1, we
see that the value ai

j + 1 in ai+1
• must itself come from a row in ai

• with value strictly smaller than ai
j , so

we conclude that if ai
j + 1 occurs in ai+1

• , there must be strictly fewer than j ′′ entries in ai+1
• which are

strictly smaller than it. This proves the claim, and the lemma. □

6. An independence criterion

Suppose we have a limit linear series, and fix choices of sections si
j matching the vanishing orders in our

table. We make the following definition:

Definition 6.1. Given an unimaginative multidegree ω, for all ( j1, j2), let n( j1, j2) be the number of places
(i.e., collections of contiguous columns) where the ( j1, j2) row is potentially present in the multidegree ω.
Let s( j1, j2),i for i = 1, . . . , n( j1, j2) be the induced sections in multidegree ω with precisely the given
support. Then the full collection of s( j1, j2),i are the potentially present sections in multidegree ω, and
their span in 0(X0, (L

⊗2)ω) is the potential ambient space.

Note that in the above, we require that each s( j1, j2),i be potentially starting in its first column of support
and potentially ending in its last column of support. Thus, there may be individual columns in which the
( j, j ′) row satisfies the inequalities to be potentially present in that column, but which does not occur in
any of the s( j1, j2),i because it fails inequalities in other columns.

The s( j1, j2),i are each unique up to scaling given a choice of the si
j . The si

j are not unique, but they
can differ only by multiples of si

j ′ with strictly higher vanishing at both points. Then if si
j has potential

support (in the i-th column), necessarily si
j ′ has a connected component of potential support consisting

precisely of the i-th column. We conclude that the potential ambient space is independent of the choice
of the si

j . Consequently, the dimension of the span — and in particular the linear independence — of the
potentially appearing sections is likewise independent of choices.

Fix a multidegree ω and consider the images of sj ⊗sj ′ focusing attention on potentially present sections.
Assume we have a linear combination of images of sections equal to 0. As in [Liu et al. 2021]„ we prove
successively that the coefficient of particular sections must be zero. When this happens, we say that we
“drop” that section and talk about “remaining” sections (i.e., those which have not yet been dropped).

Definition 6.2. We say that the i-th column of T is semicritical in multidegree ω if it satisfies the
following conditions:

• it has a value of δi (see Definition 5.1), in particular, it has genus 1;
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• on the potentially present sections remaining, the two subcolumns of column i exhibiting the minimal
values add to at least 2d − 2;

• if the ( j, δi ) row remains in the i-th column for some j ̸= δi , then the j-th row is not exceptional.

If further the minimal values among the remaining potentially present sections are not both one less than
the values in the (δi , δi ) row, we say that the i-th column is critical.

We start with the following independence criterion:

Lemma 6.3. For a given limit linear series, and given unimaginative multidegree ω, we can drop
potentially present sections if they satisfy the following rules:

(i) If in some column i , there is a unique remaining potentially present section supported in that column
having minimal ai

( j, j ′) value, or a unique one having minimal bi
( j, j ′), then the one achieving the minimum

may be dropped.

(ii) If there are at most two remaining potentially present sections with support in some genus-1 column i ,
and neither of them involves an exceptional row, (see Definition 5.1), then they can both be dropped.

(iii) If there are i < i ′ such that the block of columns from i to i ′ has the following properties, then all the
remaining potentially present sections supported in this block can be dropped:

• There are at most 3 remaining potentially present sections supported in each of the i-th and i ′-th
columns.

• Within the block, there are at most three potentially present sections continuing from any column to
the next.

• Every column strictly between i and i ′ has degree 2.

• Both the i-th column and the i ′-th column are semicritical and either i is critical with no remaining
potentially present section ending in the i-th column, or i ′ is critical with no remaining potentially
present section starting in the i ′-th column.

Proof. Suppose we had a hypothetical linear dependence among the potentially present sections. We
claim that in each case (i), (ii), (iii), the coefficients of the relevant potentially present sections would be
forced to vanish.

In case (i), the uniqueness of the minimal value of ai
( j, j ′) (or of bi

( j, j ′)) means that si
( j, j ′) vanishes to

strictly smaller order at Pi than any other remaining potentially present section, which forces us to drop
that section.

In case (ii), we need to see that for a fixed column i , any two si
( j, j ′) have to be linearly independent

provided that they do not involve any exceptional rows. If either of them involves δi , this is automatic,
since either the ai

( j, j ′) or bi
( j, j ′) values are forced to be distinct. On the other hand, if neither involves δi ,

we claim that the sections in question must have distinct zeroes on Zi away from Pi and Qi . Indeed, if
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we have a, b, a′, b′ with a + b = d − 1 = a′
+ b′, then the unique sections s, s ′ of the given line bundle

vanishing to order at least a at Pi and b at Qi (respectively, a′ at Pi and b′ at Qi ) have

div s = a Pi + bQi + R and div s ′
= a′ Pi + b′Qi + R′

for some R, R′. We see that we have a linear equivalence R − R′
∼ (a′

− a)Pi + (b′
− b)Qi , and if

0 ≤ a, a′
≤ d , we see that R ̸= R′ because of the generality hypothesis on Pi , Qi . Thus, tensors of different

sections of this form always have zeroes in distinct places on Zi , and must be linearly independent.
For case (iii), note that the condition that the degree is 2 on every column between i and i ′ means by

Corollary 5.8 that there is at most one potentially starting and at most one potentially ending section in
each of these columns. Noting that the situation is fully symmetric, suppose without loss of generality
that i ′ is critical, with no remaining potentially present sections starting in it. If i or i ′ has fewer than
three remaining potentially present sections, we may use (ii) to drop these, and then move iteratively
through the rest of the block, using that at most one section starts or ends in each column together with (i)
to drop the remaining sections. Thus, suppose that i and i ′ both have three remaining potentially present
sections. Note also that if any column i ′′ has only one potentially present section spanning i ′′ and i ′′

+ 1,
then the minimal value in the right subcolumn of i ′′ is necessarily unique, so we can use case (i) to drop
the section in question. Moreover, there can be at most one other potentially present section supported in
column i ′′ (the one ending there), so we can drop this one as well, and then we can move iteratively left
and right to drop the entire block. Thus, we may further suppose that every column in the block has at
least two potentially present sections spanning it and the next column.

Next, normalize the sections as follows: scale all sections spanning the i ′
− 1 and i ′ column so they

agree at Qi ′−1, and then go back one column at a time, scaling any newly appearing section so that its
value at the previous node agrees with the value of a section which has already been fixed. In this way,
we will fix a normalization of all the sections except for those which are supported in only one column.
Although the normalization depends on some choices, they are of a discrete nature, and can be fixed
based purely on the discrete data of the limit linear series.

Now, consider a hypothetical nonzero linear dependence involving the rows in our block. First, the
coefficients of the linear dependence cannot vanish identically in the remaining potential sections of any
column, since otherwise the condition that at most one potentially present section ends in each column
would imply that there was a column with exactly one nonzero coefficient among its remaining sections.
Next, we see that the coefficients are unique up to simultaneous scaling for the three potentially present
sections in column i . Indeed, since we have assumed that i is semicritical, its three potentially present
sections must be pairwise independent.

Since we have at most one new potentially present section in each column, we find that the coefficient
for any new one is always uniquely determined by the previous ones. Since there are no new potentially
present sections in column i ′, we find that even before considering this column, we have already uniquely
determined all of the coefficients (up to simultaneous scaling) of all of the potentially present sections
remaining in the block. Moreover, we claim that these coefficients (excluding the ones for potentially
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present sections supported only in a single column) are uniquely determined up to finite indeterminacy by
the marked curves Zi , . . . , Zi ′−1 together with the discrete data of the limit linear series. Indeed, there are
only two ways in which nontrivial moduli can enter the picture: if there are columns i ′′ between i and i ′

−1
either having no δi ′′ , or having some sections si ′′

j which are not uniquely determined up to scalar. This
becomes slightly delicate, since in both these cases, varying the moduli could affect both the normalization
we have chosen and the linear dependence. However, we will show that in both cases, there will in fact
be only finitely many possibilities which still preserve the linear dependence. Note that by hypothesis,
neither of these nontrivial moduli occurs in the i-th column. Note also that we cannot have both occurring
at once, as the si ′′

j can only fail to be determined up to scalar if they involve an exceptional row, and since
we have assumed we have degree 2 between i and i ′, these can only appear if paired with the δi ′′ row.

First consider the case that we have no δi ′′ . Then since we have degree 2, every potentially present
section in column i ′′ must extend to both the preceding and subsequent columns. By assumption, there
are then at most three such sections. If there are fewer than three, they cannot be independent, leading
to an immediate contradiction. As a line bundle of degree two on an elliptic curve has at most two
independent sections, if there are three, say si ′′

0 , si ′′

1 , si ′′

2 , they are necessarily dependent, with a unique
dependence c0si ′′

0 + c1si ′′

1 + c2si ′′

2 = 0 which can be determined by requiring that it holds at both Pi ′′

and Qi ′′ . We claim that for any fixed choice of c0, c1, c2 (not all zero), there are only finitely many choices
of the line bundle L i ′′

such that the resulting cancellation holds at both points. For this claim, we can
renormalize our sections so that the values of the si ′′

j agree at Pi ′′ . We want to see that the values at Qi ′′

move nondegenerately in P2 as L i ′′

varies. But this is precisely the content of Proposition 2.5.
Next, suppose that we have an exceptional row j involved in column i ′′, necessarily paired with the δi ′′

row. As before, a linear dependence in the i ′′ necessarily has to give cancellation at both Pi ′′ and Qi ′′ .
Suppose that the j -th row and the δi ′′-th row have entries a, b and a′, b′ respectively, so that a +b = d −2
and a′

+ b′
= d. There are two cases: if a = a′

− 1, so that also b = b′
− 1 (and i ′′ has a swap in it),

then the moduli for the section si ′′

j consists simply of adding multiples of the section si ′′

δi ′′
, which doesn’t

affect the value at either Pi ′′ or Qi ′′ , and only affects the coefficient of the (δi ′′, δi ′′) row, which in this
case is supported purely in the i ′′ column. On the other hand, if a ̸= a′

− 1, observe that since the
degree is 2 in this column, we cannot have any other sections involving δi ′′ starting or ending in the
column, and therefore we have no sections starting or ending in the column. Thus, there are at most
three potentially present sections in column i ′′, and the other ones can’t involve any exceptional row and
must therefore be linearly independent. It follows that in our linear dependence, the coefficient of s( j,δi ′′ )

must be nonzero. Now, varying sj will change the relationship between the values at Pi ′′ and Qi ′′ (we
can view the moduli for sj as adding multiples of a section vanishing to order a + 1 at Pi ′′ and order b
at Qi ′′). Since this variation of moduli affects only a single potentially present section, and we know it
must have nonzero coefficient in our linear dependence, there is only one choice of si ′′

j compatible with
the previously determined linear dependence, and we have no nontrivial moduli in this case.

Finally, note that although our normalization was not determined for potentially present sections
supported in a single column, scaling these does not affect the coefficients of any of the sections spanning
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the i ′
− 1 and i ′ column, so we have that the possible coefficients of these sections are determined up to

finitely many possibilities. It thus suffices to show that if we vary the gluing points on the component
corresponding to the final column, the (unique, if it exists) linear independence on the three potentially
present sections varies nontrivially.

As there are no remaining potentially present section starting in the i ′-th column, the three rows in its
left subcolumn necessarily have the same a value. Let b be the minimal value for the right subcolumn.
By criticality, a + b = 2d − 2. Using (i), there are two cases to consider, either b is attained twice, or
in all three rows. The last condition in the definition of criticality implies that none of the (a, b) rows
are obtained by adding the δi ′ row to an exceptional row. Now, if all three rows are (a, b) rows, we can
directly apply Proposition 2.2 to conclude that the linear dependence in the i ′-th column varies nontrivially
with Pi ′, Qi ′ , as desired. On the other hand, if two rows are (a, b) rows, we again apply Proposition 2.2
to these two rows, and since we have normalized all three rows so that the values at Pi ′ agree, we again
see that the linear dependence among the three has to vary nontrivially with Pi ′, Qi ′ , as desired. □

7. The case r = 6

We now specialize to r = 6, g = 21 + ϵ and d = 24 + ϵ for some ϵ ≥ 0 (so that ρ = ϵ). As the total
degree is 2d = 2g + 6 = 3 × 6 + 2 × (g − 6), a multidegree can be determined by placing threes in six
columns, and twos in the rest.

Definition 7.1. For a limit linear series and with the λi of Definition 5.11, the default multidegree ωdef is
determined by placing a 3

(1) in the first column;

(2) in the first column with λ1
i + λ2

i = 5;

(3) in the first column with λ1
i + λ3

i = 7;

(4) in the column immediately after the last column with λ1
i + λ3

i = 7;

(5) in the column immediately after the last column with λ2
i + λ3

i = 9;

(6) in the last column.

As we are assuming that the first and last component in the chain have genus one and λℓ
i can only

increase in a genus-1 column, the default multidegree is unimaginative. Also, as the goal is to fill an
(r +1)(g −d +r) = 7×3 rectangle, conditions (2)–(5), (3)–(4) and of course (1)–(6) are symmetric with
respect to flipping the start and end of the chain. Recall that an unimaginative multidegree has degrees
2 or 3 on every elliptic component and that γi denotes the number of 3s in the first i components(see
Definition 5.5 ).

Proposition 7.2. Fix an unimaginative multidegree. Then for a column i , there can be at most three rows
spanning columns i and i + 1 except in the following circumstances:

(i) γi = 0 and λ1
i + λ3

i ≥ 8;
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(ii) γi = 2 and λ1
i + λ3

i ≥ 7;

(iii) γi = 4 and λ1
i + λ3

i ≤ 7;

(iv) γi = 6 and λ1
i + λ3

i ≤ 6.

In particular, in the default multidegree there are never more than three rows spanning a given pair of
columns.

Proof. We will use the criterion from Proposition 5.7. Since this only involves the values of j − λi, j =

ai+1
j −g(i), the general case reduces immediately to the notationally simpler situation that λi = λi for all i .

We thus assume that we are in this situation. Then, because the sequence j − λi, j is strictly increasing
in j , we see that pairs ( j1, j2) satisfying the identity for appearing in the i-th and (i+1)-st columns from
Proposition 5.7 must be strictly nested, so we can have at most r/2 + 1 = 4 of them, and we only have all
of these if λi, j + λi,r− j is constant for all j , in particular 2λi,r/2 = λi,0 + λi,r . Moreover,

γi = r − 2λi,r/2 = 6 − 2λi,r/2, γi = r − λi, j − λi,r− j , j = 0, . . . , r;

in particular γi is even. Adding these identities, we find that
r∑

j=0

λi, j =
(r + 1)(r − γi )

2
= 7

(
3 −

1
2γi

)
,

so λi,r/2 = 3 − γi/2.
If γi = 0, then λi,r/2 = 3. As r/2 = 3 and we start numbering the sections at 0, there are at least 4

values of λ that contribute to λ3
i (and therefore to λ1

i ). We conclude that λ1
i + λ3

i ≥ 8.
If γi = 2, then λi,r/2 = 2. Let n be the number of values of j with λi, j ≤ 0. Then also λi,r− j ≥ 4 for

the same n values of j . So λ1
i + λ3

i ≥ (r + 1 − n) + n = 7, as desired.
Similarly, if γi = 4 then λi,r/2 = 1. If there are n values of j with λi, j ≥ 3, then also λi,r− j ≤ −1. As

before we find λ1
i + λ3

i ≤ (r + 1 − n) + n = 7.
Finally, if γi = 6 then λi,r/2 = 0. Therefore, λ1

i + λ3
i ≤ 6, as claimed. □

We can now prove the following theorem, which will in particular prove the desired maximal rank
statement in all sufficiently nondegenerate cases for all ϵ in our family of cases. It will also suffice to
prove the genus-22 case of our main theorem.

Theorem 7.3. In the default multidegree, we can always drop all potentially present sections using the
rules from Lemma 6.3, so the potentially present sections are all linearly independent.

Proof. The vanishing of sections of a line bundle of degree d at Q1 is at most either d or d − 1(but not
both), d − 2, d − 3 . . . . So, at most the rows (0, 0), (0, 1) and (0, 2) can be among the potentially present
if there is no swap and at most the rows (0, 1) and (1, 1) can be potentially present if there is a swap. In
both cases, these sections have distinct orders of vanishing at Q1, so they can be dropped.

According to Corollary 5.8, we will have at most one new row with a potentially present section in
each column until we get to the next column of degree 3, so these can all be dropped.
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Now, suppose that i is minimal such that λ1
i + λ2

i = 5. Take ℓ1 = 1 and ℓ2 = 2 in Lemma 5.12, so
γi − 1 = 1 = 5 − 1 − ℓ1 − ℓ2. From Lemma 5.12 and Corollary 5.9, we have no potentially present
sections supported entirely in the i-th column. Any other new potentially present sections would have
to be supported in the i-th and (i+1)-st columns, so by Proposition 7.2, we have at most three of these.
Choose i ′ minimal so that λ1

i ′ +λ2
i ′ = 6, then with ℓ1 = 1 and ℓ2 = 2, γi ′ = 2 = 6−1−ℓ1 −ℓ2. According

to Corollary 5.8 and Lemma 5.12, there is no row starting in the i ′-th column. Then the i-th (respectively,
i ′-th) columns are critical: if a, b are the minimum values in the subcolumns, they have to add to at least
2d −2 or the rows would not be potentially starting in the i-th column (respectively, potentially supported
in the i ′-th column). The last condition of semicriticality and the condition for criticality then follow from
the second and first parts of Lemma 5.12, respectively. It follows that the hypotheses of Lemma 6.3(iii)
are satisfied, so we can drop all rows occurring in this block. We can then again handle any additional
columns before the next degree-3 one.

The setup being symmetric, we can also start at the end of the chain and in the same manner, eliminating
all potentially present sections occurring in any columns outside the middle two degree-3 columns. For
these columns, we are considering ℓ1 = 1 and ℓ2 = 3, so we have

γi+1 − 1 = 2 = 7 − 1 − ℓ1 − ℓ2 and γi+1 − 1 = 3 = 8 − 1 − ℓ1 − ℓ2,

respectively, and according to Corollary 5.9 and Lemma 5.12, neither column has any potentially present
section supported entirely in it. As before, we find we must have a block satisfying the hypotheses of
Lemma 6.3(iii), which we can then eliminate. □

If the specialization of our linear series contains the “expected” sections sj for every j = 0, . . . , r in
the expected multidegrees ωj (as in Proposition 4.9), then Theorem 7.3 implies that the images of each
sj ⊗ sj ′ in the default multidegree are linearly independent, so the multiplication map has the desired
rank

(r+2
2

)
= 28. However, some linear series may have more degenerate specializations. The remainder

of the paper will be devoted to applying Theorem 7.3 (and variants thereof) to handle these situations
as well. For this, the statement in terms of potentially present sections (as opposed to the separate
rows considered in [Liu et al. 2021]) is crucial. In interesting cases, we can have strictly more than 28
potentially present sections. This does not contradict the fact that the multiplication map can have rank at
most 28, because these do not occur separately in the linked linear series coming as the specialization
of any fixed family of linear series on the smooth fibers. In most limits, for every ( j1, j2) we will have
a unique linear combination of the potentially present sections in the ( j1, j2) row which actually arise
in the specialization. What makes the degenerate cases more interesting is that in these cases, we may
have more than one linear combination occurring from a given row, precisely in situations where the
specialization fails to contain any potentially present sections from some other row — see Example 8.3.

Ultimately, the default multidegree used in Theorem 7.3 will be sufficient to handle the genus-22 case,
and most of the genus-23 cases. However, for certain degenerate cases we will need to consider other
multidegrees instead. The following results allows for some flexibility in the choice of multidegree while
maintaining linear independence.
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Proposition 7.4. Suppose ω is an unimaginative multidegree determined by placing degree 3 in genus-1
columns as follows:

(1) In one column which is either the first, or a column with no exceptional rows and satisfying λ1
i +λ2

i ≤4
and λi,0 ≤ 2.

(2) In one column with λ1
i + λ2

i = 5 but λ1
i−1 + λ2

i−1 = 4.

(3) In one column between the first column with λ1
i + λ2

i = 6 and the first column with λ1
i + λ3

i = 7
(inclusive).

(4) In one column between the column immediately after the last column with λ1
i +λ3

i = 7 and the column
immediately after the last column with λ2

i + λ3
i = 8 (inclusive).

(5) In one column with λ2
i + λ3

i = 10 but λ2
i−1 + λ3

i−1 = 9.

(6) In one column which is either the last, or a column with no exceptional rows and satisfying

λ2
i−1 + λ3

i−1 ≥ 10 and λi−1,6 ≥ 1.

Then the potentially present sections in multidegree ω are still linearly independent.

Proof. The main new ingredient is verifying that if we place the first degree 3 in a (genus-1) column
after the first, but still satisfying λ1

i + λ2
i ≤ 4 and λi,0 ≤ 2, then provided we also have no exceptional

rows (and therefore no swaps), we will in fact obtain at most two potentially present sections starting in
the i-th column. By Proposition 5.7, for the ( j, j ′) row to have a potentially present section starting in
the i-th column, we will need j + j ′

− λi−1, j − λi−1, j ′ > γi−1 = 0 and j + j ′
− λi, j − λi, j ′ ≤ γi = 1, or

equivalently
λi−1, j + λi−1, j ′ < j + j ′

≤ 1 + λi, j + λi, j ′ . (7-1)

As there are no swaps in the i-th column, it suffices to check this assertion with λi = λi for all i . Then,
λ1

i + λ2
i ≤ 4 implies λi, j ≤ 0 for j ≥ 4 and λi, j ≤ 1 for j = 2, 3. It follows that to satisfy the right-hand

inequality above, we must have at least one of j, j ′ equal to 0 or 1. Moreover, by Corollary 5.9 for
j = 0, 1, if j ̸= δi , then there is at most one value of j ′ satisfying the above inequalities. In particular, we
conclude that if δi ̸= 0, 1, there are at most two potentially present sections, as claimed.

Assume δi = 0, and show that at most two rows of the form (0, j ′) are present in the i-th column, and
if two are present, then none of the form (1, j ′) is for j ′ > 0. Suppose first (0, 0) is potentially starting in
the i-th column. By (7-1) this could only happen if λi−1,0 < 0, so λi, j ′ = λi−1, j ′ < 0 for all j ′ > 0, and
then (0, j ′) cannot satisfy the right-hand side of (7-1) for any j ′ > 0. On the other hand, if j ′′ > j ′ > 0
are such that (0, j ′) and (0, j ′′) are both present, then

λi−1,0 + λi−1, j ′ < j ′ < j ′′
≤ 1 + λi,0 + λi, j ′′ ≤ 2 + λi−1,0 + λi−1, j ′,

so the only possibility is that j ′
= 1 + λi−1,0 + λi−1, j ′ and j ′′

= j ′
+ 1, with λi, j ′′ = λi, j ′ . It follows that

no other (0, j ′′′) is present for j ′′′
̸= 0, j ′, j ′′. Moreover, (1, j ′′′) cannot be potentially present for any

j ′′′ > 0 in this situation: If the (1, 1) row were present, (7-1) implies λi−1,1 ≤ 0, λi,1 ≥ 1 against the
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assumption δi = 0. As 1 + j ′′′ will be too large if j ′′′
≥ j ′, in order to have (1, j ′′′), j ′′′

≥ 2 present we
would need j ′′

≥ 4. But the original assumptions imply 1 + λi,0 + λi, j ′′ ≤ 3, contradicting (7-1).
Finally, consider the case that δi = 1. If the (1, 1) row is potentially starting in the i-th column, by parity

we have 1 = λi,1. So for all j > 1 λi, j = λi−1, j ≤ λi−1,1 = 0. Then we cannot have (1, j ′) potentially
starting for any j ′ > 1, so we have at most two rows potentially starting. On the other hand, if we have
j ′′ > j ′ > 1 potentially starting in the i-th column, we are just as above forced to have j ′

= λi−1,1 +λi−1, j ′

and j ′′
= j ′

+ 1, with λi, j ′′ = λi, j ′ , and we claim we cannot have (0, j ′′′) potentially starting for any j ′′′.
Indeed, if j ′′′

≤ j ′′, then we have j ′′′
− λi−1, j ′′′ ≤ j ′′

− λi−1, j ′′ , so

j ′′′
≤ j ′′

− λi−1, j ′′ + λi−1, j ′′′

= 1 + λi−1,1 + λi−1, j ′′ − λi−1, j ′′ + λi−1, j ′′′

≤ λi−1,0 + λi−1, j ′′′,

violating (7-1). But j ′′
≥ 3, so if j ′′′

≥ 4 we cannot satisfy (7-1) without violating our hypothesis that
λi−1,0 ≤ 2. We thus conclude the desired statement on the number of potentially present sections starting
in column i .

Now, since we have assumed that our first column with degree 3 has no exceptional rows, the fact that
it has at most two potentially present sections starting in it means that we can still eliminate sections
starting at the beginning of the chain until we reach the second column of degree 3, just as in the proof
of Theorem 7.3 and the second column of degree 3 will still be critical, with at most three potentially
present sections starting in it. The next step depends on the location of the third column of degree 3. If
the first column with λ1

i + λ2
i = 6 still has degree 2, we will eliminate this block in increasing order, as

before. On the other hand, if the first column with λ1
i + λ3

i = 7 has degree 2, we do not need to have
eliminated everything in components with smaller indices in order to eliminate the central block, since
the potentially supported rows in multidegree ω will be precisely the same as the potentially starting rows
in ωdef. Thus, if the third column of degree 3 is strictly between these, we can eliminate both adjacent
blocks first, and then eliminate all potentially present sections one by one from both sides until we reach
this final column, which can have at most one remaining potentially present section by Corollary 5.9.
However, if the third column of degree 3 is the first column with λ1

i + λ2
i = 6, we see that this will be

critical with at most three potentially present sections ending in it, and we will instead eliminate the
central block first, and then eliminate the block between the second and third columns of degree 3 last.

The situation is symmetric on the right, so we see that in all cases we will be able to eliminate all
potentially present sections in a suitable order. □

It will also be important to consider moving degree 3 into a column with a swap, which we analyze
below:

Lemma 7.5. Choose a multidegree md2d(w) for w = (c2, . . . , cg) that assigns degree 3 to the i-th column
having a δi . If ai

δi
= ai

j0 + 1, ai+1
δi

= ai+1
j0 − 1 for some j0, then there are at most four potentially starting
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sections on the i-th column. Moreover, if there are actually four either

2āi
3 = ci + 1, (7-2)

or (δi , δi ) is potentially starting, and one of the following three possibilities holds:

(1) ai
(δi ,δi )

= ci + 1;

(2) ai
(δi ,δi )

= ci + 2, and the ( j0, δi ) row is potentially starting;

(3) ai
(δi ,δi )

= ci + 3, with ai
δi

= āi
4.

At most four potentially present sections end in the i-th column, with four of them ending only if either

2āi
3 = ci , (7-3)

or if (δi , δi ) is potentially ending, and one the following three possibilities holds:

(1) ai
(δi ,δi )

= ci , with ai
δi

= āi
3;

(2) ai
(δi ,δi )

= ci + 1, and the ( j0, δi ) row is potentially ending;

(3) ai
(δi ,δi )

= ci + 2;

We have written the above to allow for swaps having occurred prior to the i-th column. If no swaps
have occurred, the j0 in the lemma statement is necessarily δi − 1, and the third exceptional case would
require δi = 4 (respectively, δi = 2) in the statement on potential support starting (respectively, ending).

Proof. In order to have a potentially starting section in the ( j, j ′) row, one needs ai
( j, j ′) > ci and

ai+1
( j, j ′) ≤ ci+1 = ci +3. It follows that if j, j ′

̸= δi , then ai
( j, j ′) = ci +1, and neither j nor j ′ equal to j0. If

j ′
= δi , j ̸= δi , it is possible that ai

( j,δi )
= ci + 2, provided that j ̸= j0. And ( j0, δi ) is potentially starting

only if ai
( j0,δi )

= ci + 1, or equivalently if ai
(δi ,δi )

= ci + 2. Recall that Corollary 5.9 says that if ( j, δi ) is
potentially starting for some j ̸= δi , then there is no j ′

̸= δi with ( j, j ′) also potentially starting. Next, we
note that we can have at most two rows of the form ( j, δi ) potentially starting. Indeed, if ai

(δi ,δi )
= ci + 3,

then ai
( j,δi )

= ci + 2 only for j = j0, so the ( j0, δi ) row does not occur, and we can have at most one
additional row, having ai

( j,δi )
= ci + 1. On the other hand, if ai

(δi ,δi )
̸= ci + 3, then we have at most two

rows, because they have to satisfy ai
( j,δi )

= ci + 1 or ci + 2. We also observe that we can have a row of
the form ( j, j) for j ̸= δi only for a unique choice of j , necessarily with 2ai

j = ci + 1 and j ̸= j0, and
then we cannot have (δi , δi ) occurring, since ai

j ̸= ai
δi

− 1 for j ̸= j0.
If no ( j, δi ) is potentially starting, then in particular ( j0, δi ) also cannot be potentially starting. We can

obtain at most three pairs (allowing one of them to have repeated entries) with fixed sum of vanishing.
Similarly, if exactly one ( j, δi ) is potentially starting, then necessarily j ̸= j0, or we would be in the 2nd
exceptional case with also (δi , δi ) potentially starting, so for the remaining pairs we must choose from
values not equal to δi , j0, j , leaving four values, and at most two pairs. We therefore see that in order to
have four rows potentially starting, two of them need to involve δi .

If ( j1, δi ) and ( j2, δi ) are potentially starting, with neither j1, j2 equal to δi (and hence also neither
equal to j0), then any remaining rows have to be chosen as distinct pairs from the remaining (r +1)−4 = 3
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indices, with at most one pair having repeated value. We thus obtain at most four rows, with four occurring
only if 2ai

j = ai
j3 + ai

j4 = ci + 1 for some j, j3, j4 ̸= δi , j0, j1, j2. Moreover, we see that there must be
exactly three values of j ′ with ai

j ′ < ai
j in this case: if ai

δi
< ai

j , then these are δi , j0, and exactly one
of j3, j4, with necessarily j1, j2 and the other of j3, j4 having ai

j ′ > ai
j . If ai

δi
> ai

j , then ai
j0 must also be

greater than ai
j , so we similarly find exactly three values are smaller. Thus (7-2) must hold.

It remains to consider the case the (δi , δi ) row is potentially starting, and the only thing left to prove is
the description of case (3), where ai

(δi ,δi )
= ci +3. Here, we must also have a j with ai

( j,δi )
= ci +1, and if

we have two additional rows appearing, these must come from two additional pairs nested around ai
( j,δi )

,
so since ai

j < ai
j0 < ai

δi
in this case, we obtain the desired statement.

The statement on rows ending is symmetric. □

We are now ready to deal with the two possible cases of 3-cycles in the next two corollaries.

Corollary 7.6. Suppose that ρ = 2 and r = 6 and we are in the “first 3-cycle” situation of Proposition 4.18.
Then, there exists an unimaginative multidegree ω′ such that the ( j0 − 1, j0) row has a unique potentially
present section in multidegree ω′, whose support does not contain i0 or i1, and such that all the potentially
present sections are linearly independent.

Proof. Consider the default multidegree ωdef. If all ( j1, j2) have connected potential support, we are
done. With the notation of Proposition 4.18, the only rows that have a semicolumn adding to d − 2 are
j0, j0 − 1. From Proposition 5.10, the only row which could have disconnected potential support in some
unimaginative multidegree is ( j0 − 1, j0). More specifically, the potential support of ( j0 − 1, j0) can be
disconnected only if ai0

j0−1 +ai0
j0 = ci0 −1, ai1+1

j0−1 +ai1+1
j0 = ci1+1 +1, there is degree 2 in every column from

i0 to i1 inclusive, and no δi equals j0 −1 or j0 for any i between i0 and i1. It then follows in particular that
ai0

( j0+1, j0+1) ≥ ci0 +2 and ai1+1
( j0+1, j0+1) ≤ ci1+1 −2, or equivalently, ai1

( j0+1, j0+1) ≤ ci1 . If the ( j0 −1, j0) row
has disconnected potential support, then we will use Lemma 7.5 to verify that we can move one degree 3
into either the i0 or i1 column to achieve connected potential support while maintaining the independence
conclusion of Theorem 7.3. If the 3 was moved to the i0 column, then the ( j0 − 1, j0) still cannot have
any potential support at i1. If the 3 was moved from the right, we still have ai0

j0−1 + ai0
j0 = ci0 − 1, ruling

out potential support at i0. But if it was moved from the left, then this will decrease ci0 by 1, and we will
then have ai

j0−1 + ai
j0 = ci for i0 ≤ i ≤ i1, meaning that any potential support at i0 would have to continue

right to i1, but we will still have ai1+1
j0−1 + ai1+1

j0 = ci1 + 1, so there cannot be any potential support at i1. A
similar analysis holds if we moved the 3 to i1, proving the desired result.

To prove that we can always move a 3 as desired, we first make some general observations regarding
when we will be able to move degree 3 from the left or right onto i0 or i1. Recall that, from the assumption
of having a 3-cycle, δi0 = δi1 = j0 + 1. Since ai1

( j0+1, j0+1) ≤ ci1 , moving a degree 3 to i1 from the right
will always lead to at most 3 rows starting in the i1 column, unless 2āi1

3 = ci1 + 1, or equivalently,

5 − γi1−1 = 2λi1−1,3. (7-4)

In addition, ai1
( j0−1, j0+1) < ci1 , so the ( j0 − 1, j0 + 1) row will not be among the potentially present rows.
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We next consider what happens if we move a degree 3 to i0 from the left. This will decrease ci0 by 1,
so we have to rule out that in multidegree ωdef we have 2āi0

3 = ci0 , or equivalently,

6 − γi0−1 = 2λi0−1,3. (7-5)

Additionally, if ai0
( j0+1, j0+1) ≥ ci0 + 3 in ωdef, then after moving the degree 3 to i0, none of the other

exceptional cases of Lemma 7.5 can occur, so as long as we do not have (7-5), we will have at most three
rows with potential support starting at i0. The only other possibility is that ai0

( j0+1, j0+1) = ci0 + 2, which
is equivalent to 2 j0 − γi0−1 = 2λi0−1, j0+1; moreover, after moving a 3 from the left to i0 we will have
ai0

( j0+1, j0+1) = ci0 + 3, so we could potentially be only in the third exceptional case in Lemma 7.5. Thus,
the only case for concern is that j0 + 1 = 4, so we simply need to check that in cases where we wish to
move a 3 from the left, we never have

6 − γi0−1 = 2λi0−1,4. (7-6)

Finally, in either case after the move we will have ai0
( j0, j0+1) = ai0

( j0+1, j0+1) −1 ≥ ci0 +2, so the ( j0, j0 +1)

row cannot be among the rows starting at i0.
We now describe how to modify our default multidegree, depending on the location of i0 and i1. If we

have γi0 = γi1 = 1, then we will move the next 3 from the right to column i1, and we will obtain at most
three rows with potential support starting in i1: by the above observation, it suffices to rule out (7-4), but
we have 5−γi1−1 = 4. To have equality we would need λi1−1,3 = 2, which would imply λ1

i1−1 +λ2
i1−1 ≥ 8,

in which case we would not have had γi1 = 1 in ωdef.
Next, suppose γi0 = γi1 = 2, and we have λ1

i1
+λ2

i1
< 6. In this case, we will move the 3 to i0 from the

left, and γi0−1 = 2 in ωdef, so if either (7-6) or (7-5) is satisfied, we must have λi0−1,3 ≥ 2. But this would
force

λ1
i1

+ λ2
i1

≥ λ1
i0−1 + λ2

i0−1 ≥ 8,

contradicting the hypothesis for the case in question. We again conclude that there are at most 3 rows
starting, and again the ( j0, j0 + 1) row is not among them.

On the other hand, if γi0 = γi1 = 2, and λ1
i1

+ λ2
i1

≥ 6, then we will move a 3 to i1 from the right,
and (7-4) is not satisfied for parity reasons, so we will have at most three new rows starting. Finally, if
γi0 = γi1 = 3, neither (7-6) nor (7-5) can be satisfied for parity reasons, so we can move a 3 from the left
to i0, and have at most three starting rows.

The remaining cases are treated symmetrically, with rows starting replaced by rows ending. In each
case, we see that the basic structure of the proof of Theorem 7.3 is preserved by our change of multidegree,
so our linear independence is likewise preserved, yielding the desired statement. □

Corollary 7.7. Assume that ρ = 2, r = 6 and we are in the “second 3-cycle” situation of Proposition 4.20.
Suppose that in the default multidegree ωdef, we have the inequalities

2ai0
j0−1 ≤ ci0 − 1, and 2ai1+1

j0−1 ≥ ci1+1 + 1,
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with exactly one of the two inequalities satisfied with equality. Then there exists an unimaginative
multidegree ω′ such that the ( j0 − 1, j0 − 1) row does not have potentially present sections both left of i0

and right of i1 in multidegree ω′, and such that all the potentially present sections are linearly independent.

Proof. The only row that has a semicolumn adding to d − 2 is j0 − 1 and it has two of them. From
Proposition 5.10, the only row which could have disconnected potential support in some unimaginative
multidegree is ( j0 − 1, j0 − 1).

Suppose that in multidegree ωdef, we have

2ai0
j0−1 = ci0 − 1, but 2ai1+1

j0−1 > ci1+1 + 1.

We will show that we can always move a 3 from the left to a genus-1 column on or right of i0, while
preserving linear independence. This will eliminate potential support in the ( j0 − 1, j0 − 1) row left of i0,
as desired. From the definition of λi, j in Definition 5.1, this condition can be written as

2( j0 − 1) + 1 − γi0−1 = 2λi0−1, j0−1,

so in particular γi0−1 must be odd.

Case γi0−1 = 1. Then j0 − 1 = λi0−1, j0−1. From the definition of default multidegree λ1
i0−1 + λ2

i0−1 < 5,
which forces j0 − 1 = 1, so λi0,1 = λi0−1,1 = 1.

First, if i1 is the genus-1 column immediately following i0, we observe that if we move the first 3 to i0,
considering only the inequalities at i0, there can be at most three rows with potential support starting at
i0: (1, 2), (2, 2) and (0, j) for a unique j > 2: For the row ( j, j ′) to be present, we need

λi0−1, j + λi0−1, j ′ < j + j ′
≤ 1 + λi0, j + λi0, j ′ .

From j0 − 1 = 1, λi0−1,1 = 1 and the 3-cycle situation, λi0,1 = 0, λi0−1,2 = 1, λi0,2 = 2. So (1, 2), (2, 2)

are potentially present and one pair (0, j), j > 2. But in this case the actual potential support of (1, 2) is
connected and supported strictly to the right of i1. Thus, there are in fact at most two rows with potential
support starting at i0, and neither of them involves the exceptional row (specifically, j = 1). So moving
the first 3 to i0 we will still be able to eliminate potentially present sections from left to right as before.

Next, suppose that i1 is not the genus-1 column immediately following i0, and denote this column
by i . Suppose also that there is no degree-3 column between i0 and i1, so that in particular λ1

i + λ2
i ≤ 4.

We observe that we must also have λi,0 = 1, since we have λi0,1 = λi0,2 = 1, and we must have
λi1−1,2 = λi1−1,3 ≥ 1. So the only way we can avoid having a column of degree 3 before i1 is if also
λi1−1,0 = 1. We can then apply Proposition 7.4 to move the first 3 to column i , and we will still obtain
linear independence.

Finally, if we have a column of degree 3 between i0 and i1, say in column i , so that λ1
i + λ2

i = 5, then
we claim that if we move the first 3 from the left to i0, we will have at most two potentially present
sections ending in column i , and at most two potentially present sections supported in the first column
with λ1

i ′ +λ2
i ′ = 6. This will prove the desired statement, since we can then eliminate the potentially present
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sections starting from i ′ and moving both left and right from there. Checking the possible inequalities in
column i ′, moving the 3 from the left to i0 won’t affect anything, so the argument for Theorem 7.3 implies
a priori that there are at most three rows satisfying the inequalities at i ′ for potentially present sections to
be supported there. We will check that there is always one such row which satisfies the inequalities at i ′,
but does not in fact have potential support there. Because we have a 3 between i0 and i1, we must have
2ai1+1

j0−1 = ci1+1 + 2. If i ′ < i1, the row in question is (1, 1) = ( j0 − 1, j0 − 1): indeed, in this situation
we will have ai ′′

( j0−1, j0−1) = ci ′′ for all i ′′ with i < i ′′
≤ i1, so ( j0 − 1, j0 − 1) does satisfy the necessary

inequalities at i ′, but its actual potential support (after moving the 3 to i0) is strictly to the right of i1. On
the other hand, if i ′ > i1, the row in question will be (1, 2) = ( j0 − 1, j0):

we have ai1+1
j0−1 + ai1+1

j0 ≤ ci1+1, so ai1
j0−1 + ai1

j0 < ci1,

and because the potential support is connected, it must be strictly left of i1. However, we claim that we
must have ai1+1

j0−1 + ai1+1
j0 = ci1+1, and that this must extend through the column i ′, so that the inequalities

for potential support are satisfied at i ′. Indeed, the only way this could fail is if δi ′′ = j0 for some i ′′ with
i0 < i ′′ < i ′. But we know that λi0−1, j0−1 = λi0−1, j0 = 1. So if δi ′′ = j0 anywhere after i0, it increases
λ1

i ′′ +λ2
i ′′ to at least 5. Thus, this could only happen for i ′′ < i ′ if i ′′

= i , which then forces us to have λ1
i0

= 3
and λ2

i0
= 1. However, in this case, because we cannot have a gap between the j0 − 1 and j0 + 1 column

at i1, this would force us to also increase λ1
i ′′ to 4 before i1, which violates our hypothesis that i ′ > i1. Thus,

in either situation we have shown that the column i ′ has at most two potentially present sections supported
on it, and it remains to check that the column i has at most two potentially present sections ending on
it. But we either have λ1

i−1 = 4 and λ2
i−1 = 0 or λ1

i−1 = 3 and λ2
i−1 = 1, and one can calculate directly

that because we cannot have δi = 0 or 4 in the second case, δi = 1 in either case (recalling that by column
i we have had a swap between rows 1 and 2), or δi = 3 in the first case, the only rows with potential
support ending in column i are (1, 2) and (0, j) for a unique value of j , yielding the desired statement.

Case γi0−1 = 3. Then either j0 −1 = 2 and λi0−1, j0−1 = 1, or j0 −1 = 3 and λi0−1, j0−1 = 2. First, suppose
that ( j0 − 1, j0) has potential support strictly to the right of i1, or equivalently, that there are no columns
between i0 and i1 having degree 3, or with δi = j0 − 1 or j0. In this case, if we move a 3 from the left to
i0, by Lemma 7.5 at most four rows satisfy the inequalities at i0 to have potentially starting sections at i0,
and we see that these include ( j0 − 1, j0). But ( j0 − 1, j0) does not actually have potential support at i0,
so in this case we have at most three rows starting at i0, and none of them involve the exceptional row
(specifically, j0 − 1), so we can eliminate this central block just as in Theorem 7.3, and we conclude we
still have linear independence.

Now, the possibility that we have δi = j0 − 1 in between i0 and i1 is ruled out by the inequality
2ai1+1

j0−1 > ci1+1 + 1. If there is a column with δi = j0, but no column having degree 3 between i0 and i1,
we will move the third degree-3 from the left to i1, and the ( j0 + 1, j0 + 1) = (δi1, δi1) row is supported
strictly to the right of i1. In addition (7-2) is ruled out by parity reasons, so by Lemma 7.5 we have at most
three rows starting at i1, and we also see that ( j0 − 1, j0 + 1) is not among them, as it will have potential
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support strictly to the right of i1. Thus, no row involving j0 −1 (the exceptional row) has potential support
starting at i1, and in this case we can eliminate all potentially present sections just as in Theorem 7.3.

Next, suppose there is some column with degree 3 between i0 and i1, but no column with δi = j0.
In this case, we will move the fourth 3 to the first column i with λ2

i + λ3
i = 9, and the third 3 to i0. If

λ2
i1

+ λ3
i1

< 9, then according to Proposition 7.4, moving the fourth 3 doesn’t disrupt linear independence,
and then we are in exactly the same situation as the first case considered above, with ( j0 − 1, j0) having
potential support strictly to the right of i1. On the other hand, if λ2

i1
+λ3

i1
= 9, we will still maintain linear

independence, but for different reasons: we claim that will have at most three rows ending in the i-th
column, no row ending in the first column i ′ with λ2

i ′ + λ3
i ′ = 8, and only two rows ending in the first

column i ′′ with λ2
i ′′ + λ3

i ′′ = 10. Thus, we will be able to eliminate potentially present sections from the
right, treating the columns from i ′ to i as a block to which to apply Lemma 6.3(3), and we will in this way
eliminate all potentially present sections supported on either side of i0. This leaves at most one potentially
present section, which can then be eliminated. Thus, it suffices to prove the above claim. By the argument
for Proposition 7.4, we have no potentially present section supported only in the i-th column, and at most
three continuing from the previous column. So, there are at most three ending in the i-th column, as
claimed. The fact that there are no rows ending in the i ′-th column is immediate from Corollary 5.8 and
Lemma 5.12. Finally, we know from the proof of Theorem 7.3 that there at most three rows satisfying
the inequalities in column i ′′ to have potential support ending there. Moreover, we see that ( j0 − 1, j0)
is necessarily one of them. Indeed, since we have one column with degree 3 and none with δi = j0 − 1
or j0 between i0 and i1, we see that ai1+1

( j0−1, j0) = ci1+1 even after changing the multidegree. But after i1,
any column with δi = j0 − 1 or j0 will increase λ2

i + λ3
i , so this cannot occur strictly between i1 and i ′′,

and we conclude that ai ′′

( j0−1, j0) = ci ′′ as well. Since column i ′′ has degree 3, this means that ( j0 − 1, j0)
satisfies the inequalities to have potential support ending at i ′′. But again using that the fourth 3 is still
left of i1, the actual potential support of ( j0 − 1, j0) is contained to the left of i1, so we conclude that
column i ′′ has at most two rows with potential support ending there, completing the proof of the claim.

It remains to analyze the possibility that we have a column of degree 3 and a column with δi = j0 in
between i0 and i1. Recall that we have either

j0 − 1 = 2 and λi0−1, j0−1 = 1, or j0 − 1 = 3 and λi0−1, j0−1 = 2.

We first claim that in the latter case, we cannot have δi = j0 in between i0 and i1 without forcing there to
be two columns of degree 3 in between, or equivalently, forcing λ2

i1
+ λ3

i1
≥ 10. Indeed, since we cannot

have a gap between ai0
j0−1 and ai0

j0 for the swap, we must have λ2
i0

≥ 5, and then for the same reason at
i1 we must have λ2

i1
≥ 6. But having some δi = j0 also requires λ3

i ≥ 4, so we conclude that we would
necessarily have λ2

i1
+ λ3

i1
≥ 10, as claimed. Thus, it suffices to treat the situation that λi0−1, j0−1 = 1. In

this situation, we have λ2
i1

+λ3
i1

≤ 6, and we will move the third 3 to column i0 and the fourth 3 to column
i1. We claim that we will have at most two rows with potentially present sections ending in i1, and neither
involves the exceptional row (specifically, j0 − 1, which is 2). Thus, we will be able to eliminate all
potentially present sections from the left and from the right of i0, and finally eliminate the at most one
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potentially present section supported only at i0. To verify the claim, we see that we necessarily have

5 ≤ λ1
i1

≤ 7, λ2
i1

= 3, and 1 ≤ λ3
i1

≤ 3.

We compute that the only rows satisfying the inequalities to potentially end at i1 are (3, 4), (0, 6), (1, 5),
(1, 6) and (3, 5), but by the uniqueness part of Corollary 5.9, we see that the only way we can have three
of these occurring at once is if we have (3, 4), (0, 6) and (1, 5). However, we also have that (3, 4) can
only end if λ3

i1
≤ 2, (0, 6) can only end if λ1

i1
≤ 6, and (1, 5) can only end if one of the preceding two

inequalities is strict. But together these imply that λ1
i1

+λ3
i1

≤ 7, meaning that we cannot have all the rows
ending at i1 under our hypothesis that the fourth 3 comes before i1.

This concludes the case γi0−1 = 3.

Case γi0−1 = 5. In this case j0 − 1 = λi0−1, j0−1 + 2. From the definition of default multidegree,
λ2

i0−1 +λ3
i0−1 ≥ 10, so j0 −1 ≥ 4. But, to allow for the double swap (there is a j0 +1 row), j0 −1 ≤ 4, so

j0 − 1 = 4. With an argument as in Lemma 7.5, if we move the fifth 3 to i0, even if we obtain two rows
involving δi0 = 5 with potential support ending at i0, there can be at most one more (necessarily of the
form ( j, 6) for some j). Moreover, the (4, 5) row is not one of these, as it will have potential support
starting, not ending, at i0. We can therefore still eliminate the block spanning from the first column with
λ2

i + λ3
i = 9 to column i0 just as before.

The case that 2ai1+1
j0−1 = ci1+1 + 1 but 2ai0

j0−1 < ci0 − 1 is handled completely symmetrically, completing
the proof. □

8. An analysis of the degenerate case

To conclude the proof of the main theorem, we need multidegrees such that on the one hand, the potentially
present sections are still linearly independent, and on the other hand, tensors coming from any exact
linked linear series generate at least

(r+2
2

)
= 28 linearly independent combinations of the potentially

present sections. The key point is that even though there are cases where some row may not have any
potentially present section occurring in the linked linear series in the chosen multidegree, in those cases
there is more than one combination of sections from some other row. We first look at the behavior of
mixed sections under tensor product

Lemma 8.1. Suppose s, s ′ are mixed sections of multidegrees mdd(w) and mdd(w′), and let md2d(w′′)

be another multidegree. Then fw+w′,w′′(s ⊗ s ′) lies in the potential ambient space in multidegree md(w′′).

Proof. By definition of mixed sections as sums, it suffices to treat the case that s is obtained purely from
gluing together si

j for fixed j , and s ′ is obtained from gluing together si
j ′ for fixed j ′. But in this case

the result is clear, since fw+w′,w′′(s ⊗ s ′) must be a combination of potentially present sections from the
( j, j ′) row. □

The following lemma is convenient for cutting down the number of possibilities to consider.
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Lemma 8.2. Let s, s ′ be mixed sections of multidegrees md(w) and md(w′) and types (S⃗, j⃗) and (S⃗′, j⃗ ′)

respectively. Suppose that for some i with 1 < i < N , we have

ℓ1 ̸= ℓ2 and ℓ′

1 ̸= ℓ′

2 such that i ∈ Sℓ1 ∩ Sℓ2 ∩ S′

ℓ′

1
∩ S′

ℓ′

2
.

Then for any unimaginative w′′, the map fw+w′,w′′ vanishes identically on Zi .
If further either { jℓ1, jℓ2} = { j ′

ℓ′

1
, j ′

ℓ′

2
} or { jℓ1, jℓ2}∩{ j ′

ℓ′

1
, j ′

ℓ′

2
} =∅, then the same conclusion holds when

i = 1 or i = N.

Proof. First consider the case 1 < i < N , and write w = (c2, . . . , cN ) and w′
= (c′

2, . . . , c′

N ). The
hypotheses mean that w allows for support of both si

j and si
j ′ for some distinct j, j ′, so ai

j , ai
j ′ ≥ ci and

bi
j , bi

j ′ ≥ d − ci+1. Without loss of generality, suppose ai
j < ai

j ′ . Then, either ai
j + bi

j < d or ai
j ′ + bi

j ′ < d .
If bi

j > bi
j ′ , then either ci+1 ≥ d −bi

j ′ > d −bi
j > ai

j ≥ ci or ci+1 ≥ d −bi
j ′ > ai

j ′ > ai
j ≥ ci , so in either case

we have ci+1 ≥ ci +2. On the other hand, if bi
j < bi

j ′ , then ci+1 ≥ d −bi
j > d −bi

j ′ ≥ ai
j ′ > ai

j ≥ ci , so again
ci+1 ≥ ci + 2. The same argument holds for w′, so we conclude that ci+1 + c′

i+1 ≥ ci + c′

i + 4, which
implies that fw+w′,w′′ vanishes on Zi , since if we write w′′

= (c′′

2, . . . , c′′

N ), the unimaginative hypothesis
means that c′′

i+1 ≤ c′′

i + 3.
Next, if i = 1, the unimaginative hypothesis means that c2 is equal to 2 or 3. It follows (see the proof of

Theorem 7.3) that only the rows (0, 0), (0, 1), (1, 1) and (0, 2) can have potential support in the column,
with not both (0, 0) and (1, 1) occurring. If fw+w′,w′′ is nonzero on Z1, then fw+w′,w′′(s ⊗ s ′) must have
( jℓu , j ′

ℓ′
v
) parts with potential support at i = 1 for u = 1, 2 and v = 1, 2, and this isn’t possible if either

{ jℓ1, jℓ2} = { j ′

ℓ′

1
, j ′

ℓ′

2
} or { jℓ1, jℓ2} ∩ { j ′

ℓ′

1
, j ′

ℓ′

2
} = ∅. The case i = N is symmetric. □

The cases of mixed sections appearing after each type of swap will require individual analysis. We
treat the case of a single swap in the next proposition but we first give an example:

Example 8.3. Tables 2a and 2b together show the table T obtained from the tensor square of the limit
linear series considered in Example 4.25, which has r = 6, g = 22, and d = 25.

We have highlighted the potentially present sections; note that the (2, 2) row contains two (the first in
Table 2a, the second in Table 2b), while the rest all have a unique one. These two potentially present
sections are thus treated separately in Theorem 7.3; the first appears as part of a block in the fifth and
sixth columns which is eliminated using rule (iii) of Lemma 6.3, while the second occurs as the only
new potentially present sections in the twelfth column, which is part of another block, extending from
the seventh column to the sixteenth column, which is again eliminated using rule (iii), after all other
potentially present sections have been eliminated on both the left and right. The only other block that
requires rule (iii) contains the seventeenth and eighteenth columns, and is eliminated after the potentially
present sections appearing to the right have all been dropped. Following the proof of Theorem 7.3, we
see that we can eliminate all sections outside the aforementioned three blocks going inward from both the
left and right ends, using only iterated applications of rule (i).

Observe that in the default multidegree, the (unique) potentially present section in row (2, 3) extends
from the seventh column to the eleventh column. This means that if s ′

3 and s ′′

3 have the smallest possible
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col = 1 2 3 4 5 6 7 8 9 10 11

(0, 0) 0 50 0 48 2 46 4 44 6 42 8 40 10 38 12 38 12 36 14 34 16 32
(0, 1) 1 48 2 47 3 45 5 43 7 41 9 39 11 37 13 36 14 34 16 33 17 31
(0, 2) 2 47 3 45 5 44 6 42 8 40 10 38 12 36 14 35 15 32 18 30 20 28
(1, 1) 2 46 4 46 4 44 6 42 8 40 10 38 12 36 14 34 16 32 18 32 18 30
(0, 3) 3 46 4 44 6 42 8 41 9 39 11 37 13 35 15 34 16 33 17 31 19 30
(1, 2) 3 45 5 44 6 43 7 41 9 39 11 37 13 35 15 33 17 30 20 29 21 27
(0, 4) 4 45 5 43 7 41 9 39 11 38 12 36 14 34 16 33 17 31 19 29 21 27
(1, 3) 4 44 6 43 7 41 9 40 10 38 12 36 14 34 16 32 18 31 19 30 20 29
(2, 2) 4 44 6 42 8 42 8 40 10 38 12 36 14 34 16 32 18 28 22 26 24 24
(0, 5) 5 44 6 42 8 40 10 38 12 36 14 35 15 33 17 32 18 30 20 28 22 26
(1, 4) 5 43 7 42 8 40 10 38 12 37 13 35 15 33 17 31 19 29 21 28 22 26
(2, 3) 5 43 7 41 9 40 10 39 11 37 13 35 15 33 17 31 19 29 21 27 23 26
(0, 6) 6 43 7 41 9 39 11 37 13 35 15 33 17 32 18 31 19 29 21 27 23 25
(1, 5) 6 42 8 41 9 39 11 37 13 35 15 34 16 32 18 30 20 28 22 27 23 25
(2, 4) 6 42 8 40 10 39 11 37 13 36 14 34 16 32 18 30 20 27 23 25 25 23
(3, 3) 6 42 8 40 10 38 12 38 12 36 14 34 16 32 18 30 20 30 20 28 22 28
(1, 6) 7 41 9 40 10 38 12 36 14 34 16 32 18 31 19 29 21 27 23 26 24 24
(2, 5) 7 41 9 39 11 38 12 36 14 34 16 33 17 31 19 29 21 26 24 24 26 22
(3, 4) 7 41 9 39 11 37 13 36 14 35 15 33 17 31 19 29 21 28 22 26 24 25
(2, 6) 8 40 10 38 12 37 13 35 15 33 17 31 19 30 20 28 22 25 25 23 27 21
(3, 5) 8 40 10 38 12 36 14 35 15 33 17 32 18 30 20 28 22 27 23 25 25 24
(4, 4) 8 40 10 38 12 36 14 34 16 34 16 32 18 30 20 28 22 26 24 24 26 22
(3, 6) 9 39 11 37 13 35 15 34 16 32 18 30 20 29 21 27 23 26 24 24 26 23
(4, 5) 9 39 11 37 13 35 15 33 17 32 18 31 19 29 21 27 23 25 25 23 27 21
(4, 6) 10 38 12 36 14 34 16 32 18 31 19 29 21 28 22 26 24 24 26 22 28 20
(5, 5) 10 38 12 36 14 34 16 32 18 30 20 30 20 28 22 26 24 24 26 22 28 20
(5, 6) 11 37 13 35 15 33 17 31 19 29 21 28 22 27 23 25 25 23 27 21 29 19
(6, 6) 12 36 14 34 16 32 18 30 20 28 22 26 24 26 24 24 26 22 28 20 30 18
(6, 6) 32 16 34 14 36 12 38 12 38 10 40 8 42 6 44 4 46 2 48 0 50 0

47 3 45 5 43 7 41 9 38 12 36 14 33 17 31 19 29 21 27 23 25

Table 2a. This is the left side of the table T obtained from the tensor square of the
limit linear series considered in Example 4.25, which has r = 6, g = 22, and d = 25.
The right side is shown in Table 2b. We have also included the w corresponding to the
default multidegree ωdef at the bottom of the table, and include not only the values ci for
i = 2, . . . , 22, but also 2d − ci in the preceding subcolumns.

portions coming from the j = 3 row, so that s ′

3 only has nonzero si
3 parts for i ≥ 8 and s ′′

3 for i ≤ 10, then
the potentially present section for the (2, 3) row cannot come from either s2 ⊗ s ′

3 or s2 ⊗ s ′′

3 . This means
that these sections (or more precisely, their images in multidegree ωdef) are forced to yield potentially
present sections from the (2, 2) row, with s2 ⊗ s ′

3 necessarily yielding the one supported from columns 5
through 7, and s2 ⊗ s ′′

3 necessarily yielding the one supported in column 12. Thus, we explicitly see the
lack of a (2, 3) section being offset by the inclusion of two independent (2, 2) sections.
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col = 12 13 14 15 16 17 18 19 20 21 22

(0, 0) 18 30 20 28 22 26 24 24 26 24 26 22 28 20 30 18 32 16 34 14 36 12
(0, 1) 19 29 21 27 23 25 25 23 27 22 28 21 29 19 31 17 33 15 35 13 37 11
(0, 2) 22 27 23 25 25 23 27 21 29 20 30 18 32 16 34 15 35 13 37 11 39 9
(1, 1) 20 28 22 26 24 24 26 22 28 20 30 20 30 18 32 16 34 14 36 12 38 10
(0, 3) 20 28 22 26 24 24 26 22 28 21 29 19 31 18 32 16 34 14 36 12 38 10
(1, 2) 23 26 24 24 26 22 28 20 30 18 32 17 33 15 35 14 36 12 38 10 40 8
(0, 4) 23 25 25 24 26 22 28 20 30 19 31 17 33 15 35 13 37 12 38 10 40 8
(1, 3) 21 27 23 25 25 23 27 21 29 19 31 18 32 17 33 15 35 13 37 11 39 9
(2, 2) 26 24 26 22 28 20 30 18 32 16 34 14 36 12 38 12 38 10 40 8 42 6
(0, 5) 24 24 26 22 28 21 29 19 31 18 32 16 34 14 36 12 38 10 40 9 41 7
(1, 4) 24 24 26 23 27 21 29 19 31 17 33 16 34 14 36 12 38 11 39 9 41 7
(2, 3) 24 25 25 23 27 21 29 19 31 17 33 15 35 14 36 13 37 11 39 9 41 7
(0, 6) 25 23 27 21 29 19 31 18 32 17 33 15 35 13 37 11 39 9 41 7 43 6
(1, 5) 25 23 27 21 29 20 30 18 32 16 34 15 35 13 37 11 39 9 41 8 42 6
(2, 4) 27 22 28 21 29 19 31 17 33 15 35 13 37 11 39 10 40 9 41 7 43 5
(3, 3) 22 26 24 24 26 22 28 20 30 18 32 16 34 16 34 14 36 12 38 10 40 8
(1, 6) 26 22 28 20 30 18 32 17 33 15 35 14 36 12 38 10 40 8 42 6 44 5
(2, 5) 28 21 29 19 31 18 32 16 34 14 36 12 38 10 40 9 41 7 43 6 44 4
(3, 4) 25 23 27 22 28 20 30 18 32 16 34 14 36 13 37 11 39 10 40 8 42 6
(2, 6) 29 20 30 18 32 16 34 15 35 13 37 11 39 9 41 8 42 6 44 4 46 3
(3, 5) 26 22 28 20 30 19 31 17 33 15 35 13 37 12 38 10 40 8 42 7 43 5
(4, 4) 28 20 30 20 30 18 32 16 34 14 36 12 38 10 40 8 42 8 42 6 44 4
(3, 6) 27 21 29 19 31 17 33 16 34 14 36 12 38 11 39 9 41 7 43 5 45 4
(4, 5) 29 19 31 18 32 17 33 15 35 13 37 11 39 9 41 7 43 6 44 5 45 3
(4, 6) 30 18 32 17 33 15 35 14 36 12 38 10 40 8 42 6 44 5 45 3 47 2
(5, 5) 30 18 32 16 34 16 34 14 36 12 38 10 40 8 42 6 44 4 46 4 46 2
(5, 6) 31 17 33 15 35 14 36 13 37 11 39 9 41 7 43 5 45 3 47 2 48 1
(6, 6) 32 16 34 14 36 12 38 12 38 10 40 8 42 6 44 4 46 2 48 0 50 0

25 23 27 21 29 19 31 17 33 14 36 12 38 9 41 7 43 5 45 3 47

Table 2b. This is the right side of the table T obtained from the tensor square of the
limit linear series considered in Example 4.25, which has r = 6, g = 22, and d = 25.
The left side is shown in Table 2a. We have also included the w corresponding to the
default multidegree ωdef at the bottom of the table, and include not only the values ci for
i = 2, . . . , 22, but also 2d − ci in the preceding subcolumns.

Proposition 8.4. Suppose a limit linear series contains precisely one swap, occurring between the rows
j0, j0 −1 in column i0. With notation as in Proposition 4.13, for any multidegree ω, the tensors pairs of the
sj for j ̸= j0, and s ′

j0, s ′′

j0 contain
(r+2

2

)
independent linear combinations of the potentially present sections.

Proof. If j ≤ j ′ are both different from j0, then sj and sj ′ are in the linked linear series and contribute
an s( j, j ′),i . This gives rise to

(r
2

)
potentially present sections, necessarily independent because they are

supported in distinct rows. If j ̸= j0, j0 − 1, there are three global sections sj ⊗ s ′

j0 , sj ⊗ s ′′

j0 and sj ⊗ sj0−1,



1452 Fu Liu, Brian Osserman, Montserrat Teixidor i Bigas and Naizhen Zhang

each of which has nonzero image in multidegree ω. We claim that these three images must contain at
least two distinct linear combinations of the s( j, j0),i and s( j, j0−1),i . If sj ⊗ s ′

j0 has support in any columns
greater than or equal to i0, this necessarily includes a nonzero combination of the s( j, j0),i , which is distinct
from the image of sj ⊗ sj0−1, and we are done. The same holds if sj ⊗ s ′′

j0 has support in any columns less
than or equal to i0. The final case is that sj ⊗ s ′

j0 has support only in columns strictly less than i0, and
sj ⊗ s ′′

j0 has support only in columns strictly greater than i0. In this case, both may be linear combinations
of the s( j, j0−1),i , but since their support is disjoint, they must be two distinct combinations, as desired.

Thus, we have produced
(r

2

)
+ 2(r − 1) =

(r+2
2

)
− 3 independent combinations of potentially present

sections, supported among the rows ( j, j ′) with j ̸= j0 − 1, j0. Finally, we consider the tensors of
sj0−1, s ′

j0, s ′′

j0 , and claim we obtain three distinct linear combinations, necessarily supported among the
rows ( j0 −1, j0 −1), ( j0 −1, j0), ( j0, j0). Consider the images of s ′

j0 ⊗s ′

j0 , s ′

j0 ⊗s ′′

j0 , and s ′′

j0 ⊗s ′′

j0 . If any of
their images contain any portion of the ( j0, j0) row, then considering sj0−1 ⊗ sj0−1, sj0−1 ⊗ s ′

j0, sj0−1 ⊗ s ′

j0 .
The same argument as above shows we obtain two distinct combinations of type ( j0 − 1, j0 − 1) and/or
( j0 − 1, j0), so we are done. But the only alternative is that the first three tensors come from the
( j0 − 1, j0 − 1), ( j0 − 1, j0) and ( j0 − 1, j0 − 1) rows respectively, with the first and last having disjoint
support. Thus, in this case these three are all linearly independent, and we again obtain the desired
conclusion. □

When ρ = 2, there can be up to two swaps (Proposition 5.3) occurring on distinct columns i0 < i1

corresponding to genus 1 components. We will show that in each of the four possible configurations of
the two swaps there are enough independent linear combinations of the potentially present sections (see
Propositions 8.5, 8.9, 8.10, 8.12).

We find it convenient to introduce shorthand notation as follows: we will write for instance

s ′

j0 ⊗ s ′′

j0+1 = ( j0 − 1, j0 + 1)L + ( j0 − 1, j0)R + ( j0, j0 + 1)

to indicate that the image of s ′

j0 ⊗ s ′′

j0+1 in the relevant multidegree is a combination of potentially present
sections from the ( j0 − 1, j0 + 1), ( j0 − 1, j0) and ( j0, j0 + 1) rows, where the first is supported strictly
left of i0, the second strictly right of i1 and the third has no restrictions on its support. We will also use
subscripts C to denote support strictly between i0 and i1, LC to denote support strictly left of i1 and CR
to denote support strictly right of i0.

Propositions 8.6, 8.7, 8.8 help us control the potential support of mixed sections using a left-weighted X0.

Proposition 8.5. Suppose that the limit linear series contains precisely two swaps, and both occur in
the same pair of rows, say j0, j0 − 1 in columns i0, i1 (“repeated swap”, see Proposition 4.16). Then
for any unimaginative multidegree ω, the images in multidegree ω of the tensors of pairs of the sj for
j ̸= j0, j0 − 1, and s ′

j0−1, s ′′

j0−1, s ′

j0, s ′′

j0 contain
(r+2

2

)
independent linear combinations of the potentially

present sections.

Proof. Just as in the proof of Proposition 8.4, for j, j ′
̸= j0, j0 − 1, the linked linear series contains sj

and sj ′ , so the image of sj ⊗ sj ′ always gives a potentially present section from row ( j, j ′).
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Now consider j ̸= j0, j0 − 1; we claim that sj ⊗ s ′

j0−1, sj ⊗ s ′′

j0−1, sj ⊗ s ′

j0, sj ⊗ s ′′

j0 cannot all coincide.
Hence they have a two-dimensional span. Indeed, if sj ⊗ s ′′

j0−1 coincides with sj ⊗ s ′

j0 , they must be of
the form ( j, j0 − 1)L + ( j, j0)R. But the former cannot occur in sj ⊗ s ′′

j0 , and the latter cannot occur in
sj ⊗ s ′

j0−1, so one of the two will provide a second section.
It remains to show that we have at least three independent sections among all tensors of the s ′

j0−1,
s ′′

j0−1, s ′

j0 , s ′′

j0 . We first consider the tensor squares of each of the four sections. According to Lemma 8.2,
these can only contain types ( j0 − 1, j0 − 1) and ( j0, j0), with no type ( j0 − 1, j0) appearing. Now, the
possible ( j0, j0) parts of s ′⊗2

j0−1 and s ′′⊗2
j0−1 are disjoint, so we conclude that either these two are distinct, or

they are of pure type ( j0 − 1, j0 − 1). Similarly, the sections s ′⊗2
j0 and s ′′⊗2

j0 are either distinct or of pure
type ( j0, j0). Thus, it suffices to show that we cannot have all of our tensors in the span of a single pair
of sections, each of pure type ( j0 − 1, j0 − 1) or ( j0, j0). Now, s ′

j0 ⊗ s ′′

j0 cannot have a ( j0 − 1, j0 − 1)

part, and s ′

j0−1 ⊗ s ′′

j0−1 cannot have a ( j0, j0) part, so the only possibility to consider is that one of our
sections is purely of type ( j0 − 1, j0 − 1), and the other is purely of type ( j0, j0).

If the ( j0 − 1, j0 − 1) part occurs in s ′′

j0−1 ⊗ s ′

j0 , it must be supported strictly to the left of i0. Then
s ′′

j0−1 ⊗ s ′′

j0 cannot have a ( j0 − 1, j0 − 1) part, so must be of type ( j0, j0), and the support must be strictly
to the right of i1. On the other hand, if the ( j0, j0) part occurs in s ′′

j0−1 ⊗ s ′

j0 , it must again be supported
strictly to the right of i1, and then s ′

j0−1 ⊗s ′

j0 cannot have a ( j0, j0) part, so must be of type ( j0 −1, j0 −1),
again supported to the left of i0. But in either case, s ′

j0−1 ⊗ s ′′

j0 cannot be a linear combination of these
two sections, as desired. □

Proposition 8.6. Suppose that ρ = 2 and there are two swaps between rows j0 − 1, j0 and j1 − 1, j1
in columns i0 < i1 (“disjoint swap” of Proposition 4.14), Then, in an unimaginative multidegree, the
potential support of every ( j, j ′) is connected except possibly for ( j0 − 1, j0 − 1), ( j1 − 1, j1 − 1), and
( j0 − 1, j1 − 1). Moreover, if ( j0 − 1, j1 − 1) has disconnected potential support in multidegree ω, the
potential support must be made up of two components, one contained strictly to the right of i1, and one
contained strictly to the left of i0, and the potential support of ( j0−1, j1) is contained strictly right of i1−1,
and the potential support of ( j0, j1 − 1) is contained strictly left of i0 + 1. Finally, if the potential support
of ( j0 − 1, j1) is contained strictly left of i0, then ( j0 − 1, j1 − 1) must also have a component of potential
support contained strictly left of i0, and if the potential support of ( j0, j1 − 1) is contained strictly right
of i1, then ( j0 − 1, j1 − 1) must also have a component of potential support contained strictly right of i1.

Proof. We write as usual ω = md(w) with w = (c2, . . . , cg).
From Proposition 5.3, no rows are exceptional except row j0 − 1 at i0 and row j1 − 1 at i1. From

Proposition 5.10, in multidegree ω, the potential support of every ( j, j ′) is connected except possibly for
( j0 − 1, j0 − 1), ( j1 − 1, j1 − 1), and ( j0 − 1, j1 − 1). and following the proof we see further that in order
for ( j0 − 1, j1 − 1) to have disconnected support, the support must be split between strictly right of i1

and strictly left of i0, as claimed. Next, if the potential support of ( j0 − 1, j1 − 1) has a component lying
strictly right of i1, then

ai1
( j0−1, j1) = ai1+1

( j0−1, j1) − 1 = ai1+1
( j0−1, j1−1) − 2 > ci1+1 − 2 ≥ ci1,
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and the connectedness statement implies that the potential support of ( j0 − 1, j1) is supported strictly
to the right of i1 − 1, as desired. The corresponding statement on support left of i0 and i0 + 1 follows
similarly. Finally, if the potential support of ( j0 − 1, j1) is contained strictly left of i0, then

ai0
( j0−1, j1−1) < ai0

( j0−1, j1) < ci0,

so ( j0 − 1, j1 − 1) also has a component of potential support strictly left of i0, as desired. The last
statement on support strictly right of i1 follows similarly. □

Proposition 8.7. Suppose that ρ = 2 and there are two swaps in the “first 3-cycle” situation of
Proposition 4.18. In an unimaginative multidegree, the potential support of every ( j, j ′) is connected
except possibly for ( j0 −1, j0 −1), ( j0 −1, j0), and ( j0, j0). Moreover, if for some j , the potential support
of ( j, j0) has a component strictly to the left of i0, then the potential support of ( j, j0 − 1) is entirely
contained strictly to the left of i0, and if the potential support of ( j, j0 − 1) has a component strictly to the
right of i1, then the potential support of ( j, j0) is entirely contained strictly to the right of i1.

Finally, if ( j0 −1, j0) has potential support contained entirely strictly to the left of i1, then the potential
support of ( j0 − 1, j0 + 1) cannot be contained to the right of i1; if it has potential support contained
entirely strictly to the right of i0, then the potential support of ( j0, j0 + 1) cannot be contained to the left
of i0; and if it has potential support contained entirely strictly between i0 and i1, then ( j0 − 1, j0 − 1) has
potential support contained entirely strictly to the left of i1, and ( j0, j0) has potential support contained
entirely strictly to the right of i0.

Proof. Most of the argument is similar to Proposition 8.6. For the support of ( j, j0) to have a component
strictly to the left of i0 we must have ai0

( j, j0) ≤ ci0 − 1, and then ai0
( j, j0−1) < ci0 − 1. Arguing as in

Proposition 8.6, we conclude that (even if j = j0 − 1 or j0) the support of ( j, j0 − 1) is connected and
strictly to the left of i0. The statement on support to the right of i1 is proved in exactly the same way. For
the last assertion, note that the ( j0 − 1, j0 − 1) row has no support at i1, and the ( j0, j0) has no support at
i0, since both sum to 2d − 4 in the relevant columns. □

Proposition 8.8. Suppose that X0 is left-weighted, and that the rows j, j ′ have no exceptional behavior
in any genus-0 columns. Then the image of sj ⊗ sj ′ in any unimaginative multidegree ω is equal to the
leftmost potentially appearing section in the ( j, j ′) row.

Proof. The lack of exceptional behavior away from genus-1 components means that the ai
( j, j ′) are constant

on the genus-0 components. The idea is then that the left-weighting means that the leftmost negative
value of ai

( j, j ′) − ci is repeated so many times that it must lead to a strict minimum of the partial sums.
Compare the proof of Proposition 4.24, where in (4-1) we now replace d by 2d due to having passed to
the tensor square. □

Proposition 8.9. Suppose that ρ = 2, X0 is left-weighted and we are in the “disjoint swap” case of
Proposition 4.14, so that the limit linear series contains precisely two swaps in disjoint pairs of rows,
say j0, j0 − 1 and j1, j1 − 1. Then for any unimaginative multidegree ω, choosing s ′

j0 and s ′

j1 as allowed
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by Proposition 4.24, the images in multidegree ω of the tensors of pairs of the sj for j ̸= j0, j1, and
s ′

j0, s ′′

j0, s ′

j1, s ′′

j1 contain
(r+2

2

)
independent linear combinations of the potentially present sections.

Proof. Without loss of generality, assume that i0 < i1. By Proposition 4.24, we may assume that s ′

j1 is
controlled, and that the j1-part of s ′

j1 does not contain any genus-1 component left of i1. Every ( j, j ′) has
connected potential support unless j, j ′

∈ { j0 − 1, j1 − 1}. Moreover, if j, j ′
̸= j0, j0 − 1, j1, j1 − 1, then

we know that fwj +w′

j ,w
(sj ⊗sj ′) is nonzero and composed of si

( j, j ′). Now, suppose j ̸= j0, j0 −1, j1, j1 −1.
Then the same argument as in Proposition 8.4 shows that if we consider the images in multidegree ω of
sj ⊗ sj0−1, sj ⊗ s ′

j0 , and sj ⊗ s ′′

j0 , we either obtain one section of type ( j, j0 −1) and one with a contribution
of type ( j, j0), or two sections of type ( j, j0 − 1), but having disjoint support. The same holds with j1 in
place of j0. Together, these produce

(r−2
2

)
+ 4(r − 3) =

(r+2
2

)
− 10 linearly independent combinations. It

thus suffices to show that we have 10 linearly independent combinations coming from tensor products of
pairs of the sections sj0−1, s ′

j0, s ′′

j0, sj1−1, s ′

j1, s ′′

j1 . Just as in the proof of Proposition 8.4, tensor products of
the first three sections yield three independent combinations, with contributions contained among the
types ( j0 − 1, j0 − 1), ( j0 − 1, j0), and ( j0, j0). Tensor products of the last three sections likewise yield
three combinations, with j1 replacing j0 in the types.

It remains to consider the tensors with types contained among ( j0 −1, j1 −1), ( j0 −1, j1), ( j0, j1 −1)

and ( j0, j1). First suppose that ( j0 − 1, j1 − 1) has connected potential support in multidegree ω. Then
just as in the single-swap case, at least one of sj0−1 ⊗ s ′

j1, sj0−1 ⊗ s ′′

j1 must involve a ( j0 − 1, j1) part, and
at least one of s ′

j0 ⊗ sj1−1, s ′′

j0 ⊗ sj1−1 must involve a ( j0, j1 − 1) part. Since sj0−1 ⊗ sj1−1 is pure of type
( j0 − 1, j1 − 1), and all of these have unique potential support, we find that the span of these sections
contains the (unique) pure types of each of ( j0 −1, j1 −1), ( j0, j1 −1) and ( j0 −1, j1). Thus, if we have
anything with a nonzero part of type ( j0, j1), this gives a fourth independent combination. On the other
hand, if nothing has a ( j0, j1) part, then we must have the following:

s ′

j0 ⊗ s ′′

j1 = ( j0 − 1, j1)L + ( j0, j1 − 1)R,

s ′

j0 ⊗ s ′

j1 = ( j0 − 1, j1 − 1)L + ( j0, j1 − 1)LC and

s ′′

j0 ⊗ s ′′

j1 = ( j0 − 1, j1)CR + ( j0 − 1, j1 − 1)R.

First consider the possibility that the ( j0−1, j1)L part of s ′

j0 ⊗s ′′

j1 is nonzero. Then, by Proposition 8.6(1),
we have that ( j0 − 1, j1 − 1) has support strictly left of i0 too, which in turn means that ( j0, j1 − 1) can’t
have support strictly right of i1. But this leaves no possibility for s ′′

j0 ⊗ s ′′

j1 . On the other hand, if the
( j0, j1 − 1)R part of s ′

j0 ⊗ s ′′

j1 is nonzero, we have that ( j0 − 1, j1 − 1) must have support strictly right of
i1, and hence that ( j0 − 1, j1) can’t have support strictly left of i0, leaving no possibility for s ′

j0 ⊗ s ′

j1 . We
conclude that it is not possible for these tensors not to have some ( j0, j1) part, giving the desired four
independent combinations when ( j0 − 1, j1 − 1) has connected potential support.

It remains to treat the case that ( j0 − 1, j1 − 1) has disconnected potential support in multidegree ω.
Then Proposition 8.6 tells us that this potential support has two parts, contained strictly left of i0 and right
of i1 respectively. Moreover, it says that the potential support of ( j0 − 1, j1) is contained strictly right of
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i1 −1 and the potential support of ( j0, j1 −1) is contained strictly left of i0 +1. This forces s ′

j0 ⊗ s ′′

j1 to be
of pure ( j0, j1) type. Now, we observe that two of the sections sj0−1 ⊗ sj1−1, sj0−1 ⊗ s ′

j1, sj0−1 ⊗ s ′′

j1 must
be independent, either involving a ( j0 −1, j1) part and a ( j0 −1, j1 −1) part, or two ( j0 −1, j1 −1) parts.
Similarly, s ′

j0 ⊗ sj1−1 and s ′′

j0 ⊗ sj1−1 must either involve a ( j0, j1 − 1) part or two ( j0 − 1, j1 − 1) parts.
We see that the only way to avoid having four independent combinations would be if these five tensors
are all of pure type ( j0 − 1, j1 − 1), necessarily achieving support independently both on the left and
right. But we note that because the potential support of ( j0, j1 − 1) is contained strictly left of i0 + 1, and
because (in the disconnected support case) we must have ai

( j0−1, j1−1) = ci for i0 < i ≤ i1, the only way
that s ′′

j0 ⊗ sj0−1 can fail to have a ( j0, j1 − 1) part is if s ′′

j0 is not controlled, and more specifically if its j0
portion does not extend more than halfway to the next genus-1 component after i0. On the other hand, s ′

j1
is controlled and has j1 part not containing any genus-1 component smaller than i1, so we conclude that
in this situation its j1 part is disjoint from the j0 part of s ′′

j0 , and then s ′′

j0 ⊗ s ′

j1 = ( j0, j1 − 1)+ ( j0 − 1, j1),
and gives a fourth independent combination. This completes the proof of the proposition. □

Proposition 8.10. Suppose that ρ = 2 and we are in the “first 3-cycle” situation of Proposition 4.18.
Choose an unimaginative multidegree ω such that the ( j0 − 1, j0) row has a unique potentially present
section in multidegree ω, whose support does not contain i0 or i1 (use Corollary 7.6,). Then the images
in multidegree ω of the tensors of pairs of the sj for j ̸= j0 + 1, and s ′

j0+1, s ′′

j0+1, s ′′′

j0+1 contain
(r+2

2

)
independent linear combinations of the potentially present sections.

Proof. We are assuming that there is one swap between the j0-th and ( j0+1)-st on the i0-th column, and
a second swap between the ( j0−1)-st and ( j0+1)-st rows on the i1-st column for some i1 > i0. We first
show that for j ̸= j0 − 1, j0, j0 + 1, the sections

sj ⊗ sj0−1, sj ⊗ sj0, sj ⊗ s ′

j0+1, sj ⊗ s ′′

j0+1, sj ⊗ s ′′′

j0+1

must yield at least three independent combinations. But the first two tensors yield ( j, j0 − 1) and ( j, j0)
parts, so if any of the last three have any ( j, j0 + 1) part, we obtain the desired independence. On the
other hand, if not we find that

sj ⊗ s ′

j0+1 = ( j, j0 − 1)LC + ( j, j0)L;

sj ⊗ s ′′

j0+1 = ( j, j0 − 1)R + ( j, j0)CR;

sj ⊗ s ′′′

j0+1 = ( j, j0)L + ( j, j0 − 1)R.

If the ( j, j0)L part of the last tensor is nonzero, then by Proposition 8.7, the potential support of both the
( j, j0 −1) and ( j, j0) rows are connected and contained strictly to the left of i0, leaving no possibility for
the second tensor. But if the ( j, j0 − 1)R part of the last tensor is nonzero, then similarly the potential
support of both the ( j, j0−1) and ( j, j0) rows are contained strictly to the right of i1, leaving no possibility
for the first tensor. Thus, we reach a contradiction, and conclude that we must obtain a ( j, j0 + 1) part,
giving the desired three independent combinations.
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Next, we consider the 15 tensors arising from

sj0−1, sj0, s ′

j0+1, s ′′

j0+1, s ′′′

j0+1;

we need to show that these yield 6 independent linear combinations.
By hypothesis, we have that the potential support of the ( j0 − 1, j0) row is connected and does not

contain i0 or i1, so we organize cases according to its support. First suppose that the support of the
( j0 − 1, j0) row is entirely to the left of i0; then according to Proposition 8.7, the same holds for the
( j0 − 1, j0 − 1) row, and the ( j0 − 1, j0 + 1) row cannot have its support to the right of i1. We then see
that sj0−1 ⊗ s ′′

j0+1 cannot have any ( j0 − 1, j0 − 1) or ( j0 − 1, j0) parts, so must be of ( j0 − 1, j0 + 1)

type. Similarly, s ′′

j0+1 ⊗ s ′′′

j0+1 cannot have any ( j0 − 1, j0 − 1), ( j0 − 1, j0), or ( j0 − 1, j0 + 1) parts, so
it must contain ( j0, j0 + 1) or ( j0 + 1, j0 + 1) parts. In addition, the pair sj0 ⊗ s ′′

j0+1 and sj0 ⊗ s ′′′

j0+1 must
contain either a ( j0, j0 + 1) part, or two distinct ( j0, j0) parts, supported left and right of i0, respectively.
Given that we always have ( j0 − 1, j0 − 1), ( j0 − 1, j0) and ( j0, j0) parts, the only way we could fail
to have produced six independent combinations is if s ′′

j0+1 ⊗ s ′′′
j0+1 has type ( j0, j0 + 1), and we have

only one ( j0, j0) part. But then considering s ′′⊗2
j0+1 and s ′′′⊗2

j0+1 and using Lemma 8.2, we must produce a
( j0 + 1, j0 + 1) part or two distinct ( j0, j0) parts, so we necessarily obtain the sixth combination.

Similarly, if the potential support of the ( j0−1, j0) row is entirely to the right of i1, then Proposition 8.7
tells us that the same holds for ( j0, j0), and that the potential support of the ( j0, j0 + 1) row cannot be to
the left of i0. Then sj0 ⊗ s ′

j0+1 must be of ( j0, j0 + 1) type, and s ′

j0+1 ⊗ s ′′′

j0+1 must have ( j0 − 1, j0 + 1) or
( j0 +1, j0 +1) parts. The pair sj0−1 ⊗ s ′

j0+1 and sj0−1 ⊗ s ′′′

j0+1 must contain either a ( j0 −1, j0 +1) part, or
two distinct ( j0 − 1, j0 − 1) parts, and in either case the tensors s ′⊗2

j0+1 and s ′′′⊗2
j0+1 (together with the usual

tensors of sj0−1 and sj0) must complete the six independent combinations.
Finally, if the potential support of the ( j0 − 1, j0) row is between the i0 and i1 columns, then by

Proposition 8.6, we know that the potential support of ( j0 −1, j0 −1) is left of i1 and the potential support
of ( j0, j0) is right of i0. We then see that the tensors sj0−1 ⊗ s ′′′

j0+1, sj0 ⊗ s ′′′

j0+1, and s ′′′⊗2
j0+1 must be pure of

types ( j0−1, j0+1), ( j0, j0+1), and ( j0+1, j0+1) respectively, yielding the desired six combinations. □

Lemma 8.11. Assume that ρ =2 and r =6 and we are in the “second 3-cycle” situation of Proposition 4.20.
Then, there is an unimaginative multidegree ωdef, such that one of the following options is satisfied:

(a) the ( j0 − 1, j0 − 1) row does not have potentially present sections both left of i0 and right of i1; or

(b) 2ai0
j0−1 = ci0 − 1, and 2ai1+1

j0−1 = ci1+1 + 1; or

(c) 2ai0
j0−1 = ci0 − 2, and 2ai1+1

j0−1 = ci1+1 + 2, and w has degree 2 in both i0 and i1.

Proof. If (a) does not hold, the ( j0 − 1, j0 − 1) row has support both left of i0 and right of i1. From
Proposition 5.10, then

ai0
( j0−1, j0−1) < ci0, ai1+1

( j0−1, j0−1) > ci1 .

Write ai0
( j0−1, j0−1) = ci0 − k0, ai1+1

( j0−1, j0−1) = ci1 + k1. Denote by t the number of elliptic components from
i0, to i1 (inclusive). As we are assuming that ρ = 2 and there are two swaps, there are no other exceptional
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columns. Therefore, between i0 and i1, ai+1
j0−1 = ai

j0−1 if the component i is rational, ai+1
j0−1 ≤ ai

j0−1 +1 if it
is elliptic with i ̸= i0, i1 and aik+1

j0−1 = aik
j0−1 + 2, k = 0, 1. Therefore

ai1+1
( j0−1, j0−1) ≤ ai0

( j0−1, j0−1) + 4 + 2t.

If ωdef is an unimaginative multidegree, then it has degree 0 on rational components, and 2 or 3 on elliptic
components with γi the number of 3s in the first i components. Therefore

ci1+1 = ci0 + 2t + (γi1 − γi0−1).

From these identities, it follows that

k0 + k1 ≤ 4 − (γi1 − γi0−1).

As by assumption, both k0, k1 are strictly positive, the options for the pair (k0, k1) are

(1, 1), (1, 2), (2, 1), (2, 2).

The case (1, 1) is option (b). In case (2, 2), γi1 −γi0−1 = 0, therefore the degree on each elliptic component
from i0 to i1 is 2. This is option (c). From Corollary 7.7, in cases (1, 2), (2, 1), with a suitable choice of
multidegree, we are in case (a). Therefore, the result is proved □

Proposition 8.12. Suppose that ρ = 2, X0 is left-weighted and we are in the “second 3-cycle” situation of
Proposition 4.20. Choose an unimaginative multidegree w = (c2, . . . , cN ) satisfying one of the conditions
of Lemma 8.11. Then the images in multidegree md(w) of the tensors of pairs of the sj for j ̸= j0, j0+1, and
s ′

j0, s ′′

j0, s ′

j0+1, s ′′

j0+1, s ′′′ contain
(r+2

2

)
independent linear combinations of the potentially present sections.

Proof. By assumption, the limit linear series contains precisely two swaps, with one swap between the
( j0−1)-st and j0-th rows occurring in the i0-th column, and a second swap between the ( j0−1)-st and
( j0+1)-st rows in the i1-st column for some i1 > i0. First suppose j ̸= j0 −1, j0, j0 +1; we show that we
can always obtain three linearly independent combinations of potentially present sections from the rows
( j, j0 −1), ( j, j0) and ( j, j0 +1). sj ⊗sj0−1 always yields a pure ( j, j0 −1) part. If S′

2 = S′′

4 = {1, . . . , N },
then sj ⊗ s ′

j0 has a nonzero ( j, j0) part and no ( j, j0 + 1) part, while sj ⊗ s ′′

j0+1 has a nonzero ( j, j0 + 1)

part, so we get the desired three combinations. Otherwise, we have

sj ⊗ s ′

j0 = ( j, j0 − 1)L + ( j, j0),

sj ⊗ s ′′

j0 = ( j, j0) + ( j, j0 + 1)R′ + ( j, j0 − 1)CR,

sj ⊗ s ′

j0+1 = ( j, j0 − 1)LC + ( j, j0)L′ + ( j, j0 + 1),

sj ⊗ s ′′

j0+1 = ( j, j0 + 1) + ( j, j0 − 1)R,

sj ⊗ s ′′′
= ( j, j0) + ( j, j0 − 1)C + ( j, j0 + 1),

where R′ and L′ denote possible support at and right of i1 and at and left of i0, respectively, and if sj ⊗ s ′′

j0
has a nonzero ( j, j0 + 1) part with support containing i1, its ( j, j0) part must be nonzero, and similarly
for the ( j, j0) and ( j, j0 + 1) parts of sj ⊗ s ′

j0+1. Now, suppose that ( j, j0 − 1) has connected potential
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support which is not contained strictly right of i0. Then ( j, j0 + 1) cannot have any potential support
strictly right of i1 without also forcing ( j, j0 − 1) to have potential support strictly right of i1, so the
( j, j0) part of sj ⊗ s ′′

j0 must be nonzero. But then adding sj ⊗ s ′′

j0+1 = ( j, j0 +1) and sj ⊗ sj0−1 yields three
independent sections. Similarly, if ( j, j0 − 1) has connected potential support not contained strictly left
of i1, then ( j, j0) cannot have potential support strictly left of i0, so sj ⊗ s ′

j0+1 has nonzero ( j, j0 + 1)

part, and adding sj ⊗ s ′

j0 = ( j, j0) and sj ⊗ sj0−1 yields the desired combinations. For connected potential
support, the only remaining possibility is that ( j, j0 − 1) has potential support strictly between i0 and i1,
in which case sj ⊗ s ′

j0 = ( j, j0) and sj ⊗ s ′′

j0+1 = ( j, j0 + 1).
Finally, since ρ = 2, the only remaining possibility is that ( j, j0 − 1) has potential support both left

of i0 and right of i1, and in this case we must have ai0
( j, j0−1) = ci0 − 1 and ai1+1

( j, j0−1) = ci1+1 + 1. Then
( j, j0 + 1) cannot have potential support strictly right of i1, and ( j, j0) cannot have potential support
strictly left of i0, so as above we find that if the ( j, j0 + 1) part of sj ⊗ s ′′

j0 is nonzero (necessarily with
support at i1), then the ( j, j0) part must also be nonzero, and if the ( j, j0) part of sj ⊗ s ′

j0+1 is nonzero,
then the ( j, j0 + 1) part must also be nonzero. Now, we have sj ⊗ s ′

j0 and sj ⊗ s ′′

j0+1 linearly independent
always, and the only way they could fail to be independent from sj ⊗ s ′′′ is if either sj ⊗ s ′

j0 = ( j, j0) or
sj ⊗ s ′′

j0+1 = ( j, j0 + 1), while the only way they could fail to be independent from sj ⊗ sj0−1 if is either
sj ⊗ s ′

j0 = ( j, j0 − 1)L or sj ⊗ s ′′

j0+1 = ( j, j0 − 1)R. If sj ⊗ s ′

j0 = ( j, j0) and sj ⊗ s ′′

j0+1 = ( j, j0 − 1)R, we
see that sj ⊗ s ′

j0+1 necessarily gives a third independent combination, while if sj ⊗ s ′

j0 = ( j, j0 − 1)L and
sj ⊗ s ′′

j0+1 = ( j, j0 + 1), we see that sj ⊗ s ′′

j0 necessarily gives a third independent combination.
It remains to show that we can get six independent combinations from the rows ( j0 − 1, j0 − 1),

( j0 − 1, j0), ( j0 − 1, j0 + 1), ( j0, j0), ( j0, j0 + 1), and ( j0 + 1, j0 + 1). If S′

2 = S′′

4 = {1, . . . , N }, then
we immediately get that the six tensors coming from sj0−1, s ′

j0, s ′′

j0+1 are linearly independent, as desired.
Otherwise, we will make use of the mixed section s ′′′ to handle certain cases. For reference, we write out
the form of all the relevant tensors of sj0−1, s ′

j0, s ′′

j0, s ′

j0+1, s ′′

j0+1 (we are making use of Lemma 8.2 in the
case of self-tensors):

sj0−1 ⊗ s ′

j0 = ( j0 − 1, j0 − 1)L + ( j0 − 1, j0),

sj0−1 ⊗ s ′′

j0 = ( j0 − 1, j0) + ( j0 − 1, j0 + 1)R′ + ( j0 − 1, j0 − 1)CR,

sj0−1 ⊗ s ′

j0+1 = ( j0 − 1, j0 − 1)LC + ( j0 − 1, j0)L′ + ( j0 − 1, j0 + 1),

sj0−1 ⊗ s ′′

j0+1 = ( j0 − 1, j0 + 1) + ( j0 − 1, j0 − 1)R,

s ′

j0 ⊗ s ′

j0 = ( j0 − 1, j0 − 1)L + ( j0, j0),

s ′′

j0 ⊗ s ′′

j0 = ( j0, j0) + ( j0 + 1, j0 + 1)R + ( j0 − 1, j0 − 1)CR,

s ′

j0 ⊗ s ′′

j0 = ( j0 − 1, j0) + ( j0, j0) + ( j0, j0 + 1)R′,

s ′

j0+1 ⊗ s ′

j0+1 = ( j0 − 1, j0 − 1)LC + ( j0, j0)L + ( j0 + 1, j0 + 1),

s ′′

j0+1 ⊗ s ′′

j0+1 = ( j0 + 1, j0 + 1) + ( j0 − 1, j0 − 1)R,

s ′

j0+1 ⊗ s ′′

j0+1 = ( j0 − 1, j0 + 1) + ( j0, j0 + 1)L′ + ( j0 + 1, j0 + 1),
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s ′

j0 ⊗ s ′

j0+1 = ( j0 − 1, j0 − 1)L + ( j0 − 1, j0)LC + ( j0 − 1, j0 + 1)L + ( j0, j0)L′ + ( j0, j0 + 1),

s ′

j0 ⊗ s ′′

j0+1 = ( j0 − 1, j0 + 1)L + ( j0 − 1, j0)R + ( j0, j0 + 1),

s ′′

j0 ⊗ s ′′

j0+1 = ( j0 − 1, j0 − 1)R + ( j0 − 1, j0)R + ( j0 − 1, j0 + 1)CR + ( j0, j0 + 1) + ( j0 + 1, j0 + 1)R′ .

As above, we separate out cases by the potential support of the ( j0 − 1, j0 − 1) row. Note that because
the entries sum to 2d −4 in both the i0 and i1 columns, the ( j0 −1, j0 −1) row cannot have any potential
support in either of these columns in any unimaginative multidegree. First suppose the potential support
is strictly to the left of i0. In this case none of the relevant rows can have potential support extending right
of i1, so we get sj0−1 ⊗s ′′

j0+1 = ( j0 −1, j0 +1), s ′′

j0 ⊗s ′′

j0 = ( j0, j0), and s ′′

j0+1 ⊗s ′′

j0+1 = ( j0 +1, j0 +1), and
the ( j0−1, j0) part of sj0−1⊗s ′′

j0 must be nonzero. We also have s ′

j0 ⊗s ′′

j0+1 = ( j0−1, j0+1)L+( j0, j0+1)

and s ′′

j0 ⊗ s ′′

j0+1 = ( j0 − 1, j0 + 1)CR + ( j0, j0 + 1) + ( j0 + 1, j0 + 1)R′ , where again the latter has to have
nonzero ( j0, j0 + 1) part unless it is equal to ( j0 − 1, j0 + 1)CR, so these must either yield a nonzero
( j0, j0 + 1) part, or two independent ( j0 − 1, j0 + 1) parts (which won’t happen when ρ = 2), and in
either case together with sj0−1 ⊗ sj0−1 we get the desired six independent combinations.

Similarly, if the potential support of the ( j0 − 1, j0 − 1) row is strictly to the right of i1, we will have

sj0−1 ⊗ s ′

j0 = ( j0 − 1, j0), s ′

j0 ⊗ s ′

j0 = ( j0, j0), s ′

j0+1 ⊗ s ′

j0+1 = ( j0 + 1, j0 + 1),

with sj0−1 ⊗ s ′

j0+1 having a nonzero ( j0 − 1, j0 + 1) part, and s ′

j0 ⊗ s ′′

j0+1 = ( j0 − 1, j0)R + ( j0, j0 + 1) and
s ′

j0 ⊗ s ′

j0+1 = ( j0 − 1, j0)LC + ( j0, j0 + 1) + ( j0, j0)L′ , and we again obtain six independent combinations
in the same manner.

If the potential support of the ( j0 − 1, j0 − 1) row is strictly between i0 and i1, then none of the
relevant rows can have support either left of i0 or right of i1, and we get sj0−1 ⊗ s ′

j0 = ( j0 − 1, j0),
sj0−1⊗s ′′

j0+1 = ( j0−1, j0+1), s ′

j0 ⊗s ′

j0 = ( j0, j0), s ′′

j0+1⊗s ′′

j0+1 = ( j0+1, j0+1), and s ′

j0 ⊗s ′′

j0+1 = ( j0, j0+1).
If the ( j0 − 1, j0 − 1) row has disconnected potential support to the left of i0 and strictly between

i0 and i1, then once again none of the relevant rows can have potential support extending right of i1,
and because ρ = 2 we must have ai0

( j0−1, j0−1) = ci0 − 1, so none of the other relevant rows can have
their potential support contained strictly left of i0, either. Moreover, the ( j0 − 1, j0) row must have
potential support containing i0, so s ′

j0 ⊗ s ′′

j0 cannot have any ( j0 − 1, j0) part, and its ( j0, j0) part must
be nonzero. We then find that sj0−1 ⊗ s ′′

j0+1 = ( j0 − 1, j0 + 1), s ′′

j0+1 ⊗ s ′′

j0+1 = ( j0 + 1, j0 + 1), and
s ′

j0 ⊗ s ′′

j0+1 = ( j0, j0 + 1). If the ( j0 − 1, j0) part of sj0−1 ⊗ s ′′

j0 is nonzero, then these together with
sj0−1 ⊗ sj0−1 give six independent combinations. Otherwise, we must have sj0−1 ⊗ s ′′

j0 = ( j0 − 1, j0 − 1)C,
and we see that sj0−1 ⊗ s ′

j0 = ( j0 − 1, j0 − 1)L + ( j0 − 1, j0) gives a sixth independent combination.
The situation is nearly the same if the ( j0 −1, j0 −1) row has disconnected potential support to the right

of i1 and strictly between i0 and i1. Here we instead obtain that ( j0 −1, j0 +1) must have potential support
containing i1, and thus that sj0−1 ⊗s ′

j0 = ( j0 −1, j0), s ′

j0 ⊗s ′

j0 = ( j0, j0), and s ′

j0 ⊗s ′′

j0+1 = ( j0, j0 +1), with
s ′

j0+1 ⊗ s ′′

j0+1 having nonzero ( j0 + 1, j0 + 1) part. Then sj0−1 ⊗ s ′

j0+1 either has a nonzero ( j0 − 1, j0 + 1)

part, or is equal to ( j0 − 1, j0 − 1)C, and in either case we obtain a sixth combination, from sj0−1 ⊗ sj0−1

or sj0−1 ⊗ s ′′

j0+1 = ( j0 − 1, j0 + 1) + ( j0 − 1, j0 − 1)R, respectively.
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If ( j0 − 1, j0 − 1) has three components of potential support, necessarily left of i0, strictly between
i0 and i1, and right of i1, then none of the relevant rows other than ( j0 − 1, j0 − 1) can have potential
support contained strictly left of i0 or strictly right of i1, and we also know that the potential support of the
( j0 −1, j0) (respectively, ( j0 −1, j0 +1)) row contains i0 (respectively, i1). We then have that s ′

j0 ⊗s ′′

j0+1 =

( j0, j0 +1), and that s ′

j0 ⊗s ′′

j0 and s ′

j0+1 ⊗s ′′

j0+1 have nonzero ( j0, j0) and ( j0 +1, j0 +1) parts, respectively.
We also have sj0−1 ⊗s ′

j0 = ( j0 −1, j0 −1)L +( j0 −1, j0)„ sj0−1 ⊗s ′′

j0+1 = ( j0 −1, j0 −1)R +( j0 −1, j0 +1),
and sj0−1 ⊗ s ′′′

= ( j0 − 1, j0)+ ( j0 − 1, j0 − 1)C + ( j0 − 1, j0 + 1). To have a dependence between these,
we need (at least one of) sj0−1 ⊗ s ′

j0 = ( j0 − 1, j0) or sj0−1 ⊗ s ′′

j0+1 = ( j0 − 1, j0 + 1). On the other hand,
to have a dependence between the first five and sj0−1 ⊗ sj0−1, we need sj0−1 ⊗ s ′

j0 = ( j0 − 1, j0 − 1)L or
sj0−1⊗s ′′

j0+1 = ( j0−1, j0−1)R. If sj0−1⊗s ′

j0 = ( j0−1, j0) and sj0−1⊗s ′′

j0+1 = ( j0−1, j0−1)R, we see that
sj0−1⊗s ′

j0+1 must have a nonzero ( j0−1, j0−1)LC or ( j0−1, j0+1) part, and thus gives a sixth independent
combination. On the other hand, if sj0−1 ⊗ s ′

j0 = ( j0 − 1, j0 − 1)L and sj0−1 ⊗ s ′′

j0+1 = ( j0 − 1, j0 + 1), we
see that sj0−1 ⊗ s ′′

j0 must have a nonzero ( j0 − 1, j0 − 1)CR or ( j0 − 1, j0) part, and again gives a sixth
independent combination.

It remains to analyze the case that ( j0 − 1, j0 − 1) has two components of potential support, one left of
i0, and the other right of i1. By hypothesis, we only have to address the case that ai0

( j0−1, j0−1) = ci0 −2 and
ai1+1

( j0−1, j0−1) = ci1+1 + 2, and that we have degree 2 in both i0 and i1. In this situation, the ( j0 − 1, j0) row
has potential support strictly left of i0, but none of the other relevant rows do, and the ( j0, j0) row must
have support containing i0 and extending left to at least the previous genus-1 component. Similarly, the
( j0 − 1, j0 + 1) row has potential support strictly right of i1, but none of the other relevant rows do, and
the ( j0 + 1, j0 + 1) row has support containing i1 and extending to the right to at least the next genus-1
component. We also see that the potential support of ( j0, j0 + 1) must be contained between i0 and i1

inclusive, and cannot be equal solely to i0 or to i1. In particular, s ′

j0 ⊗ s ′′

j0+1 cannot have a ( j0 − 1, j0) or
( j0 − 1, j0 + 1) part, so must be equal to ( j0, j0 + 1).

Now, sj0−1 ⊗ sj0−1 = ( j0 − 1, j0 − 1)L because X0 is left-weighted, and we begin by considering the
case that no tensor has a ( j0 − 1, j0 − 1)R part. Then we must have sj0−1 ⊗ s ′′

j0+1 = ( j0 − 1, j0 + 1),
s ′′

j0+1 ⊗ s ′′

j0+1 = ( j0 + 1, j0 + 1), s ′′

j0 ⊗ s ′′

j0 = ( j0, j0), and we also see that sj0−1 ⊗ s ′′

j0 must be ( j0 − 1, j0),
because it could only have a ( j0 − 1, j0 + 1)R′ part if the j0 part of s ′′

j0 extends through i1, and in this case
the fact that X0 is left-weighted gives us that sj0−1 ⊗ s ′′

j0 = ( j0 − 1, j0) regardless. Thus, we obtain the
desired six independent combinations in this case.

On the other hand, if any tensor has a ( j0 − 1, j0 − 1)R part, we need to produce only three more
independent combinations, and we consider the four tensors,

s ′

j0 ⊗ s ′′

j0 = ( j0 − 1, j0) + ( j0, j0), s ′

j0+1 ⊗ s ′′

j0+1 = ( j0 − 1, j0 + 1) + ( j0 + 1, j0 + 1),

sj0−1 ⊗ s ′′′
= ( j0 − 1, j0) + ( j0 − 1, j0 + 1), s ′′′

⊗ s ′′′
= ( j0, j0) + ( j0 + 1, j0 + 1).

These must have at least a three-dimensional span unless they collapse into equal pairs, and there are two
possibilities for this: either s ′

j0 ⊗s ′′

j0 = sj0−1⊗s ′′′
= ( j0−1, j0) and s ′

j0+1⊗s ′′

j0+1 = s ′′′
⊗s ′′′

= ( j0+1, j0+1),
or s ′

j0 ⊗s ′′

j0 = s ′′′
⊗s ′′′

= ( j0, j0) and s ′

j0+1⊗s ′′

j0+1 = sj0−1⊗s ′′′
= ( j0−1, j0+1). Moreover, Proposition 4.24
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implies that the j0-part of s ′

j0 doesn’t contain any genus-1 components left of i0. Then we necessarily
have s ′

j0 ⊗ s ′′

j0 = ( j0 − 1, j0), so only the first possibility above can occur. Now, in general we have
s ′′

j0 ⊗s ′′′
= ( j0, j0)+( j0 −1, j0 +1)CR +( j0 +1, j0 +1)R′ +( j0 −1, j0 −1)C +( j0 −1, j0)CR +( j0, j0 +1),

which in our case simplifies to s ′′

j0 ⊗ s ′′′
= ( j0, j0) + ( j0 − 1, j0 + 1)CR + ( j0, j0 + 1) + ( j0 + 1, j0 + 1)R′ .

If this has nonzero ( j0, j0) or ( j0 −1, j0 +1) term, we have our sixth independent combination. On the
other hand, if the ( j0 +1, j0 +1) term is nonzero, the ( j0, j0 +1) term must also be. Because the potential
support of ( j0, j0 + 1) must end no later than i1 and cannot be supported solely at i1, if the ( j0, j0 + 1)

term of s ′′

j0 ⊗ s ′′′ is nonzero, this means that the j0 part of s ′′

j0 must extend to cover all of ( j0, j0 + 1) (note
that the proof of Lemma 8.1 indicates that a ( j0, j0 + 1) part has to come from either a j0 part of s ′′

j0 and
a ( j0 + 1) part of s ′′′ or vice versa, but not some mixture of the two). But we know that this contains
at least one genus-1 component strictly right of i0, so since the support of ( j0, j0) ends at i0, and X0 is
left-weighted, we conclude that we would have to have s ′′

j0 ⊗ s ′′

j0 = ( j0, j0) in this case. Thus, in all cases
we obtain the desired six independent combinations. □

9. Proof of the main theorem

We are now ready to prove Theorem 1.1. The main point is that if we have a smoothing family π : X → B
as in Remark 3.2, and a generic linear series (Lη, Vη), which after base change and blowup we may
assume is rational on the generic fiber, we can apply the linked linear series construction both to (Lη, Vη)

and to (Wη, L ⊗2
η ), where Wη is the image of the multiplication map (1-1) of sections s ′

∈ Vω′ and s ′′
∈ Vω′′ .

As in the discussion following Proposition 3.12 of [Liu et al. 2021], for any multidegree ω of total degree
2d , and any multidegrees ω′, ω′′ of total degree d , fω′+ω′′,ω(s ′

⊗ s ′′) lies in Wω. Thus, in order to give a
lower bound on the rank of (1-1), we can choose many different ω′, ω′′ and s ′, s ′′, and show that they
span a certain-dimensional subspace of (L ⊗2)ω.

Theorem 9.1. We assume characteristic 0. Fix g, r, d with r ≥ 3 and ρ = 1 or ρ = 2.
If ρ = 1, suppose that for every generic chain of rational and elliptic curves X0 and every refined limit

gr
d on X0, there is a multidegree ω such that the potentially present sections in multidegree ω are linearly

independent.
If ρ = 2, suppose that for every left-weighted generic chain of elliptic and rational curves X0 of total

genus g and every refined limit gr
d on X0, there is an unimaginative w = (c2, . . . , cN ) such that the

potentially present sections in multidegree md(w) are linearly independent,
Then the strong maximal rank conjecture holds for (g, r, d), and more specifically, if we define

D(g,r,d) ⊆ Mg to be the set of curves which have a gr
d for which (1-1) is not injective, then the closure in

Mg of Dg,r,d does not contain a general chain of genus-1 curves.

Proof. According to the above discussion together with Theorem 3.4 and Proposition 3.10, we need to
show that an arbitrary exact linked linear series on X0 lying over a refined limit linear series admits some
multidegree ω such that the combined images fω′+ω′′,ω(s ′

⊗ s ′′) span an
(r+2

2

)
-dimensional space. For the

ω in the statement, it then suffices to show that these sections give
(r+2

2

)
independent combinations of the

potentially present sections.
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When ρ = 1, from Proposition 5.3 , we can have at most one swap. If we have no swaps, we
obtain the desired independence directly from the independence of the potentially present sections, using
Proposition 4.9. On the other hand, if we have a single swap, Proposition 8.4 states that there are

(r+2
2

)
-

linearly independent combinations of the potentially present sections in some unimaginative multidegree.
We have proved the statement for all X0 at once, so the stronger assertion on the closure of D(g,r,d) follows
(compare with the proof of Proposition 3.13 of [Liu et al. 2021]).

If ρ = 2, from Proposition 5.3, there are at most two swaps. If there are no swaps or one swap, the
proof above still works. If there are two swaps, we can use Propositions 8.5, 8.9, 8.10 together with
Corollary 7.6 and Proposition 8.12 together with Lemma 8.11 to guarantee the existence of

(r+2
2

)
- linearly

independent combinations of the potentially present sections in some unimaginative multidegree.
When ρ = 2, we assume X0 is left-weighted. This forces us to consider only special directions of

approach to X0 in Mg. Recalling that being left-weighted is preserved under the insertions of genus-0
chains which occur from base change and then blow up to resolve the resulting singularities, we conclude
that for suitable smoothing families, the generic fiber cannot carry a gr

d for which (1-1) is not injective, as
desired. □

Theorem 1.1 follows now from Theorem 9.1 together with Theorem 7.3 using that ρ = 1 when g = 22
and ρ = 2 when g = 23 and that in both cases, r = 6.

Remark 9.2. In our arguments for the g = 23 case, we used the ρ = 2 hypothesis in two distinct ways:
first, to limit the number of swaps occurring to two, but then also to control the behavior of the rest of
the limit linear series when two swaps did occur, for instance limiting the number of possibilities for
rows having disconnected potential support. This may appear discouraging from the point of view of
generalizing to cases with higher ρ, but as ρ increases, one also obtains more flexibility in choosing
multidegrees while still maintaining linear independence of the potentially present sections. Indeed, we
are taking advantage of this phenomenon already in the ρ = 2 case with Corollary 7.6.

Acknowledgements

We would like to thank Gavril Farkas for helpful contextual conversations and anonymous referees for
suggesting improvements to the presentation of the paper.

References

[Aprodu and Farkas 2011] M. Aprodu and G. Farkas, “Koszul cohomology and applications to moduli”, pp. 25–50 in Grassman-
nians, moduli spaces and vector bundles (Cambridge, MA, 2006), edited by D. A. Ellwood and E. Previato, Clay Math. Proc.
14, Amer. Math. Soc., Providence, RI, 2011. MR Zbl

[Bakker and Farkas 2018] B. Bakker and G. Farkas, “The Mercat conjecture for stable rank 2 vector bundles on generic curves”,
Amer. J. Math. 140:5 (2018), 1277–1295. MR Zbl

[Ballico 2012] E. Ballico, “Embeddings of general curves in projective spaces: the range of the quadrics”, Lith. Math. J. 52:2
(2012), 134–137. MR Zbl

[Eisenbud and Harris 1986] D. Eisenbud and J. Harris, “Limit linear series: basic theory”, Invent. Math. 85:2 (1986), 337–371.
MR Zbl

http://msp.org/idx/mr/2807847
http://msp.org/idx/zbl/1248.14039
https://doi.org/10.1353/ajm.2018.0031
http://msp.org/idx/mr/3862065
http://msp.org/idx/zbl/1401.14161
https://doi.org/10.1007/s10986-012-9161-9
http://msp.org/idx/mr/2915765
http://msp.org/idx/zbl/1282.14054
https://doi.org/10.1007/BF01389094
http://msp.org/idx/mr/846932
http://msp.org/idx/zbl/0598.14003


1464 Fu Liu, Brian Osserman, Montserrat Teixidor i Bigas and Naizhen Zhang

[Eisenbud and Harris 1987] D. Eisenbud and J. Harris, “The Kodaira dimension of the moduli space of curves of genus ≥ 23”,
Invent. Math. 90:2 (1987), 359–387. MR Zbl

[Esteves and Osserman 2013] E. Esteves and B. Osserman, “Abel maps and limit linear series”, Rend. Circ. Mat. Palermo (2)

62:1 (2013), 79–95. MR Zbl

[Farkas 2009a] G. Farkas, “Birational aspects of the geometry of M̄g”, pp. 57–110 in Geometry of Riemann surfaces and their
moduli spaces, edited by L. Ji et al., Surv. Differ. Geom. 14, Int. Press, Somerville, MA, 2009. MR Zbl

[Farkas 2009b] G. Farkas, “The global geometry of the moduli space of curves”, pp. 125–147 in Algebraic geometry, I (Seattle,
WA, 2005), edited by D. Abramovich et al., Proc. Sympos. Pure Math. 80.1, Amer. Math. Soc., Providence, RI, 2009. MR Zbl

[Farkas 2009c] G. Farkas, “Koszul divisors on moduli spaces of curves”, Amer. J. Math. 131:3 (2009), 819–867. MR Zbl

[Farkas 2018] G. Farkas, “Effective divisors on Hurwitz spaces and moduli of curves”, preprint, 2018, available at https://
www.mathematik.hu-berlin.de/~farkas/divisor_m23.pdf.

[Farkas and Ortega 2011] G. Farkas and A. Ortega, “The maximal rank conjecture and rank two Brill–Noether theory”, Pure
Appl. Math. Q. 7:4 (2011), 1265–1295. MR Zbl

[Farkas et al. 2020] G. Farkas, D. Jensen, and S. Payne, “The Kodaira dimensions of M̄22 and M̄23”, preprint, 2020. arXiv
2005.00622

[Farkas et al. 2024] G. Farkas, D. Jensen, and S. Payne, “The nonabelian Brill–Noether divisor on M̄13 and the Kodaira
dimension of R13”, Geom. Topol. 28:2 (2024), 803–866. MR Zbl

[Harris 1984] J. Harris, “On the Kodaira dimension of the moduli space of curves, II: The even-genus case”, Invent. Math. 75:3
(1984), 437–466. MR Zbl

[Harris and Mumford 1982] J. Harris and D. Mumford, “On the Kodaira dimension of the moduli space of curves”, Invent. Math.
67:1 (1982), 23–88. MR Zbl

[Jensen and Payne 2016] D. Jensen and S. Payne, “Tropical independence, II: The maximal rank conjecture for quadrics”,
Algebra Number Theory 10:8 (2016), 1601–1640. MR Zbl

[Jensen and Payne 2018] D. Jensen and S. Payne, “On the strong maximal rank conjecture in genus 22 and 23”, preprint, 2018.
arXiv 1808.01285

[Larson 2017] E. Larson, “The maximal rank conjecture”, preprint, 2017. arXiv 1711.04906

[Larson 2020] E. Larson, “The maximal rank conjecture for sections of curves”, J. Algebra 555 (2020), 223–245. MR Zbl

[Liu et al. 2021] F. Liu, B. Osserman, M. Teixidor i Bigas, and N. Zhang, “Limit linear series and ranks of multiplication maps”,
Trans. Amer. Math. Soc. 374:1 (2021), 367–405. MR Zbl

[Osserman 2006] B. Osserman, “A limit linear series moduli scheme”, Ann. Inst. Fourier (Grenoble) 56:4 (2006), 1165–1205.
MR Zbl

[Osserman 2014] B. Osserman, “Limit linear series moduli stacks in higher rank”, preprint, 2014. arXiv 1405.2937

[Teixidor i Bigas 2003] M. Teixidor i Bigas, “Injectivity of the symmetric map for line bundles”, Manuscripta Math. 112:4
(2003), 511–517. MR Zbl

[Teixidor i Bigas 2023] M. Teixidor i Bigas, “Ranks of maps of vector bundles”, Rev. Mat. Complut. (online publication July
2023).

Communicated by Bjorn Poonen
Received 2019-10-08 Revised 2022-08-19 Accepted 2023-09-11

fuliu@math.ucdavis.edu Department of Mathematics, University of California, Davis, Davis, CA,
United States

brian.osserman@gmail.com Department of Mathematics, University of California, Davis, Davis, CA,
United States

mteixido@tufts.edu Department of Mathematics, Tufts University, Medford, MA, United States

zhangnaizhen@gmail.com Fairleigh Dickinson University, Vancouver Campus, Vancouver, BC, Canada

mathematical sciences publishers msp

https://doi.org/10.1007/BF01388710
http://msp.org/idx/mr/910206
http://msp.org/idx/zbl/0631.14023
https://doi.org/10.1007/s12215-013-0111-0
http://msp.org/idx/mr/3031570
http://msp.org/idx/zbl/1297.14035
https://doi.org/10.4310/SDG.2009.v14.n1.a3
http://msp.org/idx/mr/2655323
http://msp.org/idx/zbl/1215.14024
https://doi.org/10.1090/pspum/080.1/2483934
http://msp.org/idx/mr/2483934
http://msp.org/idx/zbl/1169.14309
https://doi.org/10.1353/ajm.0.0053
http://msp.org/idx/mr/2530855
http://msp.org/idx/zbl/1176.14006
https://www.mathematik.hu-berlin.de/~farkas/divisor_m23.pdf
https://doi.org/10.4310/PAMQ.2011.v7.n4.a9
http://msp.org/idx/mr/2918161
http://msp.org/idx/zbl/1316.14059
http://msp.org/idx/arx/2005.00622
http://msp.org/idx/arx/2005.00622
https://doi.org/10.2140/gt.2024.28.803
https://doi.org/10.2140/gt.2024.28.803
http://msp.org/idx/mr/4718128
http://msp.org/idx/zbl/07822006
https://doi.org/10.1007/BF01388638
http://msp.org/idx/mr/735335
http://msp.org/idx/zbl/0542.14014
https://doi.org/10.1007/BF01393371
http://msp.org/idx/mr/664324
http://msp.org/idx/zbl/0506.14016
https://doi.org/10.2140/ant.2016.10.1601
http://msp.org/idx/mr/3556794
http://msp.org/idx/zbl/1379.14020
http://msp.org/idx/arx/1808.01285
http://msp.org/idx/arx/1711.04906
https://doi.org/10.1016/j.jalgebra.2020.03.006
http://msp.org/idx/mr/4081497
http://msp.org/idx/zbl/1437.14038
https://doi.org/10.1090/tran/8230
http://msp.org/idx/mr/4188187
http://msp.org/idx/zbl/1453.14026
https://doi.org/10.5802/aif.2209
http://msp.org/idx/mr/2266887
http://msp.org/idx/zbl/1118.14037
http://msp.org/idx/arx/1405.2937
https://doi.org/10.1007/s00229-003-0424-y
http://msp.org/idx/mr/2064657
http://msp.org/idx/zbl/1053.14037
https://doi.org/10.1007/s13163-023-00477-y
mailto:fuliu@math.ucdavis.edu
mailto:brian.osserman@gmail.com
mailto:mteixido@tufts.edu
mailto:zhangnaizhen@gmail.com
http://msp.org


Algebra & Number Theory
msp.org/ant

EDITORS

MANAGING EDITOR

Antoine Chambert-Loir
Université Paris-Diderot

France

EDITORIAL BOARD CHAIR

David Eisenbud
University of California

Berkeley, USA

BOARD OF EDITORS

Jason P. Bell University of Waterloo, Canada

Bhargav Bhatt University of Michigan, USA

Frank Calegari University of Chicago, USA

J-L. Colliot-Thélène CNRS, Université Paris-Saclay, France

Brian D. Conrad Stanford University, USA

Samit Dasgupta Duke University, USA

Hélène Esnault Freie Universität Berlin, Germany

Gavril Farkas Humboldt Universität zu Berlin, Germany

Sergey Fomin University of Michigan, USA

Edward Frenkel University of California, Berkeley, USA

Wee Teck Gan National University of Singapore

Andrew Granville Université de Montréal, Canada

Ben J. Green University of Oxford, UK

Christopher Hacon University of Utah, USA

Roger Heath-Brown Oxford University, UK

János Kollár Princeton University, USA

Michael J. Larsen Indiana University Bloomington, USA

Philippe Michel École Polytechnique Fédérale de Lausanne

Martin Olsson University of California, Berkeley, USA

Irena Peeva Cornell University, USA

Jonathan Pila University of Oxford, UK

Anand Pillay University of Notre Dame, USA

Bjorn Poonen Massachusetts Institute of Technology, USA

Victor Reiner University of Minnesota, USA

Peter Sarnak Princeton University, USA

Michael Singer North Carolina State University, USA

Vasudevan Srinivas SUNY Buffalo, USA

Shunsuke Takagi University of Tokyo, Japan

Pham Huu Tiep Rutgers University, USA

Ravi Vakil Stanford University, USA

Akshay Venkatesh Institute for Advanced Study, USA

Melanie Matchett Wood Harvard University, USA

Shou-Wu Zhang Princeton University, USA

PRODUCTION
production@msp.org

Silvio Levy, Scientific Editor

See inside back cover or msp.org/ant for submission instructions.

The subscription price for 2024 is US $525/year for the electronic version, and $770/year (+$65, if shipping outside the US) for print and electronic.
Subscriptions, requests for back issues and changes of subscriber address should be sent to MSP.

Algebra & Number Theory (ISSN 1944-7833 electronic, 1937-0652 printed) at Mathematical Sciences Publishers, 798 Evans Hall #3840, c/o University
of California, Berkeley, CA 94720-3840 is published continuously online.

ANT peer review and production are managed by EditFLOW® from MSP.

PUBLISHED BY

mathematical sciences publishers
nonprofit scientific publishing

http://msp.org/
© 2024 Mathematical Sciences Publishers

http://dx.doi.org/10.2140/ant
mailto:production@msp.org
http://dx.doi.org/10.2140/ant
http://msp.org/
http://msp.org/


Algebra & Number Theory
Volume 18 No. 8 2024

1403The strong maximal rank conjecture and moduli spaces of curves
FU LIU, BRIAN OSSERMAN, MONTSERRAT TEIXIDOR I BIGAS and NAIZHEN ZHANG

1465Unramifiedness of weight 1 Hilbert Hecke algebras
SHAUNAK V. DEO, MLADEN DIMITROV and GABOR WIESE

1497Failure of the local-global principle for isotropy of quadratic forms over function fields
ASHER AUEL and V. SURESH

1515Application of a polynomial sieve: beyond separation of variables
DANTE BONOLIS and LILLIAN B. PIERCE

1557Functorial embedded resolution via weighted blowings up
DAN ABRAMOVICH, MICHAEL TEMKIN and JAROSŁAW WŁODARCZYK

A
lgebra

&
N

um
ber

Theory
2024

Vol.18,
N

o.8

http://dx.doi.org/10.2140/ant.2024.18.1403
http://dx.doi.org/10.2140/ant.2024.18.1465
http://dx.doi.org/10.2140/ant.2024.18.1497
http://dx.doi.org/10.2140/ant.2024.18.1515
http://dx.doi.org/10.2140/ant.2024.18.1557

	1. Introduction
	2. Nondegeneracy calculations
	3. Background on limit linear series and linked linear series
	4. Degenerate linked linear series
	5. General setup
	6. An independence criterion
	7. The case r=6
	8. An analysis of the degenerate case
	9. Proof of the main theorem
	Acknowledgements
	References
	
	

