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A bound for
the exterior product of S-units

Shabnam Akhtari and Jeffrey D. Vaaler

We generalize an inequality for the determinant of a real matrix proved by A. Schinzel, to more general
exterior products of vectors in Euclidean space. We apply this inequality to the logarithmic embedding of
S-units contained in a number field k. This leads to a bound for the exterior product of S-units expressed
as a product of heights. Using a volume formula of P. McMullen we show that our inequality is sharp up
to a constant that depends only on the rank of the S-unit group but not on the field k. Our inequality is
related to a conjecture of F. Rodriguez Villegas.

1. Introduction

Let k be an algebraic number field, k× its multiplicative group of nonzero elements, and h : k×
→ [0,∞)

the absolute, logarithmic, Weil height (or simply the height). In [Akhtari and Vaaler 2016] we proved
inequalities that compare the size of an S-regulator with the product of heights of a maximal collection
of independent S-units. If k ⊆ l are both number fields the results in [Akhtari and Vaaler 2022] extend
inequalities of this sort to the multiplicative group of relative units. Here we prove analogous inequalities
for the exterior product of a collection of independent S-units that is not a maximal collection.

At each place v of k we write kv for the completion of k at v. We use two absolute values ∥ · ∥v and | · |v

from the place v. The absolute value ∥ · ∥v extends the usual archimedean or nonarchimedean absolute
value on the subfield Q. Then | · |v must be a power of ∥ · ∥v, and we set

| · |v = ∥ · ∥
dv/d
v , (1-1)

where dv = [kv : Qv] is the local degree of the extension and d = [k : Q] is the global degree. With these
normalizations the height of an algebraic number α ̸= 0 that belongs to k is given by

h(α)=

∑
v

log+
|α|v =

1
2

∑
v

∣∣log |α|v

∣∣. (1-2)

Each sum in (1-2) is over the set of all places v of k, and the equality between the two sums follows from
the product formula.
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Let S be a finite set of places of k such that S contains all the archimedean places. Then

OS = {γ ∈ k : ∥γ ∥v ≤ 1 for all places v /∈ S}

is the ring of S-integers in k, and

O×

S = {γ ∈ k×
: ∥γ ∥v = 1 for all places v /∈ S}

is the multiplicative group of S-units in OS . The abelian group O×

S has rank r , where |S| = r +1, and we
assume that r is positive. We write x = (xv) for a (column) vector in Rr+1 where the coordinates of x are
indexed by places v in S. We write

∥x∥1 =

∑
v∈S

|xv|

for the l1-norm of x. The logarithmic embedding of O×

S into Rr+1 is the homomorphism defined at each
point α in O×

S by

α 7→ α = (dv log ∥α∥v), (1-3)

where the rows of the vector α on the right of (1-3) are indexed by places v in S. It follows from (1-1)
and (1-2) that if α is a point in O×

S and α is the image of α in Rr+1 using the logarithmic embedding
(1-3), then

2[k : Q]h(α)=

∑
v∈S

∣∣dv log ∥α∥v

∣∣ = ∥α∥1. (1-4)

The kernel of the logarithmic embedding (1-3) is the torsion subgroup{
α ∈ O×

S : (dv log ∥α∥v)= 0
}

= Tor(O×

S ) (1-5)

of all roots of unity in k×. It is known that (1-5) is a finite, cyclic group, and from the S-unit theorem of
Dirichlet, Chevalley, and Hasse (see [Narkiewicz 2004, Theorem 3.12]) we learn that the quotient

US(k)= O×

S /Tor(O×

S )

is a free abelian group of rank r . Therefore the logarithmic embedding (1-3) induces an isomorphism
from US(k) onto the discrete subgroup

0S(k)=
{
(dv log ∥α∥v) : α ∈ O×

S

}
⊆ Rr+1,

which is a free group of rank r . It follows from the product formula∑
v∈S

dv log ∥α∥v = 0

that 0S(k) is contained in the r -dimensional diagonal subspace

Dr =

{
x = (xv) :

∑
v∈S

xv = 0
}

⊆ Rr+1.
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The height h is constant on cosets of the quotient group US(k) and therefore h is well defined as a map

h : US(k)→ [0,∞).

Let η1, η2, . . . , ηr be multiplicatively independent elements in US(k) that form a basis for the free
group US(k). Let

η j = (dv log ∥η j∥v) for j = 1, 2, . . . , r

be the logarithmic embedding of these points in 0S(k)⊆ Dr . Working with the induced l1-norm in the
exterior algebra Ext(Rr+1) we find that

(r + 1)RegS(k)= ∥η1 ∧ η2 ∧ · · · ∧ ηr∥1, (1-6)

where RegS(k) is the S-regulator. More generally, let α1, α2, . . . , αr be multiplicatively independent
elements in US(k), and let A ⊆ US(k) be the multiplicative subgroup of rank r which they generate. Let

α j = (dv log ∥α j∥v) for j = 1, 2, . . . , r

be the image of α1, α2, . . . , αr in 0S(k). It follows that there exists a unique r×r nonsingular matrix
B = (bi j ) with entries in Z such that

α j =

r∑
i=1

ηi bi j for j = 1, 2, . . . , r. (1-7)

Then the index of the subgroup A in US(k) is

[US(k) : A] = |det B|. (1-8)

Combining (1-6), (1-7), and (1-8), we find that

(r + 1)RegS(k) [US(k) : A] = ∥α1 ∧ α2 ∧ · · · ∧αr∥1. (1-9)

In [Akhtari and Vaaler 2016, Theorem 1.1] we proved an upper bound for the S-regulator that is equivalent
to the identity (1-9) and the inequality

∥α1 ∧ α2 ∧ · · · ∧αr∥1 ≤ 2−r (r + 1)
r∏

j=1

∥α j∥1. (1-10)

The following result provides a generalization of (1-10) to an exterior product of q independent vectors
in the free group 0S(k), where 1 ≤ q ≤ r .

Theorem 1.1. Let α1, α2, . . . , αq be multiplicatively independent points in US(k), and let

α j = (dv log ∥α j∥v) for j = 1, 2, . . . , q
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be the logarithmic embedding of α1, α2, . . . , αq in 0S(k). Then we have

∥α1 ∧ α2 ∧ · · · ∧αq∥1 ≤ 2−qC(q, r)
q∏

j=1

∥α j∥1, (1-11)

where

C(q, r)= min
{

2q ,

(
r + 1

r + 1 − q

)r+1−q}
. (1-12)

We find that

C(q, r)= 2q if 2q ≤ r + 1,

and

C(q, r)=

(
r + 1

r + 1 − q

)r+1−q

if r + 1 ≤ 2q.

In particular we have C(r, r)= (r + 1) so that (1-11) includes the inequality (1-10). By applying (1-4) it
follows that (1-11) can be written using the Weil height as

∥α1 ∧ α2 ∧ · · · ∧αq∥1 ≤ C(q, r)
q∏

j=1

([k : Q]h(α j )).

Let α1, α2, . . . , αq and α1,α2, . . . ,αq be as in the statement of Theorem 1.1, and let A be the subgroup
of 0S(k) generated by α1,α2, . . . ,αq . Clearly A is a free group of rank q. It is easy to show that the
l1-norm of the exterior product

∥α1 ∧ α2 ∧ · · · ∧αq∥1 (1-13)

depends on the subgroup A, but does not depend on the choice of generators. Because of (1-9) the l1-norm
of the exterior product (1-13) extends the S-regulator from the group 0S(k) to subgroups of 0S(k) having
lower rank.

Alternatively, if α ̸= 1 belongs to O×

S and α ̸= 0 is the image of α with respect to the logarithmic
embedding (1-3), then α and −α are the unique pair of generators of a subgroup of rank 1 in 0S(k). In
view of (1-4) we may regard ∥α∥1 as the height of this subgroup. Then (1-13) extends the height to more
general subgroups A ⊆ 0S(k) having rank q. This definition of a height on subgroups is similar to the
definition stated in [Vaaler 2014, equation (6.14)].

In [Akhtari and Vaaler 2016, Theorem 1.2] we showed that if A⊆ 0S(k) is a subgroup with full rank r ,
then there exist r linearly independent points in A such that the product of their heights is bounded by a
number depending only on r multiplied by

RegS(k) [US(k) : A]. (1-14)

The following result generalizes [Akhtari and Vaaler 2016, Theorem 1.2] to arbitrary subgroups A⊆0S(k)
having positive rank q where 1 ≤ q ≤ r . In this result the S-regulator (1-14) is replaced by the l1-norm
(1-13) of the exterior product of a set of generators for the subgroup A.
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Theorem 1.2. Let A ⊆ 0S(k) be a subgroup of positive rank q, and let the points

α j = (dv log ∥α j∥v), where j = 1, 2, . . . , q,

generate the subgroup A. Then there exists a subgroup B ⊆ A of rank q and a set of generators

β j = (dv log ∥β j∥v), where j = 1, 2, . . . , q ,

for B such that
∥β1 ∧ β2 ∧ · · · ∧βq∥1 = [A : B] ∥α1 ∧ α2 ∧ · · · ∧αq∥1 (1-15)

and
q∏

j=1

∥β j∥1 ≤ q! ∥α1 ∧ α2 ∧ · · · ∧αq∥1. (1-16)

We have [A : B] ≤ q!.

By applying (1-4) we find that the product on the left of (1-16) can be written using the Weil height as
q∏

i=1

∥βi∥1 = 2q
q∏

j=1

([k : Q]h(β j )).

Because the subgroups B ⊆ A both have rank q , the identity (1-15) follows as in our derivation of (1-8)
from (1-7).

It would be of interest to know if there exist absolute constants b0 > 0 and b1 > 1 such that the
factor q! on the right of (1-16) could be replaced by b0bq

1 . This could have implications for a conjecture
of F. Rodriguez Villegas which we discuss in Section 2.

2. A conjecture of F. Rodriguez Villegas

In a well-known paper D. H. Lehmer [1933] proposed an important problem about the roots of irreducible
polynomials in Z[x]. An equivalent form of Lehmer’s problem stated using the absolute, logarithmic,
Weil height (1-2) is this: does there exist an absolute constant c > 0 such that

c ≤ [Q(α) : Q]h(α)

whenever α ̸= 0 is an algebraic number and not a root of unity? If α ̸= 0 and α is not a unit, the lower bound

log 2 ≤ [Q(α) : Q]h(α)

follows easily. Therefore when considering Lehmer’s problem we may restrict our attention to algebraic
units α which are not roots of unity. Further information about Lehmer’s problem can be found in
[Bombieri and Gubler 2006, Section 1.6.15; Smyth 2008; Waldschmidt 2000, Section 3.6].

Let S∞ be the set of archimedean places of k and assume that |S∞| ≥ 2. We continue to write
|S∞| = r + 1 so that the logarithmic embedding (1-3) is an isomorphism from the free group

US∞
(k)= OS∞

/Tor(O×

S∞
)
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onto the discrete subgroup 0S∞
(k) of rank r contained in the diagonal subspace Dr ⊆ Rr+1. Then

Lehmer’s problem asks if there exists an absolute constant c > 0 such that the inequality

c ≤ 2[k : Q]h(α)= ∥α∥1 (2-1)

holds at all points α ̸= 0 in 0S∞
(k). A generalization of this conjecture to independent subsets

α1,α2, . . . ,αq in 0S∞
(k) with 2 ≤ q ≤ r was proposed by Bertrand [1997]. More precisely, Bertrand

asked if for each integer 2 ≤ q there exists a constant cq > 0 such that

cq ≤ ∥α1 ∧ α2 ∧ · · · ∧αq∥2, (2-2)

where the l2-norm of the wedge product on the right of (2-2) is the covolume of the subgroup of 0S∞
(k)

generated by α1,α2, . . . ,αq . Examples found by Siegel [1969] show that the inequality (2-2) cannot hold
for q = 1. However, a positive answer for q ≥ 3 was established by Amoroso and David [1999].

An alternative generalization of Lehmer’s problem to subgroups of rank q has been proposed in a
conjecture of F. Rodriguez Villegas stated in [Chinburg et al. 2022, Appendix], and also discussed in
[Amoroso and David 2021]. We state a special case of this conjecture for pure wedges.

Conjecture 2.1 (F. Rodriguez Villegas). There exist two absolute constants c0 > 0 and c1 > 1 with the
following property. If q is an integer such that

1 ≤ q ≤ r = rank0S∞
(k),

and if α1,α2, . . . ,αq are linearly independent points in 0S∞
(k), then

c0cq
1 ≤ ∥α1 ∧ α2 ∧ · · · ∧αq∥1. (2-3)

If q = 1 then the truth of (2-3) would solve the problem originally proposed by Lehmer, and if q = r
then (2-3) follows from a known lower bound for the regulator proved by R. Zimmert [1981]. Thus the
conjecture of Rodriguez Villegas interpolates between the unsolved problem of Lehmer and Zimmert’s
result. It follows from earlier work of Pohst [1978] and Schinzel [1973] that Conjecture 2.1 holds for the
collection of totally real algebraic number fields k.

Let α1,α2, . . . ,αq be linearly independent points in 0S∞
(k) and let A ⊆ 0S∞

(k) be the subgroup of
rank q that they generate. We have already observed in connection with (1-13) that the l1-norm

∥α1 ∧ α2 ∧ · · · ∧αq∥1

depends on the subgroup A, but does not depend on the choice of generators. Thus Conjecture 2.1 can
be regarded as a generalization of Lehmer’s problem (reformulated as a conjecture) from subgroups of
rank 1 to more general subgroups of rank q where 1 ≤ q ≤ r .

Here is a related conjecture.

Conjecture 2.2. There exist two absolute constants d0 > 0 and d1 > 1 with the following property. If q is
an integer such that

1 ≤ q ≤ r = rank0S∞
(k),
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and if α1,α2, . . . ,αq are linearly independent points in 0S∞
(k), then

d0dq
1 ≤ ∥α1∥1∥α2∥1 · · · ∥αq∥1.

It follows from (1-12) that the constant on the right of (1-11) satisfies

2−qC(q, r)≤ 1.

Therefore if the conjectured inequality (2-3) is correct, then from Theorem 1.1 we also get

c0cq
1 ≤ ∥α1 ∧ α2 ∧ · · · ∧αq∥1 ≤

q∏
j=1

∥α j∥1.

Thus Conjecture 2.1 implies Conjecture 2.2 with d0 = c0 and d1 = c1.
Now assume that Conjecture 2.2 is correct. Let α1,α2, . . . ,αq be linearly independent points in the

logarithmic embedding 0S∞
(k), and let A be the subgroup of rank q that they generate. By Theorem 1.2

there exist linearly independent points β1,β2, . . . ,βq in A such that

d0dq
1 ≤ ∥β1∥1∥β2∥1 · · · ∥βq∥1 ≤ q! ∥α1 ∧ α2 ∧ · · · ∧αq∥1, (2-4)

where the inequality on the left of (2-4) follows from Conjecture 2.2, and the inequality on the right of (2-4)
follows from (1-16). However, as q! grows faster than an exponential function of q , at present we are unable
to conclude that Conjecture 2.2 implies Conjecture 2.1. This could change if the factor q! in the inequality
(1-16) could be replaced by a factor of the form b0bq

1 , where b0 > 0 and b1 > 1 are absolute constants.

3. Generalization of Schinzel’s inequality, I

For a real number x we write

x+
= max{0, x} and x−

= max{0,−x},

so that x = x+
− x− and |x | = x+

+ x−. Let x = (xn) be a (column) vector in RN . As in [Akhtari and
Vaaler 2016, equation (4.3)], the Schinzel norm is the function

δ : RN
→ [0,∞)

defined by

δ(x)= max
{ N∑

m=1

x+

m ,

N∑
n=1

x−

n

}
=

1
2

∣∣∣∣ N∑
n=1

xn

∣∣∣∣ + 1
2

N∑
n=1

|xn|.

It is clear that δ is in fact a norm on RN , and we write

KN = {x ∈ RN
: δ(x)≤ 1}

for the corresponding closed unit ball. Then KN is a compact, convex, symmetric subset of RN with
a nonempty interior. The N -dimensional volume of KN was computed in [Akhtari and Vaaler 2016,
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Lemma 4.1]. The connection between the Schinzel norm and the Weil height follows from (1-4) and (5-2)
(see also [Akhtari and Vaaler 2016, Lemma 5.1]).

In Lemma 3.2 we will determine the finite collection of extreme points of KN . Then a combinatorial
argument in Section 4 applied to the extreme points of KN will lead to a proof of the following inequalities.

Theorem 3.1. Let x1, x2, . . . , xL be linearly independent vectors in RN . If L = N then

|x1 ∧ x2 ∧ · · · ∧ xN | ≤ δ(x1)δ(x2) · · · δ(xN ), (3-1)

if L < N ≤ 2L then

∥x1 ∧ x2 ∧ · · · ∧ xL∥1 ≤

(
N

N − L

)N−L

δ(x1)δ(x2) · · · δ(xL), (3-2)

and if 2L ≤ N then
∥x1 ∧ x2 ∧ · · · ∧ xL∥1 ≤ 2L δ(x1)δ(x2) · · · δ(xL). (3-3)

Alternatively, for L < N we have

∥x1 ∧ x2 ∧ · · · ∧ xL∥1 ≤ min
{

2L ,

(
N

N − L

)N−L}
δ(x1)δ(x2) · · · δ(xL). (3-4)

If x1, x2, . . . , xN , are (column) vectors in RN , then Schinzel [1978] proved the inequality

|det(x1 x2 · · · xN )| ≤ δ(x1)δ(x2) · · · δ(xN ), (3-5)

which is equivalent to (3-1). It can be shown that there exist nontrivial cases of equality in the inequality
(3-2) whenever the integer N − L is a divisor of N . And it can be shown that there always exist nontrivial
cases of equality in the inequality (3-3). It is instructive to define the function

gL : [L ,∞] → [1, eL
]

by

gL(x)=


1 if x = L ,(

x
x − L

)x−L

if L < x <∞,

eL if x = ∞.

It follows that x 7→ gL(x) is continuous, and has a continuous, positive derivative on (L ,∞). Then x 7→

gL(x) is strictly increasing on [L ,∞]. We have gL(2L)=2L , and this clarifies the behavior of the function

x 7→ min{2L , gL(x)}

which occurs on the right of (3-4).
We recall that a point k in KN is an extreme point of KN if k cannot be written as a proper convex combi-

nation of two distinct points in KN . Obviously all extreme points of KN occur on the boundary of KN . Let

ϕ : RN
→ R
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be a continuous linear functional, and write

δ∗(ϕ)= sup{ϕ(x) : δ(x)≤ 1}

for the dual norm of ϕ. As KN is compact there exists a point η in KN such that

δ∗(ϕ)= ϕ(η).

If there exists a linear functional ϕ such that

{η ∈ KN : δ∗(ϕ)= ϕ(η)} = {k},

then k is an exposed point of KN . It is known (see [Eggleston 1958, section 1.8, exercise 3]) that an
exposed point of KN is also an extreme point of KN .

We define two finite, disjoint subsets of RN by

EN = {±em : 1 ≤ m ≤ N } and FN = {em − en : m ̸= n}, (3-6)

where e1, e2, . . . , eN are the standard basis vectors in RN . Clearly we have

|EN | = 2N and |FN | = N 2
− N .

It follows easily that each point of EN ∪ FN is on the boundary of KN .

Lemma 3.2. The subset EN ∪ FN is the collection of all extreme points of KN .

Proof. For 1 ≤ m ≤ N let ϕm : RN
→ R be the linear functional defined by

ϕm(x)=
1
2

N∑
n=1

xn +
1
2 xm .

Then we have

ϕm(x)≤
1
2

∣∣∣∣ N∑
n=1

xn

∣∣∣∣ + 1
2 |xm |, (3-7)

and there is equality in the inequality (3-7) if and only if

0 ≤

N∑
n=1

xn and 0 ≤ xm .

We also have

1
2

∣∣∣∣ N∑
n=1

xn

∣∣∣∣ + 1
2 |xm | ≤ δ(x), (3-8)

and there is equality in the inequality (3-8) if and only if

xn = 0 for each n ̸= m.
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Combining (3-7) and (3-8) we find that

ϕm(x)≤ δ(x) (3-9)

for all x in RN , and there is equality in the inequality (3-9) if and only if x = tem with 0 ≤ t . Therefore

δ∗(ϕm)= sup{ϕm(x) : δ(x)≤ 1} = ϕm(em)= 1

and

{η ∈ KN : δ∗(ϕm)= ϕm(η)} = {em}.

This shows that em is an exposed point of KN , and therefore em is an extreme point of KN . As KN is
symmetric, we find that −em is also an extreme point.

Next we suppose that m ̸= n, and we define the linear functional ψmn : RN
→ R by

ψmn(x)=
1
2(xm − xn).

Then we have

ψmn(x)≤
1
2

∣∣∣∣ N∑
ℓ=1

xℓ

∣∣∣∣ + 1
2 |xm | +

1
2 |xn|, (3-10)

and there is equality in the inequality (3-10) if and only if

N∑
ℓ=1

xℓ = 0, 0 ≤ xm and xn ≤ 0.

We get

1
2

∣∣∣∣ N∑
ℓ=1

xℓ

∣∣∣∣ + 1
2 |xm | +

1
2 |xn| ≤ δ(x), (3-11)

with equality in the inequality (3-11) if and only if

xℓ = 0 for all ℓ ̸= m and ℓ ̸= n.

By combining (3-10) and (3-11) we find that

ψmn(x)≤ δ(x), (3-12)

and there is equality in the inequality (3-12) if and only if x = t (em − en) with 0 ≤ t . As in the previous
case we conclude that

δ∗(ψmn)= sup{ψmn(x) : δ(x)≤ 1} = ψmn(em − en)= 1

and

{η ∈ K : δ∗(ψmn)= ψmn(η)} = {em − en}.

This shows that em − en is an exposed point of KN , and therefore em − en is an extreme point of KN .



A bound for the exterior product of S -units 1599

We have now shown that each point in EN ∪ FN is an extreme point of KN . To complete the proof we
will show that if x is a point on the boundary of KN , then x can be written as a convex combination of
points in EN ∪ FN . Thus we assume that

δ(x)= max
{ N∑

m=1

x+

m ,

N∑
n=1

x−

n

}
= 1, (3-13)

and we write

σ+
=

N∑
m=1

x+

m and σ−
=

N∑
n=1

x−

n .

Then we have
N∑

m=1

N∑
n=1

m ̸=n

x+

m x−

n (em − en)=

( N∑
n=1

x−

n

) N∑
m=1

x+

m em −

( N∑
m=1

x+

m

) N∑
n=1

x−

n en

= σ−

N∑
m=1

x+

m em − σ+

N∑
n=1

x−

n en

=

N∑
m=1

x+

m em −

N∑
n=1

x−

n en − (1 − σ−)

N∑
m=1

x+

m em + (1 − σ+)

N∑
n=1

x−

n en

= x − (1 − σ−)

N∑
m=1

x+

m em − (1 − σ+)

N∑
n=1

x−

n (−en),

and therefore

x = (1 − σ−)

N∑
m=1

x+

m em + (1 − σ+)

N∑
n=1

x−

n (−en)+

N∑
m=1

N∑
n=1

m ̸=n

x+

m x−

n (em − en). (3-14)

The identity (3-14) shows that x is a linear combination of points in EN ∪FN with nonnegative coefficients.
Using (3-13), the sum of the coefficients in (3-14) is

(1 − σ−)

N∑
m=1

x+

m + (1 − σ+)

N∑
n=1

x−

n +

N∑
m=1

N∑
n=1

m ̸=n

x+

m x−

n = (1 − σ−)σ+
+ (1 − σ+)σ−

+ σ+σ−

= 1 − (1 − σ+)(1 − σ−)

= 1.

It follows that x is a convex combination of points in EN ∪ FN . We have shown that if x is on the
boundary of KN , then x is a convex combination of points in EN ∪ FN . Therefore the only extreme points
of KN are the points in EN ∪ FN . □

Let
I = {i1 < i2 < · · ·< iL} ⊆ {1, 2, . . . , N }
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be a subset of positive cardinality L . If x = (xn) is a point in RN we write x I for the point in RL given
by x I = (xiℓ). Alternatively, x I is the L×1 submatrix of x having rows indexed by the integers in the
subset I . The following result is now an immediate consequence of Lemma 3.2.

Corollary 3.3. Let ξ be an element in the set of extreme points EN ∪ FN , and let

I ⊆ {1, 2, . . . , N }

be a subset of positive cardinality L. Then either ξ I = 0 in ZL , or ξ I belongs to the set of extreme points
EL ∪ FL .

Let

8L ,N : RN
× RN

× · · · × RN
→ RM , where M =

(
N
L

)
,

be the continuous, alternating, multilinear function taking values in RM and defined by

8L ,N (x1, x2, . . . , xL)= x1 ∧ x2 ∧ · · · ∧ xL .

By compactness the continuous, nonnegative function

(x1, x2, . . . , xL) 7→ ∥x1 ∧ x2 ∧ · · · ∧ xL∥1

assumes its maximum value on the L-fold product

KN × KN × · · · × KN .

We write
µL ,N = max{∥x1 ∧ x2 ∧ · · · ∧ xL∥1 : xℓ ∈ KN for ℓ= 1, 2, . . . , L} (3-15)

for this maximum value. We show that µL ,N can be determined by restricting each variable xℓ to the set
EN ∪ FN of extreme points in KN .

Lemma 3.4. There exist points ξ 1, ξ 2, . . . , ξ L in the set of extreme points EN ∪ FN such that

µL ,N = ∥ξ 1 ∧ ξ 2 ∧ · · · ∧ ξ L∥1. (3-16)

If x1, x2, . . . , xL are vectors in RN then

∥x1 ∧ x2 ∧ · · · ∧ xL∥1 ≤ µL ,N δ(x1)δ(x2) · · · δ(xL). (3-17)

Proof. Let η1, η2, . . . , ηL be points in KN such that

µL ,N = ∥η1 ∧ η2 ∧ · · · ∧ ηL∥1. (3-18)

Because 8L ,N is linear in each variable, it is easy to show that δ(ηℓ)= 1 for each ℓ= 1, 2, . . . , L . Also,
among all the collections of L points from the boundary of KN that satisfy (3-18), we may assume that the
collection η1, η2, . . . , ηL contains the maximum number of extreme points. If this maximum number is L
then we are done. Therefore we may assume that the maximum number of extreme points is less than L .



A bound for the exterior product of S -units 1601

If, for example, η1 is not an extreme point, then there exist extreme points u1, u2, . . . , uJ in KN , and
positive numbers θ1, θ2, . . . , θJ , such that

η1 =

J∑
j=1

θ j u j and
J∑

j=1

θ j = 1.

It follows that

µL ,N =

∥∥∥∥ J∑
j=1

θ j (u j ∧ η2 ∧ · · · ∧ ηL)

∥∥∥∥
1
≤

J∑
j=1

θ j∥u j ∧ η2 ∧ · · · ∧ ηL∥1 ≤ µL ,N

J∑
j=1

θ j = µL ,N (3-19)

Hence there is equality throughout the inequality (3-19), and we conclude that

µL ,N = ∥u j ∧ η2 ∧ · · · ∧ ηL∥1

for each j = 1, 2, . . . , J . But each collection of points u j , η2, . . . , ηL plainly contains one more extreme
point than the collection η1, η2, . . . , ηL . The contradiction shows that there exists a collection of points
ξ 1, ξ 2, . . . , ξ L from the boundary of KN such that (3-16) holds and each ξ ℓ is an extreme point of KN .

Next we verify the inequality (3-17). If one of the vectors in the collection x1, x2, . . . , xL is the zero
vector, then both sides of (3-17) are zero. Thus we may assume that xℓ ̸= 0 for each ℓ= 1, 2, . . . , L . Let

yℓ = δ(xℓ)−1xℓ, (3-20)

so that δ( yℓ)= 1 for each ℓ= 1, 2, . . . , L . Then we certainly have

∥ y1 ∧ y2 ∧ · · · ∧ yL∥1 ≤ µL ,N (3-21)

by the definition of µL ,N . Then (3-17) follows using (3-20), (3-21), and the multilinearity of the exterior
product. □

The extreme points EN ∪ FN for the δ-unit ball KN have the following useful property.

Lemma 3.5. Let ξ 1, ξ 2, . . . , ξ L be extreme points in the set EN ∪ FN , and let

4= (ξ 1 ξ 2 · · · ξ L)

be the N×L matrix having ξ 1, ξ 2, . . . , ξ L as columns. If

I ⊆ {1, 2, . . . , N }

is a subset of cardinality |I | = L , and4I is the L×L submatrix having rows indexed by I , then the integer
det4I belongs to the set {−1, 0, 1}.

Proof. Clearly the columns of the L×L submatrix4I are the L×1 column vectors (ξ 1)I , (ξ 2)I , . . . , (ξ L)I .
If a column of 4I is 0, then det4I = 0 is obvious. If each column of 4I is not 0, then it follows from
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Corollary 3.3 that each column of 4I belongs to the set of extreme points EL ∪ FL . Applying Schinzel’s
determinant inequality (3-5) to the matrix 4I , we get

|det4I | ≤ δ((ξ 1)I )δ((ξ 2)I ) · · · δ((ξ L)I )= 1.

As det4I is an integer, the lemma is proved. □

If ξ 1, ξ 2, . . . , ξ L are extreme points in EN ∪ FN , then it follows from Lemma 3.5 that

∥ξ 1 ∧ ξ 2 ∧ · · · ∧ ξ L∥1 =

∑
I⊆{1,2,...,N }

|I |=L

|det4I | ≤

(
N
L

)
. (3-22)

Using (3-16) we get the simple upper bound

µL ,N ≤

(
N
L

)
for 1 ≤ L ≤ N . (3-23)

It follows from (3-5) that there is equality in (3-23) when L = N . There is also equality in (3-23) when
L + 1 = N ; this follows from the example

4=



1 0 0 · · · 0 0
0 1 0 · · · 0 0
0 0 1 · · · 0 0
0 0 0 · · · 0 0
...

...
... · · ·

...
...

0 0 0 · · · 1 0
0 0 0 · · · 0 1

−1 −1 −1 · · · −1 −1


.

By squaring each of the subdeterminants in the sum (3-22) we can determine the value of µL ,N for
2L ≤ N .

Lemma 3.6. If 1 ≤ L < N then

µL ,N ≤ 2L . (3-24)

If 2L ≤ N then there is equality in the inequality (3-24).

Proof. Let ξ 1, ξ 2, . . . , ξ L be extreme points in EN ∪ FN , and let

4= (ξ 1 ξ 2 · · · ξ L)

be the N×L matrix having ξ 1, ξ 2, . . . , ξ L as columns. It follows from Lemma 3.5 that

∥ξ 1 ∧ ξ 2 ∧ · · · ∧ ξ L∥1 =

∑
I⊆{1,2,...,N }

|I |=L

|det4I | =

∑
I⊆{1,2,...,N }

|I |=L

(det4I )
2.
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Then from the Cauchy–Binet identity we get

∥ξ 1 ∧ ξ 2 ∧ · · · ∧ ξ L∥1 =

∑
I⊆{1,2,...,N }

|I |=L

(det4I )
2
= det(4T4). (3-25)

The L×L matrix in the determinant on the right of (3-25) is

4T4= (ξ T
k ξ ℓ),

where k = 1, 2, . . . , L indexes rows and ℓ = 1, 2, . . . , L indexes columns. As 4T4 is an L×L real,
symmetric matrix, we can apply Hadamard’s inequality to estimate its determinant. We find that

∥ξ 1 ∧ ξ 2 ∧ · · · ∧ ξ L∥1 = det(4T4)≤

L∏
ℓ=1

∥ξ ℓ∥
2
2 ≤ 2L . (3-26)

This proves the inequality (3-24).
If the columns of the matrix4 are orthogonal, then there is equality in Hadamard’s inequality. Therefore,

if 2L ≤ N we select ξ 1, ξ 2, . . . , ξ L in FN so that

4=



1 0 0 · · · 0 0
−1 0 0 · · · 0 0

0 1 0 · · · 0 0
0 −1 0 · · · 0 0
0 0 1 · · · 0 0
0 0 −1 · · · 0 0
...

...
... · · ·

...
...

0 0 0 · · · 1 0
0 0 0 · · · −1 0
0 0 0 · · · 0 1
0 0 0 · · · 0 −1
0 0 0 · · · 0 0
...

...
... · · ·

...
...

0 0 0 · · · 0 0



.

For this choice of 4 the columns of 4 are orthogonal. Hence for this choice of 4 there is equality in
(3-26), and equality in (3-24). □

If x1, x2, . . . , xL belong to RN and 2L ≤ N , then it follows from (3-17) and the case of equality in
(3-24) that

∥x1 ∧ x2 ∧ · · · ∧ xL∥1 ≤ 2L δ(x1)δ(x2) · · · δ(xL). (3-27)

This proves the inequality (3-3) in the statement of Theorem 3.1.
The following lemma, together with combinatorial arguments in Section 4, will be used in the proof of

the inequality (3-2).
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Lemma 3.7. Let ξ 1, ξ 2, . . . , ξ L be linearly independent extreme points in the set EN ∪ FN . Assume
that exactly K of the points ξ 1, ξ 2, . . . , ξ L belong to the subset EN , where 1 ≤ K < L. Then there exist
linearly independent extreme points η1, η2, . . . , ηL−K in the set EN−K ∪ FN−K such that

∥ξ 1 ∧ ξ 2 ∧ · · · ∧ ξ L∥1 = ∥η1 ∧ η2 ∧ · · · ∧ ηL−K ∥1.

Proof. By using a suitable permutation of the points ξ 1, ξ 2, . . . , ξ L , we may assume that

{ξ 1, ξ 2, . . . , ξ K } ⊆ EN and {ξ K+1, ξ K+2, . . . , ξ L} ⊆ FN .

We may further assume that for k = 1, 2, . . . , K we have

ξ k = ±emk , where 1 ≤ m1 < m2 < · · ·< mK ≤ N .

It will be convenient to write
M = {m1,m2, . . . ,mK }.

Now let
4= (ξ 1 ξ 2 · · · ξ L)

be the N×L matrix having ξ 1, ξ 2, . . . , ξ L as columns. We partition 4 into submatrices

4= (U V ),

where
U = (ξ 1 ξ 2 · · · ξ K ) and V = (ξ K+1 ξ K+2 · · · ξ L)

are N×K and N×(L − K ), respectively. We suppose that I ⊆ {1, 2, . . . , N } is a subset of cardinality
|I | = L such that

det4I = det(UI VI ) ̸= 0. (3-28)

On the right of (3-28) the submatrix UI is L×K and the submatrix VI is L×(L − K ). If the integer mk ,
which occurs in M , does not belong to I , then the k-th column of 4I is identically zero and (3-28) cannot
hold. Therefore (3-28) implies that

M ⊆ I.

Next we apply the Laplace expansion of the determinant to 4I partitioned as in (3-28). In view of our
previous remarks we find that

det4I =

∑
J⊆I

|J |=K

(−1)ε(J )(det UJ )(det VJ̃ ), (3-29)

where
J̃ = I \ J

is the complement of J in I , and ε(J ) is an integer that depends on J . As before, if the integer mk which
occurs in M does not belong to the subset J , then the k-th column of UJ is identically zero and therefore
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det UJ = 0. As |J | = |M | = K , we conclude that there is exactly one nonzero term in the sum on the
right of (3-29), and the nonzero term occurs when J = M . From these observations we conclude that the
Laplace expansion (3-29) is simply

det4I = (−1)ε(M)(det UM)(det VI\M). (3-30)

It is obvious that det UM = ±1, and therefore (3-30) leads to the identity

|det4I | = |det VI\M |.

Let

V ′
= (ξ ′

K+1 ξ ′

K+2 · · · ξ ′

L)

be the (N−K )×(L−K ) submatrix of V obtained by removing the rows of V that are indexed by the
integers mk in the subset M . It follows from Lemma 3.4 that the columns of V ′ belong to the set of
extreme points EN−K ∪ FN−K . Moreover, we have

|det4I | = |det VI\M | = |det V ′

J |, (3-31)

where

J = I \ M ⊆ {1, 2, . . . , N } \ M and |J | = L − K .

We note that

I 7→ J = I \ {m1,m2, . . . ,mK }

is a bijection from the set of subsets I that contain M onto the set of subsets of {1, 2, . . . , N } \ M that
have cardinality L − K . Using (3-31) we find that∑

I⊆{1,2,...,N }

M⊆I

|det4I | =

∑
J⊆{1,2,...,N }\M

|J |=L−K

|det V ′

J |. (3-32)

Because the rows of V ′ are indexed by the elements of the set {1, 2, . . . , N }\M , it follows from (3-32) that

∥ξ 1 ∧ξ 2 ∧· · ·∧ξ L∥1 =

∑
I⊆{1,2,...,N }

M⊆I

|det4I | =
∑

J⊆{1,2,...,N }\M
|J |=L−K

|det V ′

J | = ∥ξ ′

K+1 ∧ξ ′

K+2 ∧· · ·∧ξ ′

L∥1. (3-33)

As the columns of V ′ belong to EN−K ∪FN−K and satisfy (3-33), they are linearly independent. Therefore
we set

ηℓ = ξ ′

K+ℓ for ℓ= 1, 2, . . . , L − K ,

and the lemma is proved. □
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4. Generalization of Schinzel’s inequality, II

We develop a combinatorial method which leads to an asymptotically sharp upper bound for the quantity
µL ,N defined in (3-15). The bound we prove here applies when L < N ≤ 2L , and will be used to verify
the inequality (3-2) in the statement of Theorem 3.1.

We suppose throughout this section that

{S(1), S(2), S(3), . . . , S(L)} (4-1)

is a collection of L distinct subsets of {1, 2, . . . , N } such that

|S(ℓ)| = 2 for each ℓ= 1, 2, . . . , L (4-2)

and
L⋃
ℓ=1

S(ℓ)= {1, 2, . . . , N }. (4-3)

It follows from (4-2) and (4-3) that
N ≤ 2L ≤ N (N − 1),

but for our later applications we will make the more restrictive assumption that

L < N ≤ 2L . (4-4)

Let A be the collection of all subsets A ⊆ {1, 2, . . . , N }. We define a map η : A → A by

η(A)=

L⋃
ℓ=1

S(ℓ)∩A ̸=∅

S(ℓ). (4-5)

Then it follows from (4-3) that

A ⊆ η(A) for each subset A ∈ A. (4-6)

We are interested in subsets A in A that satisfy η(A) = A. Obviously ∅ and {1, 2, . . . , N } have this
property. More generally we define

P = {A ∈ A : η(A)= A}. (4-7)

If A belongs to the collection P and S(ℓ)∩ A ̸= ∅, then S(ℓ)⊆ A. Thus a nonempty subset A in P must
have 2 ≤ |A|. We show that the collection P forms an algebra of subsets.

Lemma 4.1. Let P ⊆ A be the collection of subsets defined by (4-7).

(i) If A1 belongs to P then its complement

A2 = {1, 2, . . . , N } \ A1

also belongs to P .
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(ii) If A3 and A4 belong to P then A3 ∪ A4 belongs to P .

(iii) If A5 and A6 belong to P then A5 ∩ A6 belongs to P .

Proof. Assume that S(ℓ)∩ A2 ̸= ∅. Then S(ℓ)∩ A1 ̸= ∅ is impossible. Hence we have S(ℓ)⊆ A2, and
this implies that A2 belongs to P .

Let S(ℓ)∩ (A3 ∪ A4) ̸= ∅. Then either S(ℓ)∩ A3 ̸= ∅ or S(ℓ)∩ A4 ̸= ∅. Hence either S(ℓ)⊆ A3 or
S(ℓ)⊆ A4, and therefore S(ℓ)⊆ A3 ∪ A4. It follows that A3 ∪ A4 belongs to P .

By what we have already proved the sets

A7 = {1, 2, . . . , N } \ A5 and A8 = {1, 2, . . . , N } \ A6

both belong to P , and therefore the set

A5 ∩ A6 = {1, 2, . . . , N } \ (A7 ∪ A8)

belongs to P . □

Lemma 4.2. Let A1 be a nonempty subset in A, and let B be a subset in P . Assume that A1 ⊆ B. Define
an increasing sequence of subsets

A1, A2, A3, . . .

from A inductively by
An+1 = η(An) for each n = 1, 2, 3, . . . .

Then
An ⊆ B for each n = 1, 2, 3, . . . .

Proof. We argue by induction on n. If n = 1 then A1 ⊆ B by hypothesis. Now assume that 2 ≤ n and
An−1 ⊆ B. Then we have

An = η(An−1)=

L⋃
ℓ=1

S(ℓ)∩An−1 ̸=∅

S(ℓ). (4-8)

If S(ℓ)∩ An−1 ̸= ∅ then S(ℓ) contains a point of B, and therefore S(ℓ)⊆ B. It follows from (4-8) that
An ⊆ B. This proves the lemma. □

We say that a subset A in A is minimal if A is not empty and belongs to P , but no proper subset of A
belongs to P . That is, a nonempty set A in P is minimal if for every nonempty subset B ⊆ A such that
B ̸= A, we have η(B) ̸= B. We will show that each element of {1, 2, . . . , N } is contained in a minimal
subset in P .

Lemma 4.3. Let A1 in A have cardinality 1. Define an increasing sequence of subsets

A1, A2, A3, . . .

from A inductively by
An+1 = η(An) for n = 1, 2, 3, . . . . (4-9)
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Let K be the smallest positive integer such that

AK = η(AK )= AK+1. (4-10)

Then K exists, 2 ≤ K , and the subset AK is minimal.

Proof. From (4-6) we get
A1 ⊆ A2 ⊆ A3 ⊆ · · · ⊆ An ⊆ · · · .

As |An| ≤ N for each n = 1, 2, . . . , it is obvious that K exists.
Let A1 = {k1} where 1 ≤ k1 ≤ N . It follows from (4-3) that there exists a subset S(ℓ1) that contains k1.

Write S(ℓ1)= {k1, k2} where k1 ̸= k2. From (4-5) we conclude that

S(ℓ1)= {k1, k2} ⊆ η(A1)= A2,

and therefore A1 = {k1} is a proper subset of η(A1)= A2. Hence we have 2 ≤ K .
If AK is not minimal there exists a proper subset B ⊆ AK such that η(B)= B, and therefore B belongs

to P . Let
C = AK \ B = AK ∩ ({1, 2, . . . , N } \ B) (4-11)

be the complement of B in AK . It follows from Lemma 4.1, and the representation on the right of (4-11),
that C is a proper subset of AK and C belongs to P . Thus we have the disjoint union of proper subsets

AK = B ∪ C, where B ∈ P and C ∈ P. (4-12)

Plainly A1 = {k1} is a subset of either B or C , and by renaming these sets if necessary we may assume
that A1 = {k1} is contained in B. Then it follows from Lemma 4.2 that

An ⊆ B for each n = 1, 2, 3, . . . .

But this is inconsistent with the representation of AK as the disjoint union (4-12). We conclude that B
and C do not exist, and therefore AK is minimal. □

It follows from Lemma 4.3 that each element of {1, 2, . . . , N } is contained in a minimal subset. This
minimal subset is unique, and leads to a partition of {1, 2, . . . , N } into a disjoint union of minimal subsets.

Lemma 4.4. Let B and C be nonempty, minimal subsets in P . Then either

B = C or B ∩ C = ∅.

Proof. If B ∩C =∅ we are done. Therefore we assume that k1 is a point in B ∩C . Let A1 = {k1}, and let
A1, A2, A3, . . . be the sequence of subsets defined by (4-9). Let K be the smallest positive integer such
that (4-10) holds. By Lemma 4.3 the subset AK is minimal, and by Lemma 4.2 we have both AK ⊆ B
and AK ⊆ C . But AK is minimal and therefore AK cannot be a proper subset of the minimal subset B.
Similarly, AK cannot be a proper subset of the minimal subset C . We conclude that

B = AK = C. □
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Lemma 4.5. Let (4-1) be a collection of distinct subsets of {1, 2, . . . , N } such that

|S(ℓ)| = 2 for each ℓ= 1, 2, . . . , L

and
L⋃
ℓ=1

S(ℓ)= {1, 2, . . . , N }.

Let P ⊆ A be the collection of subsets of {1, 2, . . . , N } defined by (4-7), and let A1, A2, . . . , Ar be the
collection of all distinct, minimal subsets in P . Then the subsets A1, A2, . . . , Ar are disjoint and

A1 ∪ A2 ∪ · · · ∪ Ar = {1, 2, . . . , N }.

Proof. The subsets A1, A2, . . . , Ar exist by Lemma 4.3. Then it follows from Lemma 4.4 that the subsets
A1, A2, . . . , Ar are disjoint. Therefore we get

A1 ∪ A2 ∪ · · · ∪ Ar ⊆ {1, 2, . . . , N }. (4-13)

It follows from Lemma 4.3 that each point in {1, 2, . . . , N } is contained in a minimal subset, hence there
is equality in (4-13). □

We continue to assume that L and N are positive integers that satisfy (4-4). Let ξ 1, ξ 2, . . . , ξ L be
vectors from the set of extreme points FN , and write

4= (ξ 1 ξ 2 · · · ξ L)

for the N×L matrix having ξ 1, ξ 2, . . . , ξ L as columns. We assume that no row of the matrix 4 is
identically zero, and we assume that rank4= L . We write ξ ℓ = (ξnℓ) and use the vectors ξ ℓ to define a
collection of subsets

S(ℓ)⊆ {1, 2, . . . , N } for each ℓ= 1, 2, . . . , L . (4-14)

More precisely, we define

S(ℓ)= {n : 1 ≤ n ≤ N and ξnℓ ̸= 0} for each ℓ= 1, 2, . . . , L . (4-15)

As each column vector ξ ℓ belongs to the set of extreme points FN , it follows that each subset S(ℓ) has
cardinality 2 and

N∑
n=1

ξnℓ =

∑
n∈S(ℓ)

ξnℓ = 0.

Because no row of the matrix 4 is identically zero, we find that

L⋃
ℓ=1

S(ℓ)= {1, 2, . . . , N }.
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Therefore the subsets S(ℓ) defined by (4-15) satisfy the conditions (4-2) and (4-3) that were assumed in
the previous lemmas. We continue to write A for the collection of all subsets of {1, 2, . . . , N }, and we
write P for the collection of subsets defined by (4-7).

Next we suppose that A1, A2, . . . , Ar is the collection of distinct, nonempty, minimal subsets in P .
Then it follows from Lemma 4.5 that

A1 ∪ A2 ∪ · · · ∪ Ar = {1, 2, . . . , N } (4-16)

is a disjoint union of nonempty sets. Because each subset A j is minimal we have

A j =

L⋃
ℓ=1

S(ℓ)⊆A j

S(ℓ)=

L⋃
ℓ=1

S(ℓ)∩A j ̸=∅

S(ℓ). (4-17)

We use each subset A j to define a subset D j ⊆ {1, 2, . . . , L} by

D j = {ℓ : 1 ≤ ℓ≤ L and S(ℓ)⊆ A j } for j = 1, 2, . . . , r. (4-18)

Then it follows from (4-16), (4-17), and (4-18), that

D1 ∪ D2 ∪ · · · ∪ Dr = {1, 2, . . . , L} (4-19)

is a disjoint union of nonempty sets. For each j = 1, 2, . . . , r we write Y j for the N×|D j | submatrix of
4 having columns indexed by the integers in D j . That is, we define

Y j = (ξ ℓ), where ℓ ∈ D j indexes columns. (4-20)

We assemble the matrices Y1, Y2, . . . , Yr as N×|D j | blocks so as to define the N×L matrix

Z = (Y1 Y2 · · · Yr ). (4-21)

Because of the disjoint union (4-19), the columns of the matrix Z can also be obtained by permuting the
columns of the matrix 4. That is, there exists an L×L permutation matrix P such that

4= ZP.

As det P = ±1 and the columns of 4 are linearly independent, it follows that the matrix Y j has rank |D j |

for each j = 1, 2, . . . , r . We also find that

det(4T4)= det(PT Z T ZP)= det(Z T Z)

is a positive integer.
Now suppose that 1 ≤ i ≤ r , that 1 ≤ j ≤ r , and i ̸= j . It follows from (4-14), (4-18), and (4-19), that

each nonzero row of the matrix Yi is indexed by an integer in the set Ai , and each nonzero row of the
matrix Y j is indexed by an integer in the set A j . As Ai and A j are disjoint we conclude that Y T

i Y j is a
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zero matrix. Because we have organized Z into blocks as in (4-21), we find that

det(4T4)= det(Z T Z)=

r∏
j=1

det(Y T
j Y j ). (4-22)

Since the extreme points ξ l that form the columns of 4 belong to FN , it follows that

N∑
n=1

ξnℓ = 0 for each ℓ= 1, 2, . . . , L .

For each j = 1, 2, . . . , r the nonzero rows of Y j are indexed by the elements of A j , and so we get∑
n∈A j

ξnℓ = 0 for each ℓ ∈ D j . (4-23)

As Y j has rank |D j | we find that

|D j | + 1 ≤ |A j |. (4-24)

Next we will show that there is equality in the inequality (4-24). Each subset A j is minimal in P and
therefore no proper subset of A j belongs to P . It follows from (4-23) that the |A j | distinct (row) vectors

{(ξnℓ) : n ∈ A j } (4-25)

are linearly dependent. Let f : A j → Z be a function that is supported on the subset

B = {n ∈ A j : f (n) ̸= 0},

where B is a proper subset of A j . As B does not belong to P it follows that there exists ℓ1 in D j such that

|S(ℓ1)∩ B| = 1.

We conclude that ∑
n∈A j

f (n)ξnℓ1 =

∑
n∈B

f (n)ξnℓ1 ̸= 0,

because this sum contains exactly one nonzero term. This shows that no proper subset of the collection
of (row) vectors (4-25) is linearly dependent. In particular, each subset of the (row) vectors in (4-25) with
cardinality |A j |−1 is linearly independent. As the rank of the matrix Y j is |D j | we conclude by (4-24) that

|D j | + 1 = |A j | for each j = 1, 2, . . . , r. (4-26)

We also get the identity

L + r =

r∑
j=1

(|D j | + 1)=

r∑
j=1

|A j | = N , (4-27)

which determines the value of r .
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Lemma 4.6. Let the columns of the N×L matrix

4= (ξ 1 ξ 2 · · · ξ L)

be vectors from the set of extreme points FN defined in (3-6). If L < N ≤ 2L then

∥ξ 1 ∧ ξ 2 ∧ · · · ∧ ξ L∥1 ≤

(
N

N − L

)N−L

. (4-28)

Proof. Clearly we may assume that rank4= L . We assume to begin with that no row of the matrix 4 is
identically zero. As in our proof of Lemma 3.6 we have

∥ξ 1 ∧ ξ 2 ∧ · · · ∧ ξ L∥1 =

∑
I⊆{1,2,...,N }

|I |=L

(det4I )
2
= det(4T4) (4-29)

by the Cauchy–Binet identity. By combining (4-22) and (4-29) we find that

∥ξ 1 ∧ ξ 2 ∧ · · · ∧ ξ L∥1 =

r∏
j=1

det(Y T
j Y j ),

where each N×|D j | matrix Y j is defined as in (4-20). Let W j be the |A j |×|D j | submatrix of Y j obtained
by removing all rows which are identically zero. Because there is equality in the inequality (4-24) the
submatrix W j is also (|D j |+1)×|D j |. That is, W j is an (M+1)×M matrix with columns in the set of
extreme points FM , where M = |D j |. Then it follows from the inequality (3-23) and (4-26) that

r∏
j=1

det(Y T
j Y j )=

r∏
j=1

det(W T
j W j )≤

r∏
j=1

(|D j | + 1)=

r∏
j=1

|A j |. (4-30)

We estimate the product on the right of (4-30) by applying the arithmetic/geometric mean inequality and
using the identity (4-27). In this way we arrive at the inequality

r∏
j=1

det(Y T
j Y j )≤

(
r−1

r∑
j=1

|A j |

)r

= (r−1 N )r =

(
N

N − L

)N−L

.

This proves (4-28) under the assumption that no row of 4 is identically zero.
Next we suppose that L < N ≤ 2L , that

4= (ξ 1 ξ 2 · · · ξ L)

is an N×L matrix with columns ξ 1, ξ 2, . . . , ξ L from FN , that rank4 = L , and that 4 has exactly
N − M > 0 rows that are identically zero. Because rank4= L , we find that L ≤ M < N ≤ 2L . We write

4′
= (ξ ′

1 ξ ′

2 · · · ξ ′

L)

for the M×L matrix obtained from 4 by removing the rows of 4 that are identically zero. It follows
from Lemma 3.4 that each column ξ ′

1, ξ
′

2, . . . , ξ
′

L belongs to FM . Clearly each L×L submatrix of 4
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with a row that is identically zero has a zero determinant. Thus we have

∥ξ 1 ∧ ξ 2 ∧ · · · ∧ ξ L∥1 = ∥ξ ′

1 ∧ ξ ′

2 ∧ · · · ∧ ξ ′

L∥1.

If L = M then 4′ is L×L , and it follows from Lemma 3.5 that

∥ξ ′

1 ∧ ξ ′

2 ∧ · · · ∧ ξ ′

L∥1 = 1 ≤

(
N

N − L

)N−L

.

If L < M < N ≤ 2L then by the case already considered we get

∥ξ ′

1 ∧ ξ ′

2 ∧ · · · ∧ ξ ′

L∥1 ≤

(
M

M − L

)M−L

<

(
N

N − L

)N−L

.

This verifies the bound (4-28) in general. □

We now combine Lemma 3.7 and Lemma 4.6 to obtain the inequality (4-28) in full generality.

Theorem 4.7. Let the columns of the N×L matrix

4= (ξ 1 ξ 2 · · · ξ L)

be vectors in the set of extreme points EN ∪ FN . If L < N ≤ 2L then

∥ξ 1 ∧ ξ 2 ∧ · · · ∧ ξ L∥1 ≤

(
N

N − L

)N−L

. (4-31)

Proof. We argue by induction on the positive integer L . If L = 1 then N = 2 and the result is trivial
to check. Next we assume that 2 ≤ L , and we assume that (4-31) holds for all pairs (L ′, N ′) such that
L ′ < N ′

≤ 2L ′ and 1 ≤ L ′ < L .
If the extreme points ξ 1, ξ 2, . . . , ξ L all belong to the set of extreme points EN , then

∥ξ 1 ∧ ξ 2 ∧ · · · ∧ ξ L∥1 = 1

and the inequality (4-31) is trivial. If the extreme points ξ 1, ξ 2, . . . , ξ L all belong to the set of extreme
points FN , then the inequality (4-31) follows from Lemma 4.6. To complete the proof we assume that K
of the extreme points ξ 1, ξ 2, . . . , ξ L belong to EN and L −K extreme points ξ 1, ξ 2, . . . , ξ L belong to FN ,
where 1 ≤ K < L . In this case the set of extreme points satisfies the hypotheses of Lemma 3.7. It follows
from the conclusion of Lemma 3.7 that there exist linearly independent extreme points η1, η2, . . . , ηL−K

in the set EN−K ∪ FN−K such that

∥ξ 1 ∧ ξ 2 ∧ · · · ∧ ξ L∥1 = ∥η1 ∧ η2 ∧ · · · ∧ ηL−K ∥1. (4-32)

We write L ′
= L − K , N ′

= N − K , and we consider two cases. First we suppose that

N ′
≤ 2L ′.
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In this case we apply the inductive hypothesis and conclude that

∥η1 ∧ η2 ∧ · · · ∧ ηL−K ∥1 ≤

(
N ′

N ′ − L ′

)N ′
−L ′

=

(
N − K
N − L

)N−L

<

(
N

N − L

)N−L

. (4-33)

Next we suppose that

2L ′
≤ N ′.

In this case we appeal to the inequality (3-27) which we have already proved. By that result we have

∥η1 ∧ η2 ∧ · · · ∧ ηL−K ∥1 ≤ 2L ′

= min
{

2L ′

,

(
N ′

N ′ − L ′

)N ′
−L ′}

≤

(
N ′

N ′ − L ′

)N ′
−L ′

=

(
N − K
N − L

)N−L

<

(
N

N − L

)N−L

. (4-34)

Combining (4-32), (4-33), and (4-34), establishes the inequality

∥ξ 1 ∧ ξ 2 ∧ · · · ∧ ξ L∥1 ≤

(
N

N − L

)N−L

whenever L < N ≤ 2L . This proves the lemma. □

If x1, x2, . . . , xL belong to RN and L < N ≤ 2L , then it follows from (4-31) that

∥x1 ∧ x2 ∧ · · · ∧ xL∥1 ≤

(
N

N − L

)N−L

δ(x1)δ(x2) · · · δ(xL).

This proves the inequality (3-2), and so completes the proof of Theorem 3.1.

5. Proof of Theorem 1.1

We apply Theorem 3.1 with N = r + 1 and L = q , and we apply the theorem to the collection of linearly
independent points α1,α2, . . . ,αq in

0S(k)⊆ Dr ⊆ Rr+1.

From (3-4) we find that

∥α1 ∧ α2 ∧ · · · ∧αq∥1 ≤ min
{

2q ,

(
r + 1

r + 1 − q

)r+1−q}
δ(α1)δ(α2) · · · δ(αq)

= C(r, q) δ(α1)δ(α2) · · · δ(αq). (5-1)

By the product formula the points α1,α2, . . . ,αq belong to the diagonal subspace Dr . Therefore we get

δ(α j )=
1
2 ∥α j∥1 for each j = 1, 2, . . . , q. (5-2)

Combining (5-1) and (5-2) establishes the inequality (1-11).
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6. Proof of Theorem 1.2

Let 1 ≤ L < N and let
X = (x1 x2 · · · xL)

be an N×L real matrix with columns x1, x2, . . . , xL . We assume that the columns of X are R-linearly
independent so that rank X = L and

x1 ∧ x2 ∧ · · · ∧ xL ̸= 0.

We use the matrix X to define a norm on RL by

y 7→ ∥X y∥1. (6-1)

The unit ball associated to the norm (6-1) is obviously the set

BX = { y ∈ RL
: ∥X y∥1 ≤ 1}.

It is not difficult to show that the dual unit ball is

B∗

X = {X T w : w ∈ RN and ∥w∥∞ ≤ 1}.

It can be shown (see [Bolker 1969; Schneider and Weil 1983] or, for a more general result, [Vaaler 2014,
Lemma 2]) that the dual unit ball B∗

X is an example of a zonoid. Therefore by an inequality of S. Reisner
[1985, Theorem 2], we have

4L

L!
≤ VolL(BX )VolL(B∗

X ). (6-2)

An identity for the L-dimensional volume of B∗

X was established by P. McMullen [1984] and C. G. Shep-
hard [1974, equation (57)]. These results assert that

VolL(B∗

X )= 2L ∑
|I |=L

|det X I | = 2L
∥x1 ∧ x2 ∧ · · · ∧ xL∥1. (6-3)

By combining Reisner’s inequality (6-2) and the volume formula (6-3), we obtain the lower bound

2L

L!
≤ VolL(BX )∥x1 ∧ x2 ∧ · · · ∧ xL∥1. (6-4)

Now let
0< λ1 ≤ λ2 ≤ · · · ≤ λL <∞

be the successive minima for the convex symmetric set BX and the integer lattice ZL . By Minkowski’s
theorem on successive minima (see [Cassels 1959, Section VIII.4.3]) we have

VolL(BX )λ1λ2 · · · λL ≤ 2L . (6-5)

We combine the lower bound (6-4) and the upper bound (6-5), and obtain the inequality

λ1λ2 · · · λL ≤ L! ∥x1 ∧ x2 ∧ · · · ∧ xL∥1. (6-6)

This leads to the following general result.



1616 Shabnam Akhtari and Jeffrey D. Vaaler

Theorem 6.1. Let X ⊆ RN be the free group of rank L generated by the linearly independent vectors
x1, x2, . . . , xL . Then there exist linearly independent points y1, y2, . . . , yL in X such that

∥ y1∥1∥ y2∥1 · · · ∥ yL∥1 ≤ L! ∥x1 ∧ x2 ∧ · · · ∧ xL∥1. (6-7)

If Y ⊆ X is the subgroup generated by the points y1, y2, . . . , yL , then [X : Y] ≤ L!.

Proof. By Minkowski’s theorem on successive minima there exist linearly independent points m1,m2,

. . . ,mL in the integer lattice ZL such that

∥X mℓ∥1 = λℓ for ℓ= 1, 2, . . . , L . (6-8)

As rank X = L the points
{X mℓ : ℓ= 1, 2, . . . , L}

are linearly independent points in the free abelian group X . We write yℓ = X mℓ for each ℓ= 1, 2, . . . , L .
Then (6-7) follows from (6-6) and (6-8). The bound [X : Y] ≤ L! also follows from Minkowski’s
theorem. □

Now let L = q , N = r + 1 and let A ⊆ Rr+1 be the subgroup of rank q generated by the linearly inde-
pendent vectors α1,α2, . . . ,αq . By Theorem 6.1 there exist linearly independent vectors β1,β2, . . . ,βq

in A such that
∥β1∥1∥β2∥1 · · · ∥βq∥1 ≤ q! ∥α1 ∧ α2 ∧ · · · ∧αq∥1.

Moreover, the free group B ⊆ A generated by the vectors β1,β2, . . . ,βq has rank q and index

[A : B] ≤ q!.

This proves Theorem 1.2.
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Prime values of f (a,b2) and f (a,p2), f quadratic
Stanley Yao Xiao

Dedicated to the occasion of John Friedlander’s 80th birthday

We prove an asymptotic formula for primes of the shape f (a, b2) with a, b integers and of the shape
f (a, p2) with p prime. Here f is a binary quadratic form with integer coefficients, irreducible over Q

and has no local obstructions. This refines the seminal work of Friedlander and Iwaniec on primes of the
form x2

+ y4 and of Heath-Brown and Li on primes of the form a2
+ p4, as well as earlier work of the

author with Lam and Schindler on primes of the form f (a, p) with f a positive definite form.

1. Introduction

Two of the most stunning results in prime number theory in the last thirty years are the seminal works
of Friedlander and Iwaniec [5] and Heath-Brown [9], demonstrating that the polynomials x2

+ y4 and
x3

+ 2y3, respectively, take on infinitely many prime values. In particular, Friedlander and Iwaniec
obtained the beautiful asymptotic formula∑ ∑

a2+b4≤X

3(a2
+ b4)=

20(1/4)2

3π
√

2π
X3/4

(
1 + O

(
log log X

log X

))
, (1-1)

where 3( · ) is the von Mangoldt function and 0 is the Gamma function.
Heath-Brown’s result on x3

+ 2y3 was quickly generalized by Heath-Brown and Moroz in [11], which
demonstrated that any admissible binary cubic form takes on infinitely many prime values. More recently,
X. Li has proved that the cubic form x3

+ 2y3 takes on infinitely many prime values with y restricted
to a short interval [14]. One also notes the stunning work of J. Maynard on representation of primes by
incomplete norm forms, a substantial generalization of Heath-Brown’s work [15].

Despite the passage of more than two decades, a generalization akin to that of Heath-Brown and Moroz
[11] has yet to materialize for the main result of [5], despite the authors of that paper claiming that such a
result should be readily obtainable from their arguments.1 That is, there has yet to be a proof that f (x, y2)

takes on infinitely many prime values for any binary quadratic form f other than f (x, y)= x2
+ y2.

More precisely, it can be seen from [9; 11] that the work needed to go from prime values of x3
+ 2y3

to prime values of F(x, y) for arbitrary admissible cubic forms F is purely algebraic. In particular, the

MSC2020: primary 11N32; secondary 11N35, 11N36, 11R45.
Keywords: primes, prime values of quadratic forms, Friedlander–Iwaniec theorem.

1“We expect, but did not check, that the methods carry over to the prime values of φ(a, b2) for φ a quite general binary
quadratic form.” [5, p. 947].
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analytic machinery established by Heath-Brown in [9] essentially only depends on the Z-module structure
of Z

[ 3
√

2
]
, which means it can be easily adapted to work with sets of ideal numbers.

Such is not the case with a2
+ b4. In fact the analytic machinery in [5] is far more delicate, as they

needed to work around the lack of homogeneity of the polynomial. Much of this machinery is quite
subtle. Therefore, in addition to establishing an appropriate algebraic framework akin to the work of
Heath-Brown and Moroz, it is necessary to generalize some of the analytic machinery in [5] as well. For
the algebraic framework, we use language established by Heath-Brown and Moroz, but in principle we
can use the same type of explicit language used by Lam, Schindler, and the author in [12].

Fortuitously, we are able to salvage a significant portion of the analytic machinery established by
Friedlander and Iwaniec [5] and Heath-Brown and Li [10]. There is one notable exception, which can be
viewed as the most novel contribution of this paper: the so-called Jacobi–Kubota symbol. In fact this
symbol, introduced in [5], works well only in the ring of Gaussian integers Z[i]. This symbol is subtle
because unlike much of the other pieces of analytic machinery, it relies also on the arithmetic structure
of the sets of ideal numbers of the quadratic field associated to f . Obtaining a generalization of the
multiplicativity of the Jacobi–Kubota symbol workable in the general setting is crucial to our arguments.

In another direction, one might ask whether reducible polynomials take on infinitely many semiprime
values, with the order of the semiprime being equal to the number of irreducible factors. A first example
of this type of result is due to Fouvry and Iwaniec [3], who showed that the binary cubic form y(x2

+ y2)

takes on infinitely many values with exactly two prime factors. This work paved the way for the later work
of Friedlander and Iwaniec [5]. Heath-Brown and Li then combined the result of Fouvry and Iwaniec and
Friedlander and Iwaniec in [10], showing that the polynomial y(x2

+ y4) takes on infinitely many values
with exactly two prime factors. In particular they obtained the asymptotic formula

∑ ∑
a2+b4≤X

λ(b)λ(a2
+ b4)=

20(1/4)2

3π
√

2π

X3/4

(log X)2

(
1 + Oε

(
1

(log X)1−ε

))
, (1-2)

where λ is the prime indicator function.
Lam, Schindler and the author generalized the work of Fouvry and Iwaniec in another direction,

proving that for any admissible positive definite binary quadratic form f the cubic form y f (x, y) takes
on infinitely many values with exactly two prime factors. Our main result implies∑ ∑

f (m,ℓ)≤X

3(ℓ)3( f (m, ℓ))= ν f S
′

f X + OA(X (log X))−A), (1-3)

where ν f is a product of local densities given by

ν f =

∏
p∤1( f )

(
1 −

ρ f (p)
p

)(
1 −

1
p

)−1 ∏
p|1( f )

(
1 −

1
p

)−1

, (1-4)

S′

f is given by (1-9), and ρ f (m)= #{x (mod m) : f (x, 1)≡ 0 (mod m)}.
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We simultaneously generalize the main results of Friedlander and Iwaniec [5] and Heath-Brown and
Li [10]. If f is definite put

S f = Area{(x, y) ∈ R2
: f (x, y2)≤ 1}

and for f indefinite we define

S f = lim
X→∞

Area{(x, y) ∈ R2
: 0< f (x, y2) < X, 0< y ≤ X1/4

}

X3/4 .

Our first main result is:

Theorem 1.1. Let f (x, y) = f2x2
+ f1xy + f0 y2

∈ Z[x, y] be an irreducible and primitive binary
quadratic form, with the property that f (x, 1) ̸≡ x(x + 1) (mod 2). Then for f positive definite we have∑

m,ℓ∈Z

f (m,ℓ2)≤X

λ( f (m, ℓ2))=
ν f S f X3/4

log X

(
1 + O

(
log log X

log X

))
(1-5)

and for f indefinite we have∑
m,ℓ∈Z

0< f (m,ℓ2)≤X
0<ℓ≤X1/4

λ( f (m, ℓ2))=
ν f S f X3/4

log X

(
1 + O

(
log log X

log X

))
. (1-6)

The condition that f (x, 1) ̸≡ x(x + 1) (mod 2) is necessary, as otherwise f (x, k) is divisible by 2
whenever k is odd, precluding the possibility that it could be a prime square unless k = 4. Theorem 1.1
recovers Theorem 1 of [5] upon setting f (x, y)= x2

+y2. It also implies, for example, that the polynomials
x2

+ xy2
+ y4 and x2

− 2y4 represent infinitely many primes.
The choice of cutting off the y-variable at X1/4 is somewhat arbitrary, and is mostly done for aesthetic

reasons. Of course, in the indefinite case some such cut-off is necessary. In particular such a choice
guarantees that we do not need to worry about long cusps if we insist only on the condition | f (x, y2)| ≤ X .

Both Theorems 1.1 and 1.2 apply to indefinite as well as definite forms. Although, for economy, we
state the two cases together, there are some differences in the proof and, so far as we are aware, these give
the first examples of asymptotic formulae for the number of prime values of indefinite nonhomogeneous
polynomials of degree exceeding two.

Our proof, which further develops ideas in [10], yields the following general version of Theorem 1 of
[10] or (1-2):

Theorem 1.2. Let f (x, y) = f2x2
+ f1xy + f0 y2

∈ Z[x, y] be an irreducible and primitive binary
quadratic form, with the property that f (x, 1) ̸≡ x(x + 1) (mod 2). Then for f positive definite we have∑

m,ℓ∈Z

0< f (m,ℓ2)≤X

λ(ℓ)λ( f (m, ℓ2))=
ν f S f X3/4

(log X)2

(
1 + O

(
log log X

log X

))
(1-7)
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and for f indefinite we have∑
m,ℓ∈Z

0< f (m,ℓ2)≤X
0<ℓ≤X1/4

λ(ℓ)λ( f (m, ℓ2))=
ν f S f X3/4

(log X)2

(
1 + O

(
log log X

log X

))
. (1-8)

Theorem 1.2 implies that there are infinitely many integers x and primes p for which f (x, p2) is
prime. We further note that the error term in Theorem 1.2 is slightly better than in (1-2), due to choosing
a slightly different sieving parameter.

In [11], the key new insight is that the arithmetic of ideal numbers allows one to connect the multiplica-
tive structure on the set of ideals of a ring of integers, which has unique factorization, to the arithmetic of
the elements in a ring of integers which need not have unique factorization. This breaks a key barrier in [9]
where the fact that Z

[ 3
√

2
]

is a unique factorization domain is used in a crucial manner. The analytic esti-
mates obtained by Heath-Brown in [9] can be applied with relatively few changes in the general setting [11].

In [12] we essentially pursued the same approach, although we did not state things in terms of ideal
numbers but rather worked out an explicit composition law for binary quadratic forms, in the spirit of
Gauss and Dirichlet. We have decided to adopt the approach of Heath-Brown and Moroz and use ideal
numbers, as this is a more elegant and general approach.

In order to prove Theorems 1.1 and 1.2 we adopt an approach introduced by Heath-Brown in [9],
which we call Heath-Brown’s comparison sieve. This involves applying the same sieve procedure to two
comparable sequences A = (an) and B = (bn), producing cancellation at appropriate junctures. This was
used again by Heath-Brown and Li in [10] for the proof of their result.

In order to prove Theorem 1.1 we choose our sequence B to simply be the set of prime ideals of the
ring of integers OK , where K = Q

(√
1( f )

)
is the splitting field of our form f . The sequence B used by

Heath-Brown and Li is exactly the sequence studied by Fouvry and Iwaniec in [3]. For positive definite
forms f we may then apply the result in [12], and for indefinite forms we will need to prove an extension
of our main result with Lam and Schindler in [12], which gives an asymptotic formula for the number of
representation of primes by f (x, p), with p prime.

For f positive definite put

S′

f = Area{(x, y) ∈ R2
: f (x, y)≤ 1} (1-9)

and for f indefinite put

S′

f = lim
X→∞

Area{(x, y) ∈ R2
: 0< f (x, y) < X, 0< y < X1/2

}

X
.

Theorem 1.3. Let f (x, y) = f2x2
+ f1xy + f0 y2

∈ Z[x, y] be an irreducible and primitive binary
quadratic form, with the property that f (x, 1) ̸≡ x(x + 1) (mod 2). Then for f positive definite we have∑

m,ℓ∈Z
0< f (m,ℓ)≤X

3(ℓ)3( f (m, ℓ))= ν f S
′

f X + OA

(
X

(log X)A

)
(1-10)
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and for f indefinite we have∑
m,ℓ∈Z

0< f (m,ℓ)≤X
0<ℓ≤X1/2

3(ℓ)3( f (m, ℓ))= ν f S
′

f X + OA

(
X

(log X)A

)
. (1-11)

Here ν f is as in Theorem 1.2 and S′

f is as in (1-9).

Theorem 1.3 is stated with the von Mangoldt function rather than λ to emphasize that a substantially
better error term, giving an arbitrary log-power saving, is possible.

Theorem 1.3 implies the following, which completely settles Schinzel’s hypothesis for binary cubic
forms:

Corollary 1.4. Let F(x, y) be a reducible binary cubic form of the shape F(x, y) = L(x, y)Q(x, y),
where Q is an irreducible binary quadratic form. Then there are infinitely many pairs of integers x , y
such that F(x, y) is divisible by exactly two primes.

Corollary 1.4 is the final case of Schinzel’s hypothesis in the setting of binary cubic forms. The hardest
case, that of irreducible binary cubic forms, is settled by the work of Heath-Brown [9] and Heath-Brown
and Moroz in [11]. The case with F reducible with a positive definite quadratic factor is settled by the
author’s joint work with Lam and Schindler in [12]. The special cases when the irreducible quadratic
factor is x2

+ y2 was settled by Fouvry and Iwaniec in [3] and the special case when the quadratic factor is
x2

+ xy + y2 was settled by M. Pandey [17]. The totally reducible case was settled by van der Corput [2],
and was of course famously generalized by B. J. Green and T. Tao to cover arbitrarily long arithmetic
progressions [8]; see also B. J. Green’s work on Roth’s theorem in the primes [7].

As in [11], our basic objective is to invoke composition laws involving ideal numbers of a fixed
quadratic field in order to reduce the problem to one that is amenable to the analytic methods developed
by Friedlander and Iwaniec in [5] and Heath-Brown and Li in [10]. In [11] the relevant analytic methods
developed by Heath-Brown in [9] can be applied with only minor modifications once the relevant algebraic
framework is established, since these estimates depend only on the Z-module structure. However, the
analytic estimates employed by Friedlander and Iwaniec in [5] are far more delicate and depend subtly on
the fine arithmetic properties of the ring Z[i] rather than simply its structure as a rank-two Z-module.
Indeed, the obvious analogue of the so-called Jacobi–Kubota symbol introduced by Friedlander and
Iwaniec in [5] does not seem to behave nicely and special care must be taken to define and work with
the twisting factor ξw(z) needed to recover multiplicativity. Again we emphasize that the definition and
application of these generalized Jacobi–Kubota symbols and their twisting factors may be viewed as the
most novel contribution of this paper. We give a rough explanation of this in the following section.

Organization of the paper. In Section 2 we give a brief overview of the ideas in this paper, emphasizing
key new ingredients. In Section 3 we discuss our approach to implementing the asymptotic sieve for
primes, in the manner introduced by Heath-Brown in [9] which we dub Heath-Brown’s comparison sieve,
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also used by Heath-Brown and Moroz in [11] and Heath-Brown and Li in [10]. In Section 4 we introduce
the necessary algebraic number theory involving the arithmetic ideal numbers, necessary to establish the
framework needed to apply the analytic estimates in [5; 10]. In Section 5 we establish the needed level
of distribution or type-I estimates. In Section 6 we will prove the necessary bilinear sum estimates to
obtain the analogue of the main theorem of [12] in the indefinite case, which for us is needed to apply
Heath-Brown’s comparison sieve in the indefinite case. In Section 7 we establish the preliminary steps
to proving our two key technical propositions, being Propositions 7.5 and 7.6, which are analogues of
Heath-Brown and Li’s Propositions 6 and 7 in [10]. In Section 8 we prove Proposition 7.5, the proof
being identical to that of [10] except we avoid the language of Gaussian integers. In Sections 9 and 10 we
modify Heath-Brown and Li’s proof of their Proposition 7 in the setting of a general quadratic field K ,
thereby proving our Proposition 7.6, which then completes the proof of Theorem 1.2, conditioned on
certain character sum estimates that they imported from [5]. Finally, in Section 11 we introduce the
analogues of Friedlander and Iwaniec’s notion of Jacobi–Kubota symbols in the setting of a general
quadratic field, as well as the analogue of their symbol [ · ] which in some sense measures the “spin” of
an ideal in Z[i], allowing us to prove versions of their Proposition 23.1 and Theorem ψ which are needed
by Heath-Brown and Li. This may be of independent interest.

Notation. Throughout, we fix our binary quadratic form

f (x, y)= f2x2
+ f1xy + f0 y2

∈ Z[x, y],

which satisfies the hypothesis that for all primes p there exist integers x p, yp such that p ∤ f (x p, yp), and
f (x, 1) ̸≡ x(x + 1) (mod 2). We will use both the Landau and Vinogradov notation ≪ and O( · ).

2. Sketch of the main ideas

To sketch our ideas it is necessary to give a quick summary of the works of Friedlander–Iwaniec [5],
Heath-Brown and Li [10], as well as the works of Heath-Brown [9] and Heath-Brown and Moroz [11]. In
particular, we will see in this section that the paths to Theorems 1.1 and 1.2 are not as straightforward as
going from [9] to [11].

We divide our arguments into ideas that are essentially algebraic, ideas which are essentially analytic
in nature, and the final subsection is devoted to the new ingredient needed to tie these two bags of tools
together to give the proof.

Analytic (sieve theoretic) ideas. In [5] the principal strategy is to verify the hypotheses of the asymptotic
sieve for primes, introduced by Friedlander and Iwaniec in [4], hold for the sequence A= (an) defined by

an =

∑
x2+y4=n

1. (2-1)

In order to do so they obtain an optimal level of distribution (or type-I estimates) for the sequence A,
which is extended and refined in their subsequent work [6]; see also [1]. The strength of their result relies
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on the remarkable property that roots of quadratic congruences are extraordinarily well-spaced modulo 1.
However, the main obstacle they overcome in [5] is to obtain acceptable estimates for bilinear sums of
the shape ∑

m

α(m)
∑

N≤n<2N
mn≤X

β(n)amn

for quite general complex sequences (α(m)) and (β(n)).
To do so, Friedlander and Iwaniec converted the problem to one about estimating solutions to a family

of quadratic congruences via Fourier analysis. They then succeeded in obtaining satisfactory estimates for
the number of solutions after a herculean effort in [5]. This estimation constitutes the bulk of the work
done in [5].

They partitioned their argument into estimating solutions with small, medium, or large moduli. As
usual, the contribution from the small moduli is expected to be relatively straightforward since explicit
asymptotic formulae are expected to exist. In [5] this was done from the ground up and in [10] this was
obtained by applying the general Siegel–Walfisz type theorems of Mitsui [16].

One pillar of [5], which treats the lion’s share of possible moduli in the middle, is their Proposition 14.1.
There they cleverly used quadratic reciprocity to achieve moduli flipping, which allows one to swap a
large modulus with a small one via complementary divisors as long as the modulus is not too large (so
that its complementary divisor is not too small). This aspect of Friedlander–Iwaniec is imported without
change in [10].

We state Proposition 14.1 in [5] here for convenience:

Proposition 2.1 [5, Proposition 14.1]. Let D, R, S ≥ 1. For any complex numbers αrs with gcd(r, 2s)= 1
supported in the box R < r < 2R, S < s < 2S we have∑

D<d≤2D

∑
a (mod d)

∣∣∣∣ ∑ ∑
r̄ s≡a (mod d)

αrs

(
r
d

)∣∣∣∣2

≤ N (D, R, S)
∑

r

∑
s

τ(r)|αrs |
2,

where N (D, R, S) satisfies the bound

N (D, R, S)≪ε D + D−1/2 RS + D1/3(RS)2/3(log 2RS)4 + (R + S)1/12(RS)1/12+ε

for any ε > 0. Here
(

·

·

)
is the Jacobi symbol if d is odd and is extended for d even via the Hilbert symbol.

It is important to emphasize that Proposition 14.1 in [5] only involves rational integers, and therefore
only depends on the structure of Z2 as a Z-module. The relevance to the present setting is that our
particular quadratic field is of no concern when invoking this proposition.

The treatment of large moduli constitutes the bulk of the hard work in [5; 10]. Here the main obstacle
to overcome is an acceptable estimate of a sum of the shape∑

z1, z2

β ′

z1
β ′

z2
(2-2)
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where β ′ takes the form

β ′

z = βzi (x−1)/2
(

y
x

)
with z = (x, y) and i is the imaginary unit. The function βz is supported on a small region in R2. The
key property needed here is that the sum (2-2) can be split as a product∑

z1, z2

β ′

z1
β ′

z2
=

( ∑
z1

β ′

z1

)( ∑
z2

β ′

z2

)
(2-3)

using properties of the Jacobi symbol and the arithmetic of Z[i]. This will be discussed in detail later in
Section 10.

We remark that two key results in [10], namely Corollaries 1 and 2 which are a refinement of the
Barban–Davenport–Halberstam theorem and a Siegel–Walfisz type estimate, respectively, are not explicitly
invoked here. This is because these two results are used in [10] to prove their Proposition 6 which,
surprisingly, can be applied more or less without change in our case.

Algebraic ideas. The ideas in this subsection are introduced by Heath-Brown and Moroz [11], and are
also related to the work of the author with Lam and Schindler [12].

The main role played by algebraic number theory in the present work is to obtain an analogue of
equation (5.2) in [5], which we state here for convenience:

amn =
1
4

∑
|w|2=m

∑
|z|2=n

Z(Re(wz)),

where Z is the indicator function for square integers. This crucial formula allows one to decompose
the terms an given in (2-1) multiplicatively, which is the principal reason why such strong bilinear sum
estimates can be obtained. In [5] they used the fact that the Gaussian integers Z[i] is a principal ideal
domain, and more crucially has a canonical basis, in order to obtain their equation (5.2).

In general the quadratic order OK we are working in is not a PID. Indeed if we are interested in
general binary quadratic forms it is not enough to only work with OK but rather all sets of ideal numbers
simultaneously. If we denote by h the class number of OK and A1, . . . , Ah the corresponding sets of
ideal numbers, what we require is a choice of a basis of the A j ’s as Z-modules and a composition law
connecting them, expressed in terms of the given bases.

These ideas are already expressed fully by Heath-Brown and Moroz in [11]. In [12] we adopted a more
down-to-earth but ultimately more explicit approach. In the present paper we adapt the ideas in [11] instead.

The key algebraic result we will need is Proposition 4.1 which gives the analogue of equation (5.2)
in [5]. This means that we again have sums which can be decomposed multiplicatively which enables us
to obtain strong bilinear sum estimates.

The new input: a generalized Jacobi–Kubota symbol and its twist factor. So far we have discussed
how Friedlander and Iwaniec relied on the fact that Z[i] is a PID in order to obtain their decomposition
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formula. Likewise, Heath-Brown had relied on the fact that Z
[ 3
√

2
]

is a PID in order to obtain the
decomposition formula he needed in [9]. The key new idea in [11] was to use the algebraic structure
provided by Hecke’s ideal numbers in order to reduce the problem of finding prime values of a binary
cubic form F to estimating certain sums on Z-modules. The latter constitutes the analytic portion of the
argument. In essence, in [11] they successfully separated the algebraic and analytic arguments.

We are doing much the same, but there is one component of the arguments in [5] (and this is inherited
by [10]) that is solidly wedged in between the algebraic and analytic worlds and requires separate
treatment: the Jacobi–Kubota symbol.

The Jacobi–Kubota symbol as defined in [5] is essential in obtaining the decomposition property of
(2-2) given as (2-3). Indeed, this is the lynchpin that holds together the arguments needed to obtain
suitable estimates for the largest moduli in [5; 10].

The Jacobi–Kubota symbol is extremely specific to the Gaussian integers Z[i]. In particular to obtain
the nice properties derived in [5] one must use in an essential way the following properties of Z[i]:

• the class number of Z[i] is 1;

• the norm of Z[i] is the same as the Euclidean norm on C; and

• the odd rational primes that split in Z[i] are precisely those that are congruent to 1 (mod 4).

Clearly, no other ring of quadratic integers except for possibly suborders of Z[i] possess all three of these
properties.

To see how these properties come into play, note that Friedlander and Iwaniec defined the Jacobi–Kubota
symbol in [5, equation (20.1)] as

[z] = [r + is] = i (r−1)/2
(

s
|r |

)
where

(
·

·

)
is the Jacobi symbol. One sees right away that the choice of basis is relevant: the components

s, r in the definition cannot make sense without a choice of basis. Right now it appears that the Jacobi–
Kubota symbol depends only on the Z-module structure of Z[i]. This is indeed the case: once we have
fixed a basis for our relevant Z-module we can define the Jacobi–Kubota symbol analogously.

The trouble is that in order to have the desired multiplicative property, namely

[z][w] = ε [zw]ξw(z), (2-4)

where ε= ±1 depending only on the quadrants containing z, w respectively, the “twist factor” ξw(z) must
satisfy nice properties that critically depend on the arithmetic structure of Z[i] as well as the niceness of
the canonical basis. In particular, the twist factor ξw(z) satisfies:

(1) It is multiplicative for each w ∈ Z[i]: one has ξw(z1)ξw(z2)= ξw(z1z2).

(2) It is symmetric: ξw(z)= ξz(w) for w, z ∈ Z[i].
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(3) (Lemma 21.1 in [6]) For q = |w1w2|
2 and d = |gcd(w1, w2)|

2 one has∑
ζ (modq)

ξw1(ζ )ξw2(ζ )=

{
qϕ(d)ϕ(q/d) if q, d are squares,
0 otherwise.

(4) For w = u + iv and ω ≡ −vū (mod q) with q = |w|
2, one has

ξw(z)=

(
ur − vs

q

)
and ξw(z)=

(
r +ωs

q

)
,

where z = r + is.

In order for the Jacobi–Kubota symbol, defined analogously to [5], to have nice properties we must
introduce an analogous twist factor to ξw(z). One sees right away that this is a tall order. Simply writing
down the definition will require much of the setup which will take place throughout the paper, so we
defer this until Section 11.

3. Heath-Brown’s comparison sieve

We describe the ideas given by Heath-Brown in [9] and expanded upon and refined in [11] and [10].
Heath-Brown’s great insight is that quite often it is possible to establish the infinitude of primes in a
sequence A by comparing it to a suitable sequence B known to contain infinitely many primes, suitably
weighted. For example in [9] Heath-Brown compared the sequence of values of the binary cubic form
x3

+ 2y3 (weighted by multiplicity) and the sequence of values taken by the norm form of the cubic field
K = Q

( 3
√

2
)
.

We shall consider two nonnegative sequences A= (an), B = (bn) supported on positive integers n ≤ X ,
and put

π(A)=

∑
p

ap and π(B)=

∑
p

bp, (3-1)

where the summations run over primes. If one establishes an asymptotic relation of the form

π(A)= ~π(B)(1 + o(1))

say, then an asymptotic formula for π(B) implies an asymptotic formula for π(A). In particular, this
allows us to avoid working through the difficult harmonic analysis in [5], and allows one to work with
estimates that apply to general complex sequences rather than relying on properties of the Möbius function.

To simplify matters, we will restrict the variable of interest, namely ℓ, to a short interval of the shape
I (X)= (X∗, (1 + η)X∗

] where η ≍ (log X)−1 and X1/2(log X)−4
≤ X∗

≤ c f X1/2 where

c f =

{
sup f (x,y)≤1 y if f is definite,
1 if f is indefinite.
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We then define
an =

∑
f (m,ℓ)=n
ℓ∈I (X)

Z(ℓ) (3-2)

and
bn =

∑
f (m,ℓ)=n
ℓ∈I (X)

3(ℓ). (3-3)

Here

Z(ℓ)=

{
2p log p if ℓ= p2,

0 otherwise,
(3-4)

and 3 is the von Mangoldt function. In the definite case Lam, Schindler, and the author proved that π(B)
satisfies an asymptotic formula. We will extend this to the indefinite, irreducible case.

One notes that the sequences (an), (bn) introduced in (3-2) and (3-3) are analogous to the sequences
introduced in [10]. The analogous sequences A♠,B♠ for the purpose of Theorem 1.1 are

a♠

n =

∑
f (m,ℓ)=n
ℓ∈I (X)

Z♠(ℓ) and b♠

n =

∑
f (m,ℓ)=n
ℓ∈I (X)

1, (3-5)

respectively, where

Z♠(ℓ)=

{
2k if ℓ= k2,

0 otherwise.
(3-6)

We emphasize that the integer k appearing in (3-6) is not required to be prime, unlike in (3-4).
Having established the asymptotic formula for π(B), π(B♠), we will then prove an analogue of

Proposition 1 in [10]. In [10] they introduced the quantity

µ(I )=

∫
I

√
X − t2 dt =

∫
I

∫ √
X−t2

0
ds dt.

In other words, µ(I ) is the area of the subset of the positive half-disk with y-coordinate restricted to I .
We generalize this definition to

µ f (I )= Area{(x, y) ∈ R2
: 0< f (x, y) < X, y ∈ I (X)} =

∫
I

∫
0< f (s,t)<X

ds dt. (3-7)

Observe that µ f (I )≪ f
√

X · |I |, where |I | is the length of I . This brings us to the following statement:

Proposition 3.1. Let A = (an), B = (bn) be given as in (3-2) and (3-3). Then we have the asymptotic
relation

|π(A)−π(B)| ≪ε

µ f (I ) log log X
(log X)2

.

Similarly, for A♠, B♠ given by (3-5) one has

|π(A♠)−π(B♠)| ≪ε

µ f (I ) log log X
(log X)2

.
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We will see that this is enough to prove Theorems 1.1 and 1.2 as in the proof of Theorem 1 from
Proposition 1 in [10]. First we will prove that

π(B)=
ν fµ f (I )

log X

(
1 + O

(
1

log X

))
, (3-8)

this following from Theorem 1.3 via partial summation. In the case of B and f is definite we start with
the asymptotic formula (1-10) and write it as∑

q≤X

3(q)
∑

f (m,ℓ)=q

3(ℓ)= ν f S
′

f X + OA(X (log X)−A).

Writing 9(q)=
∑

f (m,ℓ)=q 3(ℓ) and replacing3(q) with log q (supported on primes), we have by partial
summation

log X
∑
q≤X

9(q)−
∫ X

1

1
t

( ∑
q≤t

9(q)
)

dt = ν f S
′

f X + OA(X (log X)−A).

An upper bound sieve gives that ∑
q≤X

9(q)= O
(

X
log X

)
,

hence

log X
∑
q≤X

9(q)= ν f S
′

f X + OA(X (log X)−A)+ O
( ∫ X

1

dt
log t

)
,

and thus ∑
q≤X

9(q)=
ν f S

′

f X

log X

(
1 + O

(
1

log X

))
.

By replacing 9(q) with

9 ′(q)=

∑
f (m,ℓ)=q
ℓ∈I (X)

3(ℓ),

we see from the same argument that∑
q≤X

9 ′(q)=
ν fµ f (I )

log X

(
1 + O

(
1

log X

))
,

as desired. The same argument applies to the indefinite case, following (1-11).
Thus Proposition 3.1 gives

π(A)=
ν fµ f (I )

log X

(
1 + O

(
log log X

log X

))
. (3-9)

We then proceed by partial summation as in [10]. We consider intervals I j = (X j , X j (1 +η)] that form a
partition of (X1/2(log X)−4, c f X1/2

]. Here η ≍ (log X)−1 is chosen so we have an exact partition. We
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let A j be defined as in (3-2) with I (X) = I j . The number of pairs (a, p) with 0 < f (a, p2) ≤ X and
p|a, p2

∈ I is bounded by ∑
p2∈I

√
X

p
≪ε X1/2+ε.

It follows that

#{(a, p) : 0< f (a, p2)≤ X is prime , p is prime, p ≤ X1/4
}

=

∑
j

1√
X j log X j

π(A j )

(
1 + O

(
1

log X

))
+ O

(
X3/4

(log X)3

)

=
ν f + O((log X)−1 log log X)

(log X)2
∑

j

µ f (I j )√
X j

+ O
(

X3/4

(log X)3

)

=
ν f + O((log X)−1 log log X)

(log X)2

∫ √
X

√
X/(log X)4

1
√

t

∫
0< f (s,t)<X

ds dt + O
(

X3/4

(log X)3

)

=
ν f S f X3/4

(log X)2

(
1 + O

(
log log X

log X

))
.

Thus Theorem 1.2 follows from Proposition 3.1. Next we do something similar to deduce Theorem 1.1.
In this case it is trivial that

π(B♠)=
ν fµ f (I )

log X

(
1 + O

(
1

log X

))
,

since this is a direct consequence of Landau’s prime ideal theorem. Therefore Proposition 3.1 gives

π(A♠)=
ν fµ f (I )

log X

(
1 + O

(
1

log X

))
.

We then proceed by partial summation as above, but noting that the weight is 2k rather than 2p log p.
The same calculation then gives

#{(a, b) : 0< f (a, b2)≤ X is prime, b ≤ X1/4
} =

ν f S f X3/4

log X

(
1 + O

(
1

log X

))
,

which suffices to prove Theorem 1.1.
In order to establish Proposition 3.1 we apply the same sieve procedure to the pairs (A,B) and (A♠,B♠),

producing cancellation at key junctures and upper bounding the rest. For any complex sequence C = (cn)

supported on the positive integers put

S(C, Z)=

∑
n∈N

p|n⇒p>Z

cn

and for each d ∈ N put
Cd = {cdn : n ∈ N}.
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We fix

δ1 = δ1(X)= (log X)ϖ−1 and δ2 = δ2(X)=
A1 log log X

log X
(3-10)

for some large positive number A1 and small number 0<ϖ < 1 which we specify later. In [10] they have
a single parameter δ which is equal to our δ1. The reason why we are having two separate parameters is
to obtain the superior error term in Theorem 1.2 and the error term in Theorem 1.1.

We also fix Y > X1/3, where the specific choice of Y will be made when it is relevant. Now put

S1(C)= S(C, X δ1), S2(C)=

∑
X δ1≤p<Y

S(Cp, p), S3(C)=

∑
Y≤p<X1/2−δ2

S(Cp, p). (3-11)

The astute reader will note that S1(C) is readily handled by the fundamental lemma of sieve theory, giving
an asymptotic formula; see, for example, Corollary 6.10 in [6]. By Buchstab’s identity, we have

π(C)= S(C, X1/2)= S1(C)− S2(C)− S3(C)−
∑

X1/2−δ2≤p≤X1/2

S(Cp, p).

The last sum can be handled by Selberg’s upper bound sieve, and we conclude:

Lemma 3.2. For Y = X17/48 and C = A,B,A♠,B♠ we have

π(C)= S1(C)− S2(C)− S3(C)+ O
(
δ2µ f (I )

log X

)
.

We will see that S3(C) can be written in terms of appropriate bilinear forms, but S2(C) will require
further treatment. Let us put

T (n)(C)=

∑
X δ1≤pn<···<p1<Y

p1···pn<Y

S(Cp1···pn , X δ1)

and

U (n)(C)=

∑
X δ1≤pn+1<···<p1<Y
p1···pn<Y≤p1···pn+1

S(Cp1···pn+1, pn+1).

We then have:

Lemma 3.3. For n0 =
⌊ log Y
δ1 log X

⌋
we have

S2(C)=

∑
1≤n≤n0

(−1)n−1(T (n)(C)− U (n)(C)).

The sums

|S1(A)− S1(B)|, |S1(A♠)− S1(B♠)| (3-12)

and ∑
1≤n≤n0

|T (n)(A)− T (n)(B)|,
∑

1≤n≤n0

|T (n)(A♠)− T (n)(B♠)| (3-13)
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can be handled by our type-I estimate Proposition 5.1 and the fundamental lemma; see Lemma 2 in [10].
To control these sums it suffices to prove:

Proposition 3.4. Let Q be a set of square-free numbers not exceeding Y = X17/48. Then for any A > 0
we have ∣∣∣∣∑

q∈Q

S(Aq , X δ1)−
∑
q∈Q

S(Bq , X δ1)

∣∣∣∣ ≪A
X

(log X)A

and ∣∣∣∣∑
q∈Q

S(A♠

q , X δ1)−
∑
q∈Q

S(B♠

q , X δ1)

∣∣∣∣ ≪A
X

(log X)A

By the definitions of S1(C) and T (n)(C), clearly Proposition 3.4 gives the bound of OA(X (log X)−A)

for both (3-12) and (3-13).
We now give a proof for Proposition 3.4, which depends on Proposition 5.1.

Proof of Proposition 3.4. The fundamental lemma allows us to give an asymptotic formula for the sum∑
q∈Q

S(Cq , X δ1)

for C = A,B,A♠,B♠. Recall that δ1 = (log X)ϖ−1. Proposition 5.1 gives us a level of distribution of
X3/4(log X)−B for some large B. We then apply an upper and lower bound sieve of level of distribu-
tion X1/4, so that the sifting variable

s =
log D
log z

=
log X1/4

log X δ1
=

1
4δ1

.

We use the usual notation

V (z)=

∏
p<z

(1 − g(p))=

∏
p<z

(
1 −

ρ f (p)
p

)
,

where ρ f (p) counts the number of linear factors of f modulo p; see (5-2). We then have

Rd(C)= |Ad(C)− Md(C)|

with Md(C) as in Proposition 5.1. By Corollary 6.10 in [6] and applying Proposition 5.1 we obtain∑
q∈Q

S(Cq , X δ1)= V (X δ1)
∑
q∈Q

ρ f (q)
q

µ f (I )
(
1 + O

(
exp(−(4δ)−1)

))
+ O

( ∑
q∈Q

∑
d<X1/4

Rdq(C)
)

= V (X δ1)
∑
q∈Q

ρ f (q)
q

µ f (I )
(

1 + O
(

1
(log X)A

))
+ O

( ∑
d<X3/4−1/8

τ(d)Rq(C)
)

= V (X δ1)
∑
q∈Q

ρ f (q)
q

µ f (I )
(

1 + O
(

1
(log X)A

))
+ OA(X (log X)−A)



1634 Stanley Yao Xiao

for any A > 0. The last line is independent of whether C = A,B,A♠ or C = B♠. Since V (X δ1) ≤ 1 it
follows that ∑

q∈Q

(S(Aq , X δ1)− S(Bq , X δ1))≪A
1

(log X)Aµ f (I )
∑
q∈Q

ρ f (q)
q

+ X (log X)−A

≪A X (log X)−A+2,

since ρ f (q)≪ τ(q). Likewise,∑
q∈Q

(S(A♠

q , X δ1)− S(B♠

q , X δ1))≪A X (log X)−A+2. □

Thus it remains to show that

|S3(A)− S3(B)| ≪A
X

(log X)A and |U (n)(A)− U (n)(B)| ≪A
X

(log X)A for n ≥ 3 (3-14)

and

|U (n)(A)− U (n)(B)| ≪
δ2µ f (I )

log X
for n = 1, 2, (3-15)

with analogous statements for A♠,B♠.
We proceed to reduce the verification of (3-14) and (3-15) to a bilinear sum estimate.

Reduction to a bilinear sum bound. Let us write U (1) and U (2) into a more convenient form, as in [10].
To do so let us put

U (1)
1 (C)=

∑
X δ1≤p2<p1<Y

Y≤p1 p2<X1/2−δ2

S(Cp1 p2, p2),

U (1)
2 (C)=

∑
X δ1≤p2<p1<Y
p1 p2≥X1/2+δ2

S(Cp1 p2, p2),

U (2)
1 (C)=

∑
X δ1≤p3<···<p1<Y

p1 p2<Y≤p1 p2 p3<X1/2−δ2

S(Cp1 p2 p3, p3),

U (2)
2 (C)=

∑
X δ1≤p3<···<p1<Y
p1 p2<Y≤p1 p2 p3
p1 p2 p3≥X1/2+δ2

S(Cp1 p2 p3, p3).

We now state Lemmas 6 and 7 from [10]. Their proofs apply equally well, but since for us δ1, δ2 are
different we write out the proofs.

Lemma 3.5 [10, Lemma 6]. For C = A,B we have U ( j)(C) satisfies

U (1)(C)= U (1)
1 (C)+ U (1)

2 (C)+ O
(
δ2µ f (I )

log X

)
(3-16)
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and

U (2)(C)= U (2)
1 (C)+ U (2)

2 (C)+ O
(
δ2µ f (I )

log X

)
. (3-17)

Proof. To prove (3-16) it suffices to show∑
X δ1≤p2<p1<Y

X1/2−δ2<p1 p2≤X1/2+δ2

S(Cp1 p2, p2)≪
δ2µ f (I )

log X
.

In the sum above we have

p2 ≥
X1/2−δ2

p1
>

X1/2−δ2

Y
> X1/10

so we may apply Selberg’s upper bound sieve and our level of distribution to obtain∑
X δ1≤p2<p1<Y

X1/2−δ2<p1 p2≤X1/2+δ2

S(Cp1 p2, p2)≪

∑
X δ1≤p2<p1<Y

X1/2−δ2<p1 p2≤X1/2+δ2

S(Cp1 p2, X1/10)

≪
µ f (I )
log X

∑
X1/10<p2<p1<Y

X1/2−δ2<p1 p2<X1/2+δ2

1
p1 p2

≪
δ2µ f (I )

log X
.

The proof for (3-17) follows similarly. □

Lemma 3.6 [10, Lemma 7]. Let κ be a positive number satisfying X−δ1 ≤ κ ≤ 1. Let N1, N2 be positive
numbers in the interval [X δ, X1/3

]. We then have, for any A > 0,∑
N1≤p1≤(1+κ)N1

∑
N2≤p2≤(1+κ)N2

∑
n≡0(mod p1 p2)

cnτ(n)≪A κ
2 X (log X)2

17
+

X
(log X)A .

For k ≥ 3, the condition of summation in U (k)(C) is

X17/48
= Y ≤ p1 · · · pk+1 < (p1 · · · pk)

(k+1)/k
≤ Y 4/3 < X1/2−δ2 .

Therefore, upon defining

U (k)
∗
(C)=

∑
X δ1≤pk+1<···<p1···pk<Y≤p1···pk+1<X1/2−δ

S(Cp1···pk+1, pk+1)

we have

S3(C)= U (0)
∗
(C),U (1)

1 (C)= U (1)
∗
(C),U (2)

1 (C)= U (2)
∗
(C)

and

U (k)(C)= U (k)
∗
(C) for k ≥ 3.
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If p ∈ J = [V, (1 +κ)V ) and n is an integer is counted by S(Cpq , V ) but not by S(Cpq , p), then n has at
least two prime factors p1, p2 in J . In our application we will have V ≤ X1/2−δ2 and n ≥ X (log X)−8.
Note that n has a divisor exceeding one and coprime to p1 p2. It follows that

V 3
≤ n ≤ X.

A given integer n may be counted multiple times by U (k)
∗ (C) but the multiplicity is bounded by the number

of choices for pk+1 < · · ·< p1 all dividing n, and therefore the multiplicity is at most τ(n). Applying
Lemma 3.6 and setting

J (r)= [Vr , Vr+1)= [X δ1(1 + κ)r , X δ1(1 + κ)r+1), r ≥ 0

and R ≪ κ−1 log X satisfying X δ1(1 + κ)R > X , we obtain

U (k)
∗
(C)=

∑
0≤r≤R

∑
p∈J (r)

∑
p<pk<···<p1···pk<Y≤p1···pk p<X1/2−δ2

S(Cp1···pk p, Vr )

+ OA

(
κX (log X)1+217

+ κ−1 X
(log X)A−1

)
. (3-18)

We need to make sure that both

κX (log X)1+217
, κ−1 X

(log X)A−1

are O(X (log X)−A′

) for some A′ > 1. This compels us to choose

κ = (log X)−A/2.

This gives

κX (log X)1+217
= X (log X)1+217

−A/2 and κ−1 X
(log X)A−1 =

X
(log X)A/2−1 . (3-19)

This procedure allows us to reduce our proof to estimations of certain bilinear sums since∑
p∈J (r)

∑
p<pk<···<p1···pk<Y≤p1···pk p<X1/2−δ2

S(Cp1···pk p, Vr )=

∑
m,n

α(r)m β(r)n cmn, (3-20)

where α(r)m is the characteristic function for the integers m all of whose prime factors are at least Vr and
β
(r)
n is the characteristic function for integers n = p1 · · · pk p satisfying

p ∈ J (r), p < pk < · · ·< p1 < Y and p1 · · · pk < Y ≤ p1 · · · pk p < X1/2−δ2 .

Observe that β(r)n is supported on integers n ∈ [Y, X1/2−δ2).
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The procedure for U (1)
2 (C) and U (2)

2 (C) will be somewhat different. We may use Lemma 3.6 to replace
S(Cp1 p2, p2) in U (1)

2 (C) by S(Cp1 p2, Vr ) when p2 ∈ J (r). This yields

U (1)
2 (C)=

∑
0≤r≤R

∑
p2∈J (r)

∑
p1≥X1/2−δ2/p2

p2<p1<Y

S(Cp1 p2, Vr )+ O(κX (log X)1+217
)+ O

(
κ−1 X

(log X)A−1

)
.

The sum on the right can be expressed as∑
0≤r≤R

∑
m,n

α(r)m β(r)n c(mn),

where we now take α(r)m to be the characteristic function for numbers m = p1 p2 with p2 ∈ J (r), p2< p1<Y
and p1 p2 ≥ X1/2+δ2 , and β(r)n to be the characteristic function for those numbers n all of whose prime
factors are at least Vr . Since c(n) is supported in

((X∗)2, c f X ] ⊆ (X (log X)−8, c f X ]

we may assume that β(r)n is supported in

(X (log X)−8Y −2, X1/2−δ2] ⊆ (X1/4+1/48, X1/2−δ2].

This is sufficient for our purposes. We may handle U (2)
2 (C) in an analogous fashion.

On setting κ = (log X)−A/2 we find that each of

S3(C), U (1)
1 (C), U (1)

2 (C), U (2)
1 (C), U (2)

2 (C), and U (k)(C)

for k ≥ 3 can be expressed as a sum of O(R) bilinear sums as in (3-20), together with an error term of
OA(X (log X)1+217

−A/2). Thus it will be sufficient to prove:

Proposition 3.7 (main bilinear sum estimate). Let ξ > 0 and suppose X1/4+ξ
≤ N < X1/2−δ2 . Suppose

(αm), (βn) are two complex sequences having sup-norm at most 1 supported on natural numbers with no
prime factors less than X δ. Then for any A > 0 we have∑

N<n≤2N

∑
m<X/N

αmβn(amn − bmn)≪A,ξ
X

(log X)A (3-21)

and ∑
N<n≤2N

∑
m<X/N

αmβn(a♠

mn − b♠

mn)≪A,ξ
X

(log X)A (3-22)

It will be important that the sequences {αm}, {βn} are supported on those numbers whose prime factors
all exceed X δ1 , and in particular, they are supported on odd numbers.

The remainder of the paper is devoted to proving Proposition 3.7. In particular, Propositions 7.5 and
7.6 will imply Proposition 3.7. In order to get there, we need to decompose the terms cmn for any positive
integers m, n into components that resemble cm, cn . This turns out to be somewhat delicate and we will
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require the composition laws of the ideals of OK , expressed in terms of ideal numbers. This will be the
primary focus of the next section.

4. Algebraic characterization of the multiplicative structure in terms of ideal numbers

The main purpose of this section is obtain an analogue of Proposition 2.3 in [12]. However, instead of
using an explicit Dirichlet composition law as in [12] we will instead adopt the language of Hecke’s ideal
numbers as in [11].

Choose ideals a1, . . . , at whose classes generate the ideal class group of OK so that every fractional
ideal a ⊆ OK has a unique decomposition

a = (α)aℓ1
1 · · · aℓt

t

where α ∈ K ∗ and ℓ j ∈ Z with 0 ≤ ℓ j < h j , with h j the smallest positive integer such that ah j
j = (α j ) is

principal. Then the class number h(K ) of OK is equal to

h(K )=

t∏
j=1

h j . (4-1)

Let us choose complex numbers b1, . . . , bt so that

bh j
j = α j for j = 1, . . . , t,

and b(i)j are complex numbers such that

(b(i)j )
h j = α

(i)
j for i = 1, 2.

Now put L = K (b1, . . . , bt) and J(K )∗ the subgroup of L∗ generated by K ∗ and {b j : 1 ≤ j ≤ t}.
Then J(K ) = {0} ∪ J(K )∗ is the domain of ideal numbers of K . The quotient group I(K )∗/O∗

K is
then isomorphic to the group of fractional ideals of K . Each γ ∈ I(K ) corresponds a unique fractional
ideal J (γ ); the norm of the ideal J (γ ) is given by the product

N (γ )= N (J (γ ))= γ (1)γ (2).

Note that γ (2) is the algebraic conjugate of γ (1) = γ .
Further, we have J (γ ) is an integral ideal of OK if and only if γ ∈ OL .
We thus have a correspondence between the ideal classes of OK and a subset of integers in OL .

Indeed, we can say that γ, γ ′
∈ I(K ) belong to the same class if and only if the corresponding ideals

J (γ ), J (γ ′)⊆ OK are in the same ideal class. It follows that we may partition I(K ) into h(K ) classes,
corresponding to the ideal classes of OK . Such a class of ideal numbers, say A, has an integral basis
{w1, w2} such that

A = {a1w1 + a2w2 : (a1, a2) ∈ Q2
}
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and

A ∩OL = {a1w1 + a2w2 : (a1, a2) ∈ Z2
}.

Indeed, this follows by noting that

A = {γβ
ℓ1
1 · · ·β

ℓt
t : γ ∈ K },

where (ℓ1, . . . , ℓt) is a fixed tuple of nonnegative integers. If (v1, v2) is an integral basis of K , then we
may take

w1 = v1β
ℓ1
1 · · ·β

ℓt
t , w2 = v2β

ℓ1
1 · · ·β

ℓt
t .

Further, the discriminant of A, viewed as a Z-lattice, is equal to1(K ). Moreover for any basis {w1, w2}

of A and α ∈ A \ {0} we have that {α−1w1, α
−1w2} is a basis of K/Q. This implies that there is a unique

dual basis {w̃1, w̃2} of A−1 defined by the condition

Tr(wi w̃ j )=

{
1 if i = j,
0 otherwise.

(4-2)

We use the notation Cl a,Clα for the ideal class of the integral ideal a ⊂ OK and the class of ideal
numbers of the ideal number α.

Next we show that there is a correspondence between rank-two submodules of OK and SL2(Z)-
equivalence classes of irreducible integral binary quadratic forms having splitting field K . To establish
this correspondence, first start with a rank-two submodule

3= {a1ω1 + a2ω2 : a1, a2 ∈ Z}

with ω1, ω2 ∈ OK . Put

S = gcd{NK/Q(ω1x +ω2) : x, y ∈ Z}.

Then the form

g(x, y)= NK/Q(ω1x +ω2 y)S−1 (4-3)

is an irreducible integral binary quadratic form with splitting field K .
Conversely, take an arbitrary irreducible integral binary quadratic form g which splits over K . Then

there exists an integral nonsingular matrix M such that

g(x, y)= g∗((x, y)M),

where g∗ is a primitive integral binary quadratic form with discriminant equal to 1(K ). Gauss’s composi-
tion law then implies that g∗ corresponds to an ideal class α, and in particular, can be expressed in the form

g∗(x, y)= NK/Q(α1x +α2 y)N (α−1)

with α = (α1, α2). Viewing α as a Z-module and applying the transformation induced by M then gives
the form g.
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Now let f be the Z-module associated to f with basis {ν1, ν2} so that

f (x, y)= NK/Q(ν1x + ν2 y)N (d( f )−1), (4-4)

where d( f ) = (ν1, ν2) is the ideal generated by ν1, ν2. Let ψ f be the ideal number of the ideal d( f ).
Having identified f we define the set of ideals

A( f )= {(ν1a1 + ν2a2)d( f )−1
: a1, a2 ∈ Z, gcd(a1, a2)= 1}.

We now put L for the set of ideals in OK which are not divisible by a rational prime. An integral ideal
number γ ∈ I(K ) is said to be primitive if J (γ ) ∈ L. If K is a real quadratic field, put L0 the set of
primitive ideal numbers γ satisfying the condition

γ = (NL/Q(γ ))
1/2εz

0, −
1
2 < z ≤

1
2 , γ > 0,

where ε0 > 1 is a fundamental unit of OK . If K is an imaginary quadratic field we may simply take L0 to
be the set of primitive ideal numbers.

We now want to use the above discussion to obtain a meaningful decomposition for

cn =

∑
f (m,ℓ)=n
ℓ∈I (X)

ϒ(ℓ). (4-5)

We follow the setup in [11] and introduce, for a given primitive vector u = (u1, u2) let F(u) be the ideal
in A( f ) given by (ν1u1 + ν2u2)N (d( f )−1). We now put

R(X; n)= {(u1, u2) ∈ Z2
: u2 ∈ I (X), f (u1, u2)= n}.

Note that R(X; n) is finite for all X > 0 and n ∈ Z. We then have

cn =

∑
u∈R(X;n)

ϒ(u2).

Via the correspondence

(u1, u2) 7→ (ν1u1 + ν2u2)N (d( f )−1)= F(u1, u2)

R(X; n) corresponds to a set of ideals. For a given integer mn we then see that each element (u1, u2) of
R(X; mn) corresponds to a set of ideal factorizations of the form

mn = F(u1, u2) (4-6)

with N (m) = m, N (n) = n. Now associate to m, n ideal numbers m∗, n∗
∈ L0. Then (4-6) can be

interpreted as multiplication in the set of ideal numbers. To make this concrete, first choose {w1, w2}

to be a basis for the ideal class Cl d( f )−1 such that w1ψ
−1
f = zν1 and w2ψ

−1
f = ν2 for some integer z.
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For each pair of ideal classes A, B = A−1 Cl f and any bases {a1, a2}, {b1, b2} of A, B, respectively, we
have a composition law

(a1x1 + a2x2)(b1 y1 + b2 y2)= ψ−1
f (w1 RA,B(x; y)+w2 Q A,B(x; y)).

By our choice of {w1, w2} this is equivalent to

(a1x1 + a2x2)(b1 y1 + b2 y2)= zν1 RA,B(x; y)+ ν2 Q A,B(x; y).

This gives a bilinear mapping

8A,B : (L0 ∩ A)× (L0 ∩ B)→ {(x, y) ∈ R2
: y ∈ I (X)},

8A,B(m1,m2; n1, n2)= (RA,B(m; n), Q A,B(m; n))

say. Let us write A0 = A ∩L0 and B0 = B ∩L0 for convenience. We then have

cmn =

∑
A·B=Cl f

∑ ∑
m∈A,n∈B

N (m)=m,N (n)=n
Q A,B(m;n)∈I (X)

ϒ(Q A,B(m; n)). (4-7)

This is the desired analogue to equation (5.2) in [5]. We summarize this below:

Proposition 4.1. For C = A,B,A♠,B♠, (4-7) holds.

5. Type-I estimates

We will establish the necessary type-I estimate we need, following the work of Friedlander and Iwaniec
in [6]. For this section, we shall put λ(ℓ) to be any function bounded by one supported on r -th powers of
integers, and put

an =

∑
f (ℓ,m)=n
ℓ∈I (X)

λ(ℓ). (5-1)

We recall that
Ad(X)=

∑
n≤X

n≡0(modd)

an.

For a given positive integer ℓ put

I(ℓ; X)= {x ∈ R2
: 0< f (x, ℓ) < X}

and ι(ℓ; X) to be the length of I(ℓ; X). We then expect Ad(X) to be well-approximated by

Md(X)=
ρ f (d)

d

∑
ℓ∈I (X)

gcd(ℓ,d)=1

λ(ℓ)
ϕ(ℓ)

ℓ
ι(ℓ; X),

where ϕ is the Euler totient function and ρ f (d) is the number of solutions to the congruence

f (x, 1)≡ 0 (mod d). (5-2)
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Our goal is to establish:

Proposition 5.1. Suppose that λ is supported on r-th powers. Then uniformly for X1/2
≤ D ≤ X (r+1)/(2r)

we have ∑
d≤D

|Ad(X)− Md(X)| ≪ D1/4 X3(r+1)/(8r)(log X)24.

As usual, our starting point is the following result from [1], which states that the roots of quadratic
congruences are separated as much as possible:

Proposition 5.2 [1, Proposition 3]. Let F(x, y) = αx2
+ βxy + γ y2

∈ Z[x, y] be an arbitrary binary
quadratic form whose discriminant is not a perfect square. For any sequence (αn) of complex numbers
and positive real numbers D, N we have∑

D≤d≤2D

∑
F(1,ν)≡0(modd)

∣∣∣∣∑
n≤N

αne
(
νn
d

)∣∣∣∣2

≪F (D + N )
∑

n

|αn|
2.

It is the fact that such a strong large sieve inequality exists for roots of quadratic congruences that
enables such powerful results to be proved about thin variables as in [3; 5; 10]. We show how to derive the
type-I estimates we need by following the same steps carried out in [6; 12]. We first replace Ad(X),Md(X)
with their smooth counterparts. Consider an auxiliary smooth function φ : R → R satisfying

(1) φ(u)= 1 if 0< u ≤ X − Y ;

(2) φ( j)(u)≪ Y − j for j ≥ 0; and

(3) φ(u)= 0 if u ≥ X .

Here X7/8
≤ Y ≤ X will be chosen later. We then introduce (by abuse of notation)

Ad(φ)=

∑
n≡0(modd)

anφ(n) (5-3)

and

Md(φ)=
ρ f (d)

d

∑
gcd(ℓ,d)=1

λ(ℓ)
ϕ(d)

d

∫
∞

0
φ( f (ℓ, t)) dt. (5-4)

We estimate the differences by elementary means as follows. Note that∑
d≤D

|Ad(X)− Ad(φ)| ≤

∑′

X−Y< f (m,ℓ)≤X
gcd(ℓ,m)=1

λ(ℓ)τ ( f (m, ℓ))+ O
(√

X log X
)
,

where
∑

′ means that the terms with a value of ℓ closest to
√

X are omitted. We then have the following
consequence of Landreau’s inequality [13], resulting in the bound∑′

ℓ≪
√

X

∑
d≤X1/4

gcd(d,ℓ)=1

τ(d)8
∑

X−Y< f (m,ℓ)≤X
f (m,ℓ)≡0(modd)

1.
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The conditions

X − Y < f (m, ℓ)≤ X and ℓ ∈ I (X)

imply that m is restricted to an interval of length O f
(
Y/

√
X + ℓ2

)
. Splitting into residue classes

m ≡ αℓ (mod d) with α running over the roots of (5-2) we see that the above sum is bounded by

O
(

Y
( ∑

d≤X1/4

τ(d)8
ρ f (d)

d

)( ∑′

ℓ≪
√

X

|λ(ℓ)|(X + ℓ2)−1/2
)

+ X1/4+1/(2r)(log X)256
)
.

We have the bounds ∑
d≤X1/4

τ(d)8
ρ f (d)

d
≪ (log X)256

and ∑′

ℓ≪
√

X

|λ(ℓ)|(X + ℓ2)−1/2
≤

∑′

k≪X1/2r

(X + k2r )−1/2

≪ X (1−2r)/(4r)
∑′

k≪X1/2r

(X1/(2r)
+ k)−1/2

≪ X (1−2r+1)/(4r)
= X (1−r)/(2r).

It follows that ∑
d≤D

|Ad(X)− Ad(φ)| ≪ Y X (1−r)/(2r)(log X)256. (5-5)

Similarly, we obtain ∑
d≤D

|Md(X)− Md(φ)| ≪ Y X (1−r)/(2r)(log X)256. (5-6)

We then proceed to decompose Ad(φ) as

Ad(φ)=

∑ ∑
f (m,ℓ)≡0(modd)

gcd(ℓ,m)=1

λ(ℓ)φ( f (m, ℓ))

=

∑
f (α,1)≡0(modd)

∑
ℓ

λ(ℓ)
∑

m≡αℓ(modd)
gcd(ℓ,m)=1

φ( f (ℓ,m))

=

∑
f (α,1)≡0(modd)

∑
a

µ(a)
∑
ℓ

λ(aℓ)
∑

m≡αℓ(modd/gcd(a,d))

φ(a2 f (m, ℓ)), (5-7)

where we applied Möbius inversion to the inner sum to remove the awkward coprimality condition. We
then apply Poisson’s formula to the inner sum to obtain∑

m≡αℓ(modd/gcd(a,d))

φ(a2 f (m, ℓ))=
gcd(a, d)

d

∑
h∈Z

e
(
αhℓ

gcd(a, d)
d

)
8aℓ

(
h gcd(a, d)

d

)
,
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where 8aℓ(v) is the Fourier integral

8aℓ(v)=

∫
∞

−∞

φ(a2 f (ℓ, t))e(−vt) dt. (5-8)

The zero-frequency h = 0 gives exactly Md(φ). Integration by parts yields

8aℓ(v)= (2π iv)− j
∫ √

X/a

−
√

X/a
e(−vt)

∂ j

∂t j φ(a
2 f (ℓ, t)) dt.

Using our hypotheses on φ we estimate

∂ j

∂t j φ(a
2 f (ℓ, t))≪

(√
X

aY

)j

.

It follows that

8aℓ(v)≪

√
X

a

( √
X

aYv

)j

. (5-9)

Now, for Rd(φ)= Ad(φ)− Md(φ) we obtain from (5-7) that

Rd(φ)=

∑
f (α,1)≡0(modd)

∑
a

µ(a)
∑
ℓ

λ(aℓ)
gcd(a, d)

d

∑
h ̸=0

e
(
αhℓ

gcd(a, d)
d

)
8aℓ

(
h gcd(a, d)

d

)

=
2
d

∑
a

µ(a)
∑
bc=d
b|a

b
∑

α(modbc)
f (α,1)≡0(modbc)

∑
h>0

∑
ℓ

λ(aℓ)e
(
αhℓ

c

)
8aℓ

(
h
c

)

=
2
d

∑
a

µ(a)
∑
bc=d
b|a

bρ f (b)
∑

α(mod c)
f (α,1)≡0(modc)

∑
h>0

∑
ℓ

λ(aℓ)e
(
αhℓ

c

)
8aℓ

(
h
c

)
. (5-10)

Applying (5-9) for h ≥ a−1Y −1 DX1/2+ψ(r)
= H for some small ψ(r) > 0 and choosing j = j (r)

sufficiently large, we may assume that 8aℓ(h/c)≪ h−2 D−1. Bounding absolutely we then conclude that
the tail is bounded by

O(ρ f (d)d−1
∥λ∥1).

Since |aℓ| ≪
√

X , we thus conclude that

∥λ∥1 ≪ X1/(2r) and
∑

D≤d<2D

ρ f (d)
d

∥λ∥1 ≪ X1/(2r) log D, (5-11)

which is sufficiently small. To handle the remaining range, we apply a change of variables to obtain

8aℓ

(
h
c

)
=

2
√

X
ah

∫
∞

0
φ

(
a2 f

(
ℓ,

s
√

X
ah

))
e
(

−
s
√

X
ac

)
ds.

The integrand vanishes unless

ℓ≪

√
X

a
and h ≫ s.
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It follows that

d |Rd(φ)| ≪

∑♭

a

√
X

a

∑
bc=d
b|a

bρ f (b)
∫ H

0

∑
f (α,1)≡0(modc)

∣∣∣∣ ∑
s<h<H

|ℓ|≪
√

X/a

h−1λ(aℓ)φ
(

a2 f
(
ℓ,

s
√

X
ah

))
e
(
αhℓ

c

)∣∣∣∣ ds.

We reorganize the inner sum as

∑
s<h<H

|ℓ|≪
√

X/a

h−1λ(aℓ)φ
(

a2 f
(
ℓ,

s
√

X
ah

))
e
(
αhℓ

c

)

=

∑
n≪H

√
X/a

( ∑
hℓ=n

s<h<H

1
h
λ(aℓ)φ

(
a2 f

(
ℓ,

s
√

X
ah

)))
e
(
αn
c

)
=

∑
n≪H

√
X/a

ξn(s)e
(
αn
c

)
,

say. Next we write∑
D≤d<2D

|Rd(φ)| ≪ O(X1/(4r) log D)

+
1
D

∫ H

0

( ∑♭

a

√
X

a

∑
b|a

ρ f (b)b
∑

D/b≤c<2D/b

∑
f (α,1)≡0(modc)

∣∣∣∣ ∑
n≪H

√
X/a

ξn(s)e
(
αn
c

)∣∣∣∣) ds.

Applying Cauchy–Schwarz we obtain

∑
C≤c<2C

∑
f (α,1)≡0(modc)

∣∣∣∣ ∑
n≪H

√
X/a

ξn(s)e
(
αn
c

)∣∣∣∣
≤ C1/2

( ∑
C≤c<2C

∑
f (α,1)≡0(modc)

∣∣∣∣ ∑
n≪H

√
X/a

ξn(s)e
(
αn
c

)∣∣∣∣2)1/2

≪ C1/2(C + H
√

X/a
)1/2

∥ξ∥2 (5-12)

by Proposition 5.2. Next we note that

∥ξ(s)∥2
2 ≤

1
s2

∑
n≪H

√
X/a

( ∑
hℓ=n

s≤h<H

λ(aℓ)
)2

It follows that∑
D≤d<2D

|Rd(φ)| ≪

√
X

D

∑♭

a

1
a

∑
b|a

ρ f (b)b
(

D
b

)1/2( D
b

+
H

√
X

a

)1/2∣∣∣∣ ∑
n≪H

√
X/a

( ∑
hℓ=n

H≤h<2H

λ(aℓ)
)2∣∣∣∣1/2 ∫ H

0

1
s

ds. (5-13)
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Next we evaluate ∑
n≪H

√
X/a

( ∑
hℓ=n

0<h<H

λ(aℓ)
)2

.

Since a is square-free and aℓ is an r -th power, it follows that ℓ= ar−1mr with m ≤ a−1 X1/(2r)
= M , say.

Therefore we see that the sum above is bounded by the number of solutions to

h1mr
1 = h2mr

2

with H ≤ h1, h2 < 2H and m1,m2 ≤ M . The solutions are parametrized by m1 = st1,m2 = st2 with
gcd(t1, t2)= 1, st1, st2 ≤ M . Observe that

s ≤
M

max(t1, t2)
and k ≤

2H
max(tr

1 , tr
2 )
.

This gives ∑
n

( ∑
hℓ=n

0<h<H

λ(aℓ)
)2

≪ HM
∑

t1≤t2≤M

1

tr+1
2

≪ HM log M.

We thus obtain the upper bound of O(Ha−1 X1/(2r)(log X)). Inserting this into (5-13) and summing gives∑
D≤d<2D

|Rd(φ)| ≪ D−1/2(D + H
√

X
)1/2 H 1/2 X1/2+1/(4r)(log X)2. (5-14)

Inserting

H ≤ DY −1 X1/2+ψ(r)

into (5-14) gives the bound∑
D≤d<2D

|Rd(φ)| ≪ X1/2 D−1 D1/2 H 1/2 X1/4 H 1/2 X1/(4r)(log X)2

≪ε D−1/2(Y −1 DX1/2+ψ(r))X3/4+1/(4r)(log X)2

= D1/2Y −1 X (5r+1)/(4r)+ψ(r)(log X)2. (5-15)

This bound holds uniformly for d ≤ D. We may thus choose

Y = D1/4 X (7r−1)/(8r)−ψ(r)(log X)−26.

This in turn gives the estimate∑
d≤D

|Ad(φ)− Md(φ)| ≪ D1/4 X3(r+1)/(8r)(log X)24,

which is enough to prove Proposition 5.1.
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6. Estimating π(B): bilinear sum bounds

We will deal with the sum

P(X)=

∑
n≤X

bn3(n)

in the case of π(B) via Vaughan’s identity [18], which is an elegant combinatorial identity which
decomposes the von Mangoldt function. The ideas recorded here are from [3]. Suppose Y, Z ≥ 1 and
suppose n > Z . Then

3(n)=

∑
m|n

m≤Y

µ(m) log
n
m

−

∑
mc|n
m≤Y
c≤Z

µ(m)3(c)+
∑
mc|n
b>Y
c>Z

µ(m)3(c) (6-1)

and if n ≤ Z , the right hand side is zero. For X > Y Z then Vaughan’s identity implies that

P(X)= P(Z)+
∑
n≤X

bn

( ∑
m|n

m≤Y

µ(m) log
n
m

−

∑
mc|n
b≤Y
c≤Z

µ(m)3(c)+
∑
mc|n
m>Y
c>Z

µ(m)3(c)
)

= P(Z)+
∑
m≤Y

µ(m)
( ∑

n≤X
m|n

bn log n−

∑
n≤X
m|n

bn log m−

∑
c≤Z

3(c)
∑
n≤X
mc|n

bn

)
+

∑
m>Y

µ(m)
∑
c>Z

3(c)
∑
n≤X
mc|n

bn

= P(Z)+A(X; Y, Z)+
∑

md≤X
m>Y

µ(m)
( ∑

c|d
c>Z

3(c)
)

bmd

= P(Z)+A(X; Y, Z)+B(X; Y, Z),

say. We can treat P(Z) by applying trivial bounds provided that Z is sufficiently small with respect to X .
The term A(X; Y, Z) can be dealt with using the appropriate type-I estimates; see Proposition 5.1. The
term B(X; Y, Z), as expected, will require some type-II estimates. Given our treatment of the algebraic
aspects of bilinear sums in Section 4, the treatment below is very similar to that given in [3; 12] so we
will be fairly terse on the details.

Our target is the estimate

B(X; Y, Z)≪1X (log X)5,

with 1= (log X)−A for any large, fixed A > 5. Recall that

B(X; Y, Z)=

∑
Z<d<X/Y

( ∑
c|d

c>Z

3(c)
) ∑

Y<m≤X/d

µ(m)bmd .

Using the trivial estimate ∑
c|d

c>Z

3(c)≤ log X
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we then find that

|B(X; Y, Z)| ≤ (log X)
∑
d>Z

∣∣∣∣ ∑
Y<m≤X/d

µ(m)bmd

∣∣∣∣.
We wish to break the sum into short sums of the shape

B(M, N )=

∑
M<m≤2M

∣∣∣∣ ∑
N<n≤N ′

µ(n)bmn

∣∣∣∣ (6-2)

with N ′
= ek1N . Considering M = 2 j Z and N = e1k y for various j, k, we then see that

|B(X; Y, Z)| ≤ (log X)
∑ ∑
1X<MN<X

M≥Z
N≥Y

B(M, N )+ O(1X (log X)2), (6-3)

where the error term O(1X (log X)2) represents a trivial bound for the contribution of µ(m)bmd with
md ≤21X or e−21X <md ≤ X , where the terms are not covered exactly. There are at most 21−1(log X)2

short sums B(M, N ) in (6-3) so it suffices to show that

B(M, N )≪12 X (log X)2 (6-4)

for all M, N in the relevant range. We have a trivial bound

B(M, N )≤

∑
M<m≤2M

ρ f (m)
∑

N<n≤N ′

ρ f (n)≪1MN,

and we can use this bound to obtain

B(M, N )≤

∑
d≤1−1

Bd(M, N )+ O(12 X),

where Bd(M, N ) consists of the subsum of B(M, N ) where gcd(m, n) = d. The error term O(12 X)
comes from the trivial bound and the condition d >1−1. Next observe that

Bd(M, N )≤ B1(d M, N/d),

and so it suffices to show

B1(M, N )≪13 X (log X)2 (6-5)

for M, N satisfying M ≥ Z , N ≥1Y and 1X <MN < X .
Applying (4-7) to (6-2) we then obtain

B1(M, N )≤

∑
A·B=Cl f

∑
m∈A

M<N (J (m))≤2M

∣∣∣∣ ∑
n∈B

N<N (J (n))≤N ′

gcd(N (J (n)),N (J (m)))=1

µ(N (J (n)))3(Q A,B(m; n))
∣∣∣∣.
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Removing the coprimality condition via Möbius inversion as in [3; 12], as well as partitioning the sum
B1(M, N ) based on the classes A, B, it suffices to show that the sums

Cr (M, N )=

∑
M<g1(x1,x2)≤2M

(x1,x2)∈K1

∣∣∣∣ ∑
N<g2(y1, y2)≤N ′

(y1, y2)∈K2

µ(rg2(y1, y2))3(Q(x1, x2; y1, y2))

∣∣∣∣ (6-6)

are bounded by O(15 X (log X)2) for every r,M, N satisfying

r <1−2, M ≥ Z , N ≥13Y and 1X <MN < X

and K1,K2 domains which are contained in [−C X,C X ]
2 for some absolute constant C depending only

on our choices of fundamental domains.
If we write

Q(x1, x2; y1, y2)= x1ℓ1(y1, y2)+ x2ℓ2(y1, y2)

for linear forms ℓ1, ℓ2 ∈ Z[x, y] then the condition that Q(x; y)= 0 implies that (ℓ1(y1, y2), ℓ2(y1, y2))

is proportional to (−x2, x1). We then make a change of variables in the inner sum, obtaining

Cr (M, N )=

∑
M<g1(x1,x2)≤2M

(x1,x2)∈K1

∣∣∣∣ ∑
N<g∗

2 (z1,z2)≤N ′

(y1, y2)∈K2

µ(rg∗

2(z1, z2))3(x1z1 + x2z2)

∣∣∣∣,
where zi = ℓi (y1, y2) and g∗

2 is such that g∗

2(z1, z2)= g2(y1, y2). We are then left with the bilinear sum

C(α, β; λ)=

∑
z

∑∗

w

α(z)β(w)λ(Q(z; w)), (6-7)

where α is supported in a disk of radius R1 and β supported on an annulus A(R2, 2R2) having inner
radius R2 and outer radius 2R2, say. Further, we assume that λ is supported on |ℓ| ≤ CAB for some
absolute constant C depending only on f , so in particular the ℓ2-norm of λ is finite. Applying the
Cauchy–Schwarz inequality we obtain

|C(α, β; λ)| ≤

∑
ℓ

|λ(ℓ)|
∑∗

y
|β( y)|

∣∣∣∣ ∑
Q(x; y)=ℓ

α(x)
∣∣∣∣ ≤ ∥λ∥2 · ∥β∥2D(α)1/2, (6-8)

where ∥ · ∥2 denotes the ℓ2-norm and

D(α)=

∑∗

y
G( y)

∑
ℓ

∣∣∣∣ ∑
Q(x; y)=ℓ

α(x)
∣∣∣∣2

,

where G is any nonnegative function with G( y)≥ 1 on the annulus A(R2, 2R2). As in [3; 12] it will be
convenient to suppose that G is a radial, compactly supported, and smooth function. Squaring out we obtain

D(α)=

∑∗

y
G( y)

∑
Q(x; y)=0

(α ∗α)(x), (6-9)
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with
(α ∗α)(x)=

∑
u−v=x

α(u)α(v).

Note that
(α ∗α)(0)= ∥α∥

2
2.

The orthogonality relation x · y = 0 for a primitive x in (6-9) is equivalent to the statement that y is a
rational integer multiple of x′

= (−x2, x1). It follows that

D(α)=

∑
c∈Z

∑∗

y
G( y)(α ∗α)(c y)= D0(α)+ 2D∗(α), (6-10)

where D0(α) denotes the contribution with c = 0 and D∗(α) that of all c > 0. Thus

D0(α)= ∥α∥
2
2

∑∗

y
G( y)≪ ∥α∥

2
2 B2

and
D∗(α)=

∑
x ̸=0

G(x∗)(α ∗α)(z),

where x∗ is a primitive vector proportional to x. Again, we may apply Möbius inversion to remove the
primitivity conditions, and obtain

D∗(α)=

∑ ∑
b,c>0

µ(b)D(α; bc)

where
D(α; bc)=

∑
x≡0(modbc)

G(c−1x)(α ∗α)(x).

From here, the treatment is identical to the one given in [3; 12] as no structure of the Gaussian integers
or even an imaginary quadratic field is necessary. This completes our treatment for π(B).

7. Type-II estimates for π(A) − π(B): preliminary steps

We discuss the proof of Proposition 3.7. We note that Proposition 3.7 is exactly analogous to Proposition 5
in [10], though our sequences A,B are different. We have largely divorced the arithmetic of our field K
with the analysis of bilinear sums in Section 4, and so we are in good shape to import results from [10]
directly. We will make clear which components of [10] can be used without change, and where we need
to make suitable modifications.

We substitute (4-7) into (3-21) to obtain∑
N<n≤2N

∑
m<X/N

αmβn(amn − bmn)

=

∑
A·B=Cl f

∑
w∈A0

N<N (J (w))≤2N

βw
∑
v∈B0

N (J (v))<X/N

αv(Z(Q A,B(v,w))−3(Q A,B(v,w)), (7-1)
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where αv = αN (J (v)), βw = βN (J (w)). Writing each bilinear form Q above as w1ℓ1(v1, v2)+w2ℓ2(v1, v2)

say and applying a linear change of variables to the inner sum, we transform the inner sum∑
v∈B0

N (J (v))<X/N

αv(Z(Q(v,w))−3(Q(v,w))=

∑
z
αz(Z(w1z1 +w2z2)−3(w1z1 +w2z2))

say, with the support of z being the image of the support of the sum on the left under the linear
transformation. The linear transformation depends only on Q and not X .

After applying these linear transformations, we have now changed all of our bilinear forms Q to

Q0(x1, x2; y1, y2)= x1 y1 + x2 y2.

We write S1(X)×S2(X) for the union of the images of the supports of w, v in (7-1), so that (7-1) becomes

h(K )
∑

w∈S1(X)

∑
v∈S2(X)

αwβv(Z(w1v1 +w2v2)−3(w1v1 +w2v2)). (7-2)

Remark 7.1. Since the linear transformations depend only on the class 1≤ j ≤h(K ) and the corresponding
choice of fundamental domain, the image of the set F j (X) with N < N (J (w))≤ 2N is contained in the
annulus A(c1 N , c2 N ) for some positive numbers c1, c2 independent of N . Similarly, the image of F ′

j (X)
with N (J (v))≤ X/N is contained in the disk D(c3 X/N ) for some c3 > 0 depending at most on f . This
observation is crucial because we will use the Euclidean norm and the corresponding geometry to treat
our sums when we wish to import estimates from [5; 10], and switch to using the norm on OK and the
corresponding induced norm on ideal numbers when the arithmetic of K is relevant.

Since we are looking to save an arbitrary power of log, it suffices to further subdivide the support of
(7-2), and consider sums of the shape∑

w
N<∥w∥2≤2N

αw

∑
z

∥z∥2≤X/N

βz(Z(w1z1 +w2z2)−3(w1z1 +w2z2)).

Remark 7.2. We abuse notation and refer to the terms βn for some positive integer n as well as βz for some
vector z ∈ Z2. In the former case we interpret the support of βn to be a set of ideal numbers of OK in a fixed
class having norm equal to n, and in the latter we simply interpret the set of ideal numbers as a Z-module.

Put

S1(z,w)=

∑
p2

∈I
w1z1+w2z2=p2

2p log p and S2(z,w)=

∑
p∈I

w1z1+w2z2=p

log p (7-3)

and

S♠

1 (z,w)=

∑
k2

∈I (X)
w1z1+w2z2=k2

2k and S♠

2 (z,w)=

∑
k∈I

w1z1+w2z2=k

1.
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Our aim is to obtain the estimates∑
w

N<∥w∥2≤2N

∑
z

∥z∥2≤X/N

αwβz(S1(z,w)− S2(z,w))≪A
X

(log X)A (7-4)

and ∑
w

N<∥w∥2≤2N

∑
z

∥z∥2≤X/N

αwβz(S
♠

1 (z,w)− S♠

2 (z,w))≪A
X

(log X)A .

We are almost ready to import the remaining argument from [10]. Let us put

R(N ; X)=

{
z ∈ Z2

: N ≤ ∥z∥2 < 2N ,
∣∣∣∣arg(z)−

kπ
2

∣∣∣∣ ≤ (log X)−A for some k ∈ Z

}
.

We note that, as we will use repeatedly later (and we will remind the reader of this again when this becomes
relevant), that once we subdivide the regions into small dyadic ranges that the conditions ∥z∥2 ∼ N and
N (z)∼ N are nearly identical. Here z = ẑ is the vector associated to z, viewed as an ideal number of K .

The following results from [10] can now be imported without change:

Lemma 7.3 [10, Lemma 9]. Suppose that both z and q are fixed. Then the number of possible w with
q = w1z1 +w2z2 is O((M/N )1/2), where M = X/N.

Lemma 7.4 [10, Lemma 10]. We have∑
z∈R(N; X)

∑
w

βzαwS j (z,w)≪A X (log X)−A

for j = 1, 2.

We remark that Lemma 7.4 apply equally well with S j (z,w) replaced with S♠

j (z,w).
As is standard at this juncture (see [3; 5; 10]), we apply Cauchy–Schwarz to obtain( ∑

w

αw

∑
z
βz(S1(z,w)− S2(z,w))

)2

≤

∑
w

α2
w

∑
w

( ∑
z
βz(S1(z,w)− S2(z,w))

)2

.

It is then sufficient to show that∑
y, z
β yβz

∑
w

(S♠

1 ( y,w)− S♠

2 ( y,w))(S♠

1 (z,w)− S♠

2 (z,w))≪A
X N

(log X)A (7-5)

and ∑
y, z
β yβz

∑
w

(S1( y,w)− S2( y,w))(S1(z,w)− S2(z,w))≪A
X N

(log X)A (7-6)

for any A > 0.
We emphasize, as this will be relevant later, that the vectors z, y represent elements in the same ideal

class.
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Next we consider the diagonal contribution coming from y = z. This gives the sums∑
z
βz

∑
w

αw(S
♠

1 (z,w)− S♠

2 (z,w))
2
=

∑
z
βz

∑
w

αw(S
♠

1 (z,w)
2
− 2S♠

1 (z,w)S
♠

2 (z,w)+ S♠

2 (z,w)
2)

and∑
z
βz

∑
w

αw(S1(z,w)− S2(z,w))2 =

∑
z
βz

∑
w

αw(S1(z,w)2 − 2S1(z,w)S2(z,w)+ S2(z,w)2).

Clearly,
S1(z,w)S2(z,w)= S♠

1 (z,w)S
♠

2 (z,w)= 0

since their supports are incompatible. Next we have the trivial estimate∑
z

∑
w

S1(z,w)≪

∑
N<∥z∥2≤2N

∑
p2∈I

p log p
∑
w

w1z1+w2z2=p2

1

≪

√
M
N

∑
p2∈I

p log p
∑

N≤∥z∥2<2N

1

≪
√

MN
∑
p2∈I

p log p

≪ε

√
MN X1/2+ε

≪ε X1+ε.

Similarly, we conclude ∑
z

∑
w

S2(z,w)≪ε X1+ε,∑
z

∑
w

S♠

1 (z,w)≪ε X1+ε,∑
z

∑
w

S♠

2 (z,w)≪ε X1+ε.

From here we obtain∑
z

∑
w

S1(z,w)2 + S2(z,w)2 ≪ X1/4 log X
∑

z

∑
w

S1(z,w)+ log X
∑

z

∑
w

S2(z,w)

≪ε X5/4+ε.

and ∑
z

∑
w

S♠

1 (z,w)
2
+ S♠

2 (z,w)
2
≪ε X5/4+ε.

At this stage, we expunge the references to the Gaussian domain Z[i] in [10] to make it clear that much
of their treatment of bilinear sums apply equally well in our situation, despite the fact that our number
field is different from Q(i). For y, z ∈ Z2 put 1( y, z)= y1z2 − y2z1. Given w, y, z ∈ Z2 such that

w1 y1 +w2 y2 = q1 and w1z1 +w2z2 = q2,
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we have [
y1 y2

z1 z2

] [
w1

w2

]
=

[
q1

q2

]
.

Inverting the matrix on the left we see that[
w1

w2

]
=

1
1(z, y)

[
z2 −y2

−z1 y1

] [
q1

q2

]
.

Since w = (w1, w2) ∈ Z2, it follows that

q1z2 − q2 y2 ≡ q1z1 − q2 y1 ≡ 0 (mod1(z, y)). (7-7)

Let C(q1, q2, z, y) be the statement that q1, q2, z, y satisfy (7-7). Next we have

∥q1(z1, z2)− q2(y1, y2)∥2 =

√
(q1z1 − q2 y1)

2
+ (q1z2 − q2 y1)

2

=

√
(w11(z, y))2 + (w21(z, y))2

=1(z, y)
√
w2

1 +w2
2 ≤1(z, y)M. (7-8)

We also wish to impose the condition that 1(z, y) is small. In particular, we wish to only consider those
z, y with

1(z, y) >D0 = N (log X)−A−6. (7-9)

For brevity, let us write

h†(q)=

{
2p log p if q = p2

∈ I (X),
0 otherwise,

h‡(q)=

{
log p if q = p ∈ I (X),
0 otherwise,

and

h(q)= h†(q)− h‡(q).

Similarly, let us write

h♠,†(q)=

{
2p log p if q = p2

∈ I (X),
0 otherwise,

h♠,‡(q)=

{
log p if q = p ∈ I (X),
0 otherwise,

and

h♠(q)= h♠,†(q)− h♠,‡(q).

For any subinterval J ⊂ I (X) we have∑
q∈J

h(q)= OC

(
X1/4

(log X)C

)
for any C > 0. This is a consequence of our choice of weights.

As in [10], we want to carve up the support of z, y into regions of the form

U = U(c, θ0)=
{

z : c
√

N < ∥z∥2 ≤ c(1 +ω1)
√

N , θ0 < arg(z)≤ θ0 +ω2
}
, (7-10)
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for fixed 1 ≤ c ≤
√

2 and θ0. We may choose ω1 and ω2 so that the regions U form a partition of the region

{z : N ≤ ∥z∥2 < 2N , z1 > 0} \R.

The number of regions needed for the sum over z, y is O((log X)4L). Here, as in [10], we allow the
parameters ω1 and ω2, both of order (log X)−A, to be different in order to perfectly cover our region.

As in [10] let us write C1(U1,U2, J1, J2) as the condition that all (z, y, q1, q2) ∈ U1 × U2 × J1 × J2

satisfy (7-8) and (7-9). We remark that such tuples are the most intricate to estimate; in fact it is only in
the treatment of these tuples where we must diverge from the argument given in [10].

Similarly, let C2(U1,U2, J1, J2) denote the condition that there exists some tuple (z, y, q1, q2) ∈

U1 ×U2 × J1 × J2 which satisfies (7-8) and there exists some tuple (z′, y′, q ′

1, q ′

2) ∈ U1 ×U2 × J1 × J2

which does not satisfy (7-8). Finally, let C3(U1,U2, J1, J2) be the condition that all tuples (z, y, q1, q2) ∈

U1 ×U2 × J1 × J2 satisfy (7-8) but there exists some tuple (z, y, q1, q2) ∈ U1 ×U2 × J1 × J2 which does
not satisfy (7-9).

Recall that C(q1, q2, z, y) is the condition that z, y, q1, q2 satisfy (7-7). We also introduce the condition∑♭ to indicate a summation over primitive z ̸∈ R(N ; X). Observe that we do not insist that z ≡

(1, 0) (mod 2) as in [10]. For U1,U2, J1, J2 satisfying C1(U1,U2, J1, J2) put

T (U1,U2, J1, J2)=

∑♭

z∈U1
y∈U2

βzβ y
∑

q1∈J1
q2∈J2

C(q1,q2, z, y)

h(q1)h(q2), (7-11)

and otherwise set T (U1,U2, J1, J2)= 0. Further, let

T ′(U1,U2, J1, J2)=

∑♭

z∈U1
y∈U2

∑
q1∈J1
q2∈J2

C(q1,q2, z, y)

|h(q1)h(q2)|. (7-12)

Similarly, define

T♠(U1,U2, J1, J2) and T ′

♠
(U1,U2, J1, J2)

analogously with h replaced with h♠. Then to obtain (7-5) and (7-6) it suffices to show that∑
U1,U2, J1, J2

C1(U1,U2, J1, J2)

T♠(U1,U2, J1, J2)+
∑

U1,U2, J1, J2
C2(U1,U2, J1, J2) or C3(U1,U2, J1, J2)

T ′

♠
(U1,U2, J1, J2)≪A

X N
(log X)A (7-13)

and ∑
U1,U2, J1, J2

C1(U1,U2, J1, J2)

T (U1,U2, J1, J2)+
∑

U1,U2, J1, J2
C2(U1,U2, J1, J2) or C3(U1,U2, J1, J2)

T ′(U1,U2, J1, J2)≪A
X N

(log X)A . (7-14)

As in [10], we will show that the contribution from Ci (U1,U2, J1, J2) is negligible for i = 2, 3. Indeed,
we shall obtain:
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Proposition 7.5. We have ∑
U1,U2, J1, J2

C2(U1,U2, J1, J2) or C3(U1,U2, J1, J2)

T ′

♠
(U1,U2, J1, J2)≪A

X N
(log X)A

and ∑
U1,U2, J1, J2

C2(U1,U2, J1, J2) or C3(U1,U2, J1, J2)

T ′(U1,U2, J1, J2)≪A
X N

(log X)A .

In fact, Proposition 7.5 is exactly analogous to Proposition 6 in [10]. More strikingly, the proof does
not need to be modified and we can simply apply Proposition 6 of [10]. However, given that our setups
are not identical we will explain why our situations are indeed interchangeable.

We will also need the following analogue of Proposition 7 in [10]:

Proposition 7.6. For fixed J1, J2 and L = 6A + 52 we have∑
U1,U2

C1(U1,U2, J1, J2)

T♠(U1,U2, J1, J2)≪A
X N

(log X)A+2L .

and ∑
U1,U2

C1(U1,U2, J1, J2)

T (U1,U2, J1, J2)≪A
X N

(log X)A+2L .

Unlike Proposition 7.5 we cannot simply import Proposition 7 from [10]. This is because Proposition 7.5,
by the definition of T ′(U1,U2, J1, J2), is insensitive to the nature of the coefficients βz and so the treatment
in [10] is directly applicable to our situation. However in order to prove Proposition 7 in [10] the specific
shape of βz was needed. That said, the modifications needed to adapt their proof to our case are minor,
and we will still be able to follow their argument for the most part.

In the next few sections we will give proofs for Propositions 7.5 and 7.6. We will largely follow the
structure of the argument given in [10].

8. Proof of Proposition 7.5

First we have the following lemma, which is Lemma 12 from [10]:

Lemma 8.1. We have the bounds∑♭

z, y

∑
q1∈J1,q2∈J2
C(q1,q2, z, y)

gcd(q1q2,1(z, y))>1

|h♠(q1)h♠(q2)| ≪ N 2
√

X(log X)3

and ∑♭

z, y

∑
q1∈J1,q2∈J2
C(q1,q2, z, y)

gcd(q1q2,1(z, y))>1

|h(q1)h(q2)| ≪ N 2
√

X(log X)3.
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Proof. See Section 7 in [10]. □

Lemma 8.1 allows us, as in [10], to write

T (U1,U2, J1, J2)=

∑
D≤2N

∑∗

a (mod D)

Y(a, D; h, h)Z(a, D)+ O
(
N 2

√
X(log X)3

)
(8-1)

where

Z(a, D)=

∑♭

(z, y)∈U1×U2
1(z, y)=D

a y≡z (mod D)

βzβ y

and

Y(a, D; h1, h2)=

∑
q1∈J1,q2∈J2

q1≡aq2 (mod D)
gcd(q1q2,D)=1

h1(q1)h2(q2).

Similarly, we have

T♠(U1,U2, J1, J2)=

∑
D≤2N

∑∗

a (mod D)

Y♠(a, D; h♠, h♠)Z(a, D)+ O
(
N 2

√
X(log X)3

)
(8-2)

where

Y♠(a, D; h♠

1 , h♠

2 )=

∑
q1∈J1,q2∈J2

q1≡aq2 (mod D)
gcd(q1q2,D)=1

h♠

1 (q1)h
♠

2 (q2)

This crucial decomposition allows us to separate T (U1,U2, J1, J2) and T♠(U1,U2, J1, J2) into components
Z(a, D) containing the coefficients βz, β y and a congruence sum which no longer has anything to do
with the coefficients β. To treat (7-14) requires a treatment of Y(a, D) involving primes. For this purpose
they needed a refinement of the Barban–Davenport–Heilbronn theorem, which we will not go into more
detail here as we can use their Proposition 6 directly.

The following lemma is critical to the proof of Proposition 7.5:

Lemma 8.2. Let

Z̃(a, D)=

∑♭

(z, y)∈U1×U2
1(z, y)=D

a y≡z (mod D)

1.

We then have the bounds ∑
D

τ(D)
∑∗

a (mod D)

Z̃(a, D)≪ ω4 N 2(log X)16, (8-3)

∑
U1,U2

∑∗

a (mod D)

Z̃(a, D)≪ N , (8-4)
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and ∑∗

a (mod D)

Z̃(a, D)≪ (log X)3
N 2

D
τ(D)6. (8-5)

Proof. See Lemma 13 in [10]. □

For an interval J and a function h, put

Y(J, h; D)=

∑
q∈J

gcd(q,D)=1

h(q)

and

Yh1,h2(D)= Y(D)=
1

ϕ(D)
Y(J1, h1; D)Y(J2, h2; D).

Recall that q1, q2 appearing in Y(a, D; h1, h2) satisfy gcd(q1q2, D)= 1. If h1 or h2 is equal to h‡, then
Y(D) is the expected value of Y(a, D; h1, h2). If h1 = h2 = h†, note that p2

1 ≡ ap2
2 (mod D) implies

that p1 ≡ bp2 (mod D) for some b such that a ≡ b2 (mod D). Here, Y(a, D; h1, h2) = 0 if a is not a
square modulo D. Therefore∑∗

a (mod D)

Y(a, D; h1, h2)Z(a, D)=

∑∗

b(mod D)

Yh†(b, D)Z(b2, D)

where
Yh†(b, D)=

∑
p2

1∈J1, p2
2∈J2

p1≡bp2 (mod D)
gcd(p1 p2,D)=1

h†(p2
1)h

†(p2
2).

When h1 = h2 = h†, then Y(D) is the expected value of Yh†(b, D). Now put

E(N )=

∑
D≤2N

∑∗

a (mod D)

|Y(a, D; h1, h2)−Yh1,h2(D)|Z̃(a, D)

if either h1 = h† or h2 = h†, and

Eh†(N )=

∑
D≤2N

∑∗

b(mod D)

|Yh†(b, D)−Yh†,h†(D)|Z̃(b2, D)

if h1 = h2 = h†. We then have the following proposition, which is Proposition 8 from [10]:

Proposition 8.3. For any C > 0 we have

E(N )≪C
X N

(log X)C
and Eh†(N )≪C

X N
(log X)C

.

With this proposition in hand, we may proceed to prove Proposition 7.5 in the exact same way as
Proposition 6 in [10]. We will not repeat the details.

We now move to the proof of Proposition 7.6. Most of the arguments can be adapted from the proof of
Proposition 7 in [10], but since we rely on some properties of the coefficients βz in this argument we
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cannot follow all of the arguments in [10] verbatim. We will especially emphasize those points where
modifications are required.

9. Proof of Proposition 7.6: some maneuvers

Supposing that one of the functions h1, h2 is h‡, we have according to Proposition 8.3 that∑
D≤2N

∑∗

a (mod D)

Y(a, D; h1, h2)Z(a, D)=

∑
D≤2N

∑∗

a (mod D)

Yh1,h2(D)Z(a, D)+ OC

(
X N

(log X)C

)
for any C > 0. In the remaining case with h1 = h2 = h†, we have∑

D≤2N

∑∗

a (mod D)

Y(a, D; h†, h†)Z(a, D)=

∑
D≤2N

∑∗

b(mod D)

Yh†,h†(D)Z(b2, D)+ OC

(
X N

(log X)C

)
.

As in [10] we may replace Yh†,h†(D) by |J1| |J2|/ϕ(D) in each case, with a total error of

O
(
X exp

(√
−log X

)
N (log X)2

)
.

Our remaining task is the inequality

|J1| |J2|
∑
U1,U2

C1(U1,U2, J1, J2)

∑
D≤2N

1
ϕ(D)

( ∑∗

b(mod D))

Z(b2, D)−
∑∗

a (mod D)

Z(a, D)
)

≪
X N

(log X)A+2L ,

or

E ′
=

∑
U1,U2

C1(U1,U2, J1, J2)

∑
D

1
ϕ(D)

( ∑∗

b(mod D)

Z(b2, D)−
∑∗

a (mod D)

Z(a, D)
)

≪
N

(log X)A .

Here we dropped the condition D ≤ 2N , which follows automatically since βz is supported on ∥z∥2 ≤ 2N .
We may follow Heath-Brown and Li’s arguments in [10] to conclude that it suffices to obtain the estimate

E1(U1,U2)=

∑
D

D
ϕ(D)

( ∑∗

b(mod D)

Z(b2, D)−
∑∗

a (mod D)

Z(a, D)
)

≪
N 2

(log X)C1
(9-1)

for any C1 > 0 and for fixed U1,U2. By Möbius inversion we deduce that

E1(U1,U2)=

∞∑
D=1

∞∑
k=1

Dµ(k)
ϕ(D)

( ∑∗

b(mod D)

W (b2, k, D)−
∑∗

a (mod D)

W (a, k, D)
)
,

where

W (a, k, D)=

∑♭

(z, y)∈U1×U2
k D|1(z, y)

a y≡z (mod D)

βzβ y.

Here the condition 1(z, y)= D which appears in the definitions of Z(a, D), Z̃(a, D) is replaced with
a divisibility condition via Möbius inversion.
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If k D divides1(z, y), there is a unique integer c = c(z, y; k D)modulo k D such that c y ≡ z (mod k D),
and conversely this congruence implies that k D divides 1(z, y). We have gcd(c, k D)= 1 and

#{b (mod D) : b2 y ≡ z (mod D)} = #{b (mod D) : b2
≡ c (mod D)}

=

∑
χ (mod D)
χ2

=χ0

χ(c).

It now follows that∑∗

b(mod D)

W (b2, k, D)−
∑∗

a (mod D)

W (a, k, D)=

∑
χ (mod D)
χ2

=χ0
χ ̸=χ0

∑∗

c(modk D)

∑♭

(z, y)∈U1×U2
c y≡z (modk D)

βzβ yχ(c),

and hence

E1(U1,U2)=

∞∑
D=1

∞∑
k=1

Dµ(k)
ϕ(D)

∑
χ (mod D)
χ2

=χ0
χ ̸=χ0

∑∗

c(modk D)

∑♭

(z, y)∈U1×U2
c y≡z (mod k D)

βzβ yχ(c).

Let d = d(χ) be the conductor of χ and write D = de and ek = k, giving

E(U1,U2)=

∑
d>1

∑
k

C(d, k)
∑∗

χ (modd)
χ2

=χ0

∑∗

c(moddk)

∑♭

(z, y)∈U1×U2
c y≡z (moddk)

βzβ yχ(c),

where

C(d, k)=

∑
d1k=d2

deµ(k)
ϕ(de)

=
d
ϕ(d)

∑
ek=k

ϕ(d)eµ(k)
φ(de)

.

The sum for χ (mod d) is empty unless d = d1, 4d1, 8d1 with d1 odd and square-free, in which cases
there are at most two possible characters χ . For fixed d the function

ϕd(e)=
ϕ(d)e
ϕ(de)

is multiplicative in e. Further, for v ≥ 1 we have

(ϕe ∗µ)(pv)=

{
(p − 1)−1 if v = 1 and p ∤ d,
0 otherwise.

We then see that

C(d, k)=
dµ2(k)

ϕ(dk)

if gcd(d, k)= 1 and C(d, k)= 0 otherwise. This gives the expression

E1(U1,U2)=

∑
k,d

gcd(d,k)=1

dµ2(k)

ϕ(dk)

∑∗

χ (modd)
χ2

=χ0
χ ̸=χ0

( ∑∗

c(moddk)

∑♭

(z, y)∈U1×U2
c y≡z (mod dk)

βzβ yχ(c)
)
. (9-2)
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We proceed to show that large values of k make a negligible contribution. Since dk |1(z, y) we have
dk ≤ 2N . Since 0 ≤ βz ≤ 1 we find that∑
k>K

∑
k

gcd(d,k)=1

dµ2(k)

ϕ(dk)

∑∗

χ (modd)
χ2

=χ0

∣∣∣∣ ∑∗

c(moddk)

∑♭

(z, y)∈U1×U2
c y≡z (moddk)

βzβ yχ(c)
∣∣∣∣ ≪ (log X)

∑
k>K

k−1
∑

d≤2N/k

∑
dk|D

D≤2N

∑∗

a (mod D)

Z̃(a, D)

≪ (log X)
∑
k>K

k−1
∑

d≤2N/k

∑
dk|D

D≤2N

N

≪
N 2(log X)2

K
.

Choosing

K = (log X)C1+2

and applying Lemma 8.2 then gives a satisfactory bound.
Observe that the argument above only depends on the property that 0 ≤ βz ≤ 1, and so no modification

is necessary from the argument given by Heath-Brown and Li in [10]. As in [10] we divide into three
ranges for d, namely

d ≤ D1, D1 < d ≤ D2, and d > D2,

where

D1 = K10(log X)2C1+14 and D2 =
N

K15(log X)3C1+21 .

Next we handle the middle range of d. The treatment given here is identical to that in [10], since again
the specific shape of βz is of no consequence in this part. Set

E1(D)=

∑
k≤K

k−1µ2(k)
∑

D<d≤2D
gcd(d,k)=1

∑∗

χ (modd)
χ2

=χ0

∣∣∣∣ ∑∗

c(moddk)

∑♭

(z, y)∈U1×U2
c y≡z (moddk)

βzβ yχ(c)
∣∣∣∣.

We remark on the significance that the sum is over primitive characters in the definition of E1(D). Indeed,
as seen in [10] this property is necessary to decompose the characters into Jacobi symbols.

Heath-Brown and Li obtains the following bound, which we summarize in the following lemma:

Lemma 9.1. For any ε > 0 we have

E1(D)≪ε K
5(log X)6(D + D−1/2 N + D1/3 N 2/3

+ N 23/24+ε)N .

Summing over dyadic ranges of D, we see that the values of d in the range D1 ≤ d ≤ D2 make a
satisfactory contribution given our choices of D1, D2.

It then remains to give estimates for the small and large ranges of d , where we must depart somewhat
from Heath-Brown and Li’s treatment due to the dependence on the specific shapes of the coefficients βz.
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10. Proof of Proposition 7.6: remaining ranges

Large d. We will obtain the bound∑
d>D2

gcd(d,k)=1

∑∗

χ (modd)
χ2

=χ0

( ∑∗

c(moddk)

∑♭

(z, y)∈U1×U2
c y≡z (moddk)

βzβ yχ(c)
)

≪C
N 2

(log X)C

for any C > 0 and k ≤ K. There is still more mileage we can get from the argument given in [10]. In
particular, we follow their argument in Section 11 of [10] and decompose d as d1d2, as well as χ = χ1χ2.
We have dk |1(z, y) and thus we may set 1(z, y) = d1et where e is odd and t is a power of 2. Our
conditions on U1,U2 guarantee that 0<1(z, y)≤ 2N , hence 1 ≤ et ≤ 16N/D2 ≪ (log X)18C1+51. We
split the sums over z, y into congruence classes z ≡ u (mod 8et), y ≡ v (mod 8et) and fix the parameters

k, d2, χ2, e, u, v, and t. (10-1)

Each admissible pair u, v corresponds to a unique integer k (mod1(z, y)) with the property that k y ≡

z (mod1(z, y)), and then

χ(c)= χ(k)= χ2(k)
(

k
d1

)
,

where χ2(k) is determined by the parameters (10-1). The number of choices for the parameters (10-1) is
bounded by a fixed power of log X and so it suffices to show that∑

d1>D2/d2
gcd(d2,2k)=1

d1µ
2(d1)

ϕ(d1)

( ∑∗

k (modd1et)

∑♭

z, y
βzβ y

(
k
d1

))
≪C

N 2

(log X)C

for every C > 0, where the sum over z, y satisfies the conditions

(z, y)∈U1×U2, k y ≡ z (mod1(z, y)), z ≡ u (mod 8et), y ≡v (mod 8et), and 1(z, y)=d1et.

Following the same analysis in Section 11.1 of [10], we conclude that it is sufficient to obtain the bound∑
(z, y)∈U1×U2

z≡u, y≡v (mod8etn)
1(z, y)>et D2/d2

β ′

zβ
′

y ≪C
N 2

(log X)C

where

β ′

z = βz(−1)(z1−1)/2
(

z2

z1

)
.

for every fixed C > 0, for each choice of parameters e, t, n ≤ (log X)C , and for each u, v. Further
subdividing into congruence classes it suffices to handle∑

(z, y)∈U1×U2
z≡u, y≡v (mod8etn)

β ′

zβ
′

y =

( ∑
z∈U1

z≡u(mod8etn)

β ′

z

)( ∑
z∈U2

z≡v (mod8etn)

β ′

z

)
. (10-2)
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At this stage, we must diverge from Heath-Brown and Li’s treatment. We briefly discuss why this
is necessary. In order to proceed, Heath-Brown and Li rely on the crucial property that their βz are
supported on Gaussian integers z such that N (z) has no small prime factors. The analogous condition
for us is that the ideal number γ (z) has norm (equal to the norm of the ideal J (γ (z)) in OK ) without
small prime factors. Thus, now going to the perspective that z represents an ideal number γ , we see
that N (γ ) = N (J (γ )) is automatically coprime to 8etn and therefore we may assume that υ, ν (the
ideal numbers corresponding to u, v, respectively) are coprime to 8etn. This allows us to pick out the
congruence condition γ ≡ υ, ν (mod 8etn) using multiplicative characters. In order to make this precise,
we borrow from the algebraic treatment given in [11] and put

J(q)= {α ∈ J : gcd(α, q)= 1}

and J1(q)= J(q)∩ K . Further, put

J0(q)= {α ∈ K : α ≡ 1 (mod q)}.

Then our congruence conditions can be picked out using characters of the quotient group J1(q)/J0(q),
and we conclude that ∑

a∈U j
α≡ν (mod8etn)

=
1

ϕK (8etn)

∑
χ (mod8etn)

χ(ν)S(χ,U j ),

where ϕK is the Euler-ϕ function for OK and

S(χ,U)=

∑
a∈U

β ′

αχ(α).

In order to obtain acceptable estimates for S(χ,U), we will need to generalize certain results from [5] to
apply to general quadratic fields. This work may be of independent interest and is recorded in the next
section; see Propositions 11.7 and 11.9 in particular. We emphasize that these results rely on the setup in
(10-2): in particular, we need z,w to come from the same ideal class and that they satisfy a congruence
condition modulo 8etn.

We now proceed to pick out the condition that we are constrained in a narrow sector using a twice-
differentiable periodic function υ(θ), where

υ(θ)=

{
1 if θ ∈ (θ0, θ0 +ϖ2) (mod 2π),
0 if θ ̸∈ [θ0 − (log X)−C , θ0 +ϖ2 + (log X)−C

] (mod 2π),

and where |υ ′′(θ)| ≪ (log X)−2C . Then

S(χ,U)=

∑
N ′<N (z)≤N ′(1+ϖ)

β ′

zχ(z)υ(arg z)+ O
(

N
(log X)C

)
.
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The Fourier coefficients of υ satisfy ck ≪ k−2(log X)2C for k ̸= 0, and so

υ(arg z)=

∑
k

ck

(
z
|z|

)k

=

∑
|k|≤(log X)3C

ck

(
z
|z|

)k

+ O((log X)−C).

It then suffices to show that

S(χ, N ′, k)=

∑
N ′<N (z)≤N ′(1+ϖ)

β ′

zχ(z)
(

z
|z|

)k

≪C N (log X)−4C

for any C > 0, and for |k| ≤ (log X)3C . As in [10] we can obtain in fact a small power-saving in N . We
recall that βz = βN (z) is the indicator function of a set of one of the shapes

Q j ={p1 · · · p j+1 ∈ (N ′, N ′(1+ϖ)] : p j+1 ∈ J, p j+1< · · ·< p1, p1 · · · p j <Y ≤ p1 · · · p j+1< X1/20δ
}

or
R = {n ∈ (N ′, N ′(1 +ϖ)] : gcd(n, P(V ))= 1}.

Here we will have 0 ≤ j ≤ n0 = ⌊log Y/(δ log X)⌋, and J = [V, V (1 + κ))⊆ [X δ, X1/2−δ). In particular
we interpret Q0 to be {p : p ∈ J ∩ (N ′, N ′(1 +ϖ)]}.

We now write

λ(n)=

∑∧

N (z)=n

χ(z)
(

z
|z|

)k

u(x−1)/2
(

z2

z1

)
,

where
∑

∧ denotes a sum over primitive ideal numbers z in a fixed class of ideal numbers, with ẑ = (z1, z2).
We then have

S(χ, N ′, k)=

∑
n

λ(n),

where n runs over R or Q j for some j . As in [10], the treatment for R and Q j are similar. To begin, we
first handle the contribution from those n whose largest prime factor, say P(n), exceeds N 99/100. The
contribution from such integers is ∑

m≤2N 1/100

∑
p>max{P(m),N 99/100

}

mp∈Q j

λ(mp).

Since p is the largest prime factor of mp one sees from the definition of the set Q j that one may rewrite
the conditions p > P(m) and mp ∈ Q j to say that p runs over an interval I j (m)⊆ [N/m, 2N/m). We
may then apply Proposition 11.9 to conclude that∑

m≤2N 1/100

∑
p>max{P(m),N 99/100

}

mp∈Q j

λ(mp)≪ q0(|k| + 1)
∑

m≤2N 1/100

m(N/m)76/77

≪ q0(|k| + 1)N 76/77+(78/77)/100.

Since 76/77 + (78/77)/100< 1, this gives the required power-saving bound.
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Next we deal with the terms where every prime factor is at most N 99/100. To do so we rewrite our sum
in terms of bilinear sums. Suppose n = p1 · · · p j+1 as in the description of the set Q j , and divide the
range of each prime pi into intervals of the shape (Bi , 2Bi ]. This will give us at most (2 log N )1+n0 sets
of dyadic ranges, and since n0 ≪ δ−1

= (log X)1−ϖ there will be at most Oε(N ε) such ranges. Moreover
we may suppose

j+1∏
i=1

Bi ≪ N ≪ 2 j+1
j+1∏
i=1

Bi .

Since we may now assume that B1 ≤ N 99/100 there will be an index u such that

N 1/100
≤

u∏
i=1

Bi ≤ N 99/100.

Fixing such an index u we split n = n1n2 with

n1 =

u∏
i=1

pi and n2 =

j+1∏
i=u+1

pi ,

so that n1 ≤ N1 and n2 ≤ N2 with

N1 = 21+n0

u∏
i=1

Bi and N2 = 21+n0

j+1∏
i=u+1

Bi .

It follows that
N1 N2 ≪ε N 1+ε and N1, N2 ≪ε N 99/100+ε.

This implies that
N1 N−ε

≪ n1 ≤ N1 and N2 N−ε
≪ n2 ≤ N2.

We may thus reinterpret our description of Q j by requiring that n1 ∈ Q j,u and n2 ∈ Q′

j,u for appropriate
sets Q j,u, Q′

j,u , together with the conditions that

n1n2 ∈ I = (N ′, N ′(1 +ϖ)] ∩ [Y, X1/2−δ), p−1
j+1n1n2 < Y, and pu+1 < pu). (10-3)

In other words, we put

Q j,u = {n1 = p1 · · · pu : pi ∈ (Bi , 2Bi ], pu < · · ·< p1}

and
Q′

j,u = {n2 = pu+1 · · · p j+1 : pi ∈ (Bi , 2Bi ], p j+1 ∈ J, p j+1 < · · ·< pu+1 < Y }.

In order to separate the variables n1, n2 completely we subdivide the available ranges for n1, n2,
p j+1, pu , and pu+1 into intervals of the shape (A, A + A/L), (A′, A′

+ A′/L], (B ′

j+1, B ′

j+1 + B ′

j+1/L],
(B ′

u, B ′
u + B ′

u/L] and (B ′

u+1, B ′

u+1 + B ′

u+1/L]. Here the parameter L will be chosen to be a small power
of N . These intervals may have length less than one. Indeed such an interval may contain no integers at all.
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There will be O(L5(log X)2) such intervals and there will be some for which n1n2 ∈ I, p−1
j+1n1n2 < Y

and pu+1 < pu for every choice of p1, . . . , p j+1 satisfying

n1 ∈ (A, A + A/L], n2 ∈ (A′, A′
+ A′/L],

p j+1 ∈ (B ′

j+1, B ′

j+1 + B ′

j+1/L], pu ∈ (B ′

u, B ′

u + B ′

u/L], pu+1 ∈ (B ′

u+1, B ′

u+1 + B ′

u+1/L],

and

pi ∈ Ii with i ̸= 1, u, u + 1.

This case gives the subsum ∑
n1∈Q j,u∩(A,A+N1/L]

pu∈(B ′
u,B ′

u+B ′
u/K ]

∑
n2∈Q′

j,u∩(A′,A′
+A′/L]

p j+1∈(B ′

j+1,B ′

j+1+B ′

j+1/L]

pu+1∈(B ′

u+1,B ′

u+1+B ′

u+1/L]

λ(n1n2),

so that we have separated the variables n1, n2. For such sums we can apply Proposition 11.7 which gives
the bound

Oε((N1 + N2)
1/12(N1 N2)

1/12+ε)= Oε(N (9/100)·(1/12)
· N 1/12+ε)= Oε(N 1−1/1200+ε).

Since there are Oε(L5 N ε) such subsums the overall contribution will be O(L5 N 1−1/200+ε).
It remains to consider the contribution from the remaining “bad” sets of ranges which are not exclusively

contained in the region given by (10-3). First suppose that the interval I is given by [e1, e2] say, and that
there are integers n1, n′

1 ∈ (A, A + A/L] and n2, n′

2 ∈ (A′, A′
+ A′/L] such that n1n2 ∈ I but n′

1n′

2 ̸∈ I .
Then we must have n1n2 = (1 + O(L−1)e1 or n1n2 = (1 + O(L−1))e2. We now consider the total
contribution from integers n ∈ Q j for all such “bad” choices of intervals (A, A + A/L), (A′, A′

+ A′/L],
(B ′

j+1, B ′

j+1 + B ′

j+1/L], (B ′
u, B ′

u + B ′
u/L] and (B ′

u+1, B ′

u+1 + B ′

u+1/L]. Since each integer n occurs at
most once, and λ(n)= O(τ (n)), the contribution will be

Oε

( ∑
n=(1+O(L−1))e1

τ(n)
)

= Oε(N 1+εL−1).

Similarly, if we have p−1
j+1n1n2 < Y but (p′

j+1)
−1n′

1n′

2 ≥ Y , then p−1
j+1n1n2 = (1+ O(L−1))Y . This gives

B j+1Y ≍ AA′
≤ N1 N2 ≪ε N 1+ε,

so any n which is counted in this case will have a prime factor p ≪ N 1+ε/Y and such that p−1n =

(1 + O(L−1))Y . Thus, on writing n = pm, we see that the total contribution in this case is

O
( ∑

p≪N 1+ε/Y

∑
m=(1+O(L−1))Y

τ(pm)
)

= Oε(N 1+εY −1(1 + L−1Y ))= Oε(N 1+εL−1),

for L ≤ Y .
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Finally, if Bu = Bu+1, then it may happen that the condition pu+1 < pu is satisfied by some, but not all,
pairs of primes (pu, pu+1) from the intervals (B ′

u, B ′
u + B ′

u/L] and (B ′

u+1, B ′

u+1 + B ′

u+1/L]. Clearly this
problem cannot arise when L ≥ 2Pu since then the intervals (B ′

u, B ′
u + B ′

u/L] and (B ′

u+1, B ′

u+1 + B ′

u+1/L]

contain at most one prime each. It follows that any such n to be counted in this case must have two prime
factors p′ > p ≥ Pu ≥ L/2 with p′

= (1 + O(L−1))p. Hence the corresponding contribution is

O
( ∑

p′>p≥L/2
p′

=(1+O(L−1))p

∑
n≪N
p′ p|n

τ(n)
)

= Oε

( ∑
p′>p≥L/2

p′
=(1+O(L−1))p

N 1+ε

p′ p

)
= Oε(N 1+εL−1).

We therefore find that our sum is bounded by

Oε(L5 N 1−1/1200+ε
+ N 1+εL−1),

whenever L ≤ Y . We may then choose L = N 10−5
say, to achieve the claimed power saving in the case of

large d .

Small d. To handle small d it suffices to show that for any k≤ C, d ≤ D1, and any nonprincipal χ (mod d),∑∗

c(moddk)

∑♭

(z,y)∈U1×U2
cz≡y (moddk)

βzβyχ(c)≪C
N 2

(log X)C

for every C > 0. As is usually the case in prime number theory, the case of small moduli can be handled
using some type of Siegel–Walfsiz theorem; we shall use the results of Mitsui [16] following the argument
in [10].

Since ∑∗

c(moddk)

χ(c)= 0,

it suffices to prove that if U = U1 or U2 then there is a number M = M(U, dk) such that∑
z∈U

z≡α(mod2dk)

βz = M+ OC

(
N

(log X)C

)

for any gcd(α, 2dk)= 1 and C > 0, since βz is supported on those z free of small prime factors, and 2dk
is small. As before we may drop the summation condition ♭. For notational convenience, we set q = 2dk
and note that q ≤ (log X)C0 for some C0 > 0.

As in the previous subsection we may assume that βz = βN (z), where βn is the indicator function of
either Q j or R. We describe the procedure for Q j , the method for R being similar. We decompose z as
s1s2 with N (s1) being the largest prime factor of N (s1s2). The requirement that n ∈ Q j is then equivalent
to a condition of the form N (s2) ∈ Q′

j together with a restriction of the type N (s1) ∈ I (s2) for some real
interval I (s2). Specifically, we have

Q′

j+1 = {p2 · · · p j+1 : p j=1 ∈ J, p j+1 < · · ·< p2}
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and

I (s2)= (p2,∞)∩

(
N ′

N (s2)
,

N ′(1 +ϖ)

N (s2)

]
∩

[
Y

N (s2)
,

X1/2−δ

N (s2)

)
,

where p2 is the largest prime factor of N (s2). When U is given by (7-10) the condition on the size of
N (s1s2) is exactly the condition

N (s1) ∈

(
N ′

N (s2)
,

N ′(1 +ω)

N (s2)

]
,

and we have θ0 < arg z ≤ θ0 +ω2 exactly when

θ1(s2) < arg s1 ≤ θ1(s2)+ω2,

with θ1(s2)= θ1 − arg s2. It follows that∑
z∈U

z≡α(modq)

βz =

∑
N (s2)∈Q′

j
gcd(s2,q)=1

N (s2, α), (10-4)

where N (s2, α) is the number of ideal numbers s1 satisfying

s1s2 ≡ α (mod q), N (s1) ∈ I (s2), and θ1(s2) < arg s1 ≤ θ1(s2)+ω2

and for which N (s1) is prime. We can estimate N (s2, α) using a form of the prime number theorem for
arithmetic progressions over number fields, due to Mitsui [16]. As we remarked earlier, we can easily
redivide our sectors in accordance with the condition N (z) ∼ N as opposed to ∥z∥2 ∼ N , so we may
apply Mitsui’s theorem without worry in each of our sectors. If we put π(X; q, α, θ) for the number of
prime ideal numbers p in a fixed ideal class satisfying p ≡ α (mod q) and having norm at most X with
0 ≤ arg p ≤ θ , then Mitsui’s theorem gives the estimate

π(X; q, α, θ)=
wθRK

2r1hKϕK (a)
Li(X)+ OK

(
X exp

(
−c

√
log X

))
, (10-5)

where r1 is the number of real embeddings of K , w the number of roots of unity in K , RK the regulator
of K , and hK the class number of K . Here c is an absolute constant. Since we do not care about
dependence on K , we may take the implied constant in (10-5) as an absolute constant. We emphasize
that (10-5) holds uniformly for θ ∈ [0, 2π ] and for all q ≤ (log X)A.

Applying (10-5) with q =2dk to estimate N (s2, α), we have I (s2)⊆ (0, 2N/N (s2)] and so we will need
to know that q = 2dk≤ (log 2N/N (s2))

A for some constant A. This holds whenever p divides an element
of Q j then one has p ≥ X δ1 with δ = (A log log X)/ log X . Thus we will have 2N/N (s2)≥ X δ1 and so

δ1 log X ≤ log
(

N
N (s2)

)
,

which implies that

log X ≤

(
log

(
N

N (s2)

))1/ϖ

.
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Therefore whenever 2dk ≤ (log X)C0 we have

2dk ≤ (log X)C0 ≤

(
log

(
2N

N (s2)

))C0/ϖ

.

The required condition therefore holds when k ≤ K and d ≤ D1.
We may then conclude, as in [10], that

N (s2, α)= M(s2, dk, j,U)+ O
(

N
N (s2)

exp(−c(log X)ϖ/2)
)
,

where the main term crucially is independent of α. Feeding this into (10-4) then completes our treatment
of small d , and hence the proof of Proposition 3.7.

11. A generalization of the Jacobi–Kubota symbol and consequences

We will introduce and prove analogues of Proposition 23.1 and Theorem ψ in [5]. We introduce, for an
ideal number α in a fixed class A, the vector

α̂ = (a1, a2) ∈ Z2

corresponding to the class A with basis produced as in Section 4. We then introduce the Jacobi–Kubota
symbol

[α] = i (a1−1)/2
(

a2

|a1|

)
, (11-1)

where
(

·

·

)
is the Jacobi symbol. Our generalized Jacobi–Kubota symbol [ · ] depends on the class A and

the choice of basis, which we have suppressed.
Our goal is to obtain an analogue of Lemma 20.1 in [5], which shows that while [ · ] is not multiplicative,

a suitable result exists to separate [zw] into [z][w]κ(zw), where |κ(zw)| = 1 and κ can be described
explicitly. To do so we need to introduce an analogue of the “twist factor” ξw(z) in [5]. Defining the
analogue of ξw(z) in the present setting is tricky, due to the fact that in general OK need not be a unique
factorization domain. In fact the situation is even more delicate than that; in order for our ξw(z) to have
nice properties, we must restrict the ideal classes of w, z as well as requiring w, z to satisfy a congruence
condition like in (10-2).

To prepare for our definition, we first gather several of the key properties satisfied by Friedlander and
Iwaniec’s ξw(z) in [5]. In particular, it satisfies the following:

(1) It satisfies an equation of the form

[z][w] = ε [zw]ξw(z),

where ε = ±1 depending only on the quadrants containing z, w, respectively.

(2) It is multiplicative for each w ∈ Z[i]: one has ξw(z1)ξw(z2)= ξw(z1z2).

(3) It is symmetric: ξw(z)= ξz(w) for w, z ∈ Z[i].
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(4) (Lemma 21.1 in [5]) For q = |w1w2|
2 and d = | gcd(w1, w2)|

2 one has∑
ζ (modq)

ξw1(ζ )ξw2(ζ )=

{
qϕ(d)ϕ(q/d) if q, d are squares,
0 otherwise.

(5) For w = u + iv and ω ≡ −vū (mod q) with q = |w|
2, one has

ξw(z)=

(
ur − vs

q

)
and ξw(z)=

(
r +ωs

q

)
,

where z = r + is.

We would like to define our function ξα(z) to have the same properties. Unfortunately, it seems that at
least some of these properties require special structures of the Gaussian integers Z[i]. Thus, some more
preparatory work is needed before we can define our stand-in for the symbol ξw(z). We then check that
our analogous symbol has the necessary properties to carry out the proofs of analogous statements in [5].

First we note that our symbol ξα(z) depends on α, and in particular, depends on the class A of α. This of
course is a trivial point when K = Q(i), since Z[i] has unique factorization. Next we will also need to re-
strict the class of the inputs z, in order for our symbol to be well-behaved. This is far from ideal and is likely
too restrictive, but it suffices for our purposes in this paper. Indeed, later we will see that it is necessary
to define a separate symbol ξ for each class of ideal numbers along with a basis of said ideal numbers.

The most important property turns out to be (1), so we define our symbol with this in mind. To simplify
matters we will assume that in our composition law the bilinear form Q A,B(w, z) is given by w1z1 +w2z2.
In particular, we fix bases {α1, α2} ⊂ A, {β1, β2} ⊂ B, {γ1, γ2} ⊂ C = A · B so that

(α1x1 +α2x2)(β1 y1 +β2 y2)= (x1ℓ1(y1, y2)+ x2ℓ2(y1, y2))γ1 + (x1 y1 + x2 y2)γ2.

We begin with the Jacobi symbol(
w1z1 +w2z2

|w1ℓ1(z1, z2)+w2ℓ2(z1, z2)|

)
,

where RA,B(w, z)= w1ℓ1 +w2ℓ2. We can extend the definition of the Jacobi symbol by setting(
a
b

)
=

(
a
|b|

)
(a, b)∞,

where

(a, b)∞ =

{
−1 if a, b < 0,
1 otherwise,

is the Hilbert symbol. Next we note quadratic reciprocity, which states for a, b odd and coprime that(
a
|b|

)(
b
|a|

)
= (−1)((a−1)/2)·((b−1)/2)(a, b)∞ (11-2)

and for d > 0 odd we have (
2
d

)
= (−1)(d

2
−1)/4.
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Clearly, not both Q A,B, RA,B can be even otherwise the corresponding ideal number is not primitive.
Without loss of generality, let us suppose that w1z1 +w2z2 is odd. Let 2k be the highest power of 2
dividing w1ℓ1(z1, z2)+w2ℓ2(z1, z2). Then(

w1z1 +w2z2

|w1ℓ1(z1, z2)+w2ℓ2(z1, z2)|

)
=

(
w1z1 +w2z2

2−k |w1ℓ1(z1, z2)+w2ℓ2(z1, z2)|

)
.

We put
u = w1z1 +w2z2, v = w1ℓ1(z1, z2)+w2ℓ2(z1, z2)

for simplicity. Applying quadratic reciprocity (11-2) then gives(
w1z1 +w2z2

2−k(w1ℓ1(z1, z2)+w2ℓ2(z1, z2))

)
(u, v)∞ =

(
2−kv

u

)
(−1)((u−1)/2)·((2−kv−1)/2)

=

(
2k

u

)
(−1)((u−1)/2)·((2−kv−1)/2)

(
v

u

)
.

Let us write u1 = gcd(u, z2) and u2 = u/u1. From the definition we see that u1 = gcd(w1, z2). Put
w1 = u1w

∗

1, z2 = u1z∗

2 with gcd(w∗

1, z∗

2)= 1. We now make use of the fact

w1z1 +w2z2 ≡ 0 (mod u). (11-3)

We treat the congruence modulo u2 first. Plainly, gcd(z2, u2)= 1. (11-3) then implies

w2 ≡ −z−1
2 w1z1 (mod u2).

Substituting this into RA,B(w, z) gives

w1ℓ1(z1, z2)+w2ℓ2(z1, z2)≡ w1ℓ1(z1, z2)− z−1
2 w1z1ℓ2(z1, z2) (mod u2)

≡ z−1
2 w1(z2ℓ1(z1, z2)− z1ℓ2(z1, z2)) (mod u2).

Modulo u1 we must have

w1ℓ1(z1, z2)+w2ℓ2(z1, z2)≡ w2ℓ2(z1, z2) (mod u1)

≡ −z−1
1 w2(z2ℓ1(z1, z2)− z1ℓ2(z1, z2)) (mod u1).

In both cases, we see that RA,B(w, z) is congruent to a multiple of the quadratic form

g(z1, z2)= z2ℓ1(z1, z2)− z1ℓ2(z1, z2),

which we now interpret. By definition, our composition law gives the relation

(z2α1 − z1α2)(z1β1 + z2β2)= RA,B(z2,−z1; z1, z2)γ1 + Q A,B(z2,−z1; z1, z2)γ2

= (z2ℓ1(z1, z2))− z1ℓ2(z1, z2)γ1 + (z2z1 − z1z2)γ2

= g(z1, z2)γ1. (11-4)

Dividing both sides by γ1 we then see that g(z1, z2) must be equivalent to the norm form of OK .
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We must now relate g(z1, z2) to N (z)= N (J (z1β1 + z2β2)). Note that

g(z1, z2)= γ−1
1 (α1z2 −α2z1)(β1z1 +β2z2)

is divisible by z = β1z1 +β2z2, which implies that g(z1, z2) is a rational integer divisible by N (z). By
primitivity we then see that g(z1, z2) must be a constant multiple of N (z), the constant depending only
on the classes A, B. We summarize this as a lemma:

Lemma 11.1. Let g(x, y) be the integral binary quadratic form which arises from the composition
law (11-4). Then g(z1, z2) is a constant multiple of N (J (β1z1 +β2z2)), with the constant depending only
on the classes A, B and choices of bases of A, B, A · B.

Similarly, since v = w1ℓ1 +w2ℓ2 is divisible by 2k , we may assume without loss of generality that ℓ1

is odd to obtain

w1 ≡ −ℓ−1
1 w2ℓ2 (mod 2k)

and this implies that

w1z1 +w2z2 ≡ −ℓ−1
1 w2ℓ2z1 +w2z2 (mod 2k)

≡ −ℓ−1
1 w2(z2ℓ1 − z1ℓ2) (mod 2k)

≡ −ℓ−1
1 w2g(z1, z2) (mod 2k).

Since u = w1z1 +w2z2 is odd by assumption, it follows that g(z1, z2) must be odd as well.
Continuing on, with u = u1u2 as before, we have

z−1
2 w1(z2ℓ1(z1, z2)− z1ℓ2(z1, z2))≡ z−1

2 w1g(z1, z2) (mod u2),

−z−1
1 w2(z2ℓ1(z1, z2)− z1ℓ2(z1, z2))≡ −z−1

1 w2g(z1, z2) (mod u1)

which implies that (
v

u

)
=

(
−z−1

1 w2g(z1, z2)

u1

)(
z−1

2 w1g(z1, z2)

u2

)
=

(
−z1w2

u1

)(
z∗

2w
∗

1

u2

)(
g(z1, z2)

u

)
.

Observe that, by definition, we have

u2 = w∗

1 z1 +w2z∗

2.

Since u is odd, it follows that exactly one of the pairs {w1, z1}, {w2, z2} consists of two odd numbers.
Without loss of generality, we assume that w1, z1 are both odd. We write z∗

2 = 2k2ν2 with ν2 odd. Applying
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(11-2) we find that(
w∗

1 z∗

2

u2

)
=

(
2k2

u2

)(
w∗

1ν2

w∗

1 z1 +w2z∗

2

)
=

(
2k2

u2

)
(−1)(u2−1)/2(−1)(w

∗

1ν2−1)/2
(
w∗

1 z1 +w2z∗

2

|w∗

1ν2|

)
=

(
2k2

u2

)
(−1)(u2−1)/2(−1)(w

∗

1ν2−1)/2
(
w2z∗

2

|w∗

1 |

)(
w∗

1 z1

|ν2|

)
=

(
2k2

u2

)
(−1)(u2−1)/2(−1)(w

∗

1ν2−1)/2
(
w2

|w∗

1 |

)(
z∗

2

|w∗

1 |

)(
w∗

1

|ν2|

)(
z1

|ν2|

)
.

Applying (11-2) repeatedly we obtain(
w∗

1 z∗

2

u2

)
= ε1

(
w2

|w∗

1 |

)(
ν2

|z1|

)
(11-5)

where

ε1 =

(
2k2

u2

)(
2k2

|w∗

1 |

)
(−1)(u2−1)/2(−1)(w

∗

1ν2−1)/2(−1)(w
∗

1−1)/2(−1)(z1−1)/2(w∗

1, ν2)∞(ν2, z1)∞. (11-6)

Next we note that (
−z1w2

u1

)
=

(
−1
u1

)(
z1

u1

)(
w2

u1

)
.

It follows that(
−z1w2

u1

)(
z∗

2w
∗

1

u2

)
= ε1

(
−1
u1

)(
u1

|z1|

)
(−1)(w2−1)/2(−1)(z1−1)/2(w1, u1)∞

(
w2

|u1|

)(
w2

|w∗

1 |

)(
ν2

|z1|

)
= ε2

(
z2

|z1|

)(
w2

|w1|

)
.

Here we have

ε2 = ε1(−1)(w2−1)/2(−1)(z1−1)/2(w1, u1)∞

(
−1
u1

)(
2k2

|z1|

)
. (11-7)

Finally, by (11-2) we have(
u

g(z1, z2)

)
= (−1)(g(z1,z2)−1)/2(−1)(u−1)/2

(
g(z1, z2)

u

)
.

Collecting these calculations we conclude that(
w1ℓ1(z1, z2)+w2ℓ2(z1, z2)

|w1z1 +w2z2|

)
=

(
w2

|w1|

)(
z2

|z1|

)(
w1z1 +w2z2

g(z1, z2)

)
ε(w, z), (11-8)

where

ε(w, z)= ε2(−1)(g(z1,z2)−1)/2(−1)(u−1)/2. (11-9)

From (11-9) we make the following conclusion:
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Lemma 11.2. Let ε(w, z) be given as in (11-9). Then ε(w, z) ∈ {±1} and its value is determined by the
quadrants of (z1, z2), (w1, w2), the congruence classes of w1, w2, z1, z2 modulo 8, and whether 2 divides
z2 an odd or an even number of times.

Since we have insisted that w, z belong to fixed congruence classes modulo 8etn as in (10-2) it follows
that ε(w, z) can be determined as a function of the congruence class alone, except for the condition on
whether z2 is divisible by an even or odd power of 2. We can treat the two cases separately, and in each
case assume that ε(w, z) is constant.

These calculations compel us to define our analogue of the twist factor in the multiplication law for
the Jacobi–Kubota symbol as

ξw(z)=

(
w1z1 +w2z2

g(w1, w2)

)
. (11-10)

Note that ξw(z) depends on the ideal classes of w, z and a choice of basis for the ideal classes.
Next we observe for w, z satisfying (10-2), w, z are in the same class and therefore RA,B(w, z) =

RA,A(w, z) must be symmetric in w, z. From here it follows that

z−1
2 w1g(z1, z2)≡ RA,A(w, z) (mod u)

≡ RA,A(z, w) (mod u)

≡ w−1
1 z2g(w1, w2) (mod u).

This implies that (
g(z1, z2)

u

)(
g(w1, w2)

u

)
= 1.

Thus, up to a factor ε depending at most on congruence classes and signs of w, z, we have

ξw(z)= εξz(w). (11-11)

Summarizing, we obtain the following analogue of Lemma 20.1 in [6]:

Lemma 11.3. Let w, z satisfy the hypothesis given in (10-2). Then there exist numbers θ(w, z) ∈ {−1, 1}

depending only on the signs and congruence classes of w, z modulo 8etn such that(
Q A,B(w, z)
|RA,B(w, z)|

)
= θ(w, z)

(
w2

|w1|

)(
z2

|z1|

)
ξz(w). (11-12)

Next we show that the analogue of Lemma 21.1 in [5] holds:

Lemma 11.4. For fixed elements w, v in the class A and

q = g(w1, w2)g(v1, v2) and d = gcd(g(w1, w2), g(v1, v2)),

we have ∑
z (modq)

ξw1(z)ξw2(z)=

{
qϕ(d)ϕ(q/d) if q, d are squares,
0 otherwise.
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Proof. We have∑
z (modq)

ξw(z)ξv(z)=

∑
z (modq)

(
w1z1 +w2z2

g(w1, w2)

)(
v1z1 + v2z2

g(v1, v2)

)

=

∑
z (modq)

(
(w1z1 +w2z2)(v1z1 + v2z2)

d

)(
w1z1 +w2z2

g(w1, w2)/d

)(
v1z1 + v2z2

g(v1, v2)/d

)
.

From here we see that the final sum is zero unless each of the summands is equal to 1 or 0 identically. This
is only the case when d, g(w1, w2)/d, g(w1, w2)/d are all squares. Since d | gcd(g(w1, w2), g(v1, v2))

and d ∤ 1( f ) it follows that w1x +w2 y, v1x + v2 y are not proportional modulo d. From here we see
that, modulo d, the number of solutions to gcd(w1x + w2 y, d) = gcd(v1x + v2 y, d) = 1 is equal to
ϕ(d)2. Similarly, modulo g(w1, w2)/d and g(v1, v2)/d there are g(w1, w2)ϕ(g(w1, w2)/d)/d solutions
to gcd(w1x +w2 y, g(w1, w2)/d)= 1 and gcd(v1x + v2 y, g(v1, v2)/d)= 1, respectively. Lifting to the
modulus q yields

q2

d2 ·ϕ(d)2 ·
g(w1, w2)g(v1, v2)

d2 ϕ(g(w1, w2)/d)ϕ(g(v1, v2)/d)= qϕ(d)ϕ(q/d),

since gcd(q/d2, d)= 1. This completes the proof. □

Lemma 11.4 is analogous to Lemma 21.1 in [5].
We now prove the following analogue of Lemma 21.2 in [5]:

Proposition 11.5. Let A, B be classes of ideal numbers. Put

Q(M, N )=

∑∗

w

∑
z

αwβzξw(z), (11-13)

where αw, βz are bounded real coefficients supported in appropriate fundamental domains for A, B
having norm bounded by M, N , respectively. Then for all ε > 0 we have

Q(M, N )≪ε (M + N )1/12(MN)1/12+ε. (11-14)

Proof. Applying Cauchy’s inequality we obtain

|Q(M, N )|2 ≤ ∥β∥
2
2

∑
z

∣∣∣∣∑∗

w

αwξw(z)
∣∣∣∣2

= ∥β∥
2
2

∑∗

w1

∑∗

w2

αw1αw2

∑
z

ξw1(z)ξw2(z).

We then find that splitting z into congruence classes modulo q = g(w1)g(w2) that∑
z

ξw1(z)ξw2(z)=

∑
ζ (modq)

ξw1(ζ )ξw2(ζ ) ·

(
c f N
q2 + O f

(√
N

q
+ 1

))
where

c f = lim
s→1

(s − 1)ζK (s).
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We obtain, by Lemma 11.1 and using (11-11) if necessary,

Q(M, N )2 ≪ N 2
∑ ∑
m1,m2≤M
m1m2=□

τ(m1m2)+ NM4(√N + M2), (11-15)

which gives the bound

Q(M, N )≪ε (M3 N 1/2
+ M2 N 3/4

+ M1/2 N )(MN)ε.

In the next step we shall apply Hölder’s inequality to obtain

Q(M, N )k ≪ Mk−1
∑∗

w

∣∣∣∣∑
z

βzξw(z)
∣∣∣∣k

= Mk−1Q̃(M, N k),

say. In [5] the next step is to argue that Q̃(M, N k) can be written as a bilinear form of the shape (11-13),
using the fact that in the case K = Q(i) that ξw(z) is multiplicative in z. In general this is not the case.
However, we are free to choose a basis for the class Bk for each positive integer k, which allows one to write

ξw(z1) · · · ξw(zk)= ξ (k)w (z1 · · · zk) (11-16)

in a consistent way. Recalling (11-10), we note that

ξw(z1)ξw(z2)=

(
Q B,B(z1)Q B,B(z2)

g(w1, w2)

)
.

The numerator is a bilinear form in z1, z2. Using composition laws to write

z1z2 = RB2(z1, z2)γ
(2)
1 + Q B2(z1, z2)γ

(2)
2

as ideal numbers, we see that we can apply a change of variables, depending only on w, the class B, and
the choice of bases, so that the numerator Q B,B(z1)Q B,B(z2) is a linear form in RB2(z1, z2), Q B2(z1, z2).
Inductively, we then find that

ξw(z1) · · · ξw(zk)=

(
Lw(z1 · · · zk)

g(w1, w2)

)
,

where Lw is a linear form in two variables with coefficients depending at most on w and evaluates z1 · · · zk

in terms of its representation as an element in the lattice of the corresponding ideal numbers. Defining
the right-hand side as ξ (k)w (z1 · · · zk) we obtain (11-16). Replacing ξw( · ) with ξ (k)w ( · ) in (11-13) shows
that (11-15) holds, and therefore we may proceed as in [5] after applying Hölder’s inequality to conclude

Q(M, N )k ≪ε Mk−1(M3 N k/2
+ M2 N 3k/4

+ M1/2 N k)(MN)ε,

which upon taking k-th roots gives us the bound

Q(M, N )≪ε (M1+2/k N 1/2
+ M1+1/k N 3/4

+ M1−1/2k N )(MN)ε
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for all positive k ∈ N. Switching the roles of M, N and applying Lemma 11.4, we obtain as in [5] that

Q(M, N )≪ε (M + N )1/12(MN)1/12+ε

upon setting k = 6. □

Next we move on to proving the analogue of Proposition 22.1 in [5]. We define, for any ideal number z,
a rational integer k, and a character χ modulo 4d the Hecke character

ψ(z)= χ(z)
(

z
|z|

)k

. (11-17)

Consider the sum

K(N )=

∑∧

z∈B

ψ(z)[wz]

and

K∗(N )=

∑∧

z∈B
gcd(z,w)=1

ψ(z)[wz],

where B is a narrow sector contained in the intersection of a fundamental domain for the ideal class
numbers containing z having norm bounded N . We treat w as a fixed primitive ideal number. Our
analogue of Proposition 22.1 in [5] is thus:

Proposition 11.6. Given ψ and w as above we have

K(N )≪ d(|k| + 1)|w| N 3/4 log(|w| N ) (11-18)

and

K∗(N )≪ d(|k| + 1)|w|τ(N (w))N 3/4 log(|w| N ). (11-19)

Proof. Just like the proof of Proposition 22.1 in [5], the key result needed to obtain the necessary
cancellation is the Polya–Vinogradov theorem, which asserts that∑

n≤N

χ(n)≪
√

q log q

for every nontrivial Dirichlet character χ (mod q) with an absolute implied constant. To estimate K(N )
we apply Lemma 11.3 to obtain

K(N )= [w]

∑∧

z∈B

ε(w, z)ψ(z)[z]ξw(z),

and by breaking the sum up to finitely many congruence classes if necessary, we may factor the ε-factor
out (because it will be constant) to obtain

K(N )= [w]ε
∑∧

z∈B

ψ(z)[z]ξw(z).
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Breaking the sum up into a double sum over rational integers forming vectors running over B as in [5]
and applying Polya–Vinogradov we obtain (11-18) and (11-19) as required. □

Put

λ(n)=

∑∧

N (z)=n

ψ(z)[z],

the sum restricted to a fundamental domain of ideal numbers so each ideal is represented at most once.
Consider the sum

L(M, N )=

∑
m

∑
n

α(m)β(n)λ(cmn), (11-20)

where α, β are complex coefficients having norm at most 1 and supported on 1 ≤ m ≤ M and n ≤ N .
Likewise, let L∗(M, N ) be the subsum of (11-20) restricted to gcd(m, n)= 1. Combining Proposition 11.5
and Lemma 11.3 then gives the following analogue of Proposition 23.1 in [5]:

Proposition 11.7. For any complex coefficients α(m), β(n) as above and for any positive integer c,

L(M, N )≪ τ(c)(M + N )1/12(MN)1/12+ε. (11-21)

We also introduce the analogues of K(N ),K∗(N ):

L(N )=

∑
n≤N

λ(mn), L∗(N )=

∑
n≤N

gcd(m,n)=1

λ(mn) (11-22)

and obtain the following analogue of Proposition 23.2 in [5] by applying Proposition 11.6:

Proposition 11.8. For ψ as defined by (11-17) and positive integer m we have the bounds

L(N )≪ d(|k| + 1)τ (m)4
√

m N 3/4 log(m N ) (11-23)

and

L∗(N )≪ d(|k| + 1)τ (m)2
√

m N 3/4 log(m N ). (11-24)

These estimates then imply the following analogue of Theorem ψ in [5]:

Proposition 11.9. For any c ≥ 1 we have∑
n≤X

3(n)λ(cn)≪ cd(|k| + 1)X6/77 (11-25)

with the absolute constant dependent only on f .

Proof. This is the same as the proof of Theorem ψ in [5] with Propositions 23.1 and 23.2 replaced by
Propositions 11.7 and 11.8, respectively. □
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Affine Deligne–Lusztig varieties
with finite Coxeter parts
Xuhua He, Sian Nie and Qingchao Yu

We study affine Deligne–Lusztig varieties Xw(b) when the finite part of the element w in the Iwahori–Weyl
group is a partial σ -Coxeter element. We show that such w is a cordial element and Xw(b) ̸= ∅ if and
only if b satisfies a certain Hodge–Newton indecomposability condition. Our main result is that for such
w and b, Xw(b) has a simple geometric structure: the σ -centralizer of b acts transitively on the set of
irreducible components of Xw(b); and each irreducible component is an iterated fibration over a classical
Deligne–Lusztig variety of Coxeter type, and the iterated fibers are either A1 or Gm .

1. Introduction 1681
2. Preliminaries 1684
3. Class polynomials and reduction trees 1690
4. Cordiality and the set B(G)w 1694
5. Analyzing the reduction paths 1698
6. Some combinatorial identities 1701
7. The general case 1709
Acknowledgments 1712
References 1713

1. Introduction

1A. Classical/affine Deligne–Lusztig varieties. The classical Deligne–Lusztig varieties were introduced
by Deligne and Lusztig in [3]. They play a crucial role in the representation theory of finite reductive groups.
They are defined for a connected reductive group G over a finite field Fq . For any w in the (finite) Weyl
group of G(F̄q), the corresponding Deligne–Lusztig variety Xw is a certain locally closed subvariety of the
flag variety of G(F̄q), and it admits a natural action of the finite reductive group G(Fq). It is known that

(a) the classical Deligne–Lusztig variety Xw is smooth and of dimension equal to the length of w, and
the finite reductive group G(Fq) acts transitively on the set of irreducible components of Xw.

Affine Deligne–Lusztig varieties were introduced by Rapoport in [27] as the affine analog of classical
Deligne–Lusztig varieties. They serve as group-theoretic models for Shimura varieties and shtukas.
They are defined for a connected reductive group G over a nonarchimedean local field F . Let F̆ be the
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completion of the maximal unramified extension of F . For any element w in the Iwahori–Weyl group W̃
of G(F̆) and any element b ∈ G(F̆), the corresponding affine Deligne–Lusztig variety Xw(b) is a certain
locally closed subscheme of finite type in the affine flag variety of G(F̆), and it admits a natural action of
the σ -centralizer Jb(F) of b. Unlike classical Deligne–Lusztig varieties, which have the nice geometric
structure described in (a), the geometric structures of affine Deligne–Lusztig varieties are very complicated:

• For many pairs (w, b), Xw(b) are empty.

• Even if Xw(b) is nonempty, it is not equidimensional in general, and it is very difficult to determine
its dimension.

• In general, the group Jb(F) does not act transitively on the set of irreducible components of Xw(b),
and very little is known about this Jb(F)-action.

• The irreducible components of Xw(b), in general, have a very complicated geometric structure.

We refer to the survey article [15] and [16] for recent developments regarding the nonemptiness pattern
and the dimension formula for Xw(b).

1B. Main result. Milićević and Viehmann [25] introduced the notion of cordial elements. The geometry
of the affine Deligne–Lusztig varieties associated with cordial elements is “well-behaved” in the following
sense. If w is a cordial element, then the elements b with Xw(b) ̸= ∅ form a saturated set in the sense of
[25, Theorem 1.1], and for any such b, there is a simple dimension formula for Xw(b). Moreover, Xw(b)

is equidimensional. Schremmer gave a classification of the cordial elements in [28].
However, even for a cordial element w, very little is known about the Jb(F)-orbits on the set of

irreducible components of Xw(b) or about the geometric structure of the irreducible components of Xw(b).
On the other hand, by [12], there is a family of elements in the Iwahori–Weyl group whose associated

affine Deligne–Lusztig varieties have very simple geometric structures. We denote by σ the Frobenius
morphism on G(F̆) and the induced group automorphism on the Iwahori–Weyl group W̃ . Suppose that
w is a minimal length element in its σ -conjugacy class of W̃ ; then there exists a unique σ -conjugacy
class [b] with Xw(b) ̸= ∅. In this case, there exist a parahoric subgroup P of Jb(F) and a classical
Deligne–Lusztig variety X (associated with the reductive quotient of P) such that Xw(b) ∼= Jb(F)×

P X .
Such a simple geometric structure has been used in the study of certain Shimura varieties with simple
geometric structure (see [4; 7; 8]). However, these minimal length elements w form only a tiny fraction
of the whole Iwahori–Weyl group, and such a simple geometric structure only occurs in a few cases.

We will focus on another family of elements in W̃ . For any w ∈ W̃ , we define its finite part to be the
image of w under the map ησ : W̃ → W (see Section 2E). Our main result is that if the finite part of w

is a σ -Coxeter element of W , then the associated affine Deligne–Lusztig variety Xw(b) for any b has a
simple geometric structure.

Theorem 1.1 (see Theorem 2.6). Let w ∈ W̃ such that ησ (w) is a σ -Coxeter element of W . Then

(1) w is a cordial element;
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(2) Xw(b) ̸= ∅ if and only if b satisfies a certain Hodge–Newton indecomposability condition;

(3) for any b with Xw(b) ̸= ∅, there exists a parahoric subgroup P of Jb(F) and a classical Deligne–
Lusztig variety X of Coxeter type, and an iterated fibration Y → X whose iterated fibers are either A1 or
Gm such that Xw(b) ∼= Jb(F) ×

P Y .

We refer to Section 2 for the precise statement and definitions of the notions used here. The special
case of part (3) where G = GLn , b is basic and w is a certain element with finite Coxeter part was studied
by Shimada [29].

1C. Strategy. One major tool used in the study of affine Deligne–Lusztig varieties is the Deligne–Lusztig
reduction method [12]. Based on the Deligne–Lusztig reduction, a close relationship between affine
Deligne–Lusztig varieties and the class polynomials of affine Hecke algebras was established in [12]. One
remarkable property of these class polynomials is that they are polynomials in (q − 1) with nonnegative
integral coefficients. With each element w ∈ W̃ , we may associate a reduction tree, which encodes the
information on the reduction steps and determines the class polynomials associated with w. However,
obtaining an explicit description of the reduction trees is quite challenging.

Another key ingredient is the Chen–Zhu conjecture. This conjecture predicts the Jb(F)-action on the
top-dimensional irreducible components of affine Deligne–Lusztig varieties in the affine Grassmannian.
This conjecture was verified recently in [20; 26; 33]. Part of the Chen–Zhu conjecture predicts the isotropy
group for the Jb(F)-action, which gives some information about the end points of the reduction trees.

Combining the above two ingredients, in Section 5, we show that the end points of each reduction tree
for w with finite Coxeter part must be certain σ -Coxeter elements, and each path, which corresponds to a
σ -conjugacy class [b] of b, in a reduction tree provides a Jb(F)-orbit of irreducible components of Xw(b).
It remains to show that for any b, there is at most one path in the reduction tree that corresponds to [b]

(i.e., the “multiplicity one” result). For the (unique) maximal σ -conjugacy class [b] with Xw(b) ̸=∅, this
“multiplicity one” result is obvious. For the basic σ -conjugacy class [b], one may deduce the “multiplicity
one” result by showing that any path corresponding to [b] is of a unique type. See Section 5F.

It is more challenging to determine the numbers of reduction paths for other σ -conjugacy classes in a
reduction tree. We use the following indirect approach to establish the “multiplicity one” result. We first
interpret the class polynomials as the number of rational points for certain admissible subsets. We then
use the positivity property of the class polynomials to show that the “multiplicity one” result for all b is
equivalent to the single combinatorial identity∑

[b]∈B(G,µ)indec

(q − 1)?q−??
= 1. (∗)

Here B(G, µ)indec is the set of all Hodge–Newton indecomposable σ -conjugacy classes (see Section 2C),
and the powers “?” and “??” are certain nonnegative integers determined by w and b (see Section 6A).

Verifying the combinatorial identity (∗) is the most technical part of this paper and is done in Section 6.
We first establish natural bijections between the sets B(G, µ)indec for various pairs (G, µ), which is of
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independent interest. In combination with other techniques, we reduce the verification of (∗) to the case
for simply laced, F̆-simple and split groups and for fundamental coweights.

For classical groups, we may further reduce to the case where µ is minuscule. In this case, the
“multiplicity one” result follows from the Chen–Zhu conjecture. For exceptional groups, we use a
computer to verify (∗). The most complicated case for the exceptional group is (E8, ω

∨

4 ). In this case,
the left-hand side of (∗) involves a summation of 729 terms. It is also worth mentioning that in the case
(An−1, ω

∨

i ), we may write (∗) explicitly as∑
k⩾1

1>a1/b1>···>ak/bk>0
ai +···+ak=i
b1+···+bk=n

(q − 1)k−1q1−k+(
∑

1⩽l1<l2⩽k(al1 bl2−al2 bl1 )+
∑

1⩽l⩽k gcd(al ,bl ))/2
= q(i(n−i)−n)/2+1.

We do not know if there is a purely combinatorial proof of this identity.

2. Preliminaries

2A. Reductive groups. Let F be a nonarchimedean local field with residue field Fq and let F̆ be the
completion of the maximal unramified extension of F . We write 0 for Gal(F/F), and 00 for the inertia
subgroup of 0.

Let G be a quasisplit connected reductive group over F . We set Ğ = G(F̆). Let σ be the Frobenius
morphism of F̆ over F . We use the same symbol σ for the induced Frobenius morphism on Ğ. Let
S be a maximal F̆-split torus of G defined over F , which contains a maximal F-split torus. Let T
be the centralizer of S in G. Then T is a maximal torus. We denote by N the normalizer of T in G.
Let W = N (F̆)/T (F̆) be the relative Weyl group. We fix a σ -stable Iwahori subgroup Ĭ of Ğ. Let
W̃ = N (F̆)/T (F̆) ∩ Ĭ be the Iwahori–Weyl group. The action σ on Ğ induces a natural action on W̃
and W , which we still denote by σ . For any w ∈ W̃ , we choose a representative ẇ in N (F̆). We have the
splitting

W̃ = X∗(T )00 ⋊ W = {tλw | λ ∈ X∗(T )00, w ∈ W }.

Here X∗(T )00 denotes the 00-coinvariants of X∗(T ).
Since G is quasisplit over F , σ acts naturally on X∗(T )00 and on W . We denote by ℓ the length

function on W̃ and on W , and by ⩽ the Bruhat order on W̃ and on W . Let S̃ be the index set of simple
reflections in W̃ and let S ⊂ S̃ be the index set of simple reflections in W . In other words, the set of
simple reflections in W̃ is {si | i ∈ S̃}.

For any w ∈ W , we denote by supp(w) the set of i such that si occurs in some (or, equivalently, any)
reduced expressions of w, and we set suppσ (w) =

⋃
l∈N σ l(supp(w)).

An element c ∈ W is called a (full) σ -Coxeter element if it is a product of simple reflections, one from
each σ -orbit of S. An element c ∈ W is called a partial σ -Coxeter element if it is a product of simple
reflections, at most one from each σ -orbit of S.
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Let 8 be the reduced root system underlying the relative root system of G over F̆ (the échelonnage
root system). For any i ∈ S, we denote by αi and α∨

i the corresponding (relative) simple root and simple
coroot, respectively.

2B. The σ -conjugacy classes of Ğ. The σ -conjugation action on Ğ is defined by g ·σ g′
= gg′σ(g)−1.

For b ∈ Ğ, we denote by [b] the σ -conjugacy class of b. Let B(G) be the set of σ -conjugacy classes
on Ğ. The classification of the σ -conjugacy classes is due to Kottwitz in [21; 22]. Any σ -conjugacy
class [b] is determined by two invariants:

• the element κ([b]) ∈ π1(G)σ ;

• the Newton point νb ∈ ((X∗(T )00,Q)+)⟨σ ⟩.

Here π1(G)σ denotes the σ -coinvariants of π1(G), and (X∗(T )00,Q)+ denotes the intersection of
X∗(T )00 ⊗ Q = X∗(T )00 ⊗ Q with the set X∗(T )+

Q
of dominant elements in X∗(T )Q. Define

V = X∗(T )00 ⊗ R.

For any v ∈ V , define
I (v) = {i ∈ S | ⟨v, αi ⟩ = 0}.

Here ⟨ · , · ⟩ : V × R8 → R is the natural pairing. Let V + be the set of dominant vectors v ∈ V , that is,
⟨v, αi ⟩ ⩾ 0 for i ∈ S.

The set B(G) is equipped with a natural partial order: [b] ⩽ [b′
] if and only if κ([b]) = κ([b′

]) and
νb ⩽ νb′ . Here ⩽ is the dominance order on the set of dominant elements in X∗(T )Q, that is, ν ⩽ ν ′

if ν ′
− ν is a nonnegative rational linear combination of positive relative coroots. It is proved in [2,

Theorem 7.4] that the poset B(G) is ranked. For any [b] ⩽ [b′
] in B(G), we denote by length([b], [b′

])

the length of any maximal chain between [b] and [b′
].

Let µ be a dominant coweight. Let µ⋄ be the average of the σ -orbit of µ. The set of neutrally
acceptable σ -conjugacy classes is defined by

B(G, µ) = {[b] ∈ B(G) | κ([b]) = κ(µ), νb ⩽ µ⋄
}.

For any i ∈ S, let ωi ∈ R8 be the corresponding fundamental weight. For any σ -orbit O of S, let
ωO =

∑
i∈O ωi . The following length formula is due to Chai (see [2, Theorem 7.4; 31, Theorem 3.4]):

(a) For [b] ∈ B(G, µ), length([b], [tµ
]) =

∑
O∈S/⟨σ ⟩

⌈⟨µ − νb, ωO⟩⌉.

2C. Hodge–Newton indecomposable/irreducible set. For any σ -stable subset J of S, we denote by MJ

the standard Levi subgroup of G F̆ associated with J . Let WJ ⊆ W be the parabolic subgroup generated
by the simple reflections in J . Then WJ is the Weyl group of MJ . Let b ∈ Ğ. We say that (µ, b) is
Hodge–Newton decomposable with respect to MJ if I (νb) ⊆ J and µ⋄

− νb ∈
∑

j∈J R⩾0α
∨

j . If (µ, b) is
not Hodge–Newton decomposable with respect to any proper σ -stable standard Levi subgroup of G F̆ ,
then we say that [b] is Hodge–Newton indecomposable. Set

B(G, µ)indec = {[b] ∈ B(G, µ) | [b] is Hodge–Newton indecomposable}.
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We say that (µ, b) is Hodge–Newton J -irreducible if µ⋄
− νb ∈

∑
j∈J R>0α

∨

j . Set

B(G, µ)J -irr = {[b] ∈ B(G, µ) | [b] is Hodge–Newton J -irreducible}.

We simply write B(G, µ)irr = B(G, µ)S-irr.
We say that µ is essentially noncentral with respect to MJ if it is noncentral on every σ -orbit of

connected components of J . It is easy to see that B(G, µ)J -irr ̸=∅ if and only if µ is essentially noncentral
with respect to MJ . We may simply say that µ is essentially noncentral if it is essentially noncentral with
respect to G. If µ is essentially noncentral, then B(G, µ)irr = B(G, µ)indec.

Let Mµ be the set of σ -stable subsets J ⊆ S such that µ is essentially noncentral in J . Note that if
B(G, µ)J -irr ̸=∅, then J ∈Mµ. By definition, any [b]∈ B(G, µ) lies in some B(G, µ)J−irr. Then we have

B(G, µ) =

⊔
J∈Mµ

B(G, µ)J -irr.

Let J = σ(J ) ⊆ S. For b ∈ MJ (F̆), we denote by [b]MJ the σ -conjugacy class of b in MJ (F̆), and
denote by ν

MJ
b its MJ -dominant Newton point.

Lemma 2.1. Let µ be a dominant coweight and J be a σ -stable subset of S. Then

(1) the map φJ : B(MJ , µ) → B(G, µ), [b]MJ 7→ [b], is injective;

(2) the image of φJ consists of [b] ∈ B(G, µ) with µ⋄
− νb ∈

∑
i∈J R⩾0α

∨

i ;

(3) for [b]MJ ∈ B(MJ , µ), lengthG([b], [tµ
]) = lengthMJ

([b]MJ , [t
µ
]MJ ).

Proof. Let [b]MJ ∈ B(MJ , µ). Then µ⋄
− ν

MJ
b ∈

∑
i∈J R⩾0α

∨

i , which implies that ν
MJ
b is dominant with

respect to G, and hence ν
MJ
b = νb. Now the Newton point and the Kottwitz point of [b]MJ are determined

by [b] and µ, respectively. Hence φJ is injective.
Part (2) follows from [2, §7.1; 19, Lemma 3.5]. Part (3) follows from part (2) and Chai’s length formula

Section 2B(a). □

As a consequence, we have the following.

Corollary 2.2. Let J ∈ Mµ. Then the map φJ in Lemma 2.1 induces a bijection B(MJ , µ)irr ∼=

B(G, µ)J -irr.

2D. Affine Deligne–Lusztig varieties. Let Fl = Ğ/Ĭ be an affine flag variety. For any b ∈ Ğ and w ∈ W̃ ,
we define the corresponding affine Deligne–Lusztig variety in the affine flag variety

Xw(b) = {gĬ ∈ Ğ/Ĭ | g−1bσ(g) ∈ ĬẇĬ} ⊂ Fl .

Let k be the residue field of F̆ . In the equal characteristic setting, the affine Deligne–Lusztig variety
Xw(b) is the set of k-valued points of a locally closed subscheme of the affine flag variety, equipped with
the reduced scheme structure. In the mixed characteristic setting, we consider Xw(b) as the k-valued
points of a perfect scheme in the sense of Zhu [34] and Bhatt and Scholze [1], a locally closed perfect
subscheme of the p-adic partial flag variety.
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We denote by 6top(Xw(b)) the set of top-dimensional irreducible components of Xw(b). Let Jb be
the σ -centralizer of b and let Jb(F) = {g ∈ Ğ | gbσ(g)−1

= b} be the group of F-points of Jb. The left
action of Jb(F) on Xw(b) induces an action of Jb(F) on 6top(Xw(b)).

We denote by Jb(F)\6top(Xw(b)) the set of Jb(F)-orbits on 6top(Xw(b)).
If b and b′ are σ -conjugate in Ğ, then Xw(b) and Xw(b′) are isomorphic. Thus the affine Deligne–

Lusztig variety Xw(b) (up to isomorphism) depends only on the element w in the Iwahori–Weyl group W̃
and the σ -conjugacy class [b] in B(G). We set

B(G)w = {[b] ∈ B(G) | Xw(b) ̸= ∅}.

There is a unique maximal σ -conjugacy class in B(G)w, which we denote by [bw]. By [25, Lemma 3.2],
dim Xw(bw) = ℓ(w) − ⟨νbw

, 2ρ⟩. Here ρ is the half sum of the positive roots in 8.

2E. Cordial elements. For b ∈ Ğ, the defect of b is defined to be

def(b) = rankF G − rankF Jb,

where rankF denotes the F-rank of a reductive group over F .
By [31, Theorem 3.4], we have the following length formula:

(a) For [b] ∈ B(G, µ), length([b], [tµ
]) = ⟨µ − νb, ρ⟩ +

1
2 def(b).

Let SW̃ be the set of minimal length representatives for the cosets in W\W̃ . Any element w ∈ W̃
can be written in a unique way as w = xtµy with µ dominant, x, y ∈ W such that tµy ∈

SW̃ . We have
ℓ(w)=ℓ(x)+⟨µ, 2ρ⟩−ℓ(y). In this case, we set ησ (w)=σ−1(y)x . The virtual dimension is defined to be

dw(b) =
1
2(ℓ(w) + ℓ(ησ (w)) − def(b) − ⟨νb, 2ρ⟩).

For w = tµy ∈
SW̃ , it is easy to see that dw(b) = ⟨µ − νb, ρ⟩ −

1
2 def(b).

By [12, Theorem 10.3; 13, Theorem 2.30], we have

(b) for w ∈ W̃ and b ∈ Ğ, dim Xw(b) ≤ dw(b).

In the special case [b] = [bw], (b) implies that

ℓ(w) − ℓ(ησ (w)) ≤ ⟨νbw
, 2ρ⟩ − def(bw).

Cordial elements were introduced by Milićević and Viehmann in [25]. By definition, an element w ∈ W̃
is cordial if dim Xw(bw) = dw(bw). This condition is equivalent to the condition that ℓ(w)− ℓ(ησ (w)) =

⟨νbw
, 2ρ⟩ − def(bw). The following nice properties of the cordial elements are established in [25].

Theorem 2.3. Let w ∈ W̃ be a cordial element. Then

(1) B(G)w is saturated, that is, if [b1]⩽ [b2]⩽ [b3] in B(G) and [b1], [b3] ∈ B(G)w, then [b2] ∈ B(G)w;

(2) for each [b] ∈ B(G)w, Xw(b) is equidimensional of dimension equal to dw(b).
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2F. Minimal length elements. We consider the σ -conjugation action on W̃ defined by w ·σ w′
=

ww′σ(w)−1. Let B(W̃ , σ ) be the set of σ -conjugacy classes of W̃ . For any σ -conjugacy class O
of W̃ , we let Omin be the set of minimal length elements in O, and we write ℓ(O) = ℓ(w) for any
w ∈ Omin.

For w, w′
∈ W̃ and i ∈ S̃, we write w

si−→σ w′ if w′
= siwσ(si ) and ℓ(w′)⩽ ℓ(w). We write w →σ w′

if there is a sequence w = w0, w1, . . . , wn = w′ of elements in W̃ such that for any k, wk−1
si−→σ wk for

some si ∈ S̃. We write w ≈σ w′ if w →σ w′ and w′
→σ w.

We call w, w′
∈ W̃ elementarily strongly σ -conjugate if ℓ(w) = ℓ(w′) and there exists x ∈ W̃ such

that w′
= xwσ(x)−1 and ℓ(xw) = ℓ(x) + ℓ(w) or ℓ(wσ(x)−1) = ℓ(x) + ℓ(w). We call w, w′ strongly

σ -conjugate if there is a sequence w = w0, w1, . . . , wn = w′ such that for each i , wi−1 is elementarily
strongly σ -conjugate to wi . We write w ∼σ w′ if w and w′ are strongly σ -conjugate.

The following result is proved in [17, Theorem 2.10].

Theorem 2.4. Let O be a σ -conjugacy class in W̃ . Then the following hold:

(1) For each element w ∈ O, there exists w′
∈ Omin such that w →σ w′.

(2) Let w, w′
∈ Omin. Then w ∼σ w′.

2G. Decompositions of affine Deligne–Lusztig varieties. We recall the Deligne–Lusztig reduction
method on affine Deligne–Lusztig varieties.

Proposition 2.5 [20, Proposition 3.3.1]. Let w ∈ W̃ , i ∈ S̃, and b ∈ Ğ. If char(F) > 0, then the following
two statements hold:

(1) If ℓ(siwσ(si )) = ℓ(w), then there exists a Jb(F)-equivariant morphism Xw(b) → Xsi wσ(si )(b) which
is a universal homeomorphism.

(2) If ℓ(siwσ(si )) = ℓ(w)− 2, then Xw(b) = X1 ⊔ X2, where X1 is a Jb(F)-stable open subscheme X of
Xw(b) and X2 is its closed complement satisfying the following conditions:

• X1 is Jb(F)-equivariant universally homeomorphic to a Zariski-locally trivial Gm-bundle over
Xsi w(b).

• X2 is Jb(F)-equivariant universally homeomorphic to a Zariski-locally trivial A1-bundle over
Xsi wσ(si )(b).

If char(F) = 0, then the above two statements still hold, but with A1 and Gm replaced by the perfections
A1,perf and G

perf
m , respectively.

For any a1, a2 ∈ N, we say that a scheme X is an iterated fibration of type (a1, a2) over a scheme Y if
there exist morphisms

X = Y0 → Y1 → · · · → Ya1+a2 = Y

such that for any i with 0 ⩽ i < a1 + a2, Yi is a Zariski-locally trivial A1,(perf)-bundle or G
(perf)
m -bundle

over Yi+1, and there are exactly a1 locally trivial G
(perf)
m -bundles in the sequence. In this case, there are

exactly a2 locally trivial A1,(perf)-bundles in the sequence.
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2H. Classical Deligne–Lusztig varieties. Let Fq be a finite field and let F̄q an algebraic closure of Fq .
Let H be a connected reductive group over Fq and H = H(F̄q). Let σH be the Frobenius morphism
on H . Let B be a σH -stable Borel subgroup of H . Let WH be the Weyl group of H and let SH be the
set of simple reflections. Then σH induces a group automorphism on WH preserving SH . (Classical)
Deligne–Lusztig varieties were introduced in [3]. They are defined as follows. For x ∈ WH , we set

X H
x = {h B ∈ H/B | h−1σ(h) ∈ Bẋ B}.

If x is a σH -Coxeter element of WH , then we say that X H
x is a classical Deligne–Lusztig variety of Coxeter

type for H . It is well known that classical Deligne–Lusztig varieties of Coxeter type are irreducible.
It is proved in [12, Theorem 4.8] that if w ∈ W̃ is a minimal length element in its σ -conjugacy class,

then Xw(b) ̸= ∅ if and only if b and ẇ are in the same σ -conjugacy class of Ğ. In this case,

Xw(b) ∼= Jb(F) ×
P X. (2-1)

Here ∼= means a Jb(F)-equivariant universal homeomorphism, P is a parahoric subgroup of Jb(F),
and X is (the perfection of) a classical Deligne–Lusztig variety for some connected reductive group H
over Fq with H(Fq) isomorphic to the reductive quotient of P . The group P acts on Jb(F) × X by
p · (g, z) = (gp−1, p · z), and Jb(F) ×

P X is the quotient space.

2I. Very special parahoric subgroups. We follow [20, §2] for the definition of very special parahoric
subgroups.

Let G1 be a (not necessarily quasisplit) connected reductive group over F and let σ1 be its Frobenius
morphism. Let W̃1 be the Iwahori–Weyl group G1. We still denote by σ1 the action on W̃1 induced from
the Frobenius morphism on G1. Let S̃1 be the set of simple reflections in W̃1.

A parahoric subgroup P of G1(F) is called very special if it is of maximal volume among all the
parahoric subgroups of G1(F). A σ1-stable subset K̆ ⊆ S̃1 is called very special with respect to σ1 if the
parabolic subgroup WK̆ generated by K̆ is finite and the longest element of WK̆ is of maximal length
among all such σ1-stable subsets of S̃1. By [20, Proposition 2.2.5],

(a) a σ1-stable subset K̆ of S̃1 is very special if and only if P̆K̆ ∩ G1(F) is a very special parahoric
subgroup of G1(F), where P̆K̆ is the parahoric subgroup of G1(F̆) corresponding to K̆ .

2J. Statement of the main result. Let w ∈ W̃ . We say that w has finite σ -Coxeter part if ησ (w) is a
partial σ -Coxeter element. In this case, we set J (w) = suppσ (ησ (w)). For any σ -stable subset J of J (w),
denote by J ′

µ (resp. J ′′
µ) the union of all σ -orbits of connected components of J in which µ is noncentral

(resp. central). Then µ is essentially noncentral in J ′
µ. By Section 2C, B(G, µ)J ′

µ-irr ̸= ∅, and we have a
natural bijection B(MJ ′

µ
, µ)irr ∼= B(G, µ)J ′

µ-irr.
Let J0(w) be the subset of S with µ − νbw

∈
∑

i∈J0(w) R>0α
∨

i . Then J0(w) = J0(w)′µ. By definition,
[ẇ] ⩽ [bw]. Thus νẇ ⩽ νbw

and J0(w) ⊆ J (w).
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For any σ -stable J1, J2 ⊆ S, denote by [J1, J2] the set of σ -stable subsets J ⊆ S such that J1 ⊆ J ⊆ J2

and denote by [J1, J2]µ the set of J ∈ [J1, J2] such that µ is essentially noncentral in J (or equivalently,
J = J ′

µ).
Now we state our main result.

Theorem 2.6. Let w ∈ W tµW such that ησ (w) is a partial σ -Coxeter element. Then

(1) w is a cordial element;

(2) B(G)w =
⊔

J∈[J0(w),J (w)]µ
B(G, µ)J -irr;

(3) for any [b] ∈ B(G)w, we have
Xw(b) ∼= Jb(F) ×

P Y,

where P is a parahoric subgroup of Jb(F), and Y is an iterated fibration, whose iterated fibers are either
A1 or Gm , over (the perfection of ) a classical Deligne–Lusztig variety of Coxeter type for some connected
reductive group H over Fq with H(Fq) isomorphic to the reductive quotient of P.

Remark 2.7. (1) In particular, Jb(F) acts transitively on the set of irreducible components of Xw(b).

(2) Combining Remark 3.10 with Theorem 7.1, we have a detailed description of the classical Deligne–
Luszitg variety in Theorem 2.6(3). If w ∈

SW̃ and ησ (w) is a (full) σ -Coxeter element, then the parahoric
subgroup P in Theorem 2.6(3) is very special; see Section 5E.

(3) In Theorem 7.1, we explicitly compute the numbers of Gm-bundles and A1-bundles appearing in the
iterated fibration.

Parts (1) and (2) will be proved in Section 4. Part (3) is the most difficult part of this paper and will be
proved in Sections 6 and 7. The proof is based on a deep analysis of the reduction tree of w, which will
be introduced in Section 3.

3. Class polynomials and reduction trees

We recall the class polynomials of Hecke algebras and the connection with affine Deligne–Lusztig varieties
discovered in [12]. We then introduce the reduction tree, which encodes more information than the class
polynomials.

3A. Hecke algebras and their cocenters. Let q be an indeterminate. Let H be the Hecke algebra
associated with W̃ , that is, it is the Z[q±1

]-algebra generated by Tw for w ∈ W̃ subject to the relations

• TwTw′ = Tww′ if ℓ(ww′) = ℓ(w) + ℓ(w′);

• (Tsi + 1)(Tsi − q) = 0 for i ∈ S̃.

The action of σ on W̃ induces an action on H , which we still denote by σ . The σ -commutator [H, H ]σ

is the Z[q±1
]-submodule generated by hh′

− h′σ(h) for h, h′
∈ H . The σ -cocenter of H is defined to be

H̄σ = H/[H, H ]σ .
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By Theorem 2.4(2), for any σ -conjugacy class O of W̃ and w, w′
∈ Omin, we have Tw + [H, H ]σ =

Tw′ + [H, H ]σ . We write TO = Tw + [H, H ]σ ∈ H̄σ for any w ∈ Omin.

Theorem 3.1 [17, Theorem 6.7]. H̄σ is a free Z[q±1
]-module with basis {TO}O∈B(W̃ ,σ ).

By [12, §2.3; 13, §2.8.2], for any w ∈ W̃ and O ∈ B(W̃ , σ ), there exists a unique polynomial
Fw,O ∈ N[q − 1] such that

Tw + [H, H ]σ =

∑
O∈B(W̃ ,σ )

Fw,OTO ∈ H̄σ .

The polynomials Fw,O are called class polynomials.1

3B. Class polynomials and affine Deligne–Lusztig varieties. The class polynomials encode a lot of
information about affine Deligne–Lusztig varieties.

Let W̃ → B(G) be the map sending w ∈ W̃ to the σ -conjugacy class [ẇ] of Ğ. It is known that this
map is independent of the choice of the representative ẇ of w, and it induces a map

9 : B(W̃ , σ ) → B(G).

By [12, Theorem 3.7], the map 9 is surjective.
Let w ∈ W̃ and [b] ∈ B(G). We set

Fw,[b] =

∑
O∈B(W̃ ,σ )
9(O)=[b]

qℓ(O)Fw,O ∈ N[q − 1].

Here ℓ(O) = ℓ(x) for any x ∈ Omin.
The following “dimension = degree” theorem is established in [12, Theorem 6.1].

Theorem 3.2. Let w ∈ W̃ and b ∈ Ğ. Then dim Xw(b) = deg Fw,[b] − ⟨νb, 2ρ⟩.

Remark 3.3. Here, by convention, dim∅ = deg 0 = −∞.

We have the following “leading coefficients = irreducible components” theorem. This is established in
[13, Theorem 2.19]. See also [20, Theorem 3.3.9 and Corollary 3.3.11].

Theorem 3.4. For w ∈ W̃ and b ∈ Ğ, the cardinality of Jb(F)\6top(Xw(b)) equals the leading coefficient
of Fw,[b].

Although not needed in this paper, it is also worth mentioning that in the superbasic case, the class
polynomial gives the number of rational points of an affine Deligne–Lusztig variety. This is established
in [12, Proposition 8.3].

1The polynomials we use here coincide with those in [13] and differ from the polynomials used in [12] by a certain monomial.
See [13, footnote on p. 106].
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Proposition 3.5. Suppose that the residue field of F is Fq . Assume that G = PGLn split over F and
b ∈ G(F) is a superbasic element in Ğ. Then

♯Xw(b)σ = nFw,[b]|q=q .

3C. An identity on the class polynomials. We have the following identity on the class polynomials. We
first give a proof using representations of Hecke algebras. Then we provide a geometric interpretation of
this identity.

Proposition 3.6. Let w ∈ W̃ . Then

qℓ(w)
=

∑
O∈B(W̃ ,σ )

qℓ(O)Fw,O =

∑
[b]∈B(G)

Fw,[b].

Proof. We prove the first equality. The second follows from the definition.
Let π : H → Z[q±1

] be the homomorphism of Z[q±1
]-algebras sending Tsi to q for any i ∈ S̃. As

π ◦ σ = π , π([H, H ]σ ) = 0 and thus π induces a homomorphism of the Z[q±1
]-modules H̄σ → Z[q±1

],
which we still denote by π .

We have Tw + [H, H ]σ =
∑

O∈B(W̃ ,σ ) Fw,OTO. Applying π to both sides, we obtain qℓ(w)
=∑

O∈B(W̃ ,σ ) qℓ(O)Fw,O. □

In the rest of this subsection, we assume that F = Fq((ϵ)) and that G is split over F . We give a
geometric interpretation of the above identity.

For any n ∈ N, let Ĭn be the n-th congruence subgroup of Ĭ . Following [5, §2.10], we call a subset X of
Ğ admissible if for any w ∈ W̃ , there exists n ∈ N such that X ∩ Ĭ ẇ Ĭ is stable under right multiplication
of Ĭn . In this case, the action of Ĭn on X ∩ Ĭ ẇ Ĭ is free, and ♯((X∩ Ĭ ẇ Ĭ )/ Ĭn)σ

♯( Ĭ/ Ĭn)σ
is independent of the choice of

such n. We set

♯ Ĭ (X ∩ Ĭ ẇ Ĭ ) =
♯((X ∩ Ĭ ẇ Ĭ )/ Ĭn)

σ

♯( Ĭ/ Ĭn)σ
.

An admissible subset X is called bounded if X ∩ Ĭ ẇ Ĭ = ∅ for all but finitely many w ∈ W̃ . For any
bounded admissible subset X , we set

♯ Ĭ X =

∑
w∈W̃

♯ Ĭ (X ∩ Ĭ ẇ Ĭ )

and call it the normalized cardinality of the rational points of X . By [14, Theorem A.1], each σ -conjugacy
class of Ğ is admissible. We have the following geometric interpretation of the class polynomials.

Proposition 3.7. Let w ∈ W̃ and [b] ∈ B(G). Then

♯ Ĭ ([b] ∩ Ĭ ẇ Ĭ ) = Fw,[b]|q=q .

Proof. We argue by induction on ℓ(w).



Affine Deligne–Lusztig varieties with finite Coxeter parts 1693

If w is a minimal length element in its σ -conjugacy class in W̃ , then

[b] ∩ Ĭ ẇ Ĭ =

{
Ĭ ẇ Ĭ if [b] = [ẇ],

∅ otherwise.

On the other hand, by [13, §2.8.2],

Fw,[b] =

{
qℓ(w) if [b] = [ẇ],

0 otherwise.

Thus the proposition holds in this case.
Now we assume that w is not a minimal length element in its σ -conjugacy class. By Theorem 2.4(1),

there exist w′
∈ W̃ and i ∈ S̃ such that w ≈σ w′ and siw

′σ(si ) < w′. Set w1 = siw
′ and w2 = siw

′σ(si ).
Then ℓ(w1), ℓ(w2) < ℓ(w). By the proof of [13, Theorem 2.16],

♯ Ĭ ([b] ∩ Ĭ ẇ Ĭ ) = ♯ Ĭ ([b] ∩ Ĭ ẇ′ Ĭ ) = (q − 1)♯ Ĭ ([b] ∩ Ĭ ẇ1 Ĭ ) + q♯ Ĭ ([b] ∩ Ĭ ẇ2 Ĭ ).

On the other hand, by [13, §2.8.2], Fw,[b] = (q − 1)Fw1,[b] + q Fw2,[b]. Now the statement for w follows
from the inductive hypothesis on w1 and w2. □

We have the decomposition Ĭ ẇ Ĭ =
⊔

[b]∈B(G)[b] ∩ Ĭ ẇ Ĭ . Thus

qℓ(w)
= ♯ Ĭ ( Ĭ ẇ Ĭ ) =

∑
[b]∈B(G)

♯ Ĭ ([b] ∩ Ĭ ẇ Ĭ ) =

∑
[b]∈B(G)

Fw,[b].

This gives an alternative proof of Proposition 3.6 and a geometric interpretation of Proposition 3.6
in the case where the σ -action on W̃ is trivial via counting (the normalized cardinality of) the rational
points of Ĭ ẇ Ĭ .

3D. Reduction trees. Let w ∈ W̃ . We construct the reduction tree for w, which encodes the Deligne–
Lusztig reduction for the affine Deligne–Lusztig varieties associated with w (and with all b ∈ Ğ).

The vertices of the graphs are the elements of W̃ , and the (oriented) edges are of the form x ⇀ y,
where x, y ∈ W̃ , and there exist x ′

∈ W̃ and i ∈ S̃ with x ≈σ x ′, si x ′σ(si ) < x ′ and y ∈ {si x ′, si x ′σ(si )}.
Some elements of W̃ may occur more than once in a reduction tree.

The reduction trees are constructed inductively.
Suppose that w is of minimal length in its σ -conjugacy class of W̃ . Then the reduction tree of w

consists of a single vertex w and no edges.
Suppose that w is not of minimal length in its σ -conjugacy class of W̃ and that a reduction tree is

given for any z ∈ W̃ with ℓ(z) < ℓ(w). By Theorem 2.4(1), there exist w′
∈ W̃ and i ∈ S̃ with w ≈σ w′

and siw
′σ(si ) < w′. The reduction tree of w is the graph containing the given reduction tree for siw

′ and
the reduction tree for siw

′σ(si ), and the edges w ⇀ siw
′ and w ⇀ siw

′σ(si ).
The reduction trees of w are not unique. They depend on the choices of w′ and si in the construction.

We will see in the rest of this section that the reduction trees encode more information than the class
polynomials.
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3E. Reduction path. Let T be a reduction tree of w. An end point of the tree T is a vertex x of T such
that there is no edge of the form x ⇀ x ′ in T . By Theorem 2.4, each end point is of minimal length in its
σ -conjugacy class. A reduction path in T is a path p : w ⇀ w1 ⇀ · · · ⇀ wn , where wn is an end point
of T . The length ℓ(p) of the reduction path p is the number of edges in p. We also write end(p) = wn

and [b]p = 9(end(p)) ∈ B(G).
If x ⇀ y, then ℓ(x) − ℓ(y) ∈ {1, 2}. We say that the edge x ⇀ y is of type I if ℓ(x) − ℓ(y) = 1 and of

type II if ℓ(x)− ℓ(y) = 2. For any reduction path p, we denote by ℓI(p) the number of type-I edges in p
and by ℓII(p) the number of type-II edges in p. Then ℓ(p) = ℓI(p) + ℓII(p).

The following relation between class polynomials and reduction trees follows easily from the inductive
construction, and we omit the details of its proof.

Lemma 3.8. Let w ∈ W̃ and let T be a reduction tree of w. Then, for any σ -conjugacy class O of W̃ ,

Fw,O =

∑
p

(q − 1)ℓI(p)qℓII(p),

where p runs over all the reduction paths in T with 9(end(p)) = O.

Combining Proposition 2.5 with the construction of the reduction trees, we obtain the following result.

Proposition 3.9. Let w ∈ W̃ and T be a reduction tree of w. Then, for any b ∈ Ğ, there exists a
decomposition

Xw(b) =

⊔
p is a reduction path of T

[b]p=[b]

X p,

where X p is a locally closed subscheme of Xw(b) and is Jb(F)-equivariant universally homeomorphic to
an iterated fibration of type (ℓI(p), ℓII(p)) over Xend(p)(b).

Remark 3.10. Since end(p) is a minimal length element in its σ -conjugacy class, by (2-1) we have
Xend(p)(b) ∼= Jb(F) ×

P X , where P is a parahoric subgroup of Jb(F) and X is (the perfection of) an
irreducible component of a classical Deligne–Lusztig variety. Thus each irreducible component Y of X p

is universally homeomorphic to an iterated fibration of type (ℓI(p), ℓII(p)) over X . We have a natural
action of Jb(F) on Xw(b), and X p is stable under this action. In this case, X p ∼= Jb(F) ×

P Y .

4. Cordiality and the set B(G)w

4A. Maximal Hodge–Newton irreducible elements. Recall that [btµ] is the unique maximal element of
B(G, µ). By [32, Corollary 7.6], there is a unique maximal element [bµ,G-indec] in B(G, µ)indec, whose
Newton point is denoted by νbµ,G-indec . We give an explicit description of νbµ,G-indec below.

Following [2], for any subset E ⊆ (V +)σ , we set

C⩾E = {v ∈ (V +)σ | v ⩾ v′, ∀v′
∈ E}.

By [2, Theorem 6.5], C⩾E has a unique minimal element, which we denote by min C⩾E .
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Proposition 4.1. We have νbµ,G-indec = min C⩾E0 , where E0 = {ei | i ∈ S} with ei ∈ Rω∨

i such that
⟨ei , ωi ⟩ =

1
♯Oi

max{0, ⟨µ, ωOi ⟩ − 1}.

Proof. By [2, Theorem 6.5], there exists a unique σ -conjugacy class [b]∈ B(G, µ) such that νb =min C⩾E0

and ⟨µ − νb, ωOk ⟩ = 1 for any k ∈ S − I (ν).
Suppose that (µ, [b]) is Hodge–Newton decomposable with respect to some standard Levi subgroup MJ

with J = σ(J ) ⫋ S. Let j ∈ S − J . By definition, ⟨µ − νb, ωO j ⟩ = 0. On the other hand, as I (νb) ⊆ J
we have ⟨νb, α j ⟩ ̸= 0. Thus ⟨µ − νb, ωO j ⟩ = 1, which is a contradiction. Therefore [b] ∈ B(G, µ)indec.

On the other hand, let [b′
] ∈ B(G, µ)indec. For any i ∈ S − I (νb′), we denote by pr(i) : V = Rω∨

i ⊕∑
j ̸=i Rα∨

j → Rω∨

i the natural projection. Set e′

i = pr(i)(νb′) ∈ Rω∨

i . Let E ′
= {e′

i | i ∈ S − I (νb′)}.
Again by [2, Theorem 6.5], we have νb′ = min C⩾E ′ . By Section 2B(a), we have ⟨µ− νb′, ωOi ⟩ ∈ Z⩾1 for
i ∈ S − I (v′). This means that e′

i ⩽ ei for i ∈ S − I (v′). So νb ∈ C⩾E ′ and νb ⩾ min C⩾E ′ = νb′ . Hence
[b] is the unique maximal element of B(G, µ)indec. □

Corollary 4.2. Suppose that µ is essentially noncentral. Then

length([bµ,G-indec], [tµ
]) = ♯(S/⟨σ ⟩).

Proof. As µ is essentially noncentral, we have B(G, µ)indec = B(G, µ)irr and hence 0< ⟨µ−νbµ,G-indec, ωOi ⟩

for any i ∈ S. On the other hand, we have ⟨µ−νbµ,G-indec, ωOi ⟩⩽ 1 by Proposition 4.1. Then the statement
follows directly from Section 2B(a). □

4B. Proof of Theorem 2.6(1) and (2) for w = tµc. Now we prove Theorem 2.6(1) and (2) in the case
w = tµc ∈

SW̃ , where c is a partial σ -Coxeter element. If µ is central over some connected components
of suppσ (c), then the element tµc would not be in SW̃ . Thus µ is essentially noncentral in suppσ (c). Set
J = suppσ (c). Reviewing the definition of J (w) in Section 2J, we have J (w) = J (w)′µ = J0(w) = J .
We need to show that w is cordial and B(G)w = B(G, µ)J -irr.

By Section 2C, we have a natural bijection B(MJ , µ)irr ∼= B(G, µ)J -irr. By [6, Theorem 3.3.1], we
have B(G)w = B(MJ )w. Note that µ⋄

− νbw
∈

∑
j∈J Rα∨

j . Hence ⟨µ− νbw
, ρ⟩ = ⟨µ− νbw

, ρJ ⟩, where
ρJ is the half sum of positive roots of MJ . By definition, w is cordial in G if and only if it is cordial
in MJ . Hence we may assume that J = S and that c is a σ -Coxeter element.

We first show that

(a) B(G)w ⊆ B(G, µ)indec.

Suppose that Xw(b) ̸=∅ and (µ, b) is Hodge–Newton decomposable with respect to some proper standard
Levi subgroup M. By [7, Theorem 1.11], there is some u ∈ W such that u−1wσ(u) lies in W̃M , which
contradicts the fact that c is σ -Coxeter. Thus (a) is proved.

Next we show that

(b) [bw] = [bµ,G-indec] and w is a cordial element.
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By Section 2E(b), we have

⟨µ, 2ρ⟩ − 2ℓ(c) = ℓ(w) − ℓ(ησ (w)) ⩽ ⟨νbw
, 2ρ⟩ − def(bw).

Combined with Section 2E(a), we get length([bw], [tµ
])⩽ℓ(c)=♯(S/⟨σ ⟩). However, by Corollary 4.2, we

have length([bw], [btµ]) ⩾ length([bµ,G-indec], [btµ]) = ♯(S/⟨σ ⟩). Thus we must have [bw] = [bµ,G-indec]

and dim Xw(bw) = dw(bw). Thus (b) is proved.
Finally, we show that

(c) B(G)w = B(G, µ)indec = B(G, µ)irr.

Let [bmin] be the unique basic σ -conjugacy class in B(G) with κ(bmin) = κ(µ). Then [bmin] is the unique
minimal element in B(G, µ)indec. Note that c is a σ -Coxeter element of W . Thus νẇ is central and
[ẇ] = [bmin]. In particular, [bmin] ∈ B(G)w. By Theorem 2.3, B(G)w is saturated and hence must be
equal to B(G, µ)indec.

This completes the proof of the tµc case.

4C. Partial conjugation. To handle the general case, we use the partial conjugation method introduced
in [11].

By partial conjugation, we mean conjugating by elements in the finite Weyl group W . For any x ∈
SW̃ ,

set
I (x) = max{J ⊆ S | Ad(x)σ (J ) = J }.

This is well-defined. Indeed, if Ad(x)σ (Ji )= Ji for i = 1, 2, then Ad(x)σ (J1∪ J2)= J1∪ J2. Let WI (x) be
the subgroup of W generated by the simple reflections in I (x). Then Ad(x) ◦σ gives a length-preserving
group automorphism on WI (x). By [11, Proposition 2.4], we have

W̃ =

⊔
x∈SW̃

W ·σ (WI (x)x) =

⊔
x∈SW̃

W ·σ (xWσ(I (x))).

Moreover, by [11, Proposition 3.4], we have the following:

(a) For any w ∈ W̃ , there exist x ∈
SW̃ and u ∈ WI (x) such that w →σ ux and all the simple reflections

involved in the conjugations are in S.

By [12, Proposition 4.9], we have the following:

(b) Let x ∈
SW̃ and u ∈ WI (x). Then B(G)ux = B(G)x and dim Xux(b) = dim Xx(b) + ℓ(u) for any

[b] ∈ B(G)x .

Similar to Section 3D, we may consider partial reductions. By partial reduction, we mean reduction
w ⇀ siw or w ⇀ siwσ(si ) with i ∈ S. We show that partial reduction preserves elements with finite
Coxeter parts.

Lemma 4.3. Let w ∈ W̃ with ησ (w) a partial σ -Coxeter element of W . Let i ∈ S with siw < w. Then:

(1) ησ (siwσ(si )) is a partial σ -Coxeter element of W and suppσ (ησ (siwσ(si ))) = suppσ (ησ (w)).
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(2) If , moreover, siwσ(si )<w, then ησ (siw) is a partial σ -Coxeter element of W and suppσ (ησ (siw))=

suppσ (ησ (w)) − {σ l(i ′) | l ∈ Z} for some i ′
∈ suppσ (ησ (w)).

Proof. We prove part (1). The proof of part (2) is similar, and we skip the details.
Write w = xtµy with tµy ∈

SW̃ . Set c = ησ (w) = σ−1(y)x . If yσ(si ) ∈
SW̃ , then ησ (siwσ(si )) =

ησ (w), and the statement is obvious. Now assume that yσ(si ) = si ′ y for some i ′
∈ I (µ). Then we

have x−1(αi ) < 0 and σ−1(y)(αi ) > 0. Thus (σ−1(y)x)(−x−1(αi )) < 0. It follows that σ−1(y)si x =

(σ−1(y)x)(x−1si x) < σ−1(y)x . By the cancellation property of Coxeter groups, we conclude that
σ−1(y)si x is a partial σ -Coxeter element and ℓ(σ−1(y)si x) = ℓ(σ−1(y)x) − 1. Write c′

= σ−1(y)si x .
Notice that σ−1(si ′)c = σ−1(si ′ y)x = σ−1(y)si x = c′. It follows that σ−1(i ′) is not in the σ -support of c′.
Hence ησ (siwσ(si )) = σ−1(y)si xsi ′ = c′si ′ is a partial σ -Coxeter element, and

suppσ (ησ (siwσ(si ))) = suppσ (ησ (w)). □

4D. Proof of Theorem 2.6(1) and (2): general case. Let w = xtµy ∈ W̃ with tµy ∈
SW̃ . We assume

that ησ (w) a partial σ -Coxeter element. We prove Theorem 2.6(1) and (2) by induction on ℓ(x).
The case ℓ(x) = 0 has already been proved in Section 4B. Assume that ℓ(x) > 0. Let i ∈ S such that

si x < x . There are three different cases.

Case (1): ℓ(siwσ(si )) < ℓ(w). Write w1 = siw and w2 = siwσ(si ). By Lemma 4.3, ησ (w1) and ησ (w2)

are both partial σ -Coxeter elements. The inductive hypothesis applies for w1 and w2. Since w1 > w2, we
have [bw] = max([bw1], [bw2]) = [bw1]. Then dw(bw) = dw1(bw)+1 and dim Xw1(bw)+1 = dim Xw(bw).
Thus w is cordial.

Observe that

B(G)w = B(G)w1 ∪ B(G)w2 =

⊔
J∈[J0(w1),J (w1)]µ∪[J0(w2),J (w2)]µ

B(G, µ)J -irr.

Note that J (w2) = J (w), J0(w1) = J0(w) and J (w1) ⊂ J (w). By Section 2E(b), B(G)w is saturated.
Hence we must have

[J0(w1), J (w1)]µ ∪ [J0(w2), J (w2)]µ = [J0(w), J (w)]µ.

This proves part (2) of Theorem 2.6.

Case (2): yσ(si ) < y. Write w′
= siwσ(si ) = si xtµyσ(si ). The inductive hypothesis applies for w′. Note

that w ≈σ w′, in particular, B(G)w = B(G)w′ . Also J (w) = J (w′). Hence the statements hold for w.

Case (3): yσ(si ) = si ′ y for some i ′
∈ I (µ) and ℓ(si xsi ′) = ℓ(x). Write w′

= siwσ(si ) = si xsi ′ tµy.
Then w ≈σ w′. By Lemma 4.3, ησ (w′) = σ−1(y)si xsi ′ is a partial σ -Coxeter element with length
equal to ℓ(σ−1(y)x). Hence the statements hold for w if and only if they hold for w′. We continue the
procedure until case (1) or (2) happens. If case (3) happens all the time and the procedure does not end,
then x ∈ WI (tµ y), and both x and y are partial σ -Coxeter elements. Then the statements follow from
Section 4C(b).
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5. Analyzing the reduction paths

5A. σ -Conjugacy classes of W̃ . We first recall the definition of elliptic conjugacy classes. Let W1 be a
Coxeter group and let S1 be the index set of simple reflections in W1. Let δ be a length-preserving group
automorphism on W1. A δ-conjugacy class C of W1 is called elliptic if it contains no elements in any
proper δ-stable standard parabolic subgroup of W1.

Let x ∈ W̃ . We regard xσ as an element in W̃ ⋊⟨σ ⟩. There exists a positive integer such that (xσ)n
= tλ

for some λ ∈ X∗(T )00 . Then we set νx = λ/n ∈ V . It is easy to see that νx is independent of the choice
of n. Moreover, the unique dominant element in the W -orbit of νx equals the (dominant) Newton point
νẋ for ẋ ∈ Ğ.

We follow [13, §1.8.3]. Let J ⊆ S. Let W̃J = X∗(T )00 ⋊ WJ be the Iwahori–Weyl group of the
standard Levi subgroup MJ of G. Let JW̃ be the set of minimal length representatives for cosets in
WJ \W̃ . Let J̃ ⊇ J be the set of simple reflections for the Iwahori–Weyl group W̃J .

We say that (J, x, K̆ , C) is a standard quadruple if

(1) σ(J ) = J ;

(2) x ∈
J W̃ such that νx is dominant, J = I (νx), and Ad(x) ◦ σ preserves J̃ ;

(3) K̆ ⊆ J̃ with WK̆ finite and Ad(x)(σ (K̆ )) = K̆ ;

(4) C is an elliptic (Ad(x) ◦ σ)-conjugacy class of WK̆ .

We say that the standard quadruples (J, x, K̆ , C) and (J ′, x ′, K̆ ′, C ′) are equivalent in W̃ if J = J ′, there
exists a length-zero element τ of W̃J with x ′

= τ xσ(τ)−1, and there exists w ∈ W̃J with x ′σ(w)(x ′)−1
=w

and C ′
= wτC(wτ)−1.

By [13, Theorem 1.19], we have the following:

(a) The map (J, x, K̆ , C) 7→ W̃ ·σ Cx induces a bijection between the equivalence classes of standard
quadruples and the set of σ -conjugacy classes of W̃ .

Let O ∈ B(W̃ , σ ) and let (J, x, K̆ , C) be a standard quadruple associated with O. We say that O is
Coxeter (resp. elliptic) associated with [b] ∈ B(G) if 9(O) = [b], K̆ ⊂ J̃ is very special with respect to
Ad(ẋ) ◦ σ , and C is an (Ad(x) ◦ σ)-Coxeter (resp. elliptic) conjugacy class of WK̆ . Namely, C contains
an (Ad(x) ◦ σ)-Coxeter (resp. elliptic) element of the finite Coxeter group WK̆ . We say that w ∈ W̃ is a
σ -Coxeter element associated with [b] if it is a minimal length element in a Coxeter σ -conjugacy class
associated with [b].

5B. Description of reduction trees. For any [b] ∈ B(G, µ), set

ℓI(µ, [b]) = ♯(S/⟨σ ⟩) − ♯(I (νb)/⟨σ ⟩),

ℓII(µ, [b]) = length([b], [tµ
]) − ♯(S/⟨σ ⟩).

We have the following description of reduction trees.
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Theorem 5.1. Let c be a σ -Coxeter element of W such that tµc ∈
SW̃ . Let T be a reduction tree of tµc.

Then, for any reduction path p in T , we have

(1) ℓI(p) = ℓI(µ, [b]p) and ℓII(p) = ℓII(µ, [b]p);

(2) end(p) is a σ -Coxeter element associated with [b]p.

Moreover, for any [b] ∈ B(G, µ)indec, there exists a unique reduction path p in T with [b]p = [b].

Combining Theorem 5.1 with Proposition 3.9 and Remark 3.10, we obtain part (3) of Theorem 2.6
for w = tµc. We will describe the reduction trees of the elements with finite partial σ -Coxeter part in
Section 7 and deduce Theorem 2.6(3) for such elements.

In the rest of this section, we shall prove parts (1) and (2) of Theorem 5.1. The “moreover” part (i.e.,
the multiplicity-one result) is the most difficult part and will be proved in Section 6.

5C. Estimate ℓI. Let Aff(V ) be the group of affine transformations on V . For any g ∈ Aff(V ), define
V g

= {v ∈ V | g(v) = v}. We have a natural projection map p : W̃ ⋊ ⟨σ ⟩ → Aff(V ) → GL(V ). For any
w ∈ W̃ , define Vw = {v ∈ V | wσ(v) = v + νw}. We have dim Vw = dim V p(wσ).

It is easy to see that for any g ∈ GL(V ) and any reflection r ∈ GL(V ), we have

|dim V rg
− dim V g

| ⩽ 1.

In particular, for any w ∈ W̃ and i ∈ S̃, we have

|dim Vsi w − dim Vw| ⩽ 1.

Now let w = tµc be as in Theorem 5.1. Let T be a reduction tree of w and let p be a reduction path
in T . Set e = end(p) and [b] = 9(e) ∈ B(G). Let (J, x, K̆ , C) be a standard quadruple associated with
the σ -conjugacy class of e.

Consider the variation of dim V? along the reduction path p, where ? stands for any element in W̃ .
Type-II edges do not change dim V?, and type-I edges change dim V? by at most 1. Therefore

ℓI(p) ⩾ |dim Ve − dim Vw|.

Since p(w) = c is a σ -Coxeter element, V p(wσ)
= V p(W̃⋊⟨σ ⟩). Since C is Ad(x) ◦ σ -elliptic in K̆ , we

have

dim Ve = dim Vx − ♯(K̆/⟨Ad(x) ◦ σ ⟩).

Hence

ℓI(p) ⩾ dim Vx − ♯(K̆/⟨Ad(x) ◦ σ ⟩). (5-1)

By [23, §1.9], def(b) = ♯(S/⟨σ ⟩) − dim Vx . Note that ℓI(p) + 2ℓII(p) = ℓ(tµc) − ℓ(e). Moreover,

ℓ(e) ⩾ ⟨νb, 2ρ⟩ + ♯(K̆/⟨Ad(x) ◦ σ ⟩), (5-2)
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with equality holding if and only if C is an (Ad(x) ◦ σ)-Coxeter conjugacy class in K̆ . We have

dim X p = ℓI(p) + ℓII(p) + ℓ(e) − ⟨νb, 2ρ⟩

=
1
2(ℓI(p) + ⟨µ, 2ρ⟩ − ♯(S/⟨σ ⟩) + ℓ(e)) − ⟨νb, 2ρ⟩

⩾ ⟨µ − νb, ρ⟩ +
1
2(dim Vx − ♯(S/⟨σ ⟩))

= ⟨µ − νb, ρ⟩ −
1
2 def(b) = dw(b).

By Section 2E(b), we have dim X p ⩽ dim Xw(b) ⩽ dim dw(b). Thus the inequalities in (a) and (b) are
equalities, and dim X p = dim Xw(b). In particular, C is an (Ad(x) ◦ σ)-Coxeter conjugacy class in K̆ .

5D. Affine Deligne–Lusztig varieties in the affine Grassmannian. It remains to show that K̆ occurring
in Section 5C is very special. To do this, we need some information on affine Deligne–Lusztig varieties
in the affine Grassmannian.

Let P̆ ⊆ Ğ be a special parahoric subgroup containing Ĭ . The affine Deligne–Lusztig variety in the
affine Grassmannian Ğ/P̆ is defined by

Xµ(b) = {g ∈ Ğ/P̆ | g−1bσ(g) ∈ P̆tµ P̆}.

The following dimension formula is proved for split groups [5; 30], for unramified groups [9; 34], and
in general [13, Theorem 2.29].

Theorem 5.2. Suppose that [b] ∈ B(G, µ). Then dim Xµ(b) = ⟨µ − νb, ρ⟩ −
1
2 def(b).

Let 6top(Xµ(b)) be the set of top-dimensional irreducible components of Xµ(b).
Let Ĝ be the Langlands dual of G over the complex number field C. Let T̂ be the maximal torus dual

to T . Then σ acts on T̂ in a natural way, and we denote by T̂ σ the σ -fixed points of T̂ . Let λb ∈ X∗(T̂ σ )

be the “best integral approximation” of the Newton point of b in the sense of [10, Definition 2.1]. Let
Vµ be the irreducible representation of Ĝ with highest weight µ. Write Vµ(λb) for the corresponding
λb-weight subspace of T̂ σ . The following result was conjectured by M. Chen and X. Zhu, and is proved
in [20; 26; 33].

Theorem 5.3. The number of Jb(F)-orbits on 6top(Xµ(b)) equals dim Vµ(λb). The stabilizer of each
element in 6top(Xµ(b)) is a very special parahoric subgroup of Jb(F).

We also need the following result that connects affine Deligne–Lusztig varieties in the affine flag and
in the affine Grassmannian.

Lemma 5.4. The Jb(F)-equivariant projection map X tµc(b) → Xµ(b) is injective.

Proof. Let g Ĭ , g′ Ĭ ∈ Ğ/ Ĭ be in the same fiber of the natural projection map X tµc(b) → Xµ(b). Then
g′−1g ∈ P̆ . We have g′−1g ∈ Ĭ ẋ Ĭ for some x ∈ W . Since (g′−1g)(g−1bσ(g)) = (g′−1bσ(g′))σ (g′−1g),
( Ĭ ẋ Ĭ )( Ĭ tµċ Ĭ )∩ ( Ĭ tµċ Ĭ )σ ( Ĭ ẋ Ĭ ) ̸= ∅. Since tµc ∈

SW̃ , ( Ĭ ẋ Ĭ )( Ĭ tµċ Ĭ ) = Ĭ ẋ tµċ Ĭ . Thus we have xtµc =

tµcσ(x) and suppσ (x) ⊂ I (tµc). As c is σ -elliptic, we conclude that suppσ (x) =∅ and hence g′g−1
∈ Ĭ

as desired. □
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5E. Proof of Theorem 5.1(1) and (2). We continue our analysis of reduction paths. All the notation is
the same as in Section 5C.

Equalities (5-1) and (5-2) hold and def(b) = ♯(I (νb)/⟨σ ⟩) − ♯(K̆/⟨Ad(x) ◦ σ ⟩). It follows that

ℓI(p) = ♯(S/⟨σ ⟩) − ♯(I (νb)/⟨σ ⟩) = ℓI(µ, [b]).

Using Section 2E(a) and the simple fact that ℓI(p) + 2ℓII(p) = ℓ(w) − ℓ(e), one can prove that ℓII(p) =

ℓII(µ, [b]). This proves part (1) of Theorem 5.1.
By (2-1), the stabilizer in Jb(F) of any irreducible component of X p is isomorphic to the parahoric

subgroup P̆K̆ ∩ Jb(F)⊆ Jb(F). By Section 5C, we have dim X p =dw(b)=dim Xµ(b). By Lemma 5.4, the
image of each irreducible component Z of X p in Xµ(b) is an open dense subset of some top-dimensional
irreducible component Y of Xµ(b). Thus the stabilizers of Z and Y coincide. By Theorem 5.3, P̆K̆ ∩ Jb(F)

is a very special parahoric subgroup of Jb(F). Hence, by Section 2I(a), K̆ ⊂ J̃ is very special with
respect to Ad(ẋ) ◦ σ . By Section 5C, C is an (Ad(x) ◦ σ)-Coxeter conjugacy class of WK̆ . This proves
part (2) of Theorem 5.1.

5F. The extreme cases. Let T be a reduction tree of tµc. Let [b] ∈ B(G)tµc and let p be a path in T
such that [b]p = [b].

If [b] = [bµ,G-indec], then

ℓII(p) = ℓII(µ, [b]) = 0.

Therefore p consists only of type-I edges and is unique.
If [b] is basic, then

I (νb) = S and ℓI(p) = ℓI (µ, [b]) = 0.

Therefore p consists only of type-II edges and is unique.
This proves the “moreover” part of Theorem 2.6 for these two extreme cases.

6. Some combinatorial identities

6A. Reduction to combinatorial identities. In this section, we assume that µ is essentially noncentral.
Let c be a σ -Coxeter element of W such that tµc ∈

SW̃ . Let T be a reduction tree of tµc. For any
[b] ∈ B(G, µ)indec, let n[b] be the number of reduction paths p in T with [b]p = [b]. By Theorem 2.6(2),
n[b] ⩾ 1 for all [b] ∈ B(G, µ)indec. By Section 5F, n[b] = 1 if [b] is either the minimal or the maximal
element in B(G, µ)indec.

Combining Theorem 5.1(1) and (2) with Proposition 3.6 and Lemma 3.8, we have

q⟨µ,2ρ⟩−♯(S/⟨σ ⟩)
=

∑
[b]∈B(G,µ)indec

n[b](q − 1)ℓI(µ,[b])qℓII(µ,[b])+ℓ[b],

where ℓ[b] = ⟨νb, 2ρ⟩ + ♯(I (νb)/⟨σ ⟩) − def(b) and equals ℓ(O) for any σ -Coxeter class O associated
with [b].
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Note that (q − 1)aqa′

∈ N[q − 1] for all a, a′
∈ N. Thus, to show that n[b] = 1 for all [b], it suffices to

show that ∑
[b]∈B(G,µ)indec

(q − 1)ℓI(µ,[b])qℓII(µ,[b])+ℓ[b] = q⟨µ,2ρ⟩−♯(S/⟨σ ⟩). (♠)

(In fact, it is enough to prove the inequality ⩾.)
Using Section 2E(a), one computes that

ℓII(µ, [b]) + ℓ[b] − (⟨µ, 2ρ⟩ − ♯(S/⟨σ ⟩)) = ♯(I (νb)/⟨σ ⟩) − length([b], [tµ
]).

Thus, (♠) is equivalent to∑
[b]∈B(G,µ)indec

(q − 1)♯(S/⟨σ ⟩)−♯(I (νb)/⟨σ ⟩)q♯(I (νb)/⟨σ ⟩)−length([b],[tµ])
= 1. (♠′)

6B. Reduction to unramified adjoint groups. Let Gad be the adjoint group of G and let Tad be the image
of T in Gad. We denote by µad the image of µ in X∗(Tad)00 . For any b ∈ Ğ, we denote by bad its image
in Ğad. By [22, Proposition 4.10], the map G → Gad identifies the reduced root system of Gad with that
of G and induces an isomorphism of posets

B(G, µ)indec ∼= B(Gad, µad)indec, [b] 7→ [bad].

Therefore, (♠′) for G is equivalent to that for Gad. We can therefore assume that G is adjoint. In this
case, it is convenient to work with the reduced root system 8 of G. Define

B(8, σ, µ) = {ν ∈ (V +)σ | ⟨µ⋄
− ν, ωOi ⟩ ∈ Z⩾0 for any i ∈ S − I (v)},

where Oi denotes the σ -orbit of i . By [19, Lemma 3.5], the map [b] 7→ νb identifies B(G, µ) with
B(8, σ, µ) as posets. For any ν ∈ B(8, σ, µ), we set length(ν, µ⋄) =

∑
O∈S/⟨σ ⟩

⌈⟨µ⋄
− ν, ωO⟩⌉. Then

by Section 2B(a),

length([b], [tµ
]) = length(νb, µ

⋄) for any [b] ∈ B(G, µ).

We set

f8,σ,µ(ν) = (q − 1)♯(S/⟨σ ⟩)−♯(I (ν)/⟨σ ⟩)q♯(I (ν)/⟨σ ⟩)−length(ν,µ⋄).

Now (♠′) can be reformulated in a purely combinatorial way as∑
ν∈B(8,σ,µ)indec

f8,σ,µ(ν) = 1. (♠′′)

As any triple (8, σ, µ) arises from an unramified group, it suffices to prove (♠′′) for the triples (8, σ, µ)

arising from unramified adjoint groups. In the rest of this section, we assume that G is an unramified
adjoint group.
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6C. Reduction to F-simple groups. Write G = G1 × · · · × Gl , where Gi are F-simple adjoint groups.
Write µ = (µ1, . . . , µl), where µi is a dominant coweight of Gi . Also we have 8 = 81 ⊔· · ·⊔8l , where
8i is the root system of Gi . It is easy to see that

B(8, σ, µ)indec = B(81, σ1, µ1)indec × · · · × B(8l, σl, µl)indec,

where σi is the restriction of σ on 8i . It is clear that f8,σ,µ =
∏l

i=1 f8i ,σi ,µi . In the rest of this section,
we assume that G is an F-simple unramified adjoint group.

6D. Reduction to F̆-simple groups. We have 8 = 81 ⊔ · · · ⊔ 8l , where 81 ∼= · · · ∼= 8l are irreducible
root systems and σ induces an isomorphism from 8i to 8i+1. Here, by convention, we set 8l+1 = 81.
Then the map

ν = (ν1, . . . , νl) 7→ |ν| = νl + σ(νl−1) + · · · + σ l−1(ν1)

induces an isomorphism of posets

B(8, σ, µ)indec
∼

−→ B(8l, σ
l, |µ|)indec.

There is a natural bijection S/⟨σ ⟩ ∼= Sl/⟨σ
l
⟩, where Sl is the set of simple reflections for 8l . Thus

f8,σ,µ = f8l ,σ l ,|µ|. In the rest of this section, we assume that G is an F̆-simple unramified adjoint group.

6E. Reduction to split groups. Let O be a σ -orbit of S. If all the simple roots in O commute with
each other, we define α′

O =
∑

i∈O αi . If O = {i0, j0} with ⟨α∨

j0, αi0⟩ = ⟨α∨

i0
, α j0⟩ = −1, we define

α′
O = 2(αi0 +α j0). Let S′

= S/⟨σ ⟩ and let 8′ be the root system generated by α′
O for all O∈ S′. The coroot

corresponding to O is given by α′∨
O =

1
♯O

∑
i∈O α∨

i , and the fundamental weight corresponding to O is given
by ω′

O =
∑

i∈O ωi . For any ν ∈ (V +)σ , ν ∈ B(8, σ, µ) if and only if ⟨µ⋄
−ν, ω′

O⟩∈Z⩾0 for any O∈S/⟨σ ⟩

such that ⟨ν, α′
O⟩ ̸= 0, which is also equivalent to ν ∈ B(8′, id, µ⋄). Hence we have the following:

(a) The natural identification (R8∨)σ = R8′∨ induces an bijection of posets

B(8, σ, µ)indec
∼

−→ B(8′, id, µ⋄)indec.

It follows from (a) that f8,σ,µ = f8′,id,µ⋄ . Therefore, it suffices to prove (♠′′) for the triples (8, σ, µ)

arising from split groups. In the rest of this section, we assume that G is a split F̆-simple adjoint group.
We identify B(G, µ) with B(8, σ, µ) and write fG,µ(ν) = f8,σ,µ(ν).

6F. Reduction to simply laced groups. By Section 6, (♠) is equivalent to the condition that in some (or,
equivalently, any) reduction tree of tµc, there exists only one reduction path whose end point is associated
with a given [b] ∈ B(G, µ)indec.

There exists an irreducible, simply laced, extended affine Weyl group (W̃ ′, S̃′) of adjoint type and a
length-preserving automorphism δ on W̃ ′ such that W̃ = (W̃ ′)δ. We have a natural bijection between S̃

and S̃′/⟨δ⟩. We may assume that the simple reflections in each δ-orbit in S̃′ commute. More explicitly,

• if W̃ is of type B̃n , then we take W̃ ′ to be of type D̃n+1 and δ is of order 2;
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• if W̃ is of type C̃n , then we take W̃ ′ to be of type Ã2n−1 and δ is of order 2;

• if W̃ is of type F̃4, then we take W̃ ′ to be of type Ẽ6 and δ is of order 2;

• if W̃ is of type G̃2, then we take W̃ ′ to be of type D̃4 and δ is of order 3.

Let ι : W̃ → W̃ ′ be the natural embedding. For each i ∈ S̃, we have ι(si ) = si ′

1
· · · si ′

k
, where i ′

1, . . . , i ′

k

are the δ-orbits of i in S̃′. Let w ∈ W̃ and w ⇀ siw be a type-I reduction edge (see Section 3D). Then
one can construct a k-step reduction path

ι(w) ⇀ si ′

k
ι(w) ⇀ si ′

k−1
si ′

k
ι(w) ⇀ · · · ⇀ si ′

1
· · · si ′

k
ι(w) = ι(siw)

in W̃ ′. Similarly, a type-II reduction edge w ⇀ siwsi corresponds to a k-step reduction path from ι(w)

to ι(sws), whose edges are all of type II. Now considering a reduction tree 0 of w, we can construct
a reduction tree T ′ of ι(w) such that T can be viewed as a subtree of T ′ in the above way. Hence the
multiplicity-one result of ι(tµc) ∈ W̃ ′ implies the multiplicity-one result of tµc ∈ W̃ .

In the rest of this section, we assume that G is a split F̆-simple simply laced adjoint group. We will
then reduce to the case where µ is a fundamental coweight. We first need a combinatorial identity on
finite graphs.

6G. A combinatorial identity on graphs. Let X be a finite graph and Y ⊆ X . Denote by A(Y, X) the set
of subsets J ⊆ X such that none of the connected components of X − J lies in Y . Define

fY,X =

∑
J∈A(Y,X)

(q − 1)♯(J−Y∩J ◦)q♯(Y∩J ◦)
∈ Z[q],

where J ◦
= {i ∈ J | i has no neighbors in X − J } is the interior of J .

Lemma 6.1. We have fY,X = q♯X for any Y ⊆ X.

Proof. Define

α : {(J, K ) | J ∈ A(Y, X), K ⊆ Y ∩ J ◦
} → {subsets of X}, (J, K ) 7→ J − K .

We construct the inverse map β of α as follows. Let H ⊆ X . Let C be the union of connected components of
X − H that are contained in Y . Then we define β(H)= (H ⊔C, C). By definition, α◦β = id. On the other
hand, for any J ∈A(Y, X) and K ⊆ Y ∩ J ◦, α((J, K ))= J −K . Moreover, X −(J −K )= (X − J )⊔K . As
K ⊆Y ∩J ◦, K and X−J are not connected with each other. Hence K is the union of connected components
of X − (J − K ) contained in Y . Therefore β ◦α((J, K )) = β(J − K ) = ((J − K )⊔ K , K ) = (J, K ) and
hence β ◦ α = id. Therefore α is a bijection. Using the binomial expansion, we get

fY,X =

∑
J∈A(Y,X)

(q − 1)♯(J−Y∩J ◦)q♯(Y∩J ◦)
=

∑
J∈A(Y,X)

(q − 1)♯(J−Y∩J ◦)
∑

K⊆Y∩J ◦

(q − 1)♯(Y∩J ◦
−K )

=

∑
J∈A(X,Y )

∑
K⊆Y∩J ◦

(q − 1)♯(J−K )
=

∑
H⊆X

(q − 1)♯H
= q♯X . □
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6H. Reduction to fundamental coweights. Assume that µ is not a fundamental coweight. Then there
exist i, j ∈ S (here i and j are not necessarily distinct) such that µ−ω∨

i −ω∨

j is also dominant. Let X
be the (unique) shortest path in the Dynkin diagram of S with end points i, j .

Let λ = µ −
∑

k∈X α∨

k . Set

Y = {i ∈ X ∩ I (λ) | i has no neighbors in S − X}.

Let A be the set of subsets J ⊆ X such that λ is noncentral on each connected component of S − J .

Lemma 6.2. We have

(1) λ is dominant;

(2) B(G, µ)indec =
⊔

J∈A B(G, λ)(S−J )-irr;

(3) A = A(Y, X), where A(Y, X) is defined as in Section 6G.

Proof. Let l ∈ S. If l ∈ S − X ; then ⟨λ, αl⟩ ⩾ −
〈∑

k∈X α∨

k , αl
〉
⩾ 0. If l ∈ X − {i, j}, then ⟨λ, αl⟩ =

−
〈∑

k∈X α∨

k , αl
〉
= −⟨α∨

k + α∨

l + α∨

k′, αl⟩ ⩾ −(−1 + 2 − 1) = 0, where k and k ′ are the neighbors of l
in X . If l ∈ {i, j} and i ̸= j , then ⟨λ, αl⟩ = ⟨µ, αl⟩ −

〈∑
k∈X α∨

k , αl
〉
⩾ 1 − 1 = 0. If l = i = j , then

⟨λ, αl⟩ = ⟨µ, αl⟩ −
〈∑

k∈X α∨

k , αl
〉
⩾ 2 − 2 = 0. This proves part (1).

By definition, B(G, λ)(S−J )-irr ⊆ B(G, µ)indec for any J ⊆ X . Now we prove the other direction. Let
E0 = {ei ; i ∈ S} be as in Proposition 4.1. Then, for each i ∈ S, by the definition of λ we have

⟨λ, ωi ⟩ ⩾ max{0, ⟨µ, ωi ⟩ − 1} = ⟨ei , ωi ⟩.

Hence λ ∈ C⩾E0 , and it follows from Proposition 4.1 that λ ⩾ min C⩾E0 = [b]µ,G-indec.
For any ν ∈ B(G, µ)indec, there exists a unique subset J ⊆ X such that λ − ν ∈

∑
l∈S−J R>0α

∨

l . By
Lemma 2.1, ν ∈ B(G, λ)(S−J )-irr. Part (2) is proved.

To prove (3) we first claim that

(a) λ is noncentral on each connected component of S − X .

Let H be a connected component of S − X . Choose a ∈ H , b ∈ X and let a = i0, i1, . . . , in = b
be the shortest path in the Dynkin diagram of S. Then there exists 1 ⩽ m ⩽ n such that im ∈ X
and i0, . . . , im−1 ∈ S − X . As H is a connected component of S − X containing i0, it follows that
i0, i1, . . . , im−1 ∈ H . Since ⟨−α∨

m, αm−1⟩ > 0, we deduce that λ = µ −
∑

k∈X α∨

k is strictly dominant
on H . The claim (a) is proved.

Let J ⊆ X and A be a connected component of S − J . Note that S − J = (S − X)⊔ (X − J ). Hence
A = A1 ⊔ A2, where A1 (resp. A2) is a union of connected components of S − X (resp. X − J ). In
view of (a), λ is central on A if and only if A1 = ∅ and λ is central on A2, i.e., A = A2 is a connected
component of X − J contained in Y . On the other hand, any connected component of X − J contained in
Y is also a connected component of S − J . Therefore, A = A(Y, X) and part (3) is proved. □

Proposition 6.3. Suppose that (♠′′) holds for all fundamental coweights. Then it holds for all dominant
coweights.
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Proof. We argue by induction on the semisimple rank of G and the number ⟨ρ, µ⟩.
Suppose µ is not fundamental. Let the notation be as in Section 6H. By Corollary 2.2, we identify

B(G, λ)(S−J )-irr with B(MS−J , µ)irr for J ∈ A. We show that

(a) for any J ∈ A and ν ∈ B(MS−J , µ)irr, we have

fG,µ(ν) = q−♯X (q − 1)♯(J−Y∩J ◦)q♯(Y∩J ◦) fMS−J ,λ(ν).

By definition, fMK ,µ(ν) = (q − 1)♯(K−K∩I (ν))q♯K∩I (ν)−lengthMK
(µ,ν) for any K ⊆ S.

Note that lengthG(λ, µ) = ⟨µ − λ, ρ⟩ = ♯X , and hence

lengthG(ν, µ) = lengthG(ν, λ)+ lengthG(λ, µ) = lengthG(ν, λ)+ ♯X.

By Lemma 2.1, we have lengthG(ν, µ) = lengthM(ν, µ). To show (a), it remains to show that

I (ν) − (S − J ) ∩ I (ν) = J ∩ I (ν) = Y ∩ J ◦.

Let l ∈ J . Write ν = λ − δ for some δ ∈
∑

k∈S−J R>0α
∨

k . Then l ∈ J ∩ I (ν) if and only if ⟨ν, α⟩ =

⟨λ, αl⟩− ⟨δ, αl⟩ = 0, which is equivalent to ⟨λ, αl⟩ = ⟨δ, αl⟩ = 0, that is, l ∈ Y ∩ J ◦ as desired. Hence (a)
is proved.

Now, by Lemma 6.1 and the inductive hypothesis on MS−J and λ, we have∑
ν∈B(G,µ)indec

fG,µ(ν) =

∑
J∈A

∑
ν∈B(MS−J ,λ)irr

fG,µ(ν)

= q−♯X
∑
J∈A

∑
ν∈B(MS−J ,λ)irr

(q − 1)♯(J−Y∩J ◦)q♯(Y∩J ◦) fMS−J ,λ(ν)

= q−♯X
∑
J∈A

(q − 1)♯(J−Y∩J ◦)q♯(Y∩J ◦)
= 1. □

Now it is sufficient to deal with the fundamental coweights of G.

6I. Proof for the minuscule coweights. Let µ a be (nonzero) minuscule coweight. Then dim Vµ(λb) = 1
for any [b] ∈ B(G, µ). By Theorem 5.3, we conclude that ♯(Jb(F)\6top(Xµ(b))) = 1 for any [b] ∈

B(G, µ). As in Section 6A, we have

q⟨µ,2ρ⟩−♯(S/⟨σ ⟩)
=

∑
[b]∈B(G,µ)indec

n[b](q − 1)ℓI(µ,[b])qℓII(µ,[b])+ℓ[b],

where n[b] is the number of reduction paths p in a given reduction tree T of tµc with [b]p = [b]. At the
end of Section 5C, we showed that dim X p = dim X tµc([b]p) = dim Xµ([b]p) for any reduction path p.
Using Lemma 5.4, we conclude that all n[b] = 1. This implies the combinatorial identity (♠), and then
(♠′′) follows.
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In particular, the combinatorial identity (♠′′) holds for type A, since all the fundamental coweights are
minuscule. For (An−1, ω

∨

i ), we may write (♠) explicitly as∑
k⩾1,1>a1/b1>···>ak/bk>0;

ai +···+ak=i,b1+···+bk=n

(q − 1)k−1q1−k+(
∑

1⩽l1<l2⩽k(al1 bl2−al2 bl1 )+
∑

1⩽l⩽k gcd(al ,bl ))/2
= q(i(n−i)−n)/2+1.

We do not know if there is a purely combinatorial proof of this identity.

6J. Type-Dn case. In this subsection, we assume that G is of type Dn (n ⩾ 4). Note that the fundamental
coweights ω∨

1 , ω∨

n−1, ω
∨
n are minuscule and have already been dealt with in Section 6I. Here we deal only

with ω∨

i for 2 ≤ i ≤ n − 2.
For any integer k, denote by [1, k] the set {m ∈ Z; 1 ⩽ m ⩽ k}. Set ω∨

0 = 0. Since ω∨

i−2 < ω∨

i , we have
a natural embedding B(G, ω∨

i−2) → B(G, ω∨

i ). For i ⩾ 3, Set

BI =

⊔
i−2⩽k⩽n−3

B(G, ω∨

i−2)[1,k]-irr ∼=

⊔
i−2⩽k⩽n−3

B(M[1,k], ω
∨

i−2)irr,

BII =

⊔
J⊆{n−1,n}

B(G, ω∨

i−2)(S−J )-irr ∼=

⊔
J⊆{n−1,n}

B(MS−J , ω
∨

i−2)irr.

For i = 2, set BI = {0} and BII = ∅.
For i ⩽ k ⩽ n − 2, the adjoint group of MS−{k} is of type Ak−1 × Dn−k . Here, by convention, type

D3 is the same as type A3, and type D2 is the same as type A1 × A1. Set µk = (1i−1, 0k−i+1, 1, 0n−k−1).
Then µ and ω∨

i are in the same W -orbit. The restriction of µk to MS−{k} is (dominant) minuscule, and
its projection to the adjoint group of MS−{k} is the coweight (ω∨

i−1, ω
∨

1 ) if k < n − 2 and (ω∨

i−1, ω
∨

1 , ω∨

1 )

if k = n − 2. As in Section 2C, we identify B(MS−{k}, µk) with its natural image in B(G, ωi ). Set

BIII =

⊔
i⩽k⩽n−2

B(G, µk)(S−{k})-irr ∼=

⊔
i⩽k⩽n−2

B(MS−{k}, µk)irr.

By direct computation, BI, BII, and BIII are disjoint in B(G, ω∨

i ).
We give an example to illustrate the subsets BI, BII, BIII. Let G be of type D6 and µ = ω∨

3 . We have

BI =
{(1

2 , 1
2 , 0, 0, 0, 0

)
,
( 1

3 , 1
3 , 1

3 , 0, 0, 0
)
,
( 1

4 , 1
4 , 1

4 , 1
4 , 0, 0

)}
;

BII =
{
( 1

5 , 1
5 , 1

5 , 1
5 , 1

5 , 0
)
,
( 1

6 , 1
6 , 1

6 , 1
6 , 1

6 , 1
6 ,

)
,
( 1

6 , 1
6 , 1

6 , 1
6 , 1

6 , − 1
6 ,

)
,
(
0, 0, 0, 0, 0, 0

)}
;

BIII =
{(2

3 , 2
3 , 2

3 , 0, 0, 0
)
,
( 2

4 , 2
4 , 2

4 , 2
4 , 0, 0

))}
.

In this case, one may check directly that B(G, ω∨

3 )indec = BI ⊔ BII ⊔ BIII.
Now we come back to the general situation. Intuitively, when 3 ⩽ i ⩽ n − 2, BIII consists of Newton

vectors whose coordinates sum up to i − 1, BI consists of Newton vectors with the last two coordinates
0 and all the coordinates sum up to i − 2, BII consists of the rest of elements. This partition makes
computation of the sum

∑
fG,ω∨

i
(ν) easier.
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By Section 6A, we have ∑
ν∈BI⊔BII⊔BIII

fG,ω∨

i
(ν) ⩽

∑
ν∈B(G,ω∨

i )indec

fG,ω∨

i
(ν) ⩽ 1.

In the rest of this section, we will show that∑
ν∈BI⊔BII⊔BIII

fG,ω∨

i
(ν) = 1. (∗∗)

The equality (∗∗) will, in particular, imply that BI ⊔ BI ⊔ BIII = B(G, ω∨

i )indec.
It can be checked directly that (∗∗) holds for D4. Using induction, we may assume that (∗∗) holds

for groups of type D with semisimple rank less than n. Note also that (♠′′) for type A has already been
proved in Section 6I. Therefore we have

(a)
∑

ν∈BII
fG,ω∨

i
(ν) = q−⟨α∨,ρ⟩

· (1 + 2(q − 1)2
+ (q − 1)2) = q−⟨α∨,ρ⟩

· q2.

Next we handle BI and BIII. Let

α∨
= ω∨

i − ω∨

i−2 = α∨

i−1 + 2α∨

i + · · · + 2α∨

n−2 + α∨

n−1 + α∨

n .

Note that ⟨α∨, ρ⟩ = 2n − 2i + 1. We claim that:

(b) For k ∈ [i − 2, n − 3] and ν ∈ B(M[1,k], ω
∨

i−2)irr, we have

fG,ω∨

i
(ν) = (q − 1) · q−⟨α∨,ρ⟩+n−k−1

· fG,ω∨

i−2
(ν).

(c) For k ∈ [i, n − 2] and ν ∈ B(MS−{k}, µk)irr, we have

fG,ω∨

i
(ν) = (q − 1) · q−⟨α∨,ρ⟩+2n−k−i

· fMS−{k},µk (ν).

We prove (c) here. The proof of (b) is similar.
By definition, we have

fG,ω∨

i
(ν) = (q − 1) · qn−k−n0 · fMS−{k},µk (ν),

where n0 = lengthG(ν, ω∨

i ) − lengthMG−{k}
(ν, µk). It can be checked directly that

⟨µk − ν, ρMS−{k}
⟩ = ⟨ω∨

i−1 − ν, ρ⟩ + ⟨(0k, 1, 0n−k−1), ρM[k+1,n]
⟩ = ⟨ω∨

i−1 − ν, ρ⟩ + 1.

Note also that defG(ν) = defMS−{k}
(ν). Therefore, by the length formula, we have

n0 = ⟨ω∨

i − ν, ρ⟩ − ⟨µk − ν, ρMS−{k}
⟩ +

1
2

(
defDn (ν) − defMS−{k}

(ν)
)

= ⟨ω∨

i − ω∨

i−1, ρ⟩ + 1 = n − i + 1 = ⟨α∨, ρ⟩ − n + i.

The statement (c) follows.
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µ ω∨

1 ω∨

2 ω∨

3 ω∨

4 ω∨

5 ω∨

6 ω∨

7 ω∨

8

E6 7 15 30 15
E7 ♯B(G, µ)indec 13 26 50 125 69 32
E8 56 126 254 729 424 220 94 27

Table 1. The numbers of elements in B(G, µ)indec for all the fundamental, nonminuscule
coweights in type E .

Combining (a), (b), and (c) with the combinatorial identity (♠) for type A and for type Dl with l < n,
we have ∑

ν∈BI⊔BII⊔BIII

fG,ω∨

i
(ν) = q−⟨α∨,ρ⟩

·

(
q2

+ (q − 1)

( n−3∑
k=i−2

qn−k−1
+

n−2∑
k=i

q2n−k−i
))

= q−⟨α∨,ρ⟩
· q2n−2i+1

= 1.

This completes the proof of (∗∗).

6K. Type-E case. In this subsection, we assume that G is of type En . We verify the combinatorial
identity (♠′′) by computer. Recall that a vector v ∈ (V +)σ lies in B(G, µ) if and only if ⟨µ−v, ωi ⟩ ∈ Z⩾0

for any i ∈ S − I (v). As a consequence, we have the following characterization of B(G, µ)indec:

(a) The set B(G, µ)indec equals the set of dominant vectors of the form

ν = prI
(
µ −

∑
i∈I

ciα
∨

i
)
,

where I is a σ -stable subset of S, ci ∈ Z, 1 ≤ ci ≤ ⟨µ, ωi ⟩, and prI : V →
⊕

i∈I Rω∨

i is the natural
orthogonal projection.

On the basis of (a), we can use a computer program to list all the elements in B(G, µ)indec and then
verify the combinatorial identity (♠′′) directly.

In Table 1, we provide the numbers of elements in B(G, µ)indec for all the fundamental, nonminuscule
coweights in type E . The most complicated case is E8, and µ = ω∨

4 , in which B(G, µ)indec contains 729
elements.

7. The general case

7A. Description of the reduction trees. Let w ∈ W tµW with finite partial σ -Coxeter part, that is, ησ (w)

is a partial σ -Coxeter element. For any J ∈ [J0(w), J (w)]µ and [b] ∈ B(G, µ)J -irr, we set

J ♭,w
= {i ∈ I (µ⋄) ∩ (J (w) − J ) | i commutes with J },

ℓI(w, [b], J ) = ♯(J (w)/⟨σ ⟩) − ♯(J ♭,w/⟨σ ⟩) − ♯(I (νb) ∩ J/⟨σ ⟩),

ℓII(w, [b], J ) = length([b], [tµ
]) − ♯(J0(w)/⟨σ ⟩).
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By Lemma 2.1, there exists a unique σ -conjugacy class [b]MJ ∈ B(MJ , µ) such that [b]MJ ⊆ [b]. We
similarly define [b]MJ♭,w∪J

∈ B(MJ ♭,w∪J , µ). In this case, a σ -Coxeter element associated with [b]MJ♭,w∪J

is equal to the product of a σ -Coxeter element of WJ ♭,w and a σ -Coxeter element associated with [b]MJ .
The main result of this section is the following description of the reduction tree of w.

Theorem 7.1. Let w ∈ W tµW with ησ (w) a partial σ -Coxeter element. Let T be a reduction tree of w.
Then, for any J ∈ [J0(w), J (w)]µ and [b] ∈ B(G, µ)J -irr, there exists a unique reduction path p in T
with [b]p = [b]. Moreover,

(1) ℓI(p) = ℓI(w, [b], J ) and ℓII(p) = ℓII(w, [b], J );

(2) end(p) is a σ -Coxeter element associated with [b]MJ♭,w∪J
.

Combining Theorem 7.1 with Proposition 3.9 and Remark 3.10, we obtain Theorem 2.6(3) for w.

7B. Strategy. The strategy for proving Theorem 7.1 is very different from that adopted for the proof of
Theorem 5.1. In the latter case, we used the Chen–Zhu conjecture and the dimension formula to determine
the end points of the reduction trees of tµc. However, such a method, when applied to general w, cannot
determine the end points.

The approach we use here is as follows. We first apply the partial reduction method and the class
polynomials for tµc to calculate the class polynomials for w. As we mentioned earlier, class polynomials,
in general, contain less information than reduction trees. Fortunately, for the elements w we consider
here, by combining the information on the class polynomials and the estimates on the type-I edges, we
obtain the required information for any reduction tree.

The information about the class polynomials we need is contained in the following equality on the
σ -cocenter of the Iwahori–Hecke algebra H :

Tw + [H, H ]σ =

∑
J∈[J0(w),J (w)]µ
[b]∈B(G,µ)J -irr

(q − 1)ℓI(w,[b],J )qℓII(w,[b],J )TOw,[b]
+ [H, H ]σ , (♦)

where Ow,[b] is the σ -conjugacy class containing a σ -Coxeter element associated with [b]MJ♭,w∪J
.

7C. Proof of (♦).

7C1. We consider the case where w = tµc ∈
SW̃ for some partial σ -Coxeter element c of W . Let

J = suppσ (c). In this case, J0(w) = J (w) = J .
Suppose J = S, that is, c is a (full) σ -Coxeter element. Let T be a reduction tree of w. By the

description of the reduction tree in Theorem 5.1, each end point of T is a σ -Coxeter element associated
with some [b] ∈ B(G, µ)irr. Then by Lemma 3.8, we get Fw,O = (q −1)ℓI(w,[b],J )qℓII(w,[b],J ) if O contains
an end point e of T with 8(e) = [b] and Fw,O = 0 otherwise. Then (♦) follows.

Assume J ⊊ S. It follows from [18, Theorem 7.3] that Fw,O =
∑

OJ ⊆O F J
w,OJ , where OJ denotes

a σ -conjugacy class of W̃J and F J
w,OJ denotes the corresponding class polynomial for MJ . Using the

description of each F J
w,OJ we get in the J = S case, we conclude that Fw,O = (q −1)ℓI(w,[b],J )qℓII(w,[b],J )

if O contains a σ -Coxeter element associated with [b]MJ , and Fw,O = 0 otherwise. This proves (♦).
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7C2. We consider the case where w = c1tµc2 for some partial σ -Coxeter elements c1, c2 of W such that
c1 commutes with c2, tµc2 ∈

SW̃ and c1 ∈ WI (tµc2).
Set J1 = suppσ (c1), J2 = suppσ (c2) and J = J1 ⊔ J2 = J (w). One can construct a reduction tree T

of tµc2 in W̃J2 such that c1 commutes with all the vertices in T . In particular, if w1 ⇀ w2 is one edge
in T , then we have c1w1 ⇀ c1w2 in W̃J . Note that c1 is a minimal length element in its σ -conjugacy
class in W̃J1 , and the simple reflections in W̃J1 commute with the simple reflections in W̃J2 . It is easy to
see that if w1 is an end point in T (and hence is a minimal length element in its σ -conjugacy class in W̃J2

and commutes with c1), then c1w1 is a minimal length element in its σ -conjugacy class in W̃J .
Let T ′ be the tree with vertices c1w1 for all vertices w1 ∈ T and the edges c1w1 ⇀ c1w2 for all edges

w1 ⇀ w2 in T . Then, from the above discussion, T ′ is a reduction tree of c1tµc2 in W̃J . Note that

ℓI(w, [b], J2)=ℓI(tµc2, [b], J2) and ℓII(w, [b], J2)=ℓII(tµc2, [b], J2) for any [b]∈ B(G, µ)J2−irr.

On the other hand, we have

Fw,O =

∑
OJ ⊆O

F J
w,OJ .

Hence (♦) for w follows from (♦) for tµc2 established in Section 7C1.

7C3. We consider the case where w = c1tµc2 for partial σ -Coxeter elements c1 and c2 in W such that
tµc2 ∈

SW̃ and suppσ (c1) ∩ suppσ (c2) = ∅.
We prove (♦) by induction on ℓ(c1). The case ℓ(c1) = 0 is proved in Section 7C1.
Assume that ℓ(c1) > 0. Let i ∈ S such that si c1 < c1. There are two cases as follows.

Case (1): c2σ(si ) ∈
I (µ)W . Write w1 = siw and w2 = siwσ(si ) = si c1tµc2σ(si ). Then Tw + [H, H ]σ =

(q−1)Tw1 +qTw2 +[H, H ]σ . Note that J (w2)= J (w), J0(w1)= J0(w), J (w1)= J (w)−{σ ℓ(si ) | ℓ∈ Z},
and J0(w2) = J0(w) ⊔ {σ ℓ(si ) | ℓ ∈ Z}. Then

[J0(w), J (w)]µ = [J0(w1), J (w1)]µ ⊔ [J0(w2), J (w2)]µ.

By the induction hypothesis, it suffices to prove that

(a) if J ∈ [J0(w1), J (w1)]µ, then J ♭,w
= J ♭,w1 ; and

(b) if J ∈ [J0(w2), J (w2)]µ, then J ♭,w
= J ♭,w2 .

Statement (b) is obvious since J (w2) = J (w). Let us prove (a). Suppose J ♭,w
̸= J ♭,w1 ; then i ∈ I (µ⋄)

and si commutes with J . Since J ⊇ J0(w), si also commutes with J0(w). Then µ is not essentially
noncentral over J0(w2) = J0(w) ⊔ {σ l(i) | l ∈ Z}, which is a contradiction. This completes the proof.

Case (2): σ(i) ∈ I (µ), and σ(si ) commutes with c2. Then (♦) holds for w if and only if it holds for
siwσ(si ). We continue with the procedure until case (1) happens. If case (2) happens all the time and the
procedure does not stop, then c1 ∈ WI (tµc2), and (♦) follows from Section 7C2.

7D. Proof of Theorem 7.1.
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7D1. We consider the case w = ctµ, where c is a partial σ -Coxeter element of W . Let T be a reduction
tree of w. By Lemma 3.8 and (♦) for w, we have that, for any σ -conjugacy class O of W̃ ,∑

p;end(p)∈O

(q − 1)ℓI(p)qℓII(p)
=

{
(q − 1)ℓI(w,[b],J )qℓII(w,[b],J ) if O = Ow,[b] for some [b],

0 otherwise.

Let p be a path in T . Set e = end(p) and [b] = [b]p. Assume that [b] ∈ B(G, µ)J -irr for some J . As
(q − 1)ℓI(p)qℓII(p)

∈ N[q − 1], there is no cancellation involved in the left-hand side of the above equality.
Therefore, e must be contained in Ow,[b].

As in Section 5C, we have

ℓI(p) ⩾ dim Ve − dim Vw = ♯(J (w)/⟨σ ⟩) − ♯(J ♭,w/⟨σ ⟩) − ♯(I (νb) ∩ J/⟨σ ⟩)

= ℓI(w, [b], J ).

Note that ℓI(p) + 2ℓII(p) = ℓI(w, [b], J ) + 2ℓII(w, [b], J ). Thus

degq(q − 1)ℓI(p)qℓII(p) ⩾ degq(q − 1)ℓI(w,[b],J )qℓII(w,[b],J ),

with equality holding if and only if ℓI(p) = ℓI(w, [b], J ). Again, since there is no cancellation involved
in

∑
p;end(p)∈O(q − 1)ℓI(p)qℓII(p), we must have ℓI(p) = ℓI(w, [b], J ). In this case, (q − 1)ℓI(p)qℓII(p)

=

(q − 1)ℓI(w,[b],J )qℓII(w,[b],J ). This also shows that for each O = Ow,[b], there is a unique reduction path p
with end(p) ∈ O.

This completes the proof of Theorem 7.1 for w = ctµ.

7D2. Now we consider the general case. Let w = xtµy with tµy ∈
SW̃ . Set c = σ−1(y)x and w′

= ctµ.
We relate w and w′ as in the proof of [12, Theorem 10.3]. Let y = s1s2 · · · sr be a reduced expression.
Let w(0)

= w′, w(1)
= σ−1(s1)w

(0)s1, w(2)
= σ−1(s2)w

(1)s2, . . . , w
(r)

= w. We have w(0)
→σ w(1)

→σ

· · · →σ w(r). This give a path w′ ⇀ w, consisting of 1
2(ℓ(w′)− ℓ(w)) type-II edges. We denote this path

by p0.
Let T be a reduction tree of w. One may construct a reduction tree T ′ of w′ containing the concatenation

p0 ◦ T as a subgraph. In particular, for any reduction path p in T , the concatenation p′
:= p0 ◦ p is a

reduction path in T ′. By definition, ℓI(p) = ℓI(p′) and ℓII(p)+
1
2(ℓ(w′)− ℓ(w)) = ℓII(p′). It is obvious

that J (w) = J (w′) and J0(w
′) = ∅. Hence ℓI(w, [b], J ) = ℓI(w

′, [b], J ). On the other hand, we have
♯(J0(w)/⟨σ ⟩) = length([bw], [tµ

]) =
1
2(ℓ(ησ (w) + ℓ(y) − ℓ(x))) =

1
2(ℓ(w′) − ℓ(w)), where the second

equality follows from the definition of cordial elements. Hence ℓII(w, [b], J ) +
1
2(ℓ(w′) − ℓ(w)) =

ℓII(w
′, [b], J ). The statements for T can now be deduced from the statements for T ′.
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interpretation of a variant of (∗) and is independent of our approach.
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Semistable models for some unitary Shimura varieties
over ramified primes

Ioannis Zachos

We consider Shimura varieties associated to a unitary group of signature (n − 2, 2). We give regular
p-adic integral models for these varieties over odd primes p which ramify in the imaginary quadratic
field with level subgroup at p given by the stabilizer of a selfdual lattice in the hermitian space. Our
construction is given by an explicit resolution of a corresponding local model.
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1. Introduction

1A. This paper is a contribution to the problem of constructing regular integral models for Shimura
varieties over places of bad reduction. There are several implicit examples of constructions of such regular
integral models in special cases; see, for example, work of de Jong [1993], Genestier [2000], Pappas
[2000b], Faltings [1997] and the very recent work of Pappas and Zachos [2022]. Here, we consider
Shimura varieties associated to unitary groups of signature (r, s) over an imaginary quadratic field F0.
These Shimura varieties are of PEL type, so they can be written as a moduli space of abelian varieties
with polarization, endomorphisms and level structure. Shimura varieties have canonical models over the
“reflex” number field E . In the cases we consider here the reflex field is the field of rational numbers Q if
r = s and E = F0 otherwise.

Constructing such well-behaved integral models is an interesting and hard problem whose solution has
many applications to number theory. The behavior of these depends very much on the “level subgroup”.
Here, the level subgroup is the stabilizer of a selfdual lattice in the hermitian space. This stabilizer, by
what follows below, is not connected when n is even, so not parahoric. However, by using work of
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Rapoport and Zink [1996] and Pappas [2000b] we construct p-adic integral models, which have simple
and explicit moduli descriptions, and are étale locally around each point isomorphic to certain simpler
schemes the naive local models. Inspired by the work of Pappas and Rapoport [2005] and Krämer [2003],
we consider a variation of the above moduli problem where we add in the moduli problem an additional
subspace in the deRham filtration Fil0(A)⊂ H 1

dR(A) of the universal abelian variety A, which satisfies
certain conditions. This is essentially an instance of the notion of a “linear modification” introduced
in [Pappas 2000b]. We then show that the blow-up of this model along a smooth (non-Cartier) divisor
produces a semistable integral model of the corresponding Shimura variety, i.e., it is regular and the
irreducible components of the special fiber are smooth divisors crossing normally. We expect that our
construction will find applications to the study of arithmetic intersections of special cycles and Kudla’s
program; see [Zhang 2021; Bruinier et al. 2020; He et al. 2023] for important applications of integral
models of unitary Shimura varieties to number theory.

1B. To explain our results, we need to introduce some notation. We consider the group G of unitary
similitudes for a hermitian vector space (W, φ) of dimension n > 3 over an imaginary quadratic field
F0 ⊂ C, and fix a conjugacy class of homomorphisms h : ResC/R Gm→ GR corresponding to a Shimura
datum (G, Xh) of signature (r, s) = (n − 2, 2) (see Section 6). Let us mention here that the case
(r, s) = (1, 2), when n = 3, was studied in [Pappas 2000b, 4.5, 4.15]; see also [Pappas and Rapoport
2009, Section 6].

We assume that F0/Q is ramified over p, where p is an odd prime number. Let F1 = F0⊗Qp and
V =W ⊗Q Qp. We fix a square root π of p and we set k = Fp. We assume that the hermitian form φ on
V is split, i.e., that there is a basis e1, . . . , en such that φ(ei , en+1− j )= δi j for i, j ∈ {1, . . . n}.

In addition, we denote by 3 the standard lattice On
F1

in V and we let L be the self-dual multichain
consisting of {π k3}k∈Z. Denote by K the stabilizer of 3 in G(Qp) and let G be the (smooth) group
scheme of automorphisms of the polarized chain L over Zp; see [Pappas and Rapoport 2009, Section 1.5].
Then G(Zp) = K and the group scheme G has G ⊗Zp Qp as its generic fiber. It turns out that when n
is odd the stabilizer K is a parahoric subgroup. When n is even, K is not a parahoric subgroup since it
contains a parahoric subgroup with index 2 and the corresponding parahoric group scheme is its connected
component K ◦; see [Pappas and Rapoport 2009, Section 1.2] for more details.

Choose also a sufficiently small compact open subgroup K p of the prime-to-p finite adelic points
G(Ap

f ) of G and set K = K p K . The Shimura variety ShK (G, X) with complex points

ShK (G, X)(C)= G(Q)\X ×G(A f )/K

is of PEL type. We set O = OEv where v the unique prime ideal of E above (p).
Next, we follow [Rapoport and Zink 1996, Definition 6.9] to define the moduli scheme Anaive

K over
O whose generic fiber agrees with ShK (G, X) (see also Section 6). A point of Anaive

K with values in the
O-scheme S is the isomorphism class of the following set of data (A, λ, η):

(1) An L-set of abelian varieties A = {A3}.
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(2) A Q-homogeneous principal polarization λ of the L-set A.

(3) A K p-level structure

η : H1(A,A
p
f )≃W ⊗A

p
f mod K p

which respects the bilinear forms on both sides up to a constant in (Ap
f )
×; see [loc. cit.] for details.

The set A should satisfy the determinant condition (i) of [loc. cit.]

For the definitions of the terms employed here we refer to [loc. cit., 6.3–6.8] and [Pappas 2000b,
Section 3]. The functor Anaive

K is representable by a quasiprojective scheme over O. The moduli scheme
Anaive

K is connected to the naive local model Mnaive, see Section 2 for the explicit definition of Mnaive, via
the local model diagram

Ãnaive
K

Anaive
K Mnaive

πK qK (1B.1)

where the morphism πK is a G-torsor and qK is a smooth and G-equivariant morphism (see Section 6).
Equivalently, using the language of algebraic stacks, there is a relatively representable smooth morphism

Anaive
K → [G\Mnaive

]

where the target is the quotient algebraic stack. In particular, since G is smooth, the above imply that
Anaive

K is étale locally isomorphic to Mnaive.
One can now consider a variation of the moduli of abelian schemes Aspl

K over Spec OF1 where we add
in the moduli problem an additional subspace in the Hodge filtration Fil0(A)⊂ H 1

dR(A) of the universal
abelian variety A with certain conditions to imitate the definition of the splitting local model M; see
Section 6B for the explicit definition of Aspl

K and Section 2 where we define M for general signature
(r, s). (Actually, M is a generalization of Krämer’s local models [Krämer 2003, Definition 4.1]). There
is a forgetful morphism

τ :Aspl
K →Anaive

K ⊗O OF1

defined by forgetting the extra subspace. Moreover, Aspl
K has the same étale local structure as M and is

a linear modification of Anaive
K ⊗O OF1 in the sense of [Pappas 2000b, Section 2] (see also [Pappas and

Rapoport 2005, Section 15]). Therefore, there is a local model diagram for Aspl
K similar to (1B.1) but

with Mnaive replaced by M. Note, that there is also a corresponding forgetful morphism

τ1 :M→Mnaive
⊗O OF1 .

In Section 2, we show that τ−1
1 (∗) is isomorphic to the Grassmannian Gr(2, n)k . Here, ∗ is the

“worst point” of Mnaive, i.e., the unique closed G-orbit supported in the special fiber; see [Pappas 2000b,
Section 4] for more details. Under the local model diagram, (see Section 6), τ−1

1 (∗) corresponds to the
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locus where the Hodge filtration Fil0(A) of the universal abelian scheme A is annihilated by the action of
the uniformizer π . Consider the blow-up Abl

K of Aspl
K along this locus.

1C. The main result of the paper is the following theorem.

Theorem 1.1. Abl
K is a semistable integral model for the Shimura variety ShK (G, X).

Since blowing-up commutes with étale localization and the étale local structure of the moduli scheme
Aspl

K is controlled by the local structure of the local model M, it is enough to show the above statement
for the corresponding local models. In particular, it suffices to prove:

Theorem 1.2. The blow-up Mbl of M along the smooth irreducible component τ−1
1 (∗) of its special fiber

is regular and has special fiber a divisor with normal crossings.

To show the above theorem, we explicitly calculate an affine chart U of M in a neighborhood of τ−1
1 (∗).

In fact, we consider a more general situation where we calculate U for a general signature (r, s) and we
show that G-translates of U cover M.

Proposition 1.3. An affine chart U ⊂M containing a preimage of the worst point is isomorphic to

Spec OF1[X, Y ]/(X − X t , X · (Is + Y t
· Y )− 2π Is)

where X, Y are of sizes s× s and (n− s)× s respectively.

When (r, s)= (n−1, 1), Krämer [2003] shows that U , and so M, has semistable reduction. Therefore,
she obtains a semistable integral model for the corresponding Shimura variety.

When (r, s)= (n− 2, 2), U does not have semistable reduction anymore and so M does not give us a
resolution. However, we use the explicit description of U above to calculate the blow-up of M along the
G-invariant smooth subscheme τ−1

1 (∗). The blow-up gives a G-birational projective morphism

rbl
:Mbl

→M

such that Mbl is regular and has special fiber a reduced divisor with normal crossings. We quickly see
that the corresponding blow-up Abl

K of the integral model Aspl
K inherits the same nice properties as Mbl.

In fact, there is a local model diagram for Abl
K similar to (1B.1) but with Mnaive replaced by Mbl. See

Theorem 6.1 for the precise statement about the model Abl
K .

Let us mention here that we can obtain similar results for the Shimura varieties ShK ′(G, X) where
K ′ = K p K ◦ (see Section 6). (Recall that K ◦ is the parahoric connected component of the stabilizer K .)
Also, we can apply these results to obtain regular (formal) models of the corresponding Rapoport–Zink
spaces.

Let us now explain the lay-out of the paper. In Section 2, we recall the definitions of certain variants
of local models for ramified unitary groups. In Section 3, we give explicit equations that describe the
affine chart U of the splitting model M for a general signature (r, s) and we also show that G-translates
of U cover M. For the rest of the paper we assume (r, s) = (n− 2, 2). In Section 4, we construct the
semistable resolution ρ : Ubl

→ U of the affine chart U . In Section 5, we show that Mbl has semistable
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reduction by using the results of Section 4 and the structure of local models. In Section 6, we apply the
above results to construct regular integral models for the corresponding Shimura varieties.

2. Preliminaries: local models and variants

We use the notation of [Pappas 2000b]. We take F =Qp[t]/(t2
− pu) and OF = Zp[t]/(t2

− pu), where
p is an odd prime and u is a unit in Zp. For n > 3, we set V = Fn and denote by ei , 1 ≤ i ≤ n, the
standard OF -generators of the standard lattice 3= On

F ⊂ V . Fix a uniformizer π of OF with π2
= pδ.

Also, since p ̸= 2, δ = π2/p has a square root in a finite étale extension of Spec(Zp). After such a base
extension there is a uniformizer π such that π2

= p. We will assume that we have such a uniformizer
and suppress the notation of the étale base extension.

Set k = Fp. The uniformizing element π induces a Zp- linear mapping on 3 which we denote by t .
We define a nondegenerate alternating Qp-bilinear form ⟨ , ⟩ : V × V →Qp given by

⟨ei , te j ⟩ = δi, j , ⟨ei , e j ⟩ = 0, ⟨tei , te j ⟩ = 0.

The restriction ⟨ , ⟩ : On
F × On

F → Zp is a perfect Zp-bilinear form. Using the duality isomorphism
HomF (V, F) ∼= HomQp(V,Qp) given by composing with the trace TrF/Qp : F → Qp we see, as in
[Pappas 2000b, Section 3], that there exists a unique nondegenerate hermitian form φ : V × V → F such
that

⟨x, y⟩ = TrF/Qp(π
−1φ(x, y)), x, y ∈ V .

We take G := GUn := GU (φ) and we choose a partition n = r + s; we refer to the pair (r, s) as the
signature. By replacing φ by −φ if needed, we can make sure that s ≤ r and so we assume that s ≤ r
(see [Pappas and Rapoport 2009, Section 1.1] for more details). Identifying G⊗ F ≃ GLn,F ×Gm,F , we
define the cocharacter µr,s as (1(s), 0(r), 1) of D×Gm , where D is the standard maximal torus of diagonal
matrices in GLn; for more details we refer the reader to [Smithling 2011, Section 3.2]. We denote by E
the reflex field of {µr,s}; then E =Qp if r = s and E = F otherwise; see [Pappas and Rapoport 2009,
Section 1.1]. We set O := OE .

Next, we denote by K the stabilizer of3 in G(Qp). We also let L be the self-dual multichain consisting
of {π k3}k∈Z. Here G=Aut(L) is the group scheme over Zp with K =G(Zp) the subgroup of G(Qp) fixing
the lattice chain L. When n is odd, the stabilizer K is a parahoric subgroup but when n is even, K is not a
parahoric subgroup since it contains a parahoric subgroup with index 2. The corresponding parahoric group
scheme is its connected component K ◦; see [Pappas and Rapoport 2009, Section 1.2] for more details.

We briefly recall the definition of certain variants of local models for ramified unitary groups.

2A. Rapoport–Zink local models and variants. Let Mnaive be the functor which associates to each
scheme S over Spec O the set of subsheaves F of O ⊗OS-modules of 3⊗OS such that:

(1) F as an OS-module is Zariski locally on S a direct summand of rank n.

(2) F is totally isotropic for ⟨ , ⟩⊗OS . item (Kottwitz condition) chart |F (X)= (X +π)r (X −π)s .
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The functor Mnaive is represented by a closed subscheme, which we again denote Mnaive, of Gr(n, 2n)⊗
Spec O; hence Mnaive is a projective O-scheme. (Here we denote by Gr(n, d) the Grassmannian scheme
parametrizing locally direct summands of rank n of a free module of rank d.) Mnaive is the naive local
model of Rapoport and Zink [1996]. Also, Mnaive supports an action of G.

Proposition 2.1. (a) We have
Mnaive

⊗O E ∼= Gr(s, n)⊗ E .

In particular, the generic fiber of Mnaive is smooth and geometrically irreducible of dimension rs.

(b) We have

dim Mnaive
⊗O k ≥

{
n2/4 if n is even,
(n2
− 1)/4 if n is odd.

In particular, Mnaive is not flat if |r − s|> 1.

Proof. See [Pappas 2000b, Proposition 3.8; Krämer 2003, Proposition 2.2; 2003, Corollary 2.3]. □

The flat closure of Mnaive
⊗O E in Mnaive is by definition the local model Mloc.

In [Pappas 2000b, Section 4], Pappas introduces the wedge local model M∧, in order to correct the
nonflatness problem, by imposing the following additional condition:

∧
r+1(t −π | F)= (0) and ∧

s+1 (t +π | F)= (0).

More precisely, M∧ is the closed subscheme of Mnaive that classifies points given by F which satisfy
the wedge condition. The scheme M∧ supports an action of G and the immersion i :M∧→Mnaive is
G-equivariant. It is easy to see that:

Proposition 2.2. The generic fibers of Mnaive and M∧ coincide, in particular the generic fiber of M∧ is a
smooth, geometrically irreducible variety of dimension rs.

Proof. See [Krämer 2003, Proposition 3.4] and [Arzdorf 2009, Lemma 1.1]. □

Also, Mloc
⊂M∧ and Mloc

⊗ E =M∧⊗ E . As in [Pappas 2000b, Section 4] and [Pappas and Rapoport
2009, Section 2.4.2, Section 5.5], the worst point of M∧, i.e., the unique closed G-orbit which lies in the
closure of any other orbit, is given by the k-valued point F = t3⊂3⊗ k ∼= (k[t]/(t2))n .

It is conjectured in [Pappas 2000b] that M∧ is flat for n ≥ 2 and any signature and so Mloc
=M∧. It

has been shown, see [Pappas 2000b, Theorem 4.5], that this is true for the signature (n− 1, 1). For more
general lattice chains, the wedge condition turns out to be insufficient, see [Pappas and Rapoport 2009,
Remarks 5.3, 7.4]. In [loc. cit.], the authors introduced a further refinement of the moduli problem by
also adding the so-called “spin condition” (for more information we refer the reader to [loc. cit.]); this
will play no role in this paper.

Next, we consider the moduli scheme M over OF , the splitting (or Krämer) local model as in [Pappas
and Rapoport 2005, Remark 14.2] and [Krämer 2003, Definition 4.1], whose points for an OF -scheme S
are Zariski locally OS-direct summands F0,F1 of ranks s, n respectively, such that:
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(1) (0)⊂ F0 ⊂ F1 ⊂3⊗OS .

(2) F1 = F⊥1 , i.e., F1 is totally isotropic for ⟨ , ⟩⊗OS .

(3) (t +π)F1 ⊂ F0.

(4) (t −π)F0 = (0).

The functor is represented by a projective OF -scheme M. The scheme M supports an action of G and
there is a G-equivariant morphism

τ :M→M∧⊗O OF

which is given by (F0,F1) 7→ F1 on S-valued points. (Indeed, we can easily see, as in [Krämer 2003,
Definition 4.1], that τ is well defined.)

Proposition 2.3. The morphism τ :M→M∧⊗O OF induces an isomorphism on the generic fibers.

Proof. It follows by [Krämer 2003, Remark 4.2] and the proof of [Pappas 2000b, Proposition 3.8]. □

The following discussion appears in [Pappas 2000a]. Over the special fiber, the condition (4) amounts
to tF0 = (0). Thus, we have

(0)⊂ F0 ⊂ t3⊗ k ⊂ F⊥0 ⊂3⊗ k.

Also, we have
(0)⊂ (t−1(F0))

⊥
⊂ t3⊗ k ⊂ t−1(F0)⊂3⊗ k.

The spaces t−1(F0),F⊥0 have rank n+s, 2n−s = n+r respectively. Fixing F0, the rank of t−1(F0)∩F⊥0
influences the dimension of the space of allowable F1 since

F0+ (t−1(F0))
⊥
⊂ F1 ⊂ t−1(F0)∩F⊥0 .

Note that F0 ⊂ t3⊗ k ≃ kn
⊗OS . Hence, we consider the morphism

π :M⊗ k→ Gr(s, n)⊗ k

given by (F0,F1) 7→ F0. This has a section

φ : Gr(s, n)⊗ k→M⊗ k

given by F0 7→ (F0,F1) with F1 = t3⊗ k. The image of the section φ is an irreducible component
of M ⊗O k which is the fiber τ−1(t3) over the worst point. Hence, τ−1(t3) is isomorphic to the
Grassmannian Gr(s, n)⊗ k of dimension rs. Also, observe that {(F0,F1) | rank(t−1(F0)∩F⊥0 )= n} ⊂
τ−1(t3) since when t−1(F0)∩F⊥0 has rank n then t−1(F0)∩F⊥0 = t3 which gives F1 = t3.

However, the morphism π has fibers of positive dimension over points of Gr(s, n)⊗k which correspond
to subspaces of Gr(s, n)⊗k on which the dimension t−1(F0)∩F⊥0 is more than n. Actually, t−1(F0)∩F⊥0
has maximal dimension, i.e., t−1(F0)⊂ F⊥0 , if and only if F0 ⊂ t3⊗ k ≃ kn

⊗OS is totally isotropic for
the (nondegenerate) symmetric form on t3⊗ k which is defined as {tv, tw} := ⟨tv,w⟩; see the proof
of [Krämer 2003, Theorem 4.5] for more details. Denote by Q(s, n) the smooth closed subscheme of
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Gr(s, n)⊗ k of dimension s(2n− 3s− 1)/2 which parametrizes all these isotropic s-subspaces F0 in the
n-space kn

⊗OS . For such F0 ∈Q(s, n) we have that t−1(F0)⊂ F⊥0 and thus the fiber π−1(F0) is given
by F1 with F1 = F⊥1 such that

F0 ⊂ (t−1(F0))
⊥
⊂ F1 ⊂ t−1(F0).

We can see that these {F1} correspond to Lagrangian subspaces in t−1(F0)/(t−1(F0))
⊥ which have

dimension 2s. This is a smooth s(s+ 1)/2-dimensional scheme which we denote by L(s, 2s). From the
above discussion we see that π−1(Q(s, n)) is a L(s, 2s)-bundle over Q(s, n) with dimension rs. Thus,
π−1(Q(s, n)) is an irreducible component of M⊗ k which intersects with τ−1(t3) over Q(s, n).

Krämer [2003] shows that τ defines a resolution of M∧ in the case that the signature is (n− 1, 1). In
particular, she proves that M is regular with special fiber a reduced divisor with simple normal crossings.
Also she shows that the special fiber of M consists of two smooth irreducible components of dimension
n− 1 — one of which being isomorphic to Pn−1

k (this corresponds to τ−1(t3)), and the other one being a
P1

k-bundle over a smooth quadric (this corresponds to π−1(Q(1, n))) — which intersect transversely in a
smooth irreducible variety of dimension n− 2 (this corresponds to Q(1, n)).

3. An affine chart

The goal of this section is to write down the equations that define M in a neighborhood U of (F0, t3)
for a general signature (r, s); see Proposition 3.1. We also deduce, see Proposition 3.7, that G-translates
of U cover M. (Recall from Section 2 that (F0, t3) is a point in the fiber of τ :M→M∧⊗O OF over
the worst point.) In order to find the explicit equations that describe U , we use similar arguments as in
the proof of [Krämer 2003, Theorem 4.5]. In our case we consider:

F1 =

[
A
In

]
, F0 = X =

[
X1

X2

]
where A is of size n×n, X is of size 2n×s and X1, X2 are of size n×s; with the additional condition that
F0 has rank s and so X has a nonvanishing s× s-minor. We also ask that (F0,F1) satisfy the following
four conditions:

(1) F⊥1 = F1.

(2) F0 ⊂ F1.

(3) (t −π)F0 = (0).

(4) (t +π)F1 ⊂ F0.

Observe that

Mt =

[
0n pIn

In 0n

]
of size 2n× 2n is the matrix giving multiplication by t :
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(1) The condition that F1 is isotropic translates to

At
= A.

(2) The condition F0 ⊂ F1 translates to

∃Y : X =
[

A
In

]
· Y

where Y is of size n× s. Thus, we have[
X1

X2

]
=

[
A
In

]
· Y =

[
AY
InY

]
and so X1 = AY and X2 = Y .

(3) The condition (t −π)F0 = (0) is equivalent to

Mt · X =
[
πX1

πX2

]
,

which amounts to [
pX2

X1

]
=

[
πX1

πX2

]
.

Thus, X1 = πX2 which translates to AY = πY by condition (2).

(4) The last condition (t +π)F1 ⊂ F0 translates to

∃Z : Mt ·

[
A
In

]
+

[
π A
π InY

]
= X · Z t

where Z is of size n× s. This amounts to[
pIn +π A
A+π In

]
=

[
X1 Z t

X2 Z t

]
.

From the above we get A+π In = X2 Z t which by condition (2) translates to A= Y Z t
−π In. Thus, A can

be expressed in terms of Y, Z . In addition, by condition (2) and in particular by the relations X1 = AY
and X2 = Y we deduce that the matrix X is given in terms of Y, Z . Also from Y = X2 we get that the
matrix Y is given in terms of A, X . (Below we will also show that Z can be expressed in terms of A, X .)

For later use, we break up the matrices Y, Z into blocks as follows. We write

Y =
[

Y1

Y2

]
, Z =

[
Z1

Z2

]
where Y1, Z1 are of size s × s and Y2, Z2 are of size (n− s)× s. Observe from X1 = πX2 that all the
entries of X1 are in the maximal ideal and thus a minor involving entries of X1 cannot be a unit. Recall
that the matrix X has a nonvanishing s × s-minor and X2 = Y from condition (2). Therefore, we can
assume that Y1 = Is up to a change of basis.
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We replace A by Y Z t
−π In . Hence, conditions (1) and (3) are equivalent to

ZY t
= Y Z t , (3.1)

Y Z t Y = 2πY. (3.2)

Here, we want to mention how we can express Z in terms of A, X . From the above we have Y Z t
= A+π In

and Y =
[ Is

Y2

]
which gives

[ Z t

Y2 Z t

]
= A+π In . Next, we break the matrices A, In into blocks: A =

[ A1
A2

]
,

In =
[ I1

I2

]
where A1, I1 are of size s×n and A2, I2 are of size (n− s)×n. Hence, from

[ Z t

Y2 Z t

]
= A+π In

we obtain Z t
= A1+π I1 and thus Z = At

1+π I t
1.

From the above we deduce that an affine neighborhood of M around (F0, t3) is given by U =
Spec OF [Y, Z ]/(Y1− Is, ZY t

− Y Z t , Y Z t Y − 2πY ).
Our goal in this section is to prove the simplification of equations given by the following proposition.

Proposition 3.1. The affine chart U ⊂M is isomorphic to

Spec OF [Y2, Z1]/(Z1− Z t
1, Z1(Is + Y t

2Y2)− 2π Is).

Proof. From (3.1) we get [
Z1

Z2

]
· [Is | Y t

2] =

[
Is

Y t
2

]
· [Z t

1 | Z
t
2],

which gives [
Z1 Z1Y t

2
Z2 Z2Y t

2

]
=

[
Z t

1 Z t
2

Y2 Z1 Y2 Z t
2

]
.

From the above relation we obtain the relations Z1 = Z t
1 and Z2 = Y2 Z t

1. Thus, Z1 is symmetric and Z2

can be expressed in terms of Y2, Z1.
Next, the relation (3.2) amounts to[

Is

Y2

]
· [Z t

1 | Z
t
2] ·

[
Is

Y2

]
=

[
2π Is

2πY2

]
which is equivalent to [

Z t
1+ Z t

2Y2

Y2 Z t
1+ Y2 Z t

2Y2

]
=

[
2π Is

2πY2

]
.

From this we get Z t
1+ Z t

2Y2= 2π Is which translates to Z1(Is+Y t
2Y2)= 2π Is as Z t

1= Z1 and Z2= Y2 Z t
1.

From all the above the proof of the proposition follows. □

As corollaries of the above result we have:

Corollary 3.2. For (r, s)= (n− 1, 1), the corresponding affine chart U will be isomorphic to:

U ∼= Spec
(

OF [(yi )1≤i≤n, a]
/ (

a
n∑

c=1

y2
c − 2π, y1− 1

))
. □

Remark 3.3. For the above signature, Krämer [2003] shows that U is regular with special fiber a divisor
with simple normal crossings.
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Corollary 3.4. For (r, s)= (n− 2, 2) the corresponding affine chart U will be isomorphic to

U ∼= Spec(OF [(xi )3≤i≤n, (yi )3≤i≤n, a, b, c]/(Z1 N − 2π I2))

where

Z1 =

(
a b
b c

)
, N =

(
1+

∑n
i=3 x2

i
∑n

i=3 xi yi∑n
i=3 xi yi 1+

∑n
i=3 y2

i

)
. □

Remark 3.5. In this case s= 2, U does not have semistable reduction as one of the irreducible components
of the special fiber of U is not smooth. More precisely, over the special fiber (π = 0) U has three irreducible
components given by

Ti = {(Z1, N ) | Z1 N = 0, rank Z1 ≤ i, rank N ≤ 2− i}, for i = 0, 1, 2.

We can easily see that T0, T2 are smooth but T1 is singular. We resolve the singularities of U in Section 3
by blowing up the irreducible component T0 or in other words by blowing up the ideal (Z1) generated
by the entries of Z1. Observe from the above and the proof of Proposition 3.1 that A = Y ·

[ Z1
Z2

]t and
Z2 = Y2 Z t

1 over the special fiber. Hence, Z1 = 0, i.e., a = b = c = 0, gives A = 0 which corresponds to
F1 = t3. Thus T0 = U ∩ τ−1(t3) where τ :M→M∧⊗O OF ; see Section 2A.

Remark 3.6. For a general signature (r, s), over the special fiber of U we have that Z1 = Z t
1 and

Z1(Is + Y t
2Y2)= 0. As in Remark 3.5, Z1 = 0 gives A = 0 which corresponds to F1 = t3.

Moreover, from the above and the definition of the (nondegenerate) symmetric form { , } on t3⊗ k
(see Section 2A) we have {F0,F0} = Y t

·Y = Is +Y t
2Y2 since F0 =

[ X1
X2

]
where X1 = πX2, X2 = Y and

Y =
[ Is

Y2

]
. Thus, from the rank of Is + Y t

2Y2 we read how isotropic F0 is with respect to { , }. When the
rank of the matrix Is + Y t

2Y2 is zero, which actually occurs, we have {F0,F0} = 0.
From all the above, we can easily see that U contains points (F0,F1) where F0 ∈Q(s, n) and F1 = t3.

(Recall from Section 2A that Q(s, n) is the closed subscheme of Gr(s, n)⊗ k which contains all the
totally isotropic s-subspaces F0 with respect to the symmetric form { , }.)

Proposition 3.7. When s ≥ 1, G-translates of U cover M.

Proof. From Section 2A, we have the forgetful G-equivariant morphism τ :M→M∧⊗O OF given by
(F0,F1) 7→F1. As in [Pappas 2000b, Section 4] and [Pappas and Rapoport 2009, Sections 2.4.2, 5.5], the
worst point of M∧⊗O OF is given by the k-valued point t3. The reason for this terminology is that the
geometric special fiber of M∧⊗O OF embeds into an appropriate affine flag variety, where it decomposes
into unions of finitely many Schubert cells, and the worst point is the unique closed Schubert cell. This
one point stratum lies in the closure of any other stratum and the inclusion relations between the Schubert
varieties are given by the Bruhat order. From the construction of splitting local models and the above, in
order to show that G-translates of U cover M it is enough to prove that G-translates of U cover τ−1(t3).

Recall that K is the stabilizer of 3 in G(Qp) and K ◦ is the neutral component of K , i.e., the parahoric
stabilizer of 3. When n is odd K = K ◦ and when n is even K/K ◦ ≃ Z/2Z; see §2. Also, G is the smooth
group scheme of automorphisms of the polarized chain L over Zp with G(Zp)= K and G◦ is the neutral
component of G with G◦(Zp)= K ◦.
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From Section 2A, we have that τ−1(t3) ∼= Gr(s, n)⊗ k and Gk acts via its action by reduction to
t3/t23. This action factors through the orthogonal group O(n)k of the symmetric form { , } on t3⊗ k
and gives the map Gk → O(n)k . As in [Pappas and Rapoport 2008, Section 4] (see also [Tits 1979,
Section 3.11]), G◦k has SO(n)k as its maximal reductive quotient if n is even and O(n)k if n is odd via its
action by reduction to t3/t23. The maps G◦k → O(n)k and G◦k → SO(n)k are surjective when n is odd
and even respectively. Therefore, the map Gk→ O(n)k is always surjective.

Next, the O(n)-action on Gr(s, n) has a finite number of orbits. More precisely, there are s+ 1 orbits
Q(0), Q(1), . . . , Q(s) where Q(i)= {F0 ∈Gr(s, n) | dim(rad(F0))= i}; see [Barbasch and Evens 1994,
Section 4]. For example in the case s = 2 there are three O(n)-orbits: F0 can either contain no isotropic
vectors at all or one isotropic vector or be totally isotropic. Observe that Q( j) is contained in the (Zariski)
closure of Q(i) if and only if j ≥ i and Q(s) = Q(s, n) is the unique closed orbit; see for example
[Barbasch and Evens 1994, Section 3.1] and [Arbarello et al. 1985]. Thus, Q(s, n) is contained in the
closure of each orbit Q(i).

Lastly, from Remark 3.6 we have that U contains points (F0, t3) with F0 ∈Q(s, n) and so U contains
points from all the orbits. Therefore, from all the above we deduce that the G-translates of U cover
τ−1(t3). □

Conjecture 3.8. When s ≥ 1, the scheme M is flat over Spec OF , Cohen–Macaulay and normal. It’s
special fiber is reduced.

Remark 3.9. (a) By Proposition 3.7, to prove the conjecture, it is enough to show that the affine chart U
has the above properties. More precisely, the hard part of the conjecture is to prove that the special
fiber of U is reduced and Cohen–Macaulay.

(b) For (r, s)= (n− 1, 1), the conjecture is true as we can see from Remark 3.3.

(c) The above conjecture is supported by some computer calculations that we obtained with the help of
Macaulay 2. In particular, we verified the conjecture when (r, s)= (n−2, 2)where n=5, 6, 7, 8, 9, 10
for various primes p > 2.

4. A blow-up

In what follows, we assume (r, s)= (n− 2, 2). The goal of this section is to find a semistable resolution
of the affine chart U (see Corollary 4.2).

From Corollary 3.4 we have that U ∼= Spec B where B is the quotient ring

B = OF [(xi )3≤i≤n, (yi )3≤i≤n, a, b, c]/J

and J is the ideal generated by the entries of the relation:(
a b
b c

) (
Q(x) P(x, y)

P(x, y) Q(y)

)
= 2π

(
1 0
0 1

)
,

where Q(x)= 1+
∑n

i=3 x2
i , Q(y)= 1+

∑n
i=3 y2

i and P(x, y)=
∑n

i=3 xi yi .
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Now, we will explicitly calculate the blow-up Ubl of Spec(B) along the ideal (a, b, c). By Remark 3.5,
Ubl is the blow-up of U along the smooth subscheme U ∩ τ−1(t3). Let ρ : Ubl

→ U be the blow-up
morphism. Define

U ′ := Proj(B[t1, t2, t3]/J ′)

where

J ′ = (t1 Q(x)− t3 Q(y), t2 Q(y)+ t1 P(x, y), t2 Q(x)+ t3 P(x, y), at2− bt1, at3− ct1, bt3− ct2).

By definition, Ubl is a closed subscheme of the projective Spec(B)-scheme U ′ (as the blow-up Ubl may
be, a priori, cut out by more equations). In fact, as a result of our analysis we will see that Ubl

= U ′.

Proposition 4.1. (a) U ′ has semistable reduction over OF .

(b) The closed immersion Ubl
→ U ′ is an isomorphism.

Proof. There are three affine patches that cover U ′: For t1 = 1 the affine open chart is given by
V (J1)= Spec R1/J1 where R1 = OF [(xi )3≤i≤n, (yi )3≤i≤n, a, t2, t3] and

J1 = (t2 Q(y)+ P(x, y), Q(x)− t3 Q(y), a(Q(x)+ t2 P(x, y))− 2π).

We will show that the scheme V (J1) has semistable reduction over OF . It suffices to prove that V (J1) is
regular and its special fiber is reduced with smooth irreducible components that have smooth intersections
with correct dimensions. First we observe that

J1 = (t2 Q(y)+ P(x, y), Q(x)− t3 Q(y), a(t3− t2
2 )Q(y)− 2π).

Over the special fiber (π = 0) we have V (J 1)= Spec R1/J 1 where

J 1 = (t2 Q(y)+ P(x, y), Q(x)− t3 Q(y), a(t3− t2
2 )Q(y))

and R1 = k[(xi )3≤i≤n, (yi )3≤i≤n, a, t2, t3]. Let V (Ii )= Spec R1/Ii of dimension 2(n− 2), where

I1 = (a, t2 Q(y)+ P(x, y), Q(x)− t3 Q(y)),

I2 = (t3− t2
2 , t2 Q(y)+ P(x, y), Q(x)− t2

2 Q(y)),

I3 = (Q(y), P(x, y), Q(x)).

We can easily see that
V (J 1)= V (I1)∪ V (I2)∪ V (I3).

Using the Jacobi criterion we see that V (Ii ) are smooth and that their intersections

I1+ I2 = (a, t3− t2
2 , t2 Q(y)+ P(x, y), Q(x)− t2

2 Q(y)),

I1+ I3 = (a, Q(y), P(x, y), Q(x)),

I2+ I3 = (t3− t2
2 , Q(y), P(x, y), Q(x)),

I1+ I2+ I3 = (a, t3− t2
2 , Q(y), P(x, y), Q(x)),
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are also smooth and with the correct dimensions. By the above, we get that V (Ii ) are the smooth
irreducible components of V (J 1).

Now, we prove that the special fiber of V (J1) is reduced by showing that

J 1 = I1 ∩ I2 ∩ I3.

Recall that J 1 = (m1,m2, a(t3 − t2
2 )Q(y)) where m1 := t2 Q(y)+ P(x, y) and m2 := Q(x)− t3 Q(y).

Clearly, J 1 ⊂ I1 ∩ I2 ∩ I3. Let g ∈ I1 ∩ I2 ∩ I3. Thus, g ∈ I1 and

g = f1a+ f2m1+ f3m2 ≡ f1a mod J 1

for fi ∈ R1. Also, g ∈ I2 and so f1a ∈ I2. I2 is a prime ideal and a /∈ I2. Thus, f1 ∈ I2 and

f1 = h1(t3− t2
2 )+ h2m1+ h3m2 ≡ h1(t3− t2

2 ) mod J 1

for hi ∈ R1. Lastly, g ∈ I3 and from the above we obtain h1 ∈ I3 as a, (t3− t2
2 ) /∈ I3. Thus,

h1 = k1 Q(y)+ k2 P(x, y)+ k3 Q(x)≡ Q(y)(k1− k2t2+ k3t3) mod J 1

for ki ∈ R1. Therefore, g ≡ a(t3 − t2
2 )Q(y)(k1 − k2t2 + k3t3) ≡ 0 mod J 1 and so g ∈ J 1. Hence,

J 1 = I1 ∩ I2 ∩ I3.
Next, we can easily see that the ideals I1, I2, I3 are principal over V (J1). In particular, for I1 we have

I1 = (a), for I2 we have I2 = (t3− t2) and for I3 we get I3 = (Q(y)). From the above we deduce that
V (J1) is regular; see [Hartl 2001, Remark 1.1.1].

From all the above discussion we deduce that V (J1) has semistable reduction over O . By symmetry,
we get similar results for t3 = 1.

For t2 = 1, the affine open chart is given by V (J2)= Spec R2/J2 where

R2 = OF [(xi )3≤i≤n, (yi )3≤i≤n, b, t1, t3]

and

J2 = (Q(y)+ t1 P(x, y), Q(x)+ t3 P(x, y), b(1− t1t3)P(x, y)− 2π).

To show that V (J2) has semistable reduction one proceeds exactly as above. In this case, the special fiber
of V (J2) is isomorphic to Spec R2/J 2 where

J 2 = (Q(y)+ t1 P(x, y), Q(x)+ t3 P(x, y), b(1− t1t3)P(x, y))

and R2 = k[(xi )3≤i≤n, (yi )3≤i≤n, b, t1, t3]. Let V (I ′i )= Spec R2/I ′i of dimension 2(n− 2), where

I ′1 = (b, Q(y)+ t1 P(x, y), Q(x)+ t3 P(x, y)),

I ′2 = (1− t1t3, Q(y)+ t1 P(x, y), Q(x)+ t3 P(x, y)),

I ′3 = (P(x, y), Q(y), Q(x)).
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and their intersections

I ′1+ I ′2 = (b, 1− t1t3, Q(y)+ t1 P(x, y), Q(x)+ t3 P(x, y)),

I ′1+ I ′3 = (b, Q(y), P(x, y), Q(x)),

I ′2+ I ′3 = (1− t1t3, Q(y), P(x, y), Q(x)),

I ′1+ I ′2+ I ′3 = (b, 1− t1t3, Q(y), P(x, y), Q(x)).

As in the case t1 = 1, by using the Jacobi criterion we see that the irreducible components V (I ′i ) are
smooth and they intersect transversely. Also, by a similar argument as above we can easily see that V (J2)

is regular and its special fiber is reduced. Now, the semistability of V (J2) follows.
By the above, we conclude that U ′ is regular, of relative dimension 2(n−2), that U ′ is OF -flat and that

its special fiber is a reduced divisor with normal crossings. This shows part (a). Let us show part (b). The
blow-up Ubl is a closed subscheme of U ′. By the above, U ′ is integral of dimension 2(n− 2). However,
the dimension of the blow-up Ubl is also 2(n− 2). Indeed, on one hand Ubl is a closed subscheme of U ′

while on the other hand it is birational to Spec(B). We deduce that Ubl
= U ′ which is the claim in (b). □

As a consequence of the above proposition we obtain:

Corollary 4.2. The morphism ρ : Ubl
→ U is a semistable resolution, i.e., Ubl has semistable reduction

over OF .

Proof. It follows from part (a) and (b) of Proposition 4.1. □

Remark 4.3. From the proof of Proposition 4.1 we obtain that the special fiber of Ubl has three irreducible
components. In fact, we explicitly describe the equations defining these irreducible components over the
three affine patches that cover Ubl. It is then easy to see that the exceptional locus of ρ : Ubl

→ U is the
irreducible component of the special fiber of Ubl

Proj
(

k[(xi )3≤i≤n, (yi )3≤i≤n][t1, t2, t3]
(t1 Q(x)− t3 Q(y), t2 Q(y)+ t1 P(x, y), t2 Q(x)+ t3 P(x, y))

)
that corresponds to V (I1) and V (I ′1) for the affine patches t1 = 1 and t2 = 1 respectively.

5. A resolution for the local model

We use the notation from Section 2. In particular, recall the morphism

τ :M→M∧⊗O OF

and the following isomorphisms over the generic fiber

M⊗ F ∼=M∧⊗ F ∼=Mloc
⊗ F. (5.1)

Let Z = τ−1(t3) be the smooth G-invariant subscheme of dimension 2(n− 2), which is supported in
the special fiber. (Recall from Section 2 that t3 is the worst point of M∧ and τ−1(t3)∼= Gr(2, n)⊗ k.)
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We consider the blow-up of M along the subscheme Z . This gives a G-birational projective morphism

rbl
:Mbl

→M

which induces an isomorphism on the generic fibers.

Theorem 5.1. The scheme Mbl is regular and has special fiber a reduced divisor with normal crossings.

Proof. From Proposition 3.7 we have that the G-translates of U cover M and since rbl is G-equivariant
we obtain that the G-translates of the open Ubl

= (rbl)−1(U)⊂Mbl cover Mbl. Therefore, it is enough to
show the conclusion of the theorem for the blow-up Ubl of U at the ideal (a, b, c) and by Corollary 4.2
the proof of the theorem follows. □

Remark 5.2. It would be useful to have a simple moduli-theoretic description of the blow-up Mbl similar
in spirit to the description of M given in Section 2.

We just proved that Mbl has semistable reduction, and is therefore flat over OF . Combining all the
above we have

Mbl rbl
−→M τ

−→M∧⊗O OF

which factors through Mloc
⊗O OF ⊂M∧⊗O OF because of flatness; the generic fiber of all of these is

the same as we can see from (5.1). Then, we obtain that Mbl
→Mloc

⊗O OF is a G-equivariant birational
projective morphism.

6. Application to Shimura varieties

6A. Unitary Shimura data. We now discuss some Shimura varieties to which we can apply these results.
We follow [Pappas and Rapoport 2009, Section 1.1] for the description of the unitary Shimura varieties;
see also [Pappas 2000b, Section 3].

Let F0 be an imaginary quadratic field and fix an embedding ϵ : F0 ↪→C. Let O be the ring of integers
of F0 and denote by a 7→ ā the nontrivial automorphism of F0. Assuming n > 3, we let W = Fn

0 be a
n-dimensional F0-vector space, and we suppose that φ :W ×W → F0 is a nondegenerate hermitian form.
Set WC = W ⊗F0,ϵ C. Choosing a suitable isomorphism WC

∼= Cn we may write φ on WC in a normal
form φ(w1, w2)=

t w̄1 Hw2 where

H = diag(−1, . . . ,−1, 1, . . . , 1).

We denote by s (resp. r ) the number of places, where −1, (resp. 1) appears in H . We will say that φ has
signature (r, s). By replacing φ by −φ if needed, we can make sure that s ≤ r and so we assume that
s ≤ r . Let J :WC→WC be the endomorphism given by the matrix −

√
−1H . We have J 2

=− id and so
the endomorphism J gives an R-algebra homomorphism h0 : C→ EndR(W ⊗Q R) with h0(

√
−1)= J

and hence a complex structure on W ⊗Q R=WC. For this complex structure we have

TrC(a;W ⊗Q R)= s · ϵ(a)+ r · ϵ(a), a ∈ F0.
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Denote by E the subfield of C which is generated by the traces above (the “reflex field”). We have that
E = Q if r = s and E = F0 otherwise. The representation of F0 on W ⊗Q R with the above trace is
defined over E , i.e., there is an n-dimensional E-vector space W0 on which F0 acts such that

TrE(a;W0)= s · a+ r · ā

and such that W0⊗E C together with the above F0-action is isomorphic to W ⊗Q R with the F0-action
induced by ϵ : F0 ↪→ C and the above complex structure.

Next, fix a nonzero element a ∈ F0 with ā =−a and set

ψ(x, y)= TrF0/Q(a
−1φ(x, y))

which is a nondegenerate alternating form W ⊗Q W →Q. This satisfies

ψ(av,w)= ψ(v, āw), for all a ∈ F0, v, w ∈W.

By replacing a by −a, we can make sure that the symmetric R-bilinear form on WC given by ψ(x, J y)
for x, y ∈WC is positive definite. Let G be the reductive group over Q which is given by

G(Q)= {g ∈ GLF0(W ) | ψ(gv, gw)= c(g)ψ(v,w), c(g) ∈Q×}.

The group G can be identified with the unitary similitude group of the form φ. Set

GU (r, s) := {A ∈ GLn(C) |
t AH A− = c(A)H, c(A) ∈ R×}.

By the above, the embedding ϵ : F0 ↪→ C induces an isomorphism G(R) ∼= GU (r, s). We define a
homomorphism h : ResC/R Gm,C→ GR by restricting h0 to C×. Then h(a) for a ∈ R× acts on W ⊗Q R

by multiplication by a and h(
√
−1) acts as J . Consider hC(z, 1) : C×→ G(C)∼= GLn(C)×C×. Up to

conjugation hC(z, 1) is given by

µr,s(z)= (diag(z(s), 1(r)), z);

this is a cocharacter of G defined over the number field E . Denote by Xh the conjugation orbit of h(i)
under G(R). The pair (G, h) gives rise to a Shimura variety Sh(G, h) which is defined over the reflex
field E .

6B. Unitary integral models. We continue with the notations and assumptions of the previous paragraph.
In particular, we take G = GUn and X = Xh above that define the unitary similitude Shimura datum
(G, X). Assume that (r, s)= (n− 2, 2).

Assume that p is an odd prime number and is ramified in F0. Let F1= F0⊗Qp and V =W⊗Q Qp. We
fix a square root π of p and we set k = Fp. In addition, we assume that the hermitian form φ on V is split.
This means that there exists a basis e1, . . . , en of V such that φ(ei , en+1− j ) = δi j for i, j ∈ {1, . . . , n}.
We denote by 3 the standard lattice On

⊗Z Zp in V . Denote by K the stabilizer of 3 in G(Qp).
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We let L be the self-dual multichain consisting of {π k3}k∈Z. Here G = Aut(L) is the group scheme
over Zp with K = G(Zp) the subgroup of G(Qp) fixing the lattice chain L. Denote by K ◦ the neutral
component of K . As in Section 2, when n is odd K = K ◦ and when n is even K/K ◦ ≃ Z/2Z.

Choose also a sufficiently small compact open subgroup K p of the prime-to-p finite adelic points
G(Ap

f ) of G and set K = K p K and K ′ = K p K ◦. As was observed in [Pappas and Rapoport 2009,
Section 1.3], the Shimura varieties ShK ′(G, X) and ShK (G, X) have isomorphic geometric connected
components. Therefore, from the point of view of constructing reasonable integral models, we may
restrict our attention to ShK (G, X); since K corresponds to a lattice set stabilizer, this Shimura variety is
given by a simpler moduli problem. The Shimura variety ShK (G, X) with complex points

ShK (G, X)(C)= G(Q)\X ×G(A f )/K

is of PEL type and has a canonical model over the reflex field E . We set O = OEv where v the unique
prime ideal of E above (p).

We consider the moduli functor Anaive
K over SpecO given in [Rapoport and Zink 1996, Definition 6.9]:

A point of Anaive
K with values in the SpecO-scheme S is the isomorphism class of the following set of

data (A, λ, η):

(1) An L-set of abelian varieties A = {A3}.

(2) A Q-homogeneous principal polarization λ of the L-set A.

(3) A K p-level structure

η : H1(A,A
p
f )≃W ⊗A

p
f mod K p

which respects the bilinear forms on both sides up to a constant in (Ap
f )
×; see [loc. cit.] for details.

The set A should satisfy the determinant condition (i) of [loc. cit.].

For the definitions of the terms employed here we refer to [6.3–6.8] and [Pappas 2000b, Section 3].
The functor Anaive

K is representable by a quasiprojective scheme over O. Since the Hasse principle is
satisfied for the unitary group, we can see as in [loc. cit.] that there is a natural isomorphism

Anaive
K ⊗O Ev = ShK (G, X)⊗E Ev.

As is explained in [Rapoport and Zink 1996] and [Pappas 2000b] the naive local model Mnaive is
connected to the moduli scheme Anaive

K via the local model diagram

Anaive
K

ψ1
←− Ãnaive

K
ψ2
−→Mnaive

where the morphism ψ1 is a G-torsor and ψ2 is a smooth and G-equivariant morphism. Therefore, there is
a relatively representable smooth morphism

Anaive
K → [G\Mnaive

]

where the target is the quotient algebraic stack.



Semistable models for some unitary Shimura varieties over ramified primes 1733

As we mentioned in Section 2, the scheme Mnaive is never flat and by the above, the same is true for
Anaive

K . Denote by Aflat
K the flat closure of ShK (G, X)⊗E Ev in Anaive

K . Recall from Section 2 that the
flat closure of Mnaive

⊗O Ev in Mnaive is by definition the local model Mloc. By the above we can see,
as in [Pappas and Rapoport 2009], that there is a relatively representable smooth morphism of relative
dimension dim(G),

Aflat
K → [G\M

loc
].

This of course implies imply that Aflat
K is étale locally isomorphic to the local model Mloc.

One can now consider a variation of the moduli of abelian schemes Aspl
K where we add in the moduli

problem an additional subspace in the Hodge filtration Fil0(A)⊂ H 1
dR(A) of the universal abelian variety

A (see [Haines 2005, Section 6.3] for more details) with certain conditions to imitate the definition of the
splitting local model M. Aspl

K associates to an OF1-scheme S the set of isomorphism classes of objects
(A, λ, η,F0). Here (A, λ, η) is an object of Anaive

K (S). Set F1 := Fil0(A). The final ingredient F0 of an
object of Aspl

K is the subspace F0 ⊂F1 ⊂ H 1
dR(A) of rank s which satisfies the following conditions:

(t +π)F1 ⊂F0, (t −π)F0 = (0).

There is a forgetful morphism

τ :Aspl
K →Anaive

K ⊗O OF1

defined by (A, λ, η,F0) 7→ (A, λ, η). Moreover, Aspl
K has the same étale local structure as M; it is a

“linear modification” of Anaive
K ⊗O OF1 in the sense of [Pappas 2000b, Section 2]; see also [Pappas and

Rapoport 2005, Section 15]. Also we want to mention that under the local model diagram the subspace
F1 corresponds to F1 of (F0,F1) ∈M.

Theorem 6.1. For every K p as above, there is a scheme Abl
K , flat over Spec(OF1), with

Abl
K ⊗OF1

F1 = ShK (G, X)⊗E F1,

and which supports a local model diagram

Ãbl
K (G, X)

Abl
K Mbl

π
reg
K q reg

K (6B.1)

such that:

(a) π reg
K is a G-torsor for the parahoric group scheme G that corresponds to K p.

(b) q reg
K is smooth and G-equivariant.

(c) Abl
K is regular and has special fiber which is a reduced divisor with normal crossings.
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Proof. By the above, we have

Ãspl
K

Aspl
K M

πK qK (6B.2)

with πK a G-torsor and qK smooth and G-equivariant. We set

Ãbl
K = Ãspl

K ×M Mbl

which carries a diagonal G-action. Since Mbl
→M is given by a blow-up, is projective, and we can see

[Pappas 2000b, Section 2] that the quotient

π
reg
K : Ã

bl
K →Abl

K := G\Ãbl
K (G, X)

is represented by a scheme and gives a G-torsor. (This is an example of a linear modification, see [Pappas
2000b, Section 2].) In fact, since blowing-up commutes with étale localization, Abl

K is the blow-up of
Aspl

K along the locus of its special fiber where tF1 = 0. The projection gives a smooth G-morphism

q reg
K : Ã

bl
K →Mbl

which completes the local model diagram. Property (c) follows from Theorem 5.1 and properties (a) and
(b) which imply that Abl

K and Mbl are locally isomorphic for the étale topology. □

Corollary 6.2. Abl
K is the blow-up of Aspl

K along the locus of its special fiber where the deRham filtration
F1 = Fil0(A) is annihilated by the action of the uniformizer π .

Proof. It follows from the proof of the above theorem. □

Remarks 6.3. (1) From the above discussion, we can obtain a semistable integral model for the Shimura
variety ShK ′(G, X) where K ′ = K p K ◦. In this case, the corresponding local models Mloc of
ShK ′(G, X) agree with the Pappas–Zhu local models MK ◦(G, µr,s) for the local model triples
(G, {µr,s}, K ◦); see [Pappas and Zhu 2013, Theorem 1.2] and [Pappas and Zhu 2013, Section 8] for
more details.

(2) Similar results can be obtained for corresponding Rapoport–Zink formal schemes; see [He et al.
2020, Section 4] for an example of this parallel treatment.
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A unipotent realization
of the chromatic quasisymmetric function

Lucas Gagnon

We realize two families of combinatorial symmetric functions via the complex character theory of the finite
general linear group GLn(Fq): chromatic quasisymmetric functions and vertical strip LLT polynomials.
The associated GLn(Fq) characters are elementary in nature and can be obtained by induction from certain
well-behaved characters of the unipotent upper triangular groups UTn(Fq). The proof of these results also
gives a general Hopf algebraic approach to computing the induction map. Additional results include a
connection between the relevant GLn(Fq) characters and Hessenberg varieties and a reinterpretation of
known theorems and conjectures about the relevant symmetric functions in terms of GLn(Fq).

1. Introduction

The chromatic symmetric function sits at a nexus of disparate areas of mathematics. At face value,
this symmetric function encodes the coloring problem of a graph as an analogue of the chromatic
polynomial [40]. However, through a well-known equivalence between the ring of symmetric functions
and the representation theory of the symmetric groups (see, e.g., [35]), some chromatic symmetric
functions are also complex characters of the symmetric group [21]. By way of a t-analogue known as the
chromatic quasisymmetric function, Brosnan and Chow [10] and Guay-Paquet [25] independently proved
that the characters corresponding to indifference graphs are afforded by symmetric group representations
on the cohomology rings of regular semisimple Hessenberg varieties, as predicted by a conjecture of
Shareshian and Wachs [39]. Thus, certain questions about graphs, representation theory, and algebraic
geometry coincide in the combinatorics of these symmetric functions, and vice versa.

At about the same time, a sequence of superficially unrelated developments occurred in the character
theory of the group of unipotent upper triangular matrices UTn over a finite field Fq . Unlike the symmetric
group, the conjugacy classes and irreducible characters of UTn are exceptionally complicated and
cannot be described with modern combinatorial tools [26]. However, beginning with the work of
André [8], a theory of well-behaved reducible characters — known a supercharacters — has developed,
leading to a combinatorial representation theory of UTn without irreducible characters, as in [3; 4]. A
recent example given by Aliniaeifard and Thiem [7] constructs supercharacters which are imbued with
Catalan combinatorics coming from a family of normal subgroups of UTn . These same subgroups and
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supercharacters will appear in this paper, where they will be indexed by indifference graphs using a
canonical bijection between Catalan-enumerated objects.

This paper uses the representation theory of the general linear group GLn over Fq to establish a
connection between the supercharacter theory of UTn and the chromatic (quasi)symmetric function. Both
UTn and its subgroups are contained in GLn . The main result, Theorem 3.1, shows that up to a factor of
(q − 1)n , inducing the trivial character from each of these subgroups gives a map{

indifference graph
indexed subgroups

}
IndGLn

(−) (1)
−−−−−→

{
chromatic quasisymmetric functions for
indifference graphs evaluated at t = q

}
,

using an implicit identification between characters of GLn with unipotent support and symmetric functions
coming from the Hall algebra; more details can be found in Section 3. This result is a GLn(Fq)-analogue
of the Brosnan–Chow–Guay-Paquet theorem, in which cohomology rings are replaced by a permutation
representation on the cosets of certain unipotent subgroups.

The remaining sections of the paper explore the implications of the main result for the theory of
chromatic quasisymmetric functions. Many of these consequences are reminiscent of consequences of
the Brosnan–Chow–Guay-Paquet theorem. Along with Theorem 3.1 itself, these similarities come as a
surprise, especially since the association between characters of GLn and symmetric functions used above
is markedly different from the classical association for the symmetric groups. Intuition notwithstanding,
each result appears to be straightforward, or even inevitable once the right perspective is achieved.

Section 4 relates Theorem 3.1 to the study of Hessenberg varieties, but not the ones appearing in the
Brosnan–Chow–Guay-Paquet theorem. Instead, the values of the GLn characters in Theorem 3.1 count
the points of a nilpotent Hessenberg variety over Fq associated to an ad-nilpotent ideal. The analogous
complex Hessenberg varieties have been studied by Precup and Sommers [38], who found an independent
connection to the chromatic quasisymmetric function via Poincaré polynomials. Corollary 4.5 links these
results by showing that the Poincaré polynomials for certain complex Hessenberg varieties also count the
points of the corresponding Hessenberg variety over Fq .

The chromatic quasisymmetric functions of indifference graphs are also closely related to another
family of symmetric functions known as unicellular LLT polynomials [11] (see also [28]), and Section 5
reframes this relationship as a GLn representation theoretic one. There is a second, more standard
realization of symmetric functions as unipotent characters of GLn , and up to a twist by the involution ω,
Theorem 5.1 gives a map{

indifference graph
indexed subgroups

}
projunipotent ◦ IndGLn

(−) (1)
−−−−−−−−−−−−→

{
unicellular LLT polynomials

evaluated at t = q

}
,

where projunipotent is the operation which replaces a character of GLn with the sum of its irreducible
unipotent constituents. In fact, by applying the composite map to additional characters of UTn — including
supercharacters — Theorem 5.1 finds the larger family of vertical strip LLT polynomials as unipotent
characters of GLn . These symmetric functions are known to appear in the representation theory of
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quantum groups [34], affine Hecke algebras [23], and the symmetric groups [25; 28], but this is their first
appearance in the representation theory of GLn .

Finally, both chromatic quasisymmetric functions and LLT polynomials are the subject of “positivity
conjectures” which are at least partially open. Such a conjecture postulates that when a particular
symmetric function is expressed in a chosen basis, the coefficient of each basis element will be a
polynomial in t with nonnegative coefficients. For chromatic quasisymmetric functions, the modified
Stanley–Stembridge conjecture [39, Conjecture 1.3] (see also [42]) concerns the elementary basis, and
is almost entirely open. For LLT polynomials, positivity in the Schur basis has been established by
Grojnowski and Haiman [23], but no “positive” combinatorial formula is known in general [27]. Section 6
describes the meaning of these conjectures — and one more, recently resolved by D’Adderio [13] and
Alexandersson and Sulzgruber [6] — in GLn representation theory. This does not lead to immediate
progress on any conjecture, but it may be a useful guide for future work.

The method of proof for Theorems 3.1 and 5.1 may also be of independent interest. At a high level,
I am able to translate Guay-Paquet’s proof in [25] into the (super)character theory of UTn and GLn in
such a way that both results follow immediately. However, this translation also gives a more general
Hopf algebraic conduit from the combinatorial representation theory of UTn to that of GLn . Since
matters of UTn character theory are usually very difficult, the tractability of this approach alone is a
significant development. These results begin to answer lingering questions from [3] about the Hopf
algebraic enumerative invariants of certain supercharacters of UTn .

A short summary of the aforementioned framework and the machinery of [25] is given in this paragraph.
In [2], Aguiar, Bergeron, and Sottile constructively classify all Hopf algebra homomorphisms from an
arbitrary Hopf algebra to the Hopf algebra of symmetric functions Sym using linear functionals of the
domain. This generalizes Zelevinsky’s theory of PSH algebras, which completely describes the character
theory of GLn by constructing a collection of homomorphisms from a Hopf algebra cf(GL•) of GLn-class
functions to Sym. In [19], I construct an analogous Hopf algebra cf(UT•) on the class functions of
UTn , and show that induction IndGLn

UTn
induces a Hopf algebra homomorphism to cf(GL•). By composing

induction with any of Zelevinsky’s maps to Sym, the classification of [2] can be used to describe the
induction map itself, and Theorems 3.8 and 5.11 do so. The classification of [2] was also used in [25] to
construct the chromatic quasisymmetric function using a Hopf algebra structure on Hessenberg varieties,
and I show that this coincides with induction of Catalan supercharacters and related objects.

This Hopf algebraic approach builds on the previously understood relationship between the combina-
torics of unipotent subgroups and of finite groups of Lie type, including GLn [9; 22; 32; 45]. Future work
should continue to push this connection: it may be possible to transplant some of the framework in this
paper and [19] into other Lie types. In doing so, one might find the generalized LLT polynomials defined
in [23], yet-to-be-discovered variants of the chromatic quasisymmetric function, and more nilpotent
Hessenberg varieties.

The remainder of the paper is organized as follows. Section 2 describes the general background material
for the paper. Section 3 concerns Theorem 3.1 and the chromatic quasisymmetric function, and Section 4
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relates these results to Hessenberg varieties. Section 5 concerns Theorem 5.1 and the vertical strip LLT
polynomial, and is essentially independent of Sections 3 and 4. Finally, Section 6 connects my results to
various positivity conjectures.

2. Preliminaries

This section gives the shared preliminary material for Sections 3 and 5. This includes definitions of each
of the relevant Hopf algebras, background material from representation theory and combinatorics, and a
short review of the theory of combinatorial Hopf algebras.

2A. Hopf algebras and (quasi)symmetric functions. This section will describe the Hopf algebras of
quasisymmetric and symmetric functions, and their role as universal objects in the theory of combinatorial
Hopf algebras. Throughout this paper, the term “Hopf algebra” will refer to a graded connected Hopf
algebra over the field of complex numbers C, and all homomorphisms and sub-Hopf algebras are graded.

A composition of n ∈ Z≥0 is a finite (possibly empty) sequence of positive integers α = (α1, . . . , αk)

with α1+ · · ·+αk = n. Call each αi a part of α, and write ℓ(α)= k for the number of parts of α. The
monomial quasisymmetric function associated to the composition α is

Mα =

∑
i1<···<iℓ(α)

xα1
i1

xα2
i2
· · · xαℓ(α)iℓ(α) ∈ C[[x]].

where x = {x1, x2, . . .} is an infinite, totally ordered set of commuting indeterminates. The Hopf algebra
of quasisymmetric functions is the graded commutative, noncocommutative Hopf algebra

QSym= C -span{Mα | α is a composition}.

The product of QSym is inherited from C[[x]] and the coproduct is given by deconcatenation:

1(Mα)=
∑

ℓ(α)≥k≥0

M(α1,...,αk)⊗M(αk ,...,αℓ(α)).

A partition of n is a composition of n is with nonincreasing parts. Let

P =
⊔
n≥0

P(n) with P(n)= {partitions of n}.

The Hopf algebra of symmetric functions is the cocommutative sub-Hopf algebra

Sym= C -span{mλ | λ ∈ P} ⊆QSym with mλ =

∑
sort(α)=λ

Mα,

where sort(α) denotes the partition obtained by listing the parts of α in nonincreasing order.
Three additional bases of Sym will be used in later sections. The first basis consists of the elementary

symmetric functions {eλ | λ ∈ P} defined by

eλ = eλ1 · · · eλℓ where ek = m(1k).
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The second basis comprises the Schur functions {sλ | λ ∈ P}, which I will not define; see [35, I.3]. The
final basis consists of the Hall–Littlewood elements Pλ(x; t) [35, III.2], which are discussed further in
Section 3A.

The antipode of Sym acts as (−1)nω on the n-th graded component, where ω is the involutive
automorphism of Sym defined in [35, I.4], given by ω(sλ)= sλ′ , where λ′ denotes the transpose partition
of λ: (λ′)i = #

{
j ∈ [ℓ(λ)] | λ j ≥ i

}
for 1≤ i ≤ λ1.

2A1. Combinatorial Hopf algebras. This section will give an abridged description of the framework for
classifying Hopf algebra homomorphisms to QSym established in [2]. The original result also includes an
explicit formula for any such map, which is omitted from this paper as the relevant maps are already known.

A combinatorial Hopf algebra (CHA) is a pair (H, ζ ) where H is a Hopf algebra and ζ : H → C is
an algebra homomorphism, which will be called a zeta function in order to avoid confusion with group
characters. An important example of a CHA is QSym with the first principal specialization,

(QSym, ps1) with ps1 :QSym→ C, Mα 7→

{
1 if ℓ(α)≤ 1,
0 otherwise.

Remark 2.1. The name “first principal specialization” comes from the fact that ps1 is equivalent to
specializing x1 = 1 and xi = 0 for i > 1 in any quasisymmetric function.

A CHA morphism between combinatorial Hopf algebras (H, ζ ) and (H ′, ζ ′) is a graded Hopf algebra
homomorphism 9 : H → H ′ for which ζ = ζ ′ ◦9. For example, the inclusion of Sym into QSym gives
a CHA morphism (Sym, ps1)→ (QSym, ps1).

Theorem 2.2 [2, Theorem 4.1]. Let (H, ζ ) be a combinatorial Hopf algebra. There is a unique CHA
morphism

cano : (H, ζ )→ (QSym, ps1).

A consequence of Theorem 2.2 is that for every Hopf algebra H , there is a bijection

{homomorphisms H →QSym} ←→ {combinatorial Hopf algebras (H, ζ )},

9 7→ (H, ps1 ◦9), cano←[ (H, ζ ),

where cano refers to the Hopf algebra homomorphisms underlying the CHA morphism in Theorem 2.2.
This paper will frequently appeal to this bijective interpretation.

2B. Dyck paths and related objects. The results of this paper build on the combinatorics of Dyck paths,
indifference graphs, and Schröder paths, each of which are described in this section.

A Dyck path of size n ≥ 0 is a lattice path consisting of 2n steps east E = (1, 0) and south S = (0,−1)
from (0, 0) to (n,−n) which does not go below the main diagonal y =−x . Let

D =
⊔
n≥0

Dn with Dn = {Dyck paths of size n}.
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For example,

= (EESESS) ∈ D3. (2.3)

It is well known that the size of Dn is the n-th Catalan number, 1
n+1

(2n
n

)
; see, for instance, [41].

An indifference graph of size n ≥ 0 is a simple, undirected graph γ with vertex set [n] = {1, . . . , n}
and edge set E(γ ) satisfying

for each {i < l} ∈ E(γ ), {{ j, k} | i ≤ j < k ≤ l} ⊆ E(γ ).

The empty graph on ∅ is the unique indifference graph of size zero. Let

IG =
⊔
n≥0

IGn with IGn = {indifference graphs on [n]}.

For example,

γ =
1 2 3 4

∈ IG4 but σ =
1 2 3 4

/∈ IG4,

as {1, 4} ∈ E(σ ) but {3, 4} /∈ E(σ ).
There is a size-preserving bijection between Dyck paths and indifference graphs. Label the unit squares

above y =−x in the fourth quadrant of Z×Z by edges so that the square with lower right corner ( j,−i)
is labeled by {i, j}; for example,

{1,2} {1,3}

{2,3}

shows the first three of these unit squares with their labels. For any Dyck path π , let

Area(π)= {{i, j} | the unit square {i, j} is below π}

and if π has size n, define the graph of π to be

Graph(π)= ([n],Area(π)).

For example, taking the Dyck path in (2.3),

Area


= {{1, 2}, {2, 3}} and Graph


= 1 2 3

. (2.4)

Proposition 2.5 [41, Solution 187]. For n ≥ 0, the map π 7→ Graph(π) is a bijection from Dn to IGn .

Remark 2.6. Both Dn and IGn also correspond to the family of integer partitions bounded termwise by
(n− 1, . . . , 2, 1) [41, Item 167]. Reflecting a Dyck path π across y =−x gives the Ferrer’s shape (in
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French notation) of such a partition, and the edges of Graph(π) are the excluded squares. For example,
the objects in (2.4) correspond to λ= (1).

A common generalization of Dyck paths will appear in Sections 5 and 6. A Schröder path of size
n ≥ 0 is a lattice path from (0, 0) to (n,−n) consisting of steps E , S, and D = (1,−1) that never goes
below the main diagonal. Thus, every Dyck path is a Schröder path, but there are more Schröder paths,
for example

= (EEDSS). (2.7)

Say that a Schröder path σ is tall if σ has no D steps along the main diagonal. Let

T S =
⊔
n≥0

T Sn with T Sn = {tall Schröder paths of size n}.

The Schröder path in (2.7) above is tall, as is any Dyck path, taken as a Schröder path. The number of
tall Schröder paths by size is given by the small Schröder numbers, [37, A001003].

Finally, for any tall Schröder path σ ∈ T S, define

Area(σ )= {{i, j} | the unit square {i, j} is completely below σ }

and

Diag(σ )= {{i, j} | σ has a diagonal step through the unit square {i, j}},

so that taking σ as in (2.7) gives Area(σ )= {{1, 2}, {2, 3}} and Diag(σ )= {{1, 3}}.

2C. Supercharacter theory. Let G be a finite group, let Irr(G) denote the irreducible complex characters
of G, and let cf(G) denote the space of complex-valued class functions on G. The set Irr(G) is an
orthonormal basis for cf(G) under the inner product ⟨ · , · ⟩ : cf(G)⊗ cf(G)→ C defined by

⟨χ,ψ⟩ =
1
|G|

∑
g∈G

χ(g)ψ(g),

where ψ(g) denotes the complex conjugate of ψ(g).
Following Diaconis and Isaacs [15], a supercharacter theory (Cl, Ch) of G comprises a set partition Cl

of G and a basis of orthogonal characters Ch for the space

scf(G)= {φ : G→ C | φ is constant on each part of Cl},

such that scf(G) contains the regular character regG . Since

regG(g)=
{
|G| if g = 1G ,
0 otherwise,

the final condition above is equivalent to {1G} ∈ Cl.
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The elements of Cl and Ch are respectively called superclasses and supercharacters. Every group has
at least one supercharacter theory, with superclasses given by conjugacy classes and supercharacters given
by irreducible characters, and in this case scf(G)= cf(G).

Each supercharacter theory of G comes with two canonical bases: the supercharacters in Ch and the
set of superclass identifier functions

{δK | K ∈ Cl} with δK (g)=
{

1 if g ∈ K ,
0 otherwise.

(2.8)

These bases are each orthogonal. For any χ ∈ scf(G), define an element χ⟩ ∈ scf(G)∗ by

χ⟩ : scf(G)→ C, ψ 7→ ⟨ψ, χ⟩, (2.9)

so that scf(G)∗ = {χ⟩ | χ ∈ scf(G)}.
The rest of the section describes a particular collection of supercharacter theories originating in the

work of Aliniaeifard and Thiem [7]. Fix a prime power q , let Fq denote the field with q elements, and let
GLn = GLn(Fq). The unipotent upper triangular group is the subgroup

UTn = {g ∈ GLn | (g− 1n)i, j ̸= 0 only if i < j}

where 1n denotes the n×n identity matrix. This group has a family of normal subgroups — called normal
pattern subgroups — indexed by indifference graphs [36, Lemma 4.1]: for γ ∈ IGn , let

UTγ = {g ∈ UTn | gi, j = 0 if {i, j} ∈ E(γ )}

where E(γ ) denotes the edge set of γ . If π ∈ Dn is the Dyck path for which γ = Graph(π), UTγ can be
visualized in terms of π : UTγ is the subset of elements of UTn with nonzero entries occurring only on
the diagonal or above the path π . For example, using the graph and Dyck path from (2.4),

UT
1 2 3

=

1
1

1
0
0 0

0 ∗
0 .

The paper [7] also shows that the set {UTγ | γ ∈ IGn} is a lattice under containment. This order is
dual to the spanning subgraph relation on IGn , in that the containment UTγ ⊆UTσ holds if and only if σ
is a spanning subgraph of γ . The top element of this lattice is UTn , corresponding to the edgeless graph
([n],∅), and |UTn : UTγ | = q |E(γ )| for all γ ∈ IGn .

The lattice structure on normal pattern subgroups partitions the set UTn into parts

UT◦γ = {g ∈ UTγ | g /∈ UTσ for any σ ⊋ γ }

for each γ ∈ IGn . Similarly, IGn indexes the parts of a partition of the set of irreducible characters
Irr(UTn) of UTn: let

ÛT◦γ = {ψ ∈ Irr(UTn) | UTγ ⊆ ker(ψ) and UTσ ̸⊆ ker(ψ) for each σ ⊋ γ }.
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for each γ ∈ IGn , and further define
χγ =

∑
ψ∈ÛT◦γ

ψ(1)ψ.

Proposition 2.10 [7, Section 3.2]. With

Ch= {UT◦γ | γ ∈ IGn} and Cl= {χγ | γ ∈ IGn},

the pair (Cl, Ch) is a supercharacter theory of UTn .

For the remainder of the paper, write δγ = δUT◦γ for the superclass identifier functions in this superchar-
acter theory. In addition to these functions and the supercharacters, the space scf(UTn) has two interesting
bases: {δ̄γ | γ ∈ IGn} and {χγ | γ ∈ IGn}, with

δ̄γ =
∑
σ⊇γ

δσ and χγ =
∑
σ⊆γ

χσ .

Remarkably, if 1 ∈ cf(UTγ ) denotes the character of the trivial representation then

χγ = IndUTn
UTγ (1)= q |E(γ )|δ̄γ , (2.11)

the character of the UTn-module C[UTn/UTγ ].

2D. Homomorphisms between Hopf algebras of class functions. In [45, III], Zelevinsky defines a
graded connected Hopf algebra on the space

cf(GL•)=
⊕
n≥0

cf(GLn),

with structure maps coming from the parabolic induction and restriction functors. The paper [19] defines
a similar Hopf structure on the spaces

scf(UT•)=
⊕
n≥0

scf(UTn) and cf(UT•)=
⊕
n≥0

cf(UTn),

in which scf(UTn) is the subspace of class functions defined in Section 2C, with scf(UT•) a sub-Hopf
algebra of cf(UT•). This section will describe several homomorphisms involving these Hopf algebras.

In [25, Section 6], Guay-Paquet defines a C[t]-Hopf algebra on the free C[t]-module C[t][IG], and
specializing t 7→ q−1 gives a Hopf algebra over C; see [19, Section 7]. Recall the basis {δ̄γ | γ ∈ IG} of
scf(UT•) defined in Section 2C.

Theorem 2.12 [19, Corollary 7.2]. The map γ 7→ δ̄γ is an isomorphism from Guay-Paquet’s specialized
Hopf algebra to scf(UT•).

A second map comes from the induction functors IndGLn
UTn
: cf(UTn)→ cf(GLn): let

IndGL
UT =

⊕
n≥0

IndGLn
UTn
: cf(UT•)→ cf(GL•). (2.13)
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Theorem 2.14 [19, Theorem 6.1]. The map IndGL
UT is a Hopf algebra homomorphism.

The homomorphism IndGL
UT also induces a linear map on dual spaces. Using the identification in (2.8),

the dual of the direct sum cf(GL•) becomes a product

cf(GL•)∗ =
∏
n≥0

cf(GLn)
∗
=

{
(χn⟩)n≥0 | χn ∈ cf(GLn)

}
.

Making the analogous identification for cf(UT•)∗ and scf(UT•)∗, Frobenius reciprocity gives that

(χn⟩)n≥0 ◦ IndGL
UT =

(
ResGLn

UTn
(χn)⟩

)
n≥0.

If ResGLn
UTn
(χn) ∈ scf(UT•) for each n ≥ 0, the same equation applies when considering each side as an

element of scf(UT•)∗.

3. The chromatic quasisymmetric function as a GLn character

This section will state and prove Theorem 3.1, following some initial context. Recall the Hopf algebras
scf(UT•) and cf(UT•) from Section 2D. The Hopf algebra of GL-class functions with unipotent support
is the image

cfuni
supp(GL•)= IndGL

UT(cf(UT•))⊆ cf(GL•).

Zelevinsky [45] has defined a Hopf algebra isomorphism p{1} : cfuni
supp(GL•)→ Sym which will be used in

the theorem; see Section 3A. Finally, for each indifference graph γ , recall the subgroup UTγ defined in
Section 2C, and let Xγ (x; t) denote the chromatic quasisymmetric function of γ in an indeterminate ‘t’,
which will be formally defined in Section 3B.

Theorem 3.1. For n ≥ 0 and γ ∈ IGn ,

IndGLn
UTγ (1)= (q − 1)n p−1

{1}(Xγ (x; q)).

I will describe briefly how the results in this section prove Theorem 3.1. Define a Hopf algebra
homomorphism c{1} : scf(UT•)→QSym as the composite map in the diagram

scf(UT•)

cfuni
supp(GL•) Sym QSym

IndGL
UT

c{1}

p{1}

∼=

inclusion

(3.2)

of Hopf algebra homomorphisms. By the transitivity of induction, the theorem is equivalent to computing
the image of the character χγ = IndUTn

UTγ (1) ∈ scf(UT•) under c{1}.
Recalling the theory of combinatorial Hopf algebras from Section 2A1, there is a unique combinatorial

Hopf algebra structure on scf(UT•) for which c{1} is a CHA morphism to (QSym, ps1), and this structure
is given by a zeta function of the Hopf algebra scf(UT•). Theorem 3.8 computes this zeta function, and
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Proposition 3.13 shows that it is essentially the same as one defined by Guay-Paquet [25]. This leads to a
formula for c{1} on the basis {δ̄γ | γ ∈ IG} of scf(UT•) from Section 2C, stated formally in Corollary 3.14:

c{1}(δ̄γ )= (q − 1)n Xγ (x; q−1) for γ ∈ IGn. (3.3)

From here, the theorem follows from an identity of Shareshian–Wachs [39]. Recalling from Section 2C
that χγ = q |E(γ )|δ̄γ , [39, Proposition 2.6] reformulates (3.3) as

c{1}(χγ )= (q − 1)nq |E(γ )|Xγ (x; q−1)= (q − 1)n Xγ (x; q).

The results used in the proof are given in the remainder of this section, which comprises two subsections.
Section 3A describes the zeta functions of the Hopf algebras cfuni

supp(GL•) and scf(UT•) needed to make
Diagram (3.2) a diagram of combinatorial Hopf algebras. Then, Section 3B uses results from [25] and
Section 2 to describe the chromatic quasisymmetric function as the image of a CHA morphism from
scf(UT•) and subsequently shows that up to a power of (q − 1) this map coincides with c{1}.

3A. Factoring c{1} through cfuni
supp(GL•). This section describes the Hopf algebra cfuni

supp(GL•) and its
isomorphism with Sym.

An element g ∈ GLn is called unipotent if g− 1n is nilpotent. There is a canonical indexing of the
unipotent GLn-conjugacy classes by partitions; this is stated without proof in [45, 10.1] so a bit more detail
has been included here. The Jordan canonical form of an element g ∈ GLn is defined over any field that
contains every root of the characteristic polynomial of g. Assuming that g is unipotent, the characteristic
polynomial is (t − 1)n , so the Jordan canonical form of g is defined over Fq . The Jordan matrices
corresponding to (t − 1)n are naturally indexed by partitions of n: λ= (λ1, λ2, . . . , λℓ) corresponds to

Jλ =


Jλ1 0 · · · 0
0 Jλ2 · · · 0
...

...
. . .

...

0 0 · · · Jλℓ

 with Jk =


1 1 0 · · · 0
0 1 1 · · · 0
...
...
...
. . .

...

0 0 0 · · · 1

 .
Thus, if we write Oλ for the GLn conjugacy class of Jλ, the set of unipotent elements of GLn is partitioned
by the conjugacy classes {Oλ | λ ∈ Pn}.

This shows that an element of GLn is unipotent if and only if it is conjugate to an element of UTn(Fq),
so that the sub-Hopf algebra cfuni

supp(GL•) from Section 3 is exactly

cfuni
supp(GL•)=

⊕
n≥0

{ψ ∈ cf(GLn) | ψ(h)= 0 for h ∈ GLn not unipotent},

the space of GL-class functions with support only on unipotent elements. This fact is the source of the
notational choice “cfuni

supp”.
The preceding paragraphs demonstrate that cfuni

supp(GL•) has a P-indexed basis of identifier functions
δλ = δOλ

for unipotent conjugacy classes,

cfuni
supp(GL•)= C -span{δλ | λ ∈ P}.
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Zelevinsky [45, 10.13] (see also [35, IV.4.1]) constructs a graded Hopf algebra isomorphism

p{1} : cfuni
supp(GL•)→ Sym, δλ 7→ P̃λ(x; q)= q−n(λ)Pλ(x; q−1), (3.4)

where n(λ)=
∑λ1

i=1

(λ′i
2

)
, Pλ(x; t) is an element of the Hall–Littlewood ‘P’ basis of Sym[t] defined in

[35, III.2], and we have specialized t = q−1.
In the framework of Theorem 2.2, the isomorphism p{1} is equivalent to a zeta function of cfuni

supp(GL•).
This datum was also determined by Zelevinsky in [45]. The regular unipotent elements of GLn are the
members of the conjugacy class O(n). Using the notation of Section 2D, define a linear functional

δ∗(•)⟩ = (δ
∗

(n)⟩)n≥0 ∈ cf(GL•)∗ with δ∗(n)⟩ =
δ(n)⟩

⟨δ(n), δ(n)⟩
,

so that for ψ ∈ cf(GLn), the value of δ∗(•)⟩(ψ) is the value of ψ at any regular unipotent element, ψ(J(n)).
By embedding cfuni

supp(GL•) into cf(GL•), δ∗(•)⟩ is also a linear functional on cfuni
supp(GL•).

Proposition 3.5 [45, 10.8]. The map δ∗(•)⟩ is a zeta function of the Hopf algebra cfuni
supp(GL•) and p{1} is

the unique CHA morphism (cfuni
supp(GL•), δ∗(•)⟩)→ (QSym, ps1).

Remark 3.6. In [45], this result is stated in terms of symmetric functions, since the language of CHAs
was not yet available. However, the underlying theory naturally extends to this context, essentially because
the inclusion (Sym, ps1) ↪→ (QSym, ps1) is a CHA morphism.

Now consider the Hopf algebra scf(UT•). Recall that ([n],∅) is the minimal indifference graph on n
vertices and define a linear functional

(q − 1)•δ∗([•],∅)⟩ = ((q − 1)nδ∗([n],∅)⟩)n≥0 ∈ scf(UT•)∗ with δ∗([n],∅)⟩ =
δ([n],∅)⟩

⟨δ([n],∅), δ([n],∅)⟩
.

Remark 3.7. There is an unfortunate coincidence of notation between the class functions δ∗(n) and δ∗([n],∅),
and care should be taken to distinguish between the two: up to normalization δ∗(n) is the GLn-class function
which identifies the conjugacy class O(n) of regular unipotent elements, and δ∗([n],∅) is the UTn-class
function which identifies the superclass

UT◦([n],∅) = {X ∈ UTn | X i,i+1 ̸= 0 for 1≤ i < n}.

However, the two are closely related, as described in the proof of Theorem 3.8 below.

Theorem 3.8. The linear functional (q − 1)•δ∗([•],∅)⟩ is a zeta function of scf(UT•) and

(q − 1)•δ∗([•],∅)⟩ = δ
∗

(•)⟩ ◦ IndGL
UT,

so IndGL
UT is a CHA morphism

(scf(UT•), (q − 1)•δ∗([•],∅)⟩)
IndGL

UT
−−−→ (cf(GL•), δ∗(•)⟩).
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Proof. The first and third assertions follow from the second. The proof of the second assertion will make
use of the fact that the superclass UT◦([n],∅) is also the set of all regular unipotent elements in UTn , so
that δ([n],∅) = ResGLn

UTn
(δ(n)).

For γ ∈ IGn , Frobenius reciprocity (as described in Section 2D) gives

δ∗(•)⟩ ◦ IndGL
UT(δ̄γ )=

ResGLn
UTn
(δ(n))⟩(δ̄γ )

⟨δ(n), δ(n)⟩
=
⟨δ̄γ , δ([n],∅)⟩

⟨δ(n), δ(n)⟩
=


⟨δ([n],∅), δ([n],∅)⟩

⟨δ(n), δ(n)⟩
if γ = ([n],∅),

0 otherwise,

with the last equation following from the definition of δ̄γ , the minimality of ([n],∅), and the orthogonality
of the superclass identifiers; see Section 2C. Direct computation then gives that

⟨δ([n],∅), δ([n],∅)⟩

⟨δ(n), δ(n)⟩
=
|GLn|

|O(n)|

|UT◦([n],∅)|

|UTn|
= (q − 1)n,

where the final equality comes from the order formulas

O(n) =
|GLn|

qn−1(q − 1)
and UT◦([n],∅) = (q − 1)n−1 |UTn|

qn−1 . □

Now recall the map c{1} defined in Diagram (3.2). Theorem 3.8 and Proposition 3.5 give the following.

Corollary 3.9. The map c{1} is the unique CHA morphism

c{1} : (scf(UT•), (q − 1)•δ∗([•],∅)⟩)→ (QSym, ps1).

Remark 3.10. Theorem 3.8 actually establishes the stronger result that (q−1)•δ∗([•],∅)⟩ is a zeta function
of cf(UT•), and that we may extend the domain of the CHA morphisms IndGL

UT and c{1} to the combinatorial
Hopf algebra

(
cf(UT•), (q − 1)•δ∗([•],∅)⟩

)
. While this level of generality is unnecessary for the scope of

this work, it may be of general interest.

3B. The chromatic quasisymmetric function. This section defines the chromatic quasisymmetric function
of a graph and describes how it can be realized as the image of a character of GLn(Fq) under a particular
a CHA morphism, leading to a proof of Theorem 3.1.

Let γ be a simple, undirected graph with vertex set [n] and edge set E(γ ). A coloring of γ is a function
κ : [n] → Z>0. A coloring κ of γ is proper if κ(i) ̸= κ( j) for all {i, j} ∈ E(γ ). The γ -ascent number of
a coloring κ is

ascγ (κ)=
∣∣{{i, j} ∈ E(γ ) | i < j and κ(i) < κ( j)}

∣∣. (3.11)

For example, if κ : [5] → Z>0 is given by κ(1)= 2, κ(2)= 5, κ(3)= 1, and κ(4)= 5, then

asc
1 2 3 4

(κ)=
∣∣{{1, 2}, {3, 4}}

∣∣= 2.

In this example, κ is a proper coloring of the given graph.
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The chromatic quasisymmetric function of γ is

Xγ (x; t)=
∑

κ:[n]→Z>0
proper

tascγ (κ)xκ(1)xκ(2) · · · xκ(n) ∈QSym[t],

so that Xγ (x; t) is a polynomial in an indeterminate t whose coefficients — by properties of the ascent
statistic — are quasisymmetric functions. For an indifference graph γ ∈ IGn , it is known that these
coefficients are elements of Sym [39, Theorem 4.5]. For example,

X
1 2 3

(x; t)= tm(2,1)+ (t2
+ 4t + 1)m(13).

However, this property is not used, and a novel proof of it follows from Corollary 3.14 below; see
Remarks 3.15 (R1).

Evaluating the indeterminate t in Xγ (x; t) at a complex number gives an actual (quasi)symmetric
function. For example, Xγ (x; 1) is the ordinary chromatic symmetric function of the graph γ , as defined
by Stanley in [40]. In Theorem 3.1 the chromatic quasisymmetric functions are evaluated at q , the order
of the finite field Fq .

In [25], Guay-Paquet constructs the chromatic quasisymmetric by way of a homomorphism of C[t]-
Hopf algebras. By evaluating at t = q−1 as in Theorem 2.12, this result descends to a Hopf algebra
homomorphism scf(UT•)→QSym. Define a linear functional

ζ0 : scf(UT•)→ C, δ̄γ 7→

{
1 if γ = ([n],∅),
0 otherwise.

The following theorem is translated from its original context in [25] to that of the Hopf algebra scf(UT•)
using the Hopf algebra isomorphism in Theorem 2.12.

Theorem 3.12 [25, Theorem 57]. The map ζ0 is a zeta function of scf(UT•), and the unique CHA
morphism

(scf(UT•), ζ0)→ (QSym, ps1)

is given by
δ̄γ 7→ Xγ (x; q−1).

Along with Theorem 2.2, this result is the key to compute the image of the map c{1} defined at the outset
of Section 3. Recall the zeta function (q−1)•δ∗([•],∅)⟩ of the Hopf algebra scf(UT•) defined in Section 3A.

Proposition 3.13. Let γ be an indifference graph of size n ≥ 0. Then

(q − 1)•δ∗([•],∅)⟩(δ̄γ )=
{

(q − 1)n if γ = ([n],∅),
0 otherwise.

Proof. By definition, δ̄γ =
∑

σ⊇γ δσ . Explicit computation then gives

⟨(q − 1)nδ([n],∅), δ̄γ ⟩
⟨δ([n],∅), δ([n],∅)⟩

= (q − 1)n
∑

σ⊇γ ⟨δ([n],∅), δσ ⟩

⟨δ([n],∅), δ([n],∅)⟩
.
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Using the orthogonality of the basis {δγ | γ ∈ IGn} and the minimality of ([n],∅) under the spanning
subgraph order on IGn , the above expression reduces to the desired formula. □

Thus, on homogeneous elements of degree n, the zeta functions (q − 1)•δ∗([•],∅)⟩ and ζ0 only differ by
a factor of (q − 1)n . This leads to the following result, which is a restatement of (3.3) and accordingly
the last step in the proof of Theorem 3.1.

Corollary 3.14. Let γ be an indifference graph of size n ≥ 0. Then

c{1}(δ̄ζ )= (q − 1)n Xγ (x; q−1).

Proof. By comparison with the Hopf algebra homomorphism in Theorem 3.12, it is clear that the given
map is a graded Hopf algebra homomorphism, and further, that

ps1((q − 1)n Xγ (x; q−1))= (q − 1)nζ0(δ̄γ )= (q − 1)•δ∗([•],∅)⟩(δ̄γ ).

Thus, the given map is a CHA morphism

(scf(UT•), (q − 1)•δ∗([•],∅)⟩)→ (QSym, ps1).

By Theorem 2.2, the above map must be equal to c{1}. □

Remarks 3.15. (R1) As the image of c{1} is Sym⊆QSym, Corollary 3.14 gives a novel proof that the
coefficients of Xγ (x; t) are symmetric functions.

(R2) Proposition 3.13 also shows that ζ0 = (δ
∗

([n],∅)⟩)n≥0; however this fact seems not to have any
representation theoretic significance beyond its relation to the proof above.

4. Connections to Hessenberg varieties

This section will describe the relationship between the characters IndGLn
UTγ (1) in Theorem 3.1, certain

Hessenberg varieties over Fq , and the analogous Hessenberg varieties over C. These results follow a short
overview of Hessenberg varieties. Throughout, the algebraic groups defined over Fq in Section 2C and
their analogues over C are used, so the underling field will be explicitly written for each such group to
avoid confusion.

Take a field K ∈ {Fq ,C}, and for n ≥ 0 let Bn(K) denote the subgroup of upper triangular matrices in
GLn(K). For each subspace M ⊆Matn(K) which is stable under conjugation by elements of Bn(K) and
each matrix A ∈Matn(K), the Hessenberg variety associated to A and M is

BM
A = {gBn(K) ∈ GLn(K)/Bn(K) | g−1 Ag ∈ M}.

This is a slight variation — apparently due to [44] — of the original definition in [14], which requires
that M contain all upper triangular matrices. The generalization is crucial, since the following results
exclusively concern Hessenberg varieties associated to strictly upper triangular subspaces known as
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ad-nilpotent ideals. For γ ∈ IGn , let

utγ (K)= {A ∈Matn(K) | Ai, j ̸= 0 only if i < j and (i, j) /∈ γ }

= UTγ (K)− 1.

These sets are in fact ideals in the algebra (and Lie algebra) of upper triangular matrices. Key examples
of the Hessenberg varieties of the form Butγ (K)

A have been known for some time, but a specific study of
these varieties is quite recent; see [31; 38].

Proposition 4.1. Let n ≥ 0 and γ ∈ IGn . For any A ∈Matn(Fq) with 1+ A ∈ GLn(Fq),

IndGLn(Fq )

UTγ (Fq )
(1)(1+ A)= (q − 1)nq |E(γ )||Butγ (Fq )

A |.

Proof. The proof will compute the left side of the equation directly. Equation (2.11) and the standard
formula for induced character values give

IndGLn(Fq )

UTγ (Fq )
(1)(1+ A)=

∣∣{hUTγ (Fq) ∈ GLn(Fq)/UTγ (Fq) | h−1(1+ A)h ∈ UTγ (Fq)}
∣∣.

Each left Bn(Fq) coset in GLn(Fq) comprises q |E(γ )|(q−1)n left UTγ (Fq) cosets, and for each hUTγ (Fq)⊆

gBn(Fq), it is the case that h−1(1+ A)h ∈ UTγ (Fq) if and only if g−1(1+ A)g ∈ UTγ (Fq), because
UTγ (Fq) is normalized by Bn(Fq). Finally, g−1(1+ A)g ∈ UTγ (Fq) if and only if g−1 Ag ∈ utγ (Fq), in
which case gBn(Fq) belongs to Butγ (Fq )

A . □

This result reveals a relationship between the chromatic quasisymmetric function and Hessenberg
varieties for ad-nilpotent ideals over Fq . To state this relationship precisely, recall the degree-shifted
Hall–Littlewood elements P̃λ(x; t) from Section 3A, and define Laurent polynomials dγλ (t) by

Xγ (x; t)=
∑
λ∈Pn

dγλ (t)P̃λ(x; t). (4.2)

Each P̃λ(x; t) is a polynomial in t−1 rather than t , so there is some subtlety to this definition: one
must first express t−|E(γ )|Xγ (x; t) in the basis Pλ(x; t−1) of Sym[t−1

] and then multiply each term by
appropriate powers of t to obtain (4.2).

Evaluating both sides of (4.2) at t = q and applying the map p−1
{1} defined in Section 3A gives

1
(q − 1)n

IndGLn(Fq )

UTγ (Fq )
(1)=

∑
λ∈Pn

dγλ (q)δλ,

where Theorem 3.1 is used to evaluate the left side. Each side of the above equation is a class function,
so for any partition λ ∈ Pn we can evaluate both sides at an element 1+ A ∈ Oλ for some fixed partition
λ ∈ Pn , Proposition 4.1 gives

q |E(γ )||Butγ (Fq )

A | = dγλ (q). (4.3)



A unipotent realization of the chromatic quasisymmetric function 1753

The coefficients dγλ (t) also appear in the complex geometry of Hessenberg varieties for ad-nilpotent sub-
spaces in a manner discovered by Precup and Sommers in [38]. For the following theorem, note that the dis-
cussion of Jordan canonical form in Section 3A shows that the similarity classes of nilpotent matrices over
any field are indexed by partitions of n: the class indexed by λ∈Pn consists of all matrices similar to Jλ−1.

Theorem 4.4 [38, Equation (4.7)]. For n ≥ 0, take γ ∈ IGn and λ ∈ Pn . Then∑
k≥0

βλk tk/2
= t−|E(γ )|dγλ (t),

where βλk denotes the k-th Betti number of Butγ (C)
A for any nilpotent matrix A ∈Matn(C) in the similarity

class indexed by λ.

Thus, [38] shows that the dγλ (t) are in fact polynomials. Combining this result with (4.3) leads to the
following corollary.

Corollary 4.5. For n≥ 0, take γ ∈ IGn and λ∈Pn . Let A∈Matn(Fq) be a nilpotent elements in similarity
class indexed by λ. Then ∑

k≥0

βλk qk/2
= |Butγ (Fq )

A |,

where the numbers βλk are as in Theorem 4.4.

Remarks 4.6. (R1) Aside from this paper, I am aware of two works about Hessenberg varieties over Fq .
The preprint [17] concerns the Hessenberg variety associated to a split regular element of GLn(Fq) and a
subspace containing all upper triangular matrices; under some nontrivial assumptions on q a result similar
to Corollary 4.5 is established. This generalizes Fulman’s use of Weil conjecture machinery on a subset
of smooth Hessenberg varieties in order prove some identities on q-Eulerian numbers [18].

(R2) In [31], Ji and Precup give a combinatorial formula for the polynomials dγλ (t) by constructing
an affine paving of Butγ (C)

A . Precup has also suggested that a second proof of Corollary 4.5 could be
obtained from a careful study of this paving, which would independently reprove Theorem 3.1 (private
communication, 2022).

5. The vertical strip LLT polynomial as a GLn character

This section gives a second result of the same type as Theorem 3.1, in that it interprets a family of
t-graded symmetric functions as the images of certain GLn characters obtained by induction from UTn

under a particular isomorphism; see Table 1. Here, the initial UTn characters come from a larger set
{ψσ | σ ∈ T S} indexed by the set of tall Schröder paths T S from Section 2B, the map to Sym is a
homomorphism p1 : cf(GL•)→ Sym which records the unipotent constituent of a character, and the
symmetric functions are the vertical strip LLT polynomials Gσ (x; t), also indexed by the set T S. Each
object mentioned will be defined in this section.
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Theorem 3.1 Theorem 5.1

indexing set indifference graphs γ ∈ IGn
tall Schröder

paths σ ∈ T Sn

UTn-characters permutation characters χγ pseudosupercharacters ψσ

symmetric functions chromatic quasisymmetric vertical strip LLT
functions Xγ (x; t) polynomials Gσ (x; t)

map to Sym p{1} : cfuni
supp(GL•)→ Sym p1 : cf(GL•)→ Sym

meaning of records unipotently supported records the irreducible
map to Sym GLn-class functions unipotent constituents

Table 1. A comparison of the results of Theorems 3.1 and 5.1 in degree n.

Theorem 5.1. Let σ be a tall Schröder path. Then

p1 ◦ IndGL
UT(ψ

σ )= (q − 1)|Diag(σ )|ωGσ (x; q),

where Diag(σ ) is the set of diagonal steps in σ .

I will now describe the meaning of this result in greater depth and outline its proof. In the study of finite
groups of Lie type, including GLn , Deligne–Lusztig theory identifies an exemplary set of irreducible char-
acters known as unipotent characters. For GLn , the unipotent characters are relatively well understood and
will be described in Section 5B. Here, the relevant fact is that Zelevinsky [45] has shown that the subspace

cfuni
char(GL•)= C -span{irreducible unipotent characters of GLn , n ≥ 0}

is a sub-Hopf algebra of cf(GL•), and that cfuni
char(GL•) is isomorphic to Sym. Furthermore, [45]

shows that the orthogonal projection from cf(GL•) to cfuni
char(GL•) (with respect to the inner product

⟨ · , · ⟩ in Section 2C) is a Hopf algebra homomorphism. Consequently, there is a homomorphism
p1 : cf(GL•)→ Sym obtained by projecting onto cfuni

char(GL•) and then applying the aforementioned
isomorphism, as in the diagram

cf(GL•)

cfuni
char(GL•)

Sym
p1

∼=
(5.2)

of Hopf algebra homomorphisms. The map p1 faithfully records the irreducible unipotent constituents
of any class function of GLn , which can be recovered by reversing the isomorphism cfuni

char(GL•)∼= Sym.
Thus, Theorem 5.1 states that the vertical strip LLT polynomial Gσ (x; q) determines the irreducible
unipotent constituents of the character IndGL

UT(ψ
σ ).
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An interesting connection arises from the interplay of Theorems 3.1 and 5.1. Carlsson and Mellit [11,
Proposition 3.5] show that for a Dyck path π ∈ Dn , the plethystic relationship

(t − 1)n XGraph(π)(x; t)
[

x
t − 1

]
= Gπ (x; t)

holds, where Graph(π) is the indifference graph associated to π in Section 2B. It is also known [35, IV.4]
that the composite map

Sym
p−1
{1}
−−→ cfuni

supp(GL•) ↪−→ cf(GL•)
p1
−−→ Sym

is an isomorphism which can be expressed in plethystic notation as f [x] 7→ ω f
[ x

t−1

]∣∣
t=q , so my results

give a GLn-representation theoretic interpretation of Carlsson and Mellit’s result; at the same time, [11,
Proposition 3.5] could be used to prove Theorem 5.1 via Theorem 3.1.

The proof of Theorem 3.1 will instead use the machinery of combinatorial Hopf algebras, which has
the benefit of giving a new description of the map p1 ◦ IndGL

UT. Define a Hopf algebra homomorphism
c1 : scf(UT•)→QSym as the composite map in the diagram

scf(UT•)

cfuni
supp(GL•) cf(GL•) Sym QSym

IndGL
UT

p1

c1
(5.3)

of Hopf algebras, so that Theorem 5.1 describes c1 implicitly. By definition, c1 can be computed by
inducing a character of UTn to GLn and recording its unipotent constituents as symmetric functions.
However, Theorem 2.2 shows that c1 is also determined by the zeta function ps1 ◦c1 of the Hopf algebra
scf(UT•). It happens that this zeta function coincides exactly with one defined by Guay-Paquet, so that a
result of [25] — restated in Corollary 5.16 — shows that

c1(δ̄Graph(π))= Gπ (x; q−1) for π ∈ D. (5.4)

Several known identities for LLT polynomials complete the proof; these are given in Proposition 5.18.
The remainder of the section is divided into three parts. First, Section 5A describes the characters ψσ

appearing in Theorem 5.1 and shows that this family includes both the permutation characters and
supercharacters of scf(UT•). Then, Section 5B describes the map c1 as a CHA morphism to (QSym, ps1),
defining the necessary combinatorial Hopf algebra structures on scf(UT•) and cf(GL•) along the way.
Finally, Section 5C formally defines the vertical strip LLT polynomial, shows how it can be realized as
the image of a CHA morphism, and concludes with a proof of Theorem 5.1.

Remark 5.5. It is possible to “remove” the factors of q − 1 in Theorem 5.1. With results in Section 5A,
work of Andrews and Thiem [9, Remark on p. 490] and Aliniaeifard and Thiem [7, Remark (1) on p. 13]
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show that each ψσ is the sum of (q−1)|Diag(σ )| distinct characters which each have the same image under
p1 ◦ IndGL

UT; this image must be ωGσ (x; q).

5A. The pseudosupercharactersψσ . This section will define the charactersψσ appearing in Theorem 5.1.
Recall the terminology used for Schröder paths in Section 2B and the characters of UTn defined in
Section 2C.

For σ ∈ T Sn , the pseudosupercharacter indexed by σ is the class function

ψσ =
∑

S⊆Diag(σ )

(−1)|Diag(σ )−S|χ ([n],Area(σ )∪S)
∈ scf(UT•).

The definition of Diag(σ ) ensures that each graph ([n],Area(σ ) ∪ S) above is in fact an indifference
graph. For example, with

σ = we have ψσ =−χ
1 2 3

+χ
1 2 3

. (5.6)

A noteworthy family of examples is the pseudosupercharacters indexed by Dyck paths: for π ∈ D,
Diag(π)=∅, from which it follows that

ψπ = χGraph(π).

Proposition 5.7. Let σ be a tall Schröder path of size n ≥ 0. Then ψσ is a character, and in particular

ψσ =
∑

E(γ )⊆(Area(σ )∪Diag(σ ))
Diag(σ )⊆E(γ )

χγ ,

where the sum is over indifference graphs γ ∈ IGn satisfying the given conditions.

Proof. Using the definition of ψσ ,

ψσ =
∑

S⊆Diag(σ )

(−1)|Diag(σ )−S|
∑

E(γ )⊆Area(σ )∪S

χγ ,

where the sum is over indifference graphs γ as in the proposition. Reversing the order of summation
above, we obtain

ψσ =
∑

E(γ )⊆Area(σ )∪Diag(σ )

( ∑
T⊆Diag(σ )

T⊇E(γ )∩Diag(σ )

(−1)|Diag(σ )−T |
)
χγ ,

where the innermost sum is over subsets T of Diag(σ ) that contain E(γ )∩Diag(σ ). Combining terms in
this sum, the proposition follows from the binomial theorem. □

As an example of Proposition 5.7, the pseudosupercharacter in (5.6) expands as the sum of superchar-
acters

ψσ = χ
1 2 3

+χ
1 2 3

.
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The final result in this section shows that every supercharacter of scf(UTn) occurs as a pseudosuper-
character. Given a Dyck path π , a peak of π is a sequence of steps ES; say that a peak is tall if the first
step E does not begin on the diagonal x =−y. For example,

= (EESESSES)

has three peaks, but only two tall peaks. Define the Mesa path of π ∈ Dn to be the tall Schröder path
Mesa(π) ∈ T Sn obtained by first constructing Dyck(π) and then replacing each tall peak E S with a
diagonal step D; for example,

Mesa


= = (EDDSES).

Proposition 5.8. Let π be a Dyck path. Then ψMesa(π)
= χGraph(π).

Proof. By assumption,

Area(π)= Area(Mesa(π))∪Diag(Mesa(π)),

so by Proposition 5.7,

ψMesa(π)
=

∑
γ⊆Graph(π)

Diag(Mesa(π))⊆E(γ )

χγ .

Now suppose that an indifference graph γ is a proper spanning subgraph of Graph(π). Then γ must
be missing at least one edge {i, j} such that the unit square indexed by {i, j} is bordered directly by a
tall peak of π , so that {i, j} ∈ Diag(Mesa(π)), and χγ does not appear in the sum above. Thus the only
summand above is χGraph(π). □

5B. Factoring c1 through cf(GL•). This section will describe the unipotent characters of GLn , and
their relation to the Hopf algebra structure of cf(GL•). As stated at the outset of Section 5, unipotent
characters originate in Deligne–Lusztig theory, and are typically defined using cohomological induction.
However, the unipotent characters of GLn can also be described with much more elementary methods; see
[16, Theorem 15.8 and proof] for the details. This paper will take this alternate description as a definition:
an irreducible character of GLn is unipotent if it is a constituent of IndGLn

Bn
(1), where Bn = Bn(Fq) is the

subgroup of upper triangular matrices in GLn .
It is also known that irreducible unipotent characters of GLn are indexed by the partitions of n [16,

Theorem 15.8]; write χλ for the unipotent character corresponding to λ ∈ P(n). This paper follows the
convention of [35] in which χ (1

n) is the trivial character 1 of GLn and χ (n) is the Steinberg character Stn;
this differs from the convention of [45] and others by the transposition of each partition.
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The homomorphism p1 was constructed by Zelevinsky [45, 9.4], and is given by

p1 : cf(GL•)→ Sym, ψ 7→
∑
λ

⟨ψ, χλ⟩sλ. (5.9)

As a linear transformation, p1 has a right inverse sλ 7→ χλ, and [45] shows that this right inverse is also a
Hopf algebra homomorphism. Thus, the image

cfuni
char(GL•)= C -span{χλ | λ ∈ P} ⊆ cf(GL•)

is a sub-Hopf algebra of cf(GL•) through which p1 factors, as shown in Diagram (5.2).
By Theorem 2.2, the map p1 is equivalent to a zeta function of the Hopf algebra cf(GL•). This zeta

function is also given in [45], and is

St•⟩ = (Stn⟩)n≥0 ∈ cf(GL•)∗.

Proposition 5.10 [45, 9.4–5]. The map St•⟩ is a zeta function of cf(GL•) and p1 is the unique CHA
morphism (cf(GL•),St•⟩)→ (QSym, ps1).

Now, for n ≥ 0, write regUTn
for the regular character of UTn . Define a linear functional

reg•⟩ = (regUTn
⟩)n≥0 ∈ scf(UT•)∗.

Theorem 5.11. The function reg•⟩ is a zeta function of scf(UT•) and

reg•⟩ = St•⟩ ◦ IndGL
UT,

so IndGL
UT is a CHA morphism

(scf(UT•), reg•⟩)
IndGL

UT
−−−→ (cf(GL•),St•⟩).

Proof. It is sufficient to prove that reg•⟩ = St•⟩ ◦ IndGL
UT. Doing so requires the well-known fact (see, for

example, [45, 10.3]) that for unipotent X ∈ GLn ,

Stn(X)=
{
|UTn| if X = 1n ,
0 for other unipotent X .

As a consequence,

ResGLn
UTn
(Stn)= regUTn

.

With this, the claim follows from Frobenius reciprocity as described in Section 2D:

St•⟩ ◦ IndGL
UT =

(
ResGLn

UTn
(Stn)⟩

)
n≥0 = reg•⟩. □

Remark 5.12. Like Theorem 3.8, Theorem 5.11 actually shows that IndGL
UT is a CHA morphism from the

larger combinatorial Hopf algebra (cf(UT•), reg•⟩) to (QSym, ps1).



A unipotent realization of the chromatic quasisymmetric function 1759

5C. The vertical strip LLT polynomial. The vertical strip LLT polynomial indexed by a tall Schröder
path σ is

Gσ (x; t)=
∑
κ∈A(σ )

tasc([n],Area(σ ))(κ)xκ(1)xκ(2) · · · xκ(n) ∈ C[[x]][t],

where the sum is over the set A(σ ) of functions κ : [n] → Z>0 which satisfy κ(i) < κ( j) for each i < j
with {i, j} ∈ Diag(σ ). Viewed as a polynomial in t , the coefficients of Gσ (x; t) are actually symmetric
functions [28, Lemma 10.2], though this is not obvious. For example,

G (x; t)= tm(2,1)+ (t2
+ 2t)m(13).

Remark 5.13. There are several essentially equivalent definitions of LLT polynomials; the one above is
due to [11] in the unicellular case and to [13] (see also [5]) in general.

If σ is a Dyck path, so that Diag(σ )=∅, then the sum in Gσ (x; t) is over all possible colorings; this
special case is know as a unicellular LLT polynomial. In [25], Guay-Paquet realizes the unicellular LLT
polynomials by way of a homomorphism of Hopf algebras over C[t]. By evaluating at t = q−1 as in
Theorem 2.12, this result descends to a Hopf algebra homomorphism scf(UT•)→QSym. Define a linear
functional

ζ1 : scf(UT•)→ C, δ̄γ 7→ 1.

Theorem 5.14 [25, Theorem 57]. The map ζ1 is a zeta function of scf(UT•), and the unique CHA
morphism

(scf(UT•), ζ1)→ (QSym, ps1)

is given by
δ̄Graph(π) 7→ Gπ (x; q−1) for π ∈ D.

Now recall the zeta function reg•⟩ defined in the previous section.

Proposition 5.15. As a zeta function of the Hopf algebra scf(UT•), reg•⟩ is equal to ζ1; in particular

reg•⟩(δ̄γ )= 1 for γ ∈ IG.

Proof. This follows from direct computation: if γ ∈ IGn ,

reg•⟩(δ̄γ )= ⟨δ̄γ , regUTn
⟩ = δ̄γ (1n)= 1. □

The uniqueness result of Theorem 2.2 now gives the following, which restates (5.4).

Corollary 5.16. The map c1 is the CHA morphism described in Theorem 5.14. In particular,

c1(δ̄Graph(π))= Gπ (x; q−1) for π ∈ D.

Remark 5.17 (cf. Remarks 3.15(R1)). Corollary 5.16 can be used to give a novel proof that the unicellular
LLT polynomial Gπ (x; t) has symmetric coefficients.

The proof of Theorem 5.1 is given below following two identities for LLT polynomials.
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Proposition 5.18 [6, Theorem 2.1; 11, Proposition 3.4]. Let n be a positive integer.

(1) For any Dyck paths π ∈ Dn ,

q |Area(π)|GDyck(π)(x; q−1)= ωGDyck(π)(x; q).

(2) For any tall Schröder paths σ ∈ T Sn ,

(q − 1)|Diag(σ )|Gσ (x; q)=
∑

S⊆Diag(σ )

(−1)|Diag(σ )−S|GArea−1(Area(σ )∪S)(x; q),

where Area−1(Area(σ )∪ S) denotes the unique Dyck path with area Area(σ )∪ S.

Proof of Theorem 5.1. For π ∈D, (2.11) states that χGraph(π)
=q |Area(π)|δ̄Graph(π), so by Proposition 5.18(i),

c1(χ
Graph(π))= ωGπ (x; q).

Combining this with Proposition 5.18(ii) and the linearity of ω,

c1(ψ
σ )=

∑
S⊆Diag(σ )

(−1)|Diag(σ )−S|ωGπ+S(x; q)= (q − 1)|Diag(σ )|ωGσ (x; q). □

6. Positivity conjectures

Recall the bases of Sym given in Section 2A. An element f (x; t) ∈ Sym[t] is said to be e-positive if the
coefficients aλ(t) in

f (x; t)=
∑
λ∈P

aλ(t)eλ

are polynomials in t with nonnegative coefficients: aλ(t) ∈ Z≥0[t]. Likewise, if the coefficients of f (x; t)
in any other basis of Sym have this property — for example, the Schur basis {sλ |λ∈P}— say that f (x; t)
is positive in that basis. The positivity of the symmetric functions in this paper are of some interest, and
this section will describe the meaning of positivity in the context of GLn(Fq) representation theory.

For the chromatic quasisymmetric functions in Section 3B, e-positivity generalizes the Stanley–
Stembridge conjecture [42, Conjecture 5.5], which by [24] is the t = 1 case below.

Conjecture 6.1 [39, Conjecture 1.3]. For each γ ∈ IG, Xγ (x; t) is e-positive.

Special cases of Conjecture 6.1 have explicit solutions, as in [1; 12; 29; 30].
For the vertical strip LLT polynomials in Section 5C, Schur positivity has implications for the study of

Macdonald polynomials [28]. Adapting results from the case of general LLT polynomials, it is known
[23, Corollary 6.9] that Gσ (x; t) is positive in the Schur basis for every σ ∈ T S. However, their proof
is algebraic and does not construct the Schur coefficients. In some special cases, explicit formulas are
known, including the q-Kostka numbers [33] and the results of [30; 43], but in general these coefficients
are a mystery.

Open Problem 6.2 [27, Open Problem 6.6]. Find a (manifestly positive) combinatorial formula for the
Schur coefficients of Gσ (x; t).
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The e-positivity of vertical strip LLT polynomials is also the subject of study; in this context, the
paradigm is altered by considering the shifted polynomial Gσ (x; t+1). The e-positivity of shifted vertical
strip LLT polynomials is proved in [13, Theorem 5.5], and the paper [6] gives an explicit combinatorial
formula the e-coefficients, which will be restated in Section 6C. Using Theorem 5.1, this formula implies
a result about the characters IndGL

UT(ψ
σ ), inadvertently giving some representation theoretic intuition for

the t↔ t + 1 shift.
Returning to the general discussion of positivity, if a polynomial f (x; t) ∈ Sym[t] is positive with

respect to a certain basis, then evaluating t at any positive integer will give a symmetric function with
nonnegative integer coefficients in the chosen basis. Thus, evaluating t = q above gives positivity results
about the GLn characters in this paper. Conversely, polynomial equations can be verified on any infinite
set — like the set of prime powers — so GLn characters offer a novel approach to some of the open
problems above.

This section reinterprets each of the positivity statements above in the context of GLn representation
theory. Section 6A will discuss the e-positivity of the chromatic quasisymmetric function, Section 6B will
discuss Schur positivity of the vertical strip LLT polynomials, and Section 6C will discuss the implications
of the e-positivity of vertical strip LLT polynomials.

6A. Interpreting the e-positivity of Xγ (x; t). In light of Theorem 3.1, there should be a restatement of
Conjecture 6.1 involving the characters IndGLn

UTγ (1). However, the isomorphism p{1} in Theorem 3.1 does
not associate eλ to a character of GLn , so some interpretation is required. My choice to use the particular
restatement below is informed by ongoing work on the subject.

Recall the Steinberg character Stn ∈ cf(GLn) defined in Section 5B. For any partition λ= (λ1, . . . , λℓ),
define Stλ ∈ cf(GL•) to be the product

Stλ = Stλ1 Stλ2 · · · Stλℓ .

Conjecture 6.3. Let n ≥ 0 and γ ∈ IGn . There are polynomials aγλ (t) ∈ Z≥0[t] such that for each prime
power q the character

ηγ =
∑
λ∈Pn

aγλ (q)Stλ

satisfies (q − 1)nηγ (u)= IndGLn
UTγ (1)(u) for every unipotent element u ∈ GLn(Fq).

Proposition 6.4. Conjectures 6.1 and 6.3 are equivalent.

Proof. For a class function ψ ∈ cf(GLn), write ψ |uni ∈ cf
uni
supp(GL•) for the element defined by

ψ |uni(g)=
{
ψ(g) if g is unipotent,
0 otherwise,

so that Conjecture 6.3 states
∑

λ∈Pn
aγλ (q)Stλ|uni =

1
(q−1)n IndGLn

UTγ (1).
I now claim that p{1}(Stλ|uni)= eλ, so that with the preceding remarks and Theorem 3.1 the proof will

be complete. The claim is relatively well-known to experts, but a proof sketch is included for the sake of
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completeness. Direct computation gives that Stn|uni = q(
n
2)δ(1n) (see the proof of Theorem 5.11), and

p{1}(q(
n
2)δ(1n))= P̃(1n)(x; q)= en,

with the second equality due to the definition of the Hall–Littlewood polynomial; see [35, III.2 (2.8)].
The claim then follows from the fact that the extension of ψ 7→ ψuni to all of cf(GL•) is a Hopf algebra
homomorphism to cfuni

supp(GL•) [45, 10.1]. □

Remarks 6.5. (R1) A direct proof of Conjecture 6.3 would probably find an organic realization of the
character ηγ using the representation theory of GLn , and in a manner which does not depend on q .
Ongoing work has identified a promising candidate for the character ηγ , but has not led to any
progress on the conjecture itself.

(R2) It is not clear that Conjecture 6.3 offers an easier approach to Conjecture 6.1 than other equivalent
statements. However, as the clearest restatement of Conjecture 6.1 in the GLn(Fq) context, the wide
interest in e-positivity seems to justify its inclusion.

6B. Interpreting the Schur positivity of Gσ (x; t). Let σ be a tall Schröder path and write

Gσ (x; t)=
∑
λ∈P

bσλ (t)sλ.

It is immediate that each bσλ (t) is a polynomial in t with integral coefficients, and the content of [23,
Corollary 6.9] is that the coefficients of this polynomial are nonnegative.

Recall from Section 5B that the irreducible unipotent characters of GLn are {χλ | λ ∈ Pn}, and that
p1(χ

λ)= sλ for each partition λ ∈ P . Thus, for a tall Schröder path σ , Theorem 5.1 implies that

(q − 1)|Diag(σ )|bσλ (q)= ⟨χ
λ′, IndGL

UT(ψ
σ )⟩, (6.6)

which is the multiplicity of the irreducible unipotent GLn-module indexed by λ′ in the GLn-module
affording IndGL

UT(ψ
σ ). Thus, Theorem 5.1 implies the known fact that bσλ (q) is nonnegative for each

prime power q, but falls short of giving a second proof of Schur positivity: a polynomial with negative
coefficients can still take on infinitely many positive values. Nonetheless, progress on Open Problem 6.2
might be obtained through explicit representation theoretic formulas.

Open Problem 6.7. For n ≥ 0, σ ∈ T Sn , and λ ∈ Pn , find a combinatorial formula for ⟨χλ
′

, IndGL
UT(ψ

σ )⟩

as a function of q.

Such a formula would almost certainly be divisible by (q − 1)|Diag(σ )| in a straightforward manner; see
Remark 5.5. This would give an answer to Open Problem 6.2.

6C. Interpreting the e-positivity of Gσ (x; t). The final section of this paper will show how the explicit
e-positivity formula for vertical strip LLT polynomials given in [6] leads to a deeper understanding of the
characters IndGL

UT(ψ
σ ) from Theorem 5.1; see Corollary 6.10. I will begin by recalling the main result of [6].
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Fix a graph γ = ([n], E(γ )) on [n]. An orientation of γ is a collection of directed edges

θ = {(i, j) | {i, j} ∈ E(γ )},

so that ([n], θ) is a directed graph whose underlying undirected graph is γ . For example, with

γ =
1 2 3 4

and θ = {(2, 1), (1, 3), (3, 2), (3, 4)} (6.8)

we have

([n], θ)=
1 2 3 4

.

Write O(γ ) for the set of orientations of γ . For θ ∈ O(γ ) and i ∈ [n], say that the highest reachable
vertex from i under θ is

hrv(θ, i)=max{ j ∈ [n] | there is an increasing path in ([n], θ) from i to j}.

For example, taking γ and θ as in (6.8)

hrv(θ, 1)= 4, hrv(θ, 2)= 2, hrv(θ, 3)= 4, and hrv(θ, 4)= 4.

Finally, for θ ∈O(γ ), the type of θ is the partition type(θ) ∈ Pn obtained by truncating all zeros from the
nonincreasing reordering of the sequence(∣∣{i ∈ [n] | hrv(θ, i)= 1}

∣∣, . . . , ∣∣{i ∈ [n] | hrv(θ, i)= n}
∣∣).

For example, taking γ and θ as in (6.8), type(θ)= (3, 1).

Theorem 6.9 [6, Theorem 2.9]. For n ≥ 0, let σ ∈ T Sn and let γ be the natural unit interval order on [n]
with edge set E(γ )= Area(σ )∪Diag(σ ). Then

Gσ (x; t)=
∑

Diag(σ )-ascending
θ∈O(γ )

(t − 1)|{{i, j}∈Area(σ )|(i, j) ∈ θ with i < j}|etype(θ),

where the sum is over orientations θ ∈O(γ ) with (i, j) ∈ θ for each i < j with {i, j} ∈ Diag(σ ).

Evaluating the identity above at t = q , the expression q − 1 can be interpreted as |F×q |, the number of
units in the field Fq . As |F×q | is a positive integer, it can be interpreted as the multiplicity of a submodule,
as will be discussed at the end of this section.

The Gelfand–Graev character of GLn [22] is the class function

0n =
1

(q − 1)n−1 IndGL
UT(ψ

E Dn−1 S),

where ψ E Dn−1 S is as defined in Section 5A; as the name suggests, 0n is actually a character of GLn; see
Remark 5.5. The degenerate Gelfand–Graev character [45, 12] indexed by a partition λ= (λ1, . . . , λℓ) is

0λ = 0λ1 · · ·0λℓ .
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Corollary 6.10. For n ≥ 0, let σ ∈ T Sn , and let γ be the natural unit interval order on [n] with edge set
E(γ )= Area(σ )∪Diag(σ ). Then

IndGL
UT(ψ

σ )=
∑

Diag(σ )-ascending
θ∈O(γ )

(q − 1)|{{i, j}∈E(γ )|(i, j) ∈ θ with i < j}|0type(θ),

where the sum is over orientations θ ∈O(γ ) with (i, j) ∈ θ for each i < j with {i, j} ∈ Diag(σ ).

Proof. Since the map p1 restricts to an isomorphism from cfuni
supp(GL•) to Sym (discussed in Section 5),

and the involution ω is also an isomorphism, it is sufficient to establish that the above equation holds
after the application of ω ◦ p1 to both sides. By Theorems 5.1 and 6.9, the left side becomes

ω ◦ p1 ◦ IndGL
UT(ψ

σ )=
∑

Diag(σ )-ascending
θ∈O(γ )

(q − 1)|{{i, j}∈E(γ )|(i, j) ∈ θ with i < j}|etype(θ),

so the claim will follow from ω ◦ p1(0n)= en . This fact is known, but a short proof is included below
for completeness.

Theorem 5.1 states that ω ◦ p1(0n)= G E Dn−1 S(x; q). With Diag(NDn−1S)= {{i, i + 1} | 1≤ i < n},
the definition of vertical strip LLT polynomials given in Section 5C becomes

G E Dn−1 S(x; q)=
∑

κ:[n]→Z>0
κ(1)<···<κ(n)

xκ(1) · · · xκ(n) = en. □

This result implies that the GLn-module affording IndGL
UT(ψ

σ ) decomposes into a direct sum of submod-
ules that each afford some degenerate Gelfand–Graev character. Exhibiting this decomposition explicitly
would give a new proof of Corollary 6.10 and Theorem 6.9.

Open Problem 6.11. Find a module theoretic proof of Corollary 6.10.
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