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Presentations of Galois groups of maximal extensions
with restricted ramification

Yuan Liu

Motivated by the work of Lubotzky, we use Galois cohomology to study the difference between the
number of generators and the minimal number of relations in a presentation of GS(k), the Galois group of
the maximal extension of a global field k that is unramified outside a finite set S of places, as k varies
among a certain family of extensions of a fixed global field Q. We define a group BS(k, A), for each
finite simple GS(k)-module A, to generalize the work of Koch and Shafarevich on the pro-ℓ completion
of GS(k). We prove that GS(k) always admits a balanced presentation when it is finitely generated. In the
setting of the nonabelian Cohen–Lenstra heuristics, we prove that the unramified Galois groups studied
by the Liu–Wood–Zureick-Brown conjecture always admit a balanced presentation in the form of the
random group in the conjecture.

1. Introduction

For a global field k and a set S of primes of k, we denote by GS(k) the Galois group of the maximal
extension of k that is unramified outside S. Determining whether G∅(k) is finitely generated and
finitely presented is a long-existing open question. It is well known by class field theory that the
abelianization of G∅(k) is finitely presented and, in particular, is finite when k is a number field. Golod
and Shafarevich [1964] constructed the first infinite ℓ-class tower group of a number field, where the
ℓ-class tower group of k is the pro-ℓ completion of G∅(k) for a prime number ℓ. The minimal numbers
of generators and relations, which are called the generator rank and relator rank, in presentations of a
pro-ℓ group is determined by its group cohomology with coefficient Fℓ. Using this idea, Koch [2002]
employed Galois cohomology to give an exact formula for the generator rank and estimate the relator
rank of the pro-ℓ completion of GS(k) when S is finite and ℓ ̸= char(k); and in particular, in such cases,
the pro-ℓ completion of GS(k) is always finitely presented.

Recently the development on the nonabelian Cohen–Lenstra program pushes us to study canonical
quotients of G∅(k) beyond the pro-ℓ completion. Let 0 be a finite group, Q the global field Q or Fq(t),
and µ(Q) the group of roots of unity of Q. For a Galois extension k/Q with Gal(k/Q) ≃ 0, define
k# to be the maximal unramified extension of k, that is split completely at places of k over∞ and of
order relatively prime to |µ(Q)||0| and char(Q) (if nonzero). Wood, Zureick-Brown and the author
[Liu et al. 2024] constructed random group models to make conjectures on the distributions for some
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families of canonical quotients Gal(k#/k) of G∅(k) as k varies among all 0-extensions of Q split
completely at ∞. Because Gal(k#/k) has (supernatural) order prime to |0|, a homomorphic split of
Gal(k#/Q) ↠ Gal(k/Q) defines by conjugation a continuous 0 action on Gal(k#/k); and this action is
admissible (see Definition 4.1). The set of all isomorphism classes of all admissible profinite 0-groups is
closed under taking 0-equivariant quotients, and we can construct the free admissible profinite 0-group
Fn(0) on n generators (see Section 4 for its definition). For a profinite 0-group G and a finite set C of
isomorphism classes of finite 0-groups, let GC denote the pro-C completion of G with respect to C (the
definition of pro-C completions is given in Section 5 and it is different from the one that is commonly
used). The work [Liu et al. 2024] uses quotients of Fn(0) as n→∞ to construct a random group model;
this model together with the conjectures implies a surprising phenomenon of the structure of Gal(k#/k)

that was not known before: for any finite set C of finite 0-groups, the following occur with probability 1.

(1) The pro-C completion Gal(k#/k)C is a finite group.

(2) There exists a finite integer n0 depending on C, 0 and k, such that for every n ≥ n0, Gal(k#/k)C

can be presented as the quotient of Fn(0)C by [r−1γ (r)]r∈X, γ∈0 for some subset X of Fn(0)C of
cardinality n + 1. Here, the symbol [r−1γ (r)]r∈X, γ∈0 denotes the 0-closed normal subgroup of
Fn(0)C generated by r−1γ (r) for all r ∈ X and γ ∈ 0.

The statement in (2) implies that the deficiency (i.e., the difference between the minimal number of gener-
ators and the minimal number of relations) of Gal(k#/k)C has an upper bound depending only on the order
of 0. In this paper, we prove that both (1) and (2) hold for all 0-extensions k/Q split completely above∞,
which strongly supports that the random group model in [Liu et al. 2024] is the right object to study.

Theorem 1.1. Let 0 be a nontrivial finite group and Q be either Q or Fq(t) with q relatively prime to |0|.
Let C be a finite set of isomorphism classes of finite 0-groups all of whose orders are prime to |µ(Q)||0|

and char(Q) (if nonzero). Then for a Galois extension k/Q with Galois group 0 that is split completely
over∞, we have the following isomorphism of 0-groups (0 acts on the left-hand side via 0 ≃Gal(k/Q)):

Gal(k#/k)C ≃ Fn(0)C/[r−1γ (r)]r∈X,γ∈0 (1-1)

for some positive integer n and some set X consisting of n+ 1 elements of Fn(0)C .

Let G∅,∞(k) denote the Galois group of the maximal unramified extension of k that is completely split at
every place above∞, and note that with the assumptions in Theorem 1.1 one has Gal(k#/k)C =G∅,∞(k)C.
The method we develop in this paper in fact works for GS(k)C for any finite set S of primes of k and any
global base field Q, so it can be used to study the presentation of Galois groups with restricted ramification.
In the case that k is a function field and 0 = 1 (so k = Q), building on the theorem of Lubotzky [2001],
Shusterman [2022] showed that G∅(k) admits a finite presentation in which the number of relations is
exactly the same as the number of generators (such a presentation is called a balanced presentation). Note
that, in [Shusterman 2022], the fact that G∅(k) is finitely generated follows by Grothendieck’s result on
the geometric fundamental group of a smooth projective curve defined over a finite field, but when k is
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a number field, whether G∅(k) is finitely generated or not is unknown. We prove an analogous result
regarding the number field case.

Theorem 1.2. Let k be a number field and S a finite set of places of k. If GS(k) is topologically generated
by n elements, then it admits a finite presentation on n generators and [k :Q] + n relations.

We also apply our methods to the situations that are not considered in Theorem 1.1. We study the
presentation of the pro-ℓ completion of G∅,∞(k) for a Galois 0-extension k/Q in two exceptional cases:

(i) Q is a number field not containing the ℓ-th roots of unity and we do not make any assumptions on
the ramification of∞ in k (Section 11.1).

(ii) Q is a global field containing the ℓ-th roots of unity (Section 11.2).

When considering the ℓ-parts of class groups, it has been known for a long time that the Cohen–Lenstra
heuristics need to be corrected in these two cases (see [Cohen and Martinet 1987; Malle 2010]). In each
of these two cases, we use our method to compute an upper bound for the deficiency of G∅,∞(k) at the
pro-ℓ level, and then show why the Liu–Wood–Zureick-Brown conjecture doesn’t work in these two
exceptional cases. This computation of deficiencies also provides insights of how the random group
model should be modified in these two cases.

1.1. Method of the proof. The bulk of this paper is devoted to establishing the techniques for proving
Theorem 1.1. Motivated by [Lubotzky 2001], we first translate the question to understanding the Galois
cohomology groups. In Section 3, we construct the free profinite 0-group Fn(0) on n generators, and,
for a finitely generated profinite 0-group G, we study the minimal number of relations of a presentation
defined by a 0-equivariant surjection π : Fn(0)↠G. The minimal number of relations is closely related to
the multiplicities of the finite irreducible G⋊0-modules appearing as quotients of ker(π) (Definition 3.1).
In Lemma 3.2, we show that for a finite simple Fℓ[G ⋊0]-module A with ℓ ∤ |0|, the multiplicity of A
can be computed by a formula involving dimFℓ

H 2(G ⋊0, A)− dimFℓ
H 1(G ⋊0, A). So when restricted

to the category of profinite 0-groups whose order is prime to |0|, by using these multiplicities, we obtain
formulas for the minimal number of relations of the presentation F ′n(0) ↠ G ′, where F ′n(0) and G ′

are the maximal pro-prime-to-|0| quotients of Fn(0) and G respectively (Propositions 3.4 and 3.7). In
particular, the formulas provide an upper bound for the minimal number of relations of this presentation
using dimFℓ

H 2(G, A)0 − dimFℓ
H 1(G, A)0, where 0 acts on the cohomology groups by conjugation.

These upper bound formulas set up the strategy of the proof of Theorem 1.1. Building upon it, we
explore the multiplicities of admissible presentations Fn(0) ↠ G in Section 4 and the multiplicities of
pro-C presentations in Section 5, where we obtain formulas that will be directly applied to the proof of
Theorem 1.1. Then in Section 6, we define the height of a group and show in Proposition 6.3 that there is
an upper bound for the heights of pro-C groups (not necessarily finitely generated) when C is a finite set.
Then Theorem 6.4 proves the finiteness of GS(k)C when S is a finite set of primes of k and C is a finite
set of finite groups, which confirms the phenomenon (1).
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Therefore, in order to prove Theorem 1.1, we need to deal with the Galois cohomology groups. In a
more general setting, assuming that Q is an arbitrary global field, that k/Q is a Galois extension with
Gal(k/Q)≃ 0, and that S is a finite set of primes of k, we want to understand

δk/Q,S(A) := dimFℓ
H 2(GS(k), A)0 − dimFℓ

H 1(GS(k), A)0 (1-2)

for all prime integers ℓ relatively prime to |0| and char(Q), and all finite simple Fℓ[Gal(kS/Q)]-modules A.
In (1-2), the set S needs to be k/Q-closed to ensure that kS/Q is Galois (see the definition of the
k/Q-closed sets in Section 2), and the 0 action on the cohomology groups is defined via the conjugation
by Gal(k/Q). In Section 7, we prove a generalized version of the global Euler–Poincaré characteristic
formula (Theorem 7.1), from which we can compute δk/Q,S when S is nonempty and contains the primes
above∞ and ℓ if Q is a number field. The proof basically follows the original proof of the global Euler–
Poincaré characteristic formula, but taking the 0 actions into account creates many technical difficulties.

In the work of Koch, when dealing with the case that A= Fℓ and S does not satisfy the assumptions in
Theorem 7.1, the abelian group BS(k) plays an important role in the computation of dimFℓ

H i (GS(k), Fℓ)

for i = 1, 2, and is defined to be the Pontryagin dual of the Kummer group

VS(k)= ker
(

k×/k×ℓ
→

∏
p∈S

k×p /k×ℓ
p ×

∏
p̸∈S

k×p /Upk×ℓ
p

)
,

where kp is the completion of k at p and Up is the group of units of kp. In Definition 8.1, we define a
group BS(k, A) in a cohomological way as

coker
( ∏
p∈S

H 1(kp, A)×
∏
p̸∈S

H 1
nr (kp, A)→ H 1(k, A′)∨

)
,

in order to generalize Koch’s work to compute δk/Q,S(A) by replacing the trivial module Fℓ with an
arbitrary finite simple module A. The definition of BS(k, A) agrees with that of BS(k) when A = Fℓ

(Proposition 8.3). However, Koch’s argument does not directly apply to BS(k, A), because it uses the
Hasse principle for Fℓ but the Hasse principle for arbitrary global fields and arbitrary Galois modules has
not been proven (the Hasse principle holds for k and A if the Shafarevich group X1(k, A) is trivial). In
Section 8, we modify Koch’s work to overcome this obstacle, and show that most properties of BS(k)

also hold for BS(k, A). In particular, one example, clearly showing that the failure of the Hasse principle
makes a difference, is that there is a natural embedding X2

S(k, A) ↪→ BS(k, A) for A = Fℓ but not for
arbitrary A (Proposition 8.5 and Remark 8.6). In Section 9, we explicitly compute δk/Q,S(A) for all S by
applying the results from Sections 7 and 8, and then we prove Theorem 1.2. In Section 10, we give the
proof of Theorem 1.1. Finally, in Section 11, we apply our methods to the exceptional cases (i) and (ii)
of Theorem 1.1. The proof of Theorem 1.1 uses results from Section 3 to Section 9; and the proof of
Theorem 1.2 uses results from Sections 3, 7, 8, and 9.

1.2. Previous works. For an odd prime ℓ, the Cohen–Lenstra heuristics [1984] give predictions of the
distribution of ℓ-primary parts of the class groups Cl(k) as k varies over quadratic number fields. Friedman
and Washington [1989] formulated an analogous conjecture for global function fields. The probability
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measure used for the conjectural distributions in the Cohen–Lenstra heuristics matches the one defined by
the random abelian group

lim
n→∞

Z⊕n
ℓ /(n+ u random relations), (1-3)

where the random relations are taken with respect to the Haar measure, and u is chosen to be 0 and 1
respectively when k varies among imaginary quadratic fields and real quadratic fields. Ellenberg and
Venkatesh [2010] theoretically explained the random group model (1-3) and the value of u, by view-
ing Cl(k) as the cokernel of the map sending the S-units of k to the group of fractional ideals of k generated
by S with S running along an ascending sequence of finite sets of primes of k. Boston, Bush and Hajir
[Boston et al. 2017; 2021] extended the Cohen–Lenstra heuristics to a nonabelian setting considering the
distribution of ℓ-class tower groups (for odd ℓ). In their work, the probability measure in the heuristics
is defined by a random pro-ℓ group generalizing (1-3), and the value of u (which is the deficiency in
this setting) is obtained by applying Koch’s argument. Notably, the moment versions of the function
field analogs of the Cohen–Lenstra heuristics and the Boston–Bush–Hajir heuristics are both proven; see
[Ellenberg et al. 2016; Boston and Wood 2017]. In [Liu et al. 2024], we constructed the random 0-group

lim
n→∞

Fn(0)/[r−1γ (r)]r∈X,γ∈0, (1-4)

where X is a set of n+ u random elements of Fn(0). We showed that the moment proven in the function
field case matches the moment of the probability measure defined by (1-4) exactly when u = 1. With
this evidence, we conjectured that the random group (1-4) gives the distribution of Gal(k#/k) in both the
function field case and the number field case. Theorem 1.1 explains the theoretical reason behind u = 1
in the Liu–Wood–Zureick-Brown conjecture.

Regarding the exceptional case (i), Cohen and Martinet [1987] provided a modification for the case
that Q = Q and k/Q varies among imaginary 0-extensions whose decomposition subgroup at ∞ is
a fixed (conjugacy class of) subgroup of 0. Wang and Wood [2021] proved some results about the
probability measures described in the Cohen–Martinet heuristics. From these works, one can see that the
decomposition subgroup 0∞ at∞ of k/Q crucially affects the probability measures. In Lemma 11.1, we
explicitly compute the upper bounds of multiplicities in a pro-ℓ admissible 0-presentation of G∅(k)(ℓ),
which shows how the multiplicities are determined by 0∞. Then in Corollary 11.2 and Remark 11.3,
we prove that, when k/Q is an imaginary quadratic field, G∅(k)(ℓ) can be achieved by a random group
model which defines a probability measure agreeing with the Boston–Bush–Hajir heuristics.

For the exceptional case (ii), when the base field Q contains the ℓ-th roots of unity, we give upper bounds
for multiplicities in Lemma 11.4 and Corollary 11.5, which suggests that the distributions of G∅,∞(k)(ℓ)

should be different between the function field case and the number field case (Remark 11.6(2)). This
difference is not surprising, as Malle [2010] observed that his conjecture regarding the class groups
of number fields does not easily match the result for function fields. So the upper bounds obtained in
Corollary 11.5 support Malle’s observation. The phenomenon related to the presence of the roots of unity
has been numerically computed in [Malle 2008; 2010], and the random matrices in this setting and their
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relation with function field counting has been studied in [Katz and Sarnak 1999; Achter 2006; 2008;
Garton 2015; Adam and Malle 2015]. A correction for roots of unity, provided with empirical evidence,
is presented in [Wood 2019].

1.3. Other applications and further questions. We expect that the techniques established in this paper will
have many interesting and important applications. For example, the author applies the results in this paper
to the following work. In [Liu 2022], the exceptional case (ii) is studied, where the moment conjecture in
the number field case is inspired by the computation of δk/Q,∅(A) similar to Section 11.2. In [Liu 2024],
the abelian group BS(k, A) is used to study the embedding problems with restricted ramification, which
will be crucial for the forthcoming work on the generalized Cohen–Lenstra–Martinet–Gerth conjectures.

There are many further questions we would like to understand. First, the techniques in this paper work
for any finite set S of primes. So we would like to ask whether the random group models (in the abelian,
pro-ℓ and pro-C versions) can also be applied to predict the distributions of GS(k) as k/Q varies among
certain families of 0-extensions. Secondly, the group BS(k, A), which is the generalization of BS(k)

that we construct in Section 8, has its own interest, because it could be applied to extend our knowledge
of GS(k) from the pro-ℓ completion to the whole group, and moreover, it bounds the Shafarevich group
via (see Proposition 8.5)

#X2
S(k, A)≤ #BS(k, A). (1-5)

We emphasize here that understanding when #X2
∅(k, A) = #B∅(k, A) holds can help us determine

whether our upper bound of multiplicities is sharp or not (see how the inequality (1-5) is used in the proof
of Proposition 9.4). Last but not least, the techniques established in Sections 3, 4 and 5, which use group
cohomology to understand the presentation of a 0-group, are purely group theoretical and independent of
the number theory background, so we hope that they could have other interesting applications.

In this paper, we only study the maximal prime-to-|0| quotient of G∅,∞(k) for a Galois 0-extension
k/Q, and one can see that this “prime-to-|0|” requirement is necessary in almost every crucial step. We
would like to ask if the ideas of this paper can be generalized to the |0|-part of G∅,∞(k) too.

2. Notation and preliminaries

2.1. Profinite groups and modules. In this paper, groups are always profinite groups and subgroups are
always closed subgroups. For a group G, a G-group is a group with a continuous G action. If x1, . . .

are elements of a G-group H, we write [x1, . . . ] for the closed normal G-subgroup of H topologically
generated by x1, . . . . If H is a G-group, then we write H ⋊G for the semidirect product induced by the G
action on H, and its multiplication rule is given by (h1, g1)(h2, g2)= (h1g1(h2), g1g2) for h1, h2 ∈ H and
g1, g2 ∈ G. Morphisms of G-groups are G-equivariant group homomorphisms. We write ≃G to represent
isomorphism of G-groups, write HomG to represent the set of G-equivariant homomorphisms, and define
G-subgroup and G-quotient accordingly. For a G-group H, we say a set of elements G-generates H if H
is the smallest closed G-subgroup containing this set. We say that H is an irreducible G-group if it is a
nontrivial G-group and has no proper, nontrivial normal G-subgroups. For a positive integer n, a pro-n′
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group is a group such that every finite quotient has order relatively prime to n. The pro-n′ completion
of G is the inverse limit of all pro-n′ quotients of G. For a prime ℓ, we denote the pro-ℓ and the pro-ℓ′

completions of G by G(ℓ) and G(ℓ′) respectively.
For a group G and a commutative ring R, we denote by R[G] the completed R-group ring of G. We

use the following notation of G-modules:

Mod(G)= the category of isomorphism classes of finite G-modules,

Mod(R[G])= the category of isomorphism classes of finite R[G]-modules,

Modn(G)= the category of isomorphism classes of finite Z/nZ[G]-modules.

For a prime integer ℓ and a finite Fℓ[G]-module A, we define hG(A) to be the Fℓ-dimension of
HomG(A, A). We consider the Grothendieck group K ′0(R[G]), which is the abelian group generated by
the set {[A] | A ∈Mod(R[G])} and the relations

[A] − [B] + [C] = 0

arising from each exact sequence 0→A→B→C→0 of modules in Mod(R[G]). For A,B∈Mod(R[G]),
the tensor product A⊗R B endowed with the diagonal action of G is an element of Mod(R[G]). Then
K ′0(R[G]) becomes a ring by linear extensions of the product [A][B] = [A⊗R B]. If H is a subgroup
of G, then the action of taking induced modules IndH

G defines a map from K ′0(R[H ]) to K ′0(R[G]), which
we will also denote by IndH

G .
Let ℓ denote a prime integer. If H is a pro-ℓ′ subgroup of G, then it follows by the Schur–Zassenhaus

theorem that H 1(H, A)= 0 for any A ∈Modℓ(G), and hence taking the H -invariants is an exact functor
on Modℓ(G). Moreover, when G is a pro-ℓ′ group, Modℓ(G) is the free abelian group generated by the
isomorphism classes of finite simple Fℓ[G]-modules, and elements [A] and [B] of K ′0(Fℓ[G]) are equal if
and only if A and B are isomorphic as Fℓ[G]-modules. For an abelian group A, we let A∨ denote the
Pontryagin dual of A.

2.2. Galois groups and Galois cohomology. For a field k, we write k for a fixed choice of separable
closure of k, and write Gk for the absolute Galois group Gal(k/k). For a finite Gk-module A, we let
A′=Hom(A, k×). Let k/Q be a finite Galois extension of global fields. When v is a prime of the field Q,
we define Sv(k) to be the set of all primes of k lying above v. Note that the function field Fq(t) has an
infinite place defined by the valuation | · |∞ := qdeg( · ), but this infinite place is nonarchimedean. We
define S∞(k) to be the set of all archimedean places of k, so it is the empty set if k is a function field. For
a number field k, we let SR(k) and SC(k) denote the set of all real archimedean places and the set of all
imaginary archimedean places of k respectively. We let G∅,∞(k) denote the Galois group of the maximal
unramified extension of k that is split completely at every prime above∞. So if k is a number field, then
G∅,∞(k) is G∅(k). If k is a function field, then G∅,∞(k) is the quotient of G∅(k) by the decomposition
subgroups of k at primes above∞.

Let S be a set of places of k. We let kS denote the maximal extension of k that is unramified outside S,
and denote Gal(kS/k) by GS(k) or just GS when the choice of k is clear. The set S is called k/Q-closed
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if Sv(k) either is contained in S or intersects emptily with S for any prime v of Q. When S is k/Q-closed,
it is not hard to check by Galois theory that kS is Galois over Q, and hence each element of Gal(k/Q)

defines an outer automorphism of GS(k). We let

N(S)= {n ∈ N | n ∈O×k,S},

where O×k,S is the ring of S-integers of k. Explicitly, if k is a number field, then N(S) consists of the
natural numbers such that ordp(n)= 0 for all p ̸∈ S; and if k is a function field, then N(S) is the set of all
natural numbers prime to char(k). For a group G, we define

ModS(G)= the category of finite G-modules whose order is in N(S).

In particular, if Q is a function field, then ModS(G) consists of modules of order prime to char(Q).
Let k be a global field, and p a prime of k. The completion of k at p is denoted by kp, and the

absolute Galois group and its inertia subgroup of kp are denoted by Gp(k) and Tp(k) respectively. When
the choice of k is clear, we denote Gp(k) and Tp(k) by Gp and Tp. Let k/Q be a Galois extension
of global fields. For a prime v of Q and a prime p ∈ Sv(k), the Galois group of kp/Qv, denoted by
Galp(k/Q), is the decomposition subgroup of Gal(k/Q) at p. The subgroups Galp(k/Q) are conjugate
to each other in Gal(k/Q) for all p ∈ Sv(k), so we write Galv(k/Q) for a chosen representative of this
conjugacy class. For a group G and an A ∈Mod(G), we write H i (G, A) and Ĥ i (G, A) for the group
cohomology and the Tate cohomology respectively. For a field k, we define H i (k, A) := H i (Gk, A)

and Ĥ i (k, A) := Ĥ i (Gk, A). Let A be a module in Mod(G Q), where G Q is the absolute Galois group
of Q. The Galois group Gal(k/Q) acts on H i (k, A) by conjugation. The conjugation map commutes
with inflations, restrictions, cup products and connecting homomorphisms in a long exact sequence,
and hence it is naturally compatible with spectral sequences and duality theorems used in the paper.
For a prime v of Q, we consider the Gal(k/Q) action on

⊕
p∈Sv(k) H i (kp, A) defined by the action on⊕

p∈Sv(k) H i (kp, ResG Q
Gv(Q) A). In other words, Gal(k/Q) acts on

⊕
p∈Sv(k) H i (kp, A) by the permutation

action on Sv(k) and by the Galp(k/Q)-conjugation on each summand. We similarly define the Gal(k/Q)

action on the product when each of the local summands is H i (Tp, A) or the unramified cohomology group
H i

nr (kp, A) := im
(
H i (Gp/Tp, ATp) inf

−→ H i (Gp, A)
)
. In particular, the product of restriction maps for v

H i (k, A)→
⊕

p∈Sv(k)

H i (kp, A)

respects the Gal(k/Q) actions. Moreover, one can check that⊕
p∈Sv(k)

H i (kp, A)∼= IndGalq(k/Q)

Gal(k/Q) H i (kq, A)

as Gal(k/Q)-modules for any q ∈ Sv(k). The same statement holds for the Tate cohomology groups. For
a set S of places of k, we use the following notation for Shafarevich groups:

Xi (k, A)= ker
(

H i (k, A)→
∏

p all places
H i (kp, A)

)
, Xi

S(k, A)= ker
(

H i (GS(k), A)→
∏
p∈S

H i (kp, A)
)
,
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and we set
′∏

p∈S
H 1(kp, A) :=

{
( fp)p∈S ∈

∏
p∈S

H 1(kp, A)

∣∣∣ fp is unramified for all but finitely many primes in S
}
.

2.3. List of notation appearing in multiple sections.

• Fn(0): free profinite 0-group on n generators (defined in Section 3).

• F ′n(0): pro-|0|′ completion of Fn(0).

• Fn(0): free admissible 0-group on n generators (defined in Section 4).

• m(ω, 0, H, A): multiplicity of A associated to a 0-equivariant surjection ω to the 0-group H (defined
in Definition 3.1).

• m(n, 0, G, A): multiplicity of A associated to a pro-|0|′ 0-equivariant surjection F ′n(0)→G (defined
in Definition 3.6).

• mad(n, 0, G, A): multiplicity of A associated to an admissible 0-presentation Fn(0)→ G (defined
in Definition 4.3).

• mC
ad(n, 0, G, A): multiplicity of A associated to a level-C admissible 0-presentation Fn(0)C→ GC

(defined in Proposition 5.4).

• χk/Q,S(A): Euler characteristic (defined in Section 7).

• δk/Q,S(A) := dimFℓ
H 2(GS(k), A)Gal(k/Q)

− dimFℓ
H 1(GS(k), A)Gal(k/Q) (defined in Definition 9.1).

• ϵk/Q,S(A): an invariant associated to the Galois module A (defined Proposition 9.4)

3. Presentations of finitely generated profinite 0-groups

Let Fn(0) denote the free profinite 0-group on n generators defined in [Liu et al. 2024]. Explicitly, Fn(0)

is the free profinite group on {xi,γ | i = 1, . . . , n and γ ∈ 0} together with a 0-action defined by

σ(xi,γ )= xi,σγ for all γ ∈ 0.

If G is a profinite 0-group that is 0-generated by g1, . . . , gn , then there is a unique surjective 0-equivariant
homomorphism Fn(0)→ G defined by sending xi,Id0

to gi for each i . So the universal property holds
for Fn(0), and that is why Fn(0) is the free pro-0-group on n generators (namely, the generators
are x1,Id0

, . . . , xn,Id0
).

When the choice of 0 is clear, we will denote Fn(0) simply by Fn . Let G be a finitely generated
0-group. Then when n is sufficiently large, there exists a short exact sequence

1→ N → Fn ⋊0
π
−→ G ⋊0→ 1, (3-1)

where π is defined by mapping 0 identically to 0, and {xi,10
}

n
i=1 to a set of n elements of G that

generates G under the 0 action. Note that (3-1) can be viewed as a presentation of the group G that is
compatible with 0 actions, and we will call it a 0-presentation of G. The minimal number of relations in
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the presentation (3-1), which is one of the main objects studied in this paper, is related to the multiplicities
of the irreducible Fn ⋊0-quotients of N. We define the multiplicity as follows, and one can find that this
quantity is similarly defined in [Lubotzky 2001; Liu and Wood 2020; Liu et al. 2024].

Definition 3.1. Given a short exact sequence 1→ ker ω→ E ω
−→ H → 1 of 0-groups, we let M be the

intersection of all maximal proper E ⋊0-normal subgroups of ker ω, and let N = ker ω/M and E = E/M.
Then one can show that N is a direct product of finite irreducible E ⋊0-groups. For any finite irreducible
E⋊0-group A, we define m(ω, 0, H, A) to be the multiplicity of A appearing in N . When the multiplicity
is infinite, we let m(ω, 0, H, A)=∞. When ω refers to the surjection E ⋊0→ H ⋊0 induced by the
0-equivariant surjection E→ H, we use the notation m(ω, 0, H, A) instead of m(ω|E , 0, H, A) for the
sake of convenience.

Consider the short exact sequence (3-1). Let M be the intersection of all maximal proper Fn⋊0-normal
subgroups of N, and define R = N/M and F = Fn/M (i.e., R and F are N and E in Definition 3.1) for
the short exact sequence (3-1). Then we obtain a short exact sequence

1→ R→ F ⋊0→ G ⋊0→ 1.

Note that F ⋊0 acts on R by conjugation, and maps the factor Am(π,0,G,A) of R to itself. When A is
abelian, then the conjugation action on A by elements in R is trivial, so the F ⋊0 action on A factors
through G ⋊0, and hence A is a finite simple G ⋊0-module.

Lemma 3.2. Using the notation above, if A is a finite simple G ⋊0-module such that gcd(|0|, |A|)= 1,
then

m(π, 0, G, A)=
n dimFℓ

A− ξ(A)+ dimFℓ
H 2(G ⋊0, A)− dimFℓ

H 1(G ⋊0, A)

hG⋊0(A)
,

where ℓ is the exponent of A and ξ(A) := dimFℓ
A0/AG⋊0.

Remark 3.3. When 0 is the trivial group, the lemma is [Lubotzky 2001, Lemma 5.3]

Proof. Applying the inflation-restriction exact sequence to (3-1), we obtain

0→ H 1(G ⋊0, AN )→ H 1(Fn ⋊0, A)→ H 1(N, A)G⋊0
→ H 2(G ⋊0, AN )→ H 2(Fn ⋊0, A). (3-2)

Also by gcd(|A|, |0|) = 1, the Hochschild–Serre spectural sequence E i j
= H i (0, H j (Fn, A)) =⇒

H i+ j (Fn ⋊0, A) degenerates, so we have that

H 2(Fn ⋊0, A)∼= H 2(Fn, A)0,

which is trivial because Fn is a free profinite group. Note that N acts trivially on A, so

H 1(N, A)G⋊0
= HomFn⋊0(N, A)= HomG⋊0(Am(π,0,G,A), A)

because A is a simple Fℓ[G ⋊0]-module and m(π, 0, G, A) is the maximal integer such that Am(π,0,G,A)

is an Fn ⋊0-equivariant quotient of N. Then it follows that

dimFℓ
H 1(N, A)G⋊0

= m(π, 0, G, A) dimFℓ
HomG⋊0(A, A).

Thus, by (3-2) it suffices to show dimFℓ
H 1(Fn ⋊0, A)= n dimFℓ

A− ξ(A).
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Elements of H 1(Fn ⋊ 0, A) correspond to the A-conjugacy classes of homomorphic sections of
A⋊ (Fn ⋊0)

ρ
−→ Fn ⋊0. We write every element of Fn ⋊0 in the form of (x, γ ) for x ∈ Fn and γ ∈ 0,

and similarly, write elements of A ⋊ (Fn ⋊0) as (a; x, γ ) for a ∈ A, x ∈ Fn and γ ∈ 0. Then ρ maps
(a; x, γ ) to (x, γ ) for any a, x and γ . Note that a section of ρ is completely determined by the images
of (xi,10

, 1) and (1, γ ) for i = 1, . . . , n and γ ∈ 0, where xi,10
’s are the 0-generators of Fn defined at

the beginning of this section. Since gcd(|A|, |0|)= 1, we have H 1(0, A)= 0 by the Schur–Zassenhaus
theorem, which implies that the restrictions of all the sections of ρ to the subgroup 0 are conjugate
to each other by A. So we only need to study the A-conjugacy classes of sections of ρ which map
(1, γ ) to (1; 1, γ ) for any γ ∈ 0, and such sections are totally determined by the images of (xi,10

, 1)

for i = 1, . . . , n. Let s1 and s2 be two distinct sections of this type. Under the multiplication rule of
semidirect product, the conjugation of (a; x, γ ) by an element α ∈ A is

(α−1
; 1, 1)(a; x, γ )(α; 1, 1)= (α−1

· a · (x, γ )(α); x, γ )

= (α−1
· (x, γ )(α); 1, 1)(a; x, γ ),

where the last equality is because A is abelian. Therefore, because of the assumption that s1(1, γ ) =

s2(1, γ ) = (1; 1, γ ) for any γ ∈ 0, we see that s1 and s2 are A-conjugate if and only if there exists
α ∈ A0/AG⋊0 such that s2(x, γ )= (α−1

· (x, γ )(α); 1, 1)s1(x, γ ) for any x , γ . So

#{A-conjugacy classes of sections of ρ} = |A0/AG⋊0
|
−1

n∏
i=1

#ρ−1(xi,10
, 1)

= |A0/AG⋊0
|
−1
|A|n,

which proves that dimFℓ
H 1(Fn ⋊0, A)= n dimFℓ

A− dimFℓ
(A0/AG⋊0). □

In this paper, instead of the 0-presentations in the form of (3-1), we want to study the presentations of
pro-|0|′ completions of 0-groups. Recall that the pro-|0|′ completion of a group G is the inverse limit of
all finite quotients of G whose order is prime to |0|. We denote the pro-|0|′ completions of Fn(0) and G
by F ′n(0) and G ′ respectively, and write F ′n for F ′n(0) when the choice of 0 is clear. Then F ′n and G ′

naturally obtain 0 actions from Fn and G, and we have a short exact sequence

1→ N ′→ F ′n ⋊0
π ′
−→ G ′⋊0→ 1, (3-3)

induced by (3-1), which will be called a |0|′-0-presentation of G ′.

Proposition 3.4. Use the notation above. Let A be a finite simple G ′⋊0-module, and denote the exponent
of A by ℓ. If ℓ divides |0|, then m(π ′, 0, G ′, A)= 0. Otherwise,

m(π ′, 0, G ′, A)=
n dimFℓ

A− ξ(A)+ dimFℓ
H 2(G ′⋊0, A)− dimFℓ

H 1(G ′⋊0, A)

hG ′⋊0(A)
(3-4)

≤
n dimFℓ

A− ξ(A)+ dimFℓ
H 2(G, A)0 − dimFℓ

H 1(G, A)0

hG⋊0(A)
. (3-5)

where in (3-5) A is viewed as a G ⋊0-module via the surjection G ⋊0→G ′⋊0. Moreover, the equality
in (3-5) holds if H 2(ker(G→ G ′), Fℓ)= 0.
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Remark 3.5. We see from (3-5) that the multiplicity m(π ′, 0, G ′, A) depends on n, 0, G and A, but not
on the choice of the quotient map π ′.

Proof. It is clear that if ℓ divides |0|, then m(π ′, 0, G ′, A)= 0. For the rest of the proof, assume ℓ ∤ |0|.
We consider the commutative diagram

Fn ⋊0 G ⋊0

F ′n ⋊0 G ′⋊0

ρ ϖ

π

ρG

π ′

where each of the vertical maps is taking the |0|′-completion of the first component in semidirect
product. If U is a maximal proper F ′n ⋊ 0-normal subgroup of ker π ′ such that ker π ′/U ≃G ′⋊0 A,
then its full preimage ρ−1(U ) in Fn ⋊0 is a maximal proper Fn ⋊0-normal subgroup of ker ϖ with
ker ϖ/ρ−1(U )≃G ′⋊0 A. So by definition of multiplicities, we have that m(π ′, 0, G, A)≤m(ϖ, 0, G, A).
On the other hand, because gcd(|A|, |0|)= 1, if V is a maximal proper Fn ⋊0-normal subgroup of ker ϖ

with ker ϖ/V ≃G ′⋊0 A, then Fn ⋊0 ↠ (Fn/V )⋊0 factors through ρ, and hence we have shown that
m(π ′, 0, G, A)= m(ϖ, 0, G, A). Because ϖ defines a 0-presentation of G ′, by Lemma 3.2 we obtain
the equality (3-4).

Let W denote ker ρG = ker(G → G ′). Because G ′ is the pro-|0|′ completion of G and ℓ ∤ |0|, the
pro-ℓ completion of W is trivial. So as W acts trivially on A, we have that H 1(W, A) = 0. Then by
considering the Hochschild–Serre spectral sequence associated to

1→W → G ⋊0→ G ′⋊0→ 1,
we see that

H 1(G ′⋊0, A)∼= H 1(G ⋊0, A) and H 2(G ′⋊0, A) ↪→ H 2(G ⋊0, A).

where the latter embedding is an isomorphism if H 2(W, A)=0. Note that H 2(W, A)=H 2(W, Fℓ)
⊕ dimFℓ

A

because W acts trivially on A.
Finally, since gcd(|A|, |0|)= 1, we have that H i (0, A)= 0 for any i ≥ 1, and hence by the Hochschild–

Serre spectral sequence of
1→ G→ G ⋊0→ 0→ 1

we have that H i (G ⋊0, A)∼= H i (G, A)0 for any i . Therefore, we have

dimFℓ
H 1(G ′⋊0, A)= dimFℓ

H 1(G, A)0 and dimFℓ
H 2(G ′⋊0)≤ dimFℓ

H 2(G, A)0,

where the equality holds if H 2(W, Fℓ)= 0. □

By Remark 3.5, we can define the multiplicities as follows.

Definition 3.6. Let 0 be a finite group, G ′ a finitely generated pro-|0|′ 0-group, and A a finite irreducible
G ′⋊0-group. Assume that there exists a 0-equivariant surjection π ′ : F ′n→G ′. We define m(n, 0, G ′, A)

to be m(π ′, 0, G ′, A).

When A is abelian, m(n, 0, G ′, A) is bounded above by (3-5). The next proposition proves that the
minimal number of relators in the presentation π ′ is determined by m(n, 0, G ′, A) for all abelian A.
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Proposition 3.7. Consider the short exact sequence (3-3). The minimal number of generators of ker π ′ as
a closed normal 0-subgroup of F ′n is

sup
ℓ ∤ |0|

sup
A: finite simple

Fℓ[G ′⋊0]-modules

⌈
dimFℓ

H 2(G ′⋊0, A)− dimFℓ
H 1(G ′⋊0, A)− ξ(A)

dimFℓ
A

⌉
+ n. (3-6)

Moreover, this minimal number is

sup
ℓ ∤ |0|

sup
A: finite simple

Fℓ[G ′⋊0]-modules

⌈
dimFℓ

H 2(G, A)0 − dimFℓ
H 1(G, A)0 − ξ(A)

dimFℓ
A

⌉
+ n (3-7)

and the equality holds if H 2(ker(G→ G ′), Fℓ)= 0.

Proof. We let M be the intersection of all maximal proper F ′n ⋊0-normal subgroups of ker π ′, and let
R= ker π ′/M and F = F ′n/M. Then R is isomorphic to a direct product of finite irreducible F⋊0-groups
whose orders are coprime to |0|. A set of elements of ker π ′ generates ker π ′ as a normal subgroup of
F ′n ⋊0 if and only if their images generate R as a normal subgroup of F ⋊0.

For positive integer m, r and a finite irreducible F⋊0-group A, by [Liu and Wood 2020, Corollaries 5.9
and 5.10], one can compute the probability that the F ⋊0-closed group generated by r random elements
of Am is the whole Am . Note that this probability is positive if and only if Am can be generated by r
elements as a F ⋊ 0-group. It follows that the minimal number of elements generating Am as an
F ⋊0-group is {

1 if A is nonabelian,⌈
mhF⋊0(A)

dimFℓ
A

⌉
if A is abelian, where ℓ is the exponent of A.

Recall that if A is an abelian simple factor appearing in R, then the F⋊0 action on A factors through G ′⋊0,
since the conjugation action of R on A is trivial. Therefore, by the argument above and [Liu and Wood
2020, Corollary 5.7], the minimal number of generators of R as an F ⋊0-group is

sup
ℓ ∤ |0|

sup
A: finite simple

Fℓ[G ′⋊0]-modules

⌈
m(n, 0, G ′, A)hG ′⋊0(A)

dimFℓ
A

⌉
.

Then the proposition follows by Proposition 3.4 and the fact that hG⋊0(A)= hG ′⋊0(A). □

To end this section. we give a lemma that will be used later.

Lemma 3.8. Let E, F and G be 0-groups such that there exist 0-equivariant surjections α : E → F,
β : F→ G and a 0-equivariant homomorphic section s : F→ E of α. Let π = β ◦α.

E F Gα

π

β
s

Let A be a finite simple G ⋊0-module. Then m(π, 0, G, A)= m(α, 0, F, A)+m(β, 0, G, A).
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Proof. We first show m(π, 0, G, A)≥ m(α, 0, F, A)+m(β, 0, G, A). By definition, the map β factors
through an extension G̃ of G satisfying the exact sequence

1→ Am(β,0,G,A)
→ G̃→ G→ 1.

Denote the composition of α and the quotient map F→ G̃ by ρ1 : E→ G̃. Similarly, π factors through
an extension F̃ of F with kernel Am(α,0,F,A). Because the section s identifies E as the semidirect product
ker α⋊ s(F), we see that F̃ has to be isomorphic to the semidirect product Am(α,0,F,A) ⋊ F. Note that the
action of F ⋊0 on A factors through G ⋊0 (and similarly, factors through G̃ ⋊0). So by composing
with the surjection β, we have a 0-equivariant quotient map

ρ2 : E→ Am(α,0,F,A) ⋊G.

Because ρ2 factors through Am(α,0,F,A)⋊ G̃, we have the following fiber product diagram of 0-equivariant
quotients of E :

Am(α,0,F,A) ⋊ G̃ = E/ ker ρ1 ∩ ker ρ2 G̃ = E/ ker ρ1

Am(α,0,F,A) ⋊G = E/ ker ρ2 G = E/ ker ρ1 ker ρ2

So the diagram shows m(π, 0, G, A)≥ m(α, 0, F, A)+m(β, 0, G, A).
Let S be the set of all maximal proper E ⋊0-normal subgroups U of ker π with ker π/U ≃G⋊0 A.

To prove the equality in the lemma, it suffices to show that, for each U ∈ S,

ker ρ1 ∩ ker ρ2 = ker ρ1 ∩ ker ρ2 ∩U, (3-8)

because (3-8) together with the preceding paragraph implies that ∩U∈SU = ker ρ1 ∩ ker ρ2.
Let U ∈ S. If ker α ⊂ U, then α(U ) is a maximal proper F ⋊ 0-normal subgroup of ker β such

that ker β/α(U ) ≃G⋊0 A, so ker ρ1 ⊂ U and therefore (3-8) holds. Otherwise, ker α ̸⊂ U. Then
ker α/(ker α ∩U ) ≃G⋊0 (ker α ·U )/U = ker π/U ≃G⋊0 A and similarly ker ρ1/(ker ρ1 ∩U ) ≃G⋊0 A,
and we have the quotient map

E/ ker α ∩U ≃ A⋊ F→ E/ ker ρ1 ∩U ≃ A⋊ G̃.

The domain of this quotient map is a quotient of F̃ and the target is a quotient of E/(ker ρ1 ∩ ker ρ2).
Then we see that ker ρ1 ∩U ⊃ ker ρ1 ∩ ker ρ2; thus we prove (3-8) in this case. □

4. Presentations of finitely generated profinite admissible 0-groups

We first recall the definition of the admissible 0-groups and the free admissible 0-groups in [Liu et al. 2024].

Definition 4.1. A profinite 0-group G is called admissible if it is 0-generated by elements {g−1γ (g) |

g ∈ G, γ ∈ 0} and is of order prime to |0|.
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Recall that for each positive integer n, we defined F ′n to be the pro-|0|′ completion of Fn . We
set yi,γ to be the image in F ′n of the generators xi,γ of Fn , and therefore F ′n is the free pro-|0|′ group
on {yi,γ | i = 1, . . . , n and γ ∈ 0}, where σ ∈ 0 acts on F ′n by σ(yi,γ )= yi,σγ . We fix a generating set
{γ1, . . . , γd} of the finite group 0 throughout the paper. We set yi := yi,id0

and define Fn(0) to be the
closed 0-subgroup of F ′n that is generated as a 0-subgroup by the elements

{y−1
i γ j (yi ) | i = 1, . . . , n and j = 1, . . . , d}.

We will denote Fn(0) by Fn when the choice of 0 is clear. The following is a list of properties of Fn(0)

proven in [Liu et al. 2024, Lemma 3.1, Corollary 3.8 and Lemma 3.9]:

(1) Fn is an admissible 0-group and it does not depend on the choice of the generating set {γ1, . . . , γd}.

(2) There is a 0-equivariant quotient map ρn : F ′n → Fn such that the composition of the inclusion
Fn ⊂ F ′n with ρn is the identity map on Fn .

(3) Define a set function for any 0-group G

Y : G→ Gd , g 7→ (g−1γ1(g), g−1γ2(g), . . . , g−1γd(g)).

Then the function

Y (G)n
→ Hom0(Fn, G)

taking (Y (g1), . . . , Y (gn)) to the restriction of the map F ′n→ G with yi 7→ gi is a bijection.

Let G be an admissible 0-group with a 0-presentation defined by Fn ⋊0
π
−↠ G ⋊0 such that the

reduced map F ′n ⋊0
π ′
−↠ G ⋊0 satisfies that

G is 0-generated by coordinates of Y (yi ), i = 1, . . . , n. (4-1)

Under the condition (4-1), the restriction of π ′ to the admissible subgroup Fn of F ′n is surjective, so π ′

that factors through the quotient map ρn : F ′n→ Fn in (2) above. We let πad = π ′|Fn⋊0 and obtain a short
exact sequence

1→ N → Fn ⋊0
πad
−→ G ⋊0→ 1, (4-2)

and we call it an admissible 0-presentation of G.
Similarly to the previous section, we are interested in the multiplicities of the simple factors appearing

as the quotients of N.

Lemma 4.2. Let G be an admissible 0-group with an admissible 0-presentation (4-2) and A a finite
simple G ⋊0-module with gcd(|A|, |0|)= 1. Then

m(πad, 0, G, A)= m(n, 0, G, A)−m(n, 0,Fn, A).
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Proof. We let ρn : F ′n→ Fn be the quotient map described in property (2). Let ϖ be the composition of
the following 0-equivariant surjections and then ϖ defines a |0|′-0-presentation of G. Let ι : Fn→ F ′n
be the natural embedding. Then we have the diagram

F ′n Fn G,ρn

ϖ

πad|Fn

ι

The lemma follows by Lemma 3.8. □

Definition 4.3. Let G be a 0-group with an admissible 0-presentation (4-2). For a finite simple G ⋊0-
module A with gcd(|A|, |0|) = 1, we define mad(n, 0, G, A) to be m(πad, 0, G, A). By Lemma 4.2,
mad(n, 0, G, A)= m(n, 0, G, A)−m(n, 0,Fn, A) does not depend on the choice of πad.

Lemma 4.4. Let A be a finite simple Fn ⋊0-module such that gcd(|A|, |0|)= 1. Then

dimFℓ
H 1(Fn ⋊0, A)= n dimFℓ

(A/A0)− ξ(A).

Proof. We use the idea in the proof of Lemma 3.2. Elements of H 1(Fn ⋊ 0, A) correspond to the
A-conjugacy classes of homomorphic sections of A⋊ (Fn ⋊0)

ρ
−→ Fn ⋊0. We use (g, γ ) to represent

elements of Fn ⋊0, and (a; g, γ ) to represent elements of A⋊(Fn ⋊0). Again, by the Schur–Zassenhaus
theorem, we only need to count the A-conjugacy classes of sections of ρ that maps (1; 1, γ ) to (1, γ ). In
other words, we only need to study the A-conjugacy classes of 0-equivariant sections of A⋊Fn→ Fn .

By property (3) of Fn , there is a bijection Y (A⋊Fn)
n
→Hom0(Fn, A⋊Fn) taking (Y (g1), . . . , Y (gn))

to the restriction of the map F ′n→ A⋊Fn with yi 7→ gi . For a 0-equivariant section s of A⋊Fn→ Fn ,
the elements s(y−1

i γ j (yi )) in A⋊Fn must map to y−1
i γ j (yi )∈Fn for each i = 1, . . . , n and j = 1, . . . , d .

Therefore, the 0-equivariant sections of A⋊Fn→ Fn are in one-to-one correspondence with elements in
Y (A⋊Fn)

n which map to (Y (y1), . . . , Y (yn)) ∈ Y (Fn)
n under the natural quotient map A⋊Fn→ Fn

on each component.
Let’s consider Y (yi ) and its preimages in Y (A ⋊Fn). Note that there is also a natural embedding

Y (Fn) ↪→ Y (A ⋊Fn) defined by the obvious section of split extension A ⋊Fn ↠ Fn . So we can fix a
g ∈ A ⋊Fn such that Y (g) is the image of Y (yi ) under this embedding, and then Y (g) is a preimage
of Y (yi ) under ϕ, where ϕ is the quotient map (A⋊Fn)

d
→ Fd

n . The self-bijection

(A⋊Fn)
d
→ (A⋊Fn)

d , (a1, . . . , ad) 7→ (ga1γ1(g)−1, . . . , gadγd(g)−1)

maps Y (A⋊Fn) to itself and ϕ−1(Y (yi )) to Ad . Thus,

#Y (A⋊Fn)∩ϕ−1(Y (yi ))= #Y (A⋊Fn)∩ Ad
= #Y (A)= |A/A0

|,

where the second equality above uses [Liu et al. 2024, Lemma 3.4] and the last uses [Liu et al. 2024,
Lemma 3.5]. So we’ve shown that there are |A/A0

| elements in Y (A ⋊Fn) mapping to Y (yi ), and it
follows that the number of 0-equivariant sections of A⋊Fn→ Fn is |A/A0

|
n .



Presentations of Galois groups of maximal extensions with restricted ramification 851

Finally, recall that two sections s1, s2 of A ⋊ (Fn ⋊ 0)→ Fn ⋊ 0 are A-conjugate if and only if
s1(g, γ )= (α−1

· (g, γ )(α); 1, 1)s1(g, γ ) for some α ∈ A0/AFn⋊0, by the computation in the proof of
Lemma 3.2. Therefore,

#H 1(Fn ⋊0, A)=
|A/A0

|
n

|A0/AFn⋊0|
. □

Corollary 4.5. Under the assumptions in Lemma 4.2, we have

mad(n, 0, G, A)= m(n, 0, G, A)−
n dimFℓ

A0

hG⋊0(A)
.

Proof. By Proposition 3.4 and Lemma 4.4, we have

m(n, 0,Fn, A)=
n dimFℓ

A0
+ dimFℓ

H 2(Fn, A)0

hG⋊0(A)
.

Note that, forgetting the 0-action, Fn is a projective profinite group, because by definition it is a closed
subgroup of the free pro-|0|′ group F ′n. So H 2(Fn, A)= 0, and then the corollary follows immediately
by Lemma 4.2. □

We point out in the next lemma that A0 is strictly smaller than A when G ⋊0 acts nontrivially on A.

Lemma 4.6. If G is an admissible 0-group and A is a G ⋊0-group such that 0 acts trivially on A, then
G ⋊0 acts trivially on A.

Proof. The G ⋊0 action on A induces a group homomorphism G ⋊0→ Aut(A). So it suffices to show
that 0 is not contained in any proper normal subgroup of G ⋊0. Suppose M is a proper normal subgroup
containing 0. Then B := (G ⋊ 0)/M is a 0-quotient of G and 0 acts trivially on B. However, G is
admissible, so is generated by elements g−1γ (g) for g ∈ G and γ ∈ 0. Then the images of all g−1γ (g)

in the 0-quotient B generate B but each of these images is 1, and hence we obtain the contradiction. □

5. Presentations of finitely generated profinite 0-groups of level C

Let C be a set of isomorphism classes of finite 0-groups. The variety of 0-groups generated by C is
defined to be the smallest set C of isomorphism classes of 0-groups containing C that is closed under
taking finite direct products, 0-quotients and 0-subgroups. For a given 0-group G, we define the pro-C
completion of G to be

GC
= lim
←−−
M

G/M,

where the inverse limit runs over all closed normal 0-subgroups M of G such that the 0-group G/M is
contained in C. We call a 0-group G level C if GC

= G.
We want to emphasize that we do not require C to be closed under taking group extensions, and it

is different from most of works in the literature about completions of groups. For example, if we set C
to be the set containing only the group Z/ℓZ with the trivial 0 action, then GC is the maximal quotient
of G that is isomorphic to a direct product of Z/ℓZ on which 0 acts trivially. If we want GC to give us
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the pro-ℓ completion of G, then we need to let C contain all the finite 0-groups of order a power of ℓ.
Similarly, GC is the pro-|0|′ completion of G if C consists of all finite 0-groups of order prime to |0|.

Lemma 5.1. Let F, G be 0-groups and ω : F → G a 0-equivariant surjection. Let C be a set of
isomorphism classes of finite 0-groups, and ϕ the pro-C completion map F → FC . Then we have the
following commutative diagram of 0-equivariant surjections:

F G

FC GC

ω

ϕ α

ωC

where ωC is the quotient map by ϕ(ker ω).

Proof. By the set-up, im ωC naturally fits into the right-lower position of this diagram, so it’s enough
to show that im ωC

≃ GC . First, im ωC is a quotient of G and a quotient of FC , so it is of level C and
hence is a quotient of GC . On the other hand, we consider the natural pro-C completion map α : G→ GC ,
and the composition α ◦ ω : F → GC . Because GC is of level C, it follows that ker(α ◦ ω) ⊇ ker ϕ.
Also, because ker ω ⊆ ker(α ◦ ω), we have that im(α ◦ ω) = GC is a quotient of F/(ker ω ker ϕ) =

(F/ ker ϕ)/(ker ω/ ker ω∩ ker ϕ)= FC/ ker ωC
= im ωC . So we have proved that im ωC

≃ GC . □

Definition 5.2. For any 0-equivariant surjection ω : F→ G, we define the pro-C completion of ω to be
ωC
: FC
→ GC in Lemma 5.1.

Corollary 5.3. Under the assumptions in Lemma 5.1, for any finite simple GC ⋊0-module A, we have
m(ωC, 0, GC, A)≤ m(ω, 0, G, A).

Proof. By definition of ωC , ker ωC is the quotient of ker ω by ker ω∩ ker ϕ, and we denote this quotient
map by φ : ker ω→ ker ωC . If N is a maximal proper FC ⋊ 0-normal subgroup of ker ωC such that
ker ωC/N ≃ A as GC ⋊0-modules, then its preimage φ−1(N ) in F is a maximal proper F ⋊0-normal
subgroup of ker ω with ker ω/φ−1(N )≃ A. The corollary follows by the definition of the multiplicity. □

Proposition 5.4. Let G be an admissible 0-group, C a set of isomorphism classes of finite 0-groups and A
a finite simple GC ⋊0-module with gcd(|A|, |0|)= 1. Then, for a fixed positive integer n such that there
exists an admissible 0-presentation of G as (4-2), the multiplicity m(πC

ad, 0, GC, A) does not depend on
the choice of πad, and so we denote m(πC

ad, 0, GC, A) by mC
ad(n, 0, G, A). Then

mC
ad(n, 0, G, A)≤ mad(n, 0, G, A).

Moreover, if mad(n, 0, G, A) is finite, then the equality holds for sufficiently large C.

Proof. Since A is finite, we can find a finite set C1 ⊂ C of isomorphism classes of finite 0-groups such that
the map GC⋊0→Aut(A) induced by the GC⋊0 action on A factors through GC1 ⋊0, and hence A is a
simple GC1 ⋊0-module. Let C1⊂ C2⊂ · · · be an ascending sequence of finite sets of isomorphism classes
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of finite 0-groups with ∪Ci = C. For each i ≤ j, we have that m(π
Ci
ad, 0, GCi , A)≤ m(π

C j
ad , 0, GC j , A)≤

m(πC
ad, 0, GC, A) by Corollary 5.3, and hence

m(πC
ad, 0, GC, A)= lim

i→∞
m(π

Ci
ad, 0, GCi , A).

Since Ci is a finite set of 0-groups, [Liu et al. 2024, Remark 4.9] shows that the multiplicity m(π
Ci
ad,0,GCi , A)

does not depend on the choice of πad. So we obtained that m(πC
ad, 0, GC, A) also does not depend on the

choice of πad. The inequality in the proposition follows by m(πC
ad, 0, GC, A)≤ m(πad, 0, G, A).

The last statement in the proposition then automatically follows because

mad(n, 0, G, A)= sup
D: finite set
of 0-groups

mD
ad(n, 0, G, A). □

6. The heights of pro-C groups

Definition 6.1. For a finite group H, we define h(H) to be the smallest integer n such that there exists a
length-n sequence of normal subgroups of H,

1= H0 ◁ H1 ◁ · · ·◁ Hn = H,

where Hi+1/Hi is isomorphic to a direct product of minimal normal subgroups of H/Hi . We define the
height of H to be

ĥ(H)=max{h(U ) |U is a subquotient of H}.

For a profinite group H, the height is defined as

ĥ(H)= sup
U : finite

quotient of H

ĥ(U ).

Lemma 6.2. Let G and H be two finite groups. Then ĥ(G× H)=max{ĥ(G), ĥ(H)}.

Proof. Note that a subquotient of G or H is a subquotient of G× H, so ĥ(G× H)≥max{ĥ(G), ĥ(H)}.
It suffices to show that h(U )≤max{ĥ(G), ĥ(H)} for any subquotient U of G× H . Each subquotient U
of G× H is a quotient of a subgroup V of G× H. Then because a sequence of normal subgroups of V
induces a sequence of normal subgroups of U, and a minimal normal subgroup is mapped to a product of
minimal normal subgroups or the trivial subgroup under any quotient map. We see that h(U )≤ h(V ), so
we only need to show that h(V )≤max{ĥ(G), ĥ(H)} for any subgroup V ⊂ G× H.

We let ProjG and ProjH be the projections mapping G × H to G and H respectively, and denote
VG = ProjG(V ) and VH = ProjH (V ). Then ProjG ×ProjH maps V injectively into VG×VH . Let n denote
max{ĥ(G), ĥ(H)}, and then there exists a sequence

1◁ VG,1× VH,1 ◁ VG,2× VH,2 ◁ · · ·◁ VG,n × VH,n = VG × VH .

of normal subgroups of VG × VH of length n, where {V∗,i } for ∗ = G or H is a sequence of normal
subgroups of V∗ such that V∗,i+1/V∗,i is a direct product of minimal normal subgroups of V∗/V∗,i .
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Assume that A is a minimal normal subgroup of VG × VH contained in VG,1× VH,1 such that A∩ V ̸= 1.
Since V is a subgroup of VG ×VH , we have that A∩V is normal in V. Then ProjG ×ProjH sends A∩V
to a normal subgroup of VG×VH that is contained in ProjG ×ProjH (A)⊂ VG,1×VH,1. We see that A∩V
is A, because A∩ V ̸= 1 and A is minimal normal in VG × VH . In particular, A∩ V is a minimal normal
subgroup of V, because otherwise ProjG would map a minimal normal subgroup of V contained in A∩V
to a normal subgroup of VG that is properly contained in A which contradicts to the assumption that A
is minimal normal. Thus, we have shown that V ∩ (VG,1× VH,1) is a direct product of minimal normal
subgroups of V. Then by induction on i , we see that {Vi := V ∩ (VG,i × VH,i )}

n
i=1 forms a sequence of

normal subgroups of V such that Vi+1/Vi is a direct product of minimal normal subgroups of V/Vi , and
hence h(V )≤max{ĥ(G), ĥ(H)}. □

Proposition 6.3. Let 0 be a finite group and C a finite set of isomorphism classes of finite 0-groups. For
any 0-group G, we have that ĥ(GC) is at most

ĥC :=max{ĥ(H) | H ∈ C}.

Proof. By definition of ĥ(GC), it suffices to prove ĥ(G)≤ ĥC for any G ∈ C. So we just need to show that
the three actions,

(1) taking 0-quotients,

(2) taking 0-subgroups, and

(3) taking finite direct products,

do not produce groups with larger value of ĥ. For the first two actions, it is obvious that if H is a
0-quotient or a 0-subgroup of G, then it is a quotient or a subgroup of G by forgetting the 0 actions, and
hence ĥ(H)≤ ĥ(G) by definition of heights. The last action follows by Lemma 6.2. □

We finish this section by applying Proposition 6.3 to prove the following number theory theorem.

Theorem 6.4. Let k/Q be a Galois global field extension with Gal(k/Q)≃ 0 and S a finite k/Q-closed
set of places of k. Let C be a finite set of isomorphism classes of finite 0-groups. Then GS(k)C is a
finite group.

Proof. By Proposition 6.3, we have that
h := ĥ(GS(k)C)≤ ĥC

is finite. So there exists a sequence of normal subgroups of GS(k)C ,

1= H0 ◁ H1 ◁ · · ·◁ Hh = GS(k)C,

such that Hi+1/Hi is isomorphic to a direct product of minimal normal subgroups of Hh/Hi . Note that
each of the minimal normal subgroups is a (not necessarily finite) direct product of isomorphic finite
simple groups. So, for each i , Hi+1/Hi as a group is a direct product of finite simple groups. On the
other hand, GS(k)C is a quotient of GS(k), so is the Galois group of an extension of k that is unramified
outside S. Therefore, Hi+1/Hi is the Galois group of an extension Ki/Ki+1 of some intermediate fields
between kS and k. We denote by Si the set of primes of Ki lying above S.
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For a prime P of Ki , the local absolute Galois group GP(Ki ) is finitely generated, so there are finitely
many Galois extensions of (Ki )P having a fixed Galois group. Then for a simple group E , there exists
an integer NE,P(Ki ) for each P ∈ Si , such that any Galois extension of (Ki )P whose Galois group is a
subgroup of E has discriminant at most NE,P(Ki ). Let NE,S(Ki ) denote the product

∏
P∈Si

NE,P(Ki ).
By the Hermite-Minkowski theorem (see [Goss 1996, Theorem 8.23.5(3)] for the function field version
of this theorem), for each finite simple group E , there are only finitely many extensions of Ki that have
Galois group E and of discriminant at most NE,S(Ki ). Therefore, there are finitely many extensions
of Ki that are of Galois group E and unramified outside Si .

Since C is finite, there are only finitely many simple groups that appear as composition factors of
groups in C (see [Liu and Wood 2020, Corollary 6.12]). Now we consider the tower of extensions Ki .
Note that Kh = k and Gal(Kh−1/Kh)≃ Hh/Hh−1. By the above argument, we conclude that Hh/Hh−1 is
a direct product of finite simple groups, that there are finitely many choices of these finite simple groups,
and that for each of them there are finitely many copies of this simple group appearing in Hh/Hh−1. So
we obtain that Hh/Hh−1 is finite, and hence Kh−1 is a finite extension of k. By induction, we see that
Hi+1/Hi is finite for each i = h− 1, . . . , 0, and it follows that GS(k)C is finite. □

7. A generalized version of global Euler–Poincaré characteristic formula

Throughout this section, we let k/Q be a finite Galois extension of global fields, and S be a finite nonempty
k/Q-closed set of primes of k such that S∞(k)⊆ S. For each A ∈Mod(Gal(kS/Q)), we define

χk/Q,S(A)=
#H 2(GS(k), A)Gal(k/Q)#H 0(GS(k), A)Gal(k/Q)

#H 1(GS(k), A)Gal(k/Q)
,

where Gal(k/Q) acts on H i (GS(k), A) by conjugation. We will prove the following theorem.

Theorem 7.1. Use the assumption at the beginning of this section. If A ∈ModS(Gal(kS/Q)) has order
prime to [k : Q], then

χk/Q,S(A)= #
( ⊕

v∈S∞(Q)

Ĥ 0(Qv, A′)
)/

#
( ⊕

v∈S∞(Q)

H 0(Qv, A′)
)
.

Remark 7.2. (1) If k is a function field, then the theorem says that χk/Q,S(A)= 1 since S∞(k)=∅.

(2) When k = Q, the theorem is exactly the global Euler–Poincaré characteristic formula [Neukirch et al.
2008, Theorem (8.7.4)].

(3) When Q is a number field, a similar result is proven in [Clozel et al. 2008, Lemma 2.3.3].

7.1. Preparation for the proof.

Lemma 7.3. Let G be a profinite group and U an open normal subgroup of G. Let H be an open subgroup
of G and V denote U ∩ H. Then H/V is naturally a subgroup of G/U, and for an H-module A we have

H i (U, IndH
G A)∼= IndH/V

G/U H i (V, A)

as G/U-modules for each i ≥ 0.
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Proof. Under the quotient map G ↠ G/U, H/V is the image of H, so it is a subgroup of G/U. Then

IndH
G A = IndUH

G IndH
UH A =

⊕
σ∈G/UH

σ(IndH
UH A),

where we denote by σ(IndH
UH A) the σUHσ−1-module, whose underlying group is IndH

UH A and the
action of τ ∈ σUHσ−1 is given by a 7→ σ−1τσa. So

H i (U, IndH
G A)=

⊕
σ∈G/UH

H i (U, σ (IndH
UH A))

=
⊕

σ∈G/UH
σ∗H i (U, IndH

UH A)

= IndH/V
G/U H i (U, IndH

UH A), (7-1)

where the second equality follows by U⊴G and the definition of the conjugation action σ∗ on cohomology
groups, and the last equality is because the quotient map G→ G/U maps a set of representatives of
G/UH to a set of representatives of (G/U )/(H/V ). Since A is an H -module, UH acts on IndV

U A, and
moreover, it follows by V = H ∩U that IndV

U A = IndH
UH A as UH -modules. So we have the following

identity of H/V -modules:
H i (U, IndH

UH A)= H i (U, IndV
U A)∼= H i (V, A), (7-2)

where the last isomorphism follows by Shapiro’s lemma. The lemma follows from (7-1) and (7-2). □

For the rest of this section, we assume S is a nonempty k/Q-closed set of primes of k containing S∞
and let G = Gal(kS/Q) and U = GS(k). For each open subgroup H of Gal(kS/Q) we let V = U ∩ H
and K be the fixed field of V, and define a map

ϕH,S :Mod(H)→ K ′0(Z[H/V ]),

A 7→ [H 0(V, A)] − [H 1(V, A)] + [H 2(V, A)] −
[ ⊕
P∈S∞(K )

Ĥ 0(KP, A′)
]∨
+

[ ⊕
P∈S∞(K )

H 0(KP, A′)
]∨

,

where H/V acts on
⊕

P∈S∞(K ) H 0(KP, A′) (similarly on Tate cohomology) by its permutation action
on S∞(K ) and by the GalP(K/Q) ∩ H on each summand, and the Pontryagin dual is taking on the
classes of K ′0(Z[H/V ]).

Lemma 7.4. Using the notation above, we have the following isomorphisms of G/U-modules for any
A ∈Mod(H): ⊕

p∈S∞(k)

H 0(kp, IndH
G A)∼= IndH/V

G/U
⊕

P∈S∞(K )

H 0(KP, A), (7-3)⊕
p∈S∞(k)

Ĥ 0(kp, IndH
G A)∼= IndH/V

G/U
⊕

P∈S∞(K )

Ĥ 0(KP, A). (7-4)

Proof. It suffices to fix a v ∈ S∞(Q) and prove (7-3) and (7-4) for places above v. For each p ∈ Sv(k),
IndH

G A as a Gv(Q)-module has the following canonical decomposition (see [Neukirch et al. 2008, §1.5,
Example 5]):

ResG
Gv

IndH
G A =

⊕
σ∈Gv\G/H

IndGv∩σ Hσ−1

Gv
σ ResH

σ−1Gvσ∩H A. (7-5)



Presentations of Galois groups of maximal extensions with restricted ramification 857

If v splits completely in k/Q, then Galv(k/Q) = 1 and Gp(k) = Gv(Q). So we have the following
identities of Galv(k/Q)-modules:

H 0(kp, IndH
G A)=

⊕
σ∈Gv\G/H

H 0(Gv ∩ σ Hσ−1, σ ResH
σ−1Gvσ∩H A)

=
⊕

σ∈Gv\G/H
σ∗H 0(σGvσ

−1
∩ H, ResH

σ−1Gvσ∩H A), (7-6)

where the first equality uses (7-5) and Shapiro’s lemma, and the second follows by definition of
the conjugation action on cohomology groups. We let L denote the fixed field of H. Then, the set
{σGpσ−1

∩ H | σ ∈ Gp\G/H} is exactly the set {Gw(L) | w ∈ Sv(L)}. Therefore, we have the identity of
abelian groups (hence of Galv(k/Q)-modules since Galv(k/Q)= 1)

H 0(kp, IndH
G A)=

⊕
w∈Sv(L)

H 0(Lw, A),

and hence ⊕
p∈Sv(k)

H 0(kp, IndH
G A)= Ind1

G/U

( ⊕
w∈Sv(L)

H 0(Lw, A)
)

(7-7)

because the Gal(k/Q)-action on this direct sum is determined by its permutation action on places above v.
On the other hand, because K = kL , the assumption that v splits completely in k/Q implies that w splits
completely in K for any w ∈ Sv(L) and then we obtain⊕

P∈Sv(K )

H 0(KP, A)= Ind1
H/V

( ⊕
w∈Sv(L)

H 0(Lw, A)
)
. (7-8)

Thus, (7-7) and (7-8) prove (7-3) in this case. The isomorphism in (7-4) can be proven using the exactly
same argument.

Otherwise, v is ramified in k/Q, so Galv(k/Q)≃ Z/2Z, Gp(k)= 1 and GP(K )= 1 for each p ∈ Sv(k)

and P ∈ Sv(K ). Then (7-4) automatically follows because of Ĥ 0(kp, IndH
G A)= Ĥ 0(KP, A)= 0. The set

of right cosets G/H naturally acts on Sv(L), and moreover, for any w ∈ Sv(L) and σ1, σ2 ∈ G/H, σ−1
1 σ2

is contained in Gw(L) ⊂ Gal(K/L) if and only if σ1(w) = σ2(w). So by (7-5), we have the following
identities of Galp(k/Q)-modules:

H 0(kp, IndH
G A)= ResG

Gv(Q) IndH
G A =

⊕
w∈SR(L)

Aw⊕
⊕

w∈SC(L)

(Aw⊕ τ Aw),

where Aw := ResH
Gw(L) A and τ denotes the nontrivial element in Galv(k/Q). So we have the following

identity of Gal(k/Q)-modules:⊕
p∈Sv(k)

H 0(kp, IndH
G A)=

⊕
w∈SR(L)

IndGalv(k/Q)

Gal(k/Q) Aw⊕
⊕

w∈SC(L)

Ind1
Gal(k/Q) Aw. (7-9)

Finally, because w ∈ Sv(L) is imaginary if and only if Galw(K/L)= 1, we have



858 Yuan Liu

IndH/V
G/U

⊕
P∈Sv(K )

H 0(KP, A)= IndH/V
G/U

( ⊕
w∈Sv(L)

⊕
P∈Sw(K )

Aw

)
= IndH/V

G/U

( ⊕
w∈SR(L)

IndGalw(K/L)

Gal(K/L) Aw⊕
⊕

w∈SC(L)

Ind1
Gal(K/L) Aw

)
=

⊕
w∈SR(L)

IndGalv(k/Q)

Gal(k/Q) Aw⊕
⊕

w∈SC(L)

Ind1
Gal(k/Q) Aw. (7-10)

Thus, (7-3) follows by (7-9) and (7-10). □

The corollary below immediately follows by Lemmas 7.3, 7.4 and the fact IndH
G A′ = (IndH

G A)′.

Corollary 7.5. For any open subgroup H of G and A ∈Mod(H), we have

ϕG,S(IndH
G A)≃ IndH/V

G/U ϕH,S(A).

Lemma 7.6. The map ϕG,S is additive on short exact sequences of modules in ModS(G).

Proof. Denote GS(k) by GS . Let 0→ A1 → A2 → A3 → 0 be an exact sequence of finite modules
in ModS(G). By considering the associated long exact sequence of group cohomology, we have the
following identity of elements in K ′0(Z[Gal(k/Q)]):

2∑
i=0

3∑
j=1

(−1)i+ j+1
[H i (GS, A j )] =

4∑
i=3

3∑
j=1

(−1)i+ j
[H i (GS, A j )] + [δH 4(GS, A3)], (7-11)

where δ denotes the connecting map H i
→ H i+1 (or Ĥ i

→ Ĥ i+1 for Tate cohomology groups) in the long
exact sequence. By [Neukirch et al. 2008, Theorem (8.6.10)(ii)], for i ≥ 3 and any j, the restriction map
H i (GS, A j )→

⊕
p∈SR(k) H i (kp, A j ) is an isomorphism. Note that for p ∈ SR(k), we have Gp(k)= Z/2Z,

so by [Neukirch et al. 2008, Propositions (1.7.1) and (1.7.2)] we have

4∑
i=3

3∑
j=1

(−1)i+ j
[H i (GS, A j )] =

4∑
i=3

3∑
j=1

(−1)i+ j
[ ⊕
p∈SR(k)

H i (kp, A j )
]

=
∑

p∈SR(k)

0∑
i=−1

3∑
j=1

(−1)i+ j
[Ĥ i (kp, A j )] = 0.

So (7-11) gives

2∑
i=0

3∑
j=1

(−1)i+ j+1
[H i (GS, A j )] = [δH 4(GS, A3)]

=

[ ⊕
p∈SR(k)

δH 4(kp, A3)
]
=

[ ⊕
p∈SR(k)

δ Ĥ 0(kp, A3)
]

=

[ ⊕
p∈SR(k)

ker(Ĥ 1(kp, A1)→ Ĥ 1(kp, A2))
]

=

[ ⊕
p∈SR(k)

coker(Ĥ 1(kp, A′2)→ Ĥ 1(kp, A′1))
]∨

=

[ ⊕
p∈SR(k)

δ Ĥ 1(kp, A′1)
]∨

, (7-12)
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where the fourth and last equalities use the long exact sequence of Tate cohomology groups, and the fifth
uses the local duality theorem [Neukirch et al. 2008, Theorem (7.2.17)]. On the other hand, again by
[Neukirch et al. 2008, Propositions (1.7.1) and (1.7.2)], the long exact sequence induced by

0→ A′3→ A′2→ A′1→ 0 (7-13)

implies

3∑
j=1

(−1) j+1
[ ⊕
p∈SR(k)

Ĥ 0(kp, A′j )
]
=

3∑
j=1

(−1) j+1
[ ⊕
p∈SR(k)

Ĥ 1(kp, A′j )
]

=

3∑
j=1

(−1) j+1
[ ⊕
p∈SR(k)

H 0(kp, A′j )
]
+

[ ⊕
p∈SR(k)

δH 1(kp, A′1)
]
, (7-14)

where the last equality follows by the long exact sequence of group cohomology induced by (7-13).
Therefore, combining (7-12) and (7-14), we obtain

ϕG,S(A1)−ϕG,S(A2)+ϕG,S(A3)= 0. □

Lemma 7.7. If ℓ∈N(S) is a prime, then we have the following identities of elements in K ′0(Fℓ[Gal(K/Q)])

for any Galois extension K of Q with k(µℓ)⊂ K ⊂ kS:

[H 0(Gal(kS/K ), µℓ)] = [µℓ],

[H 1(Gal(kS/K ), µℓ)] = [O×K,S/ℓ] + [ClS(K )[ℓ]],

[H 2(Gal(kS/K ), µℓ)] = [ClS(K )/ℓ] − [Fℓ] +

[ ⊕
P∈S\S∞(K )

Fℓ

]
+

[ ⊕
P∈S∞(K )

Ĥ 0(GP, Fℓ)
]
,

where ClS(K ) is the S-class group of K, ClS(K )[ℓ] is the ℓ-torsion subgroup of ClS(K ), and O×K ,S/ℓ and
ClS(K )/ℓ denote the maximal exponent-ℓ quotients of O×K ,S and ClS(K ) respectively.

Proof. The lemma follows directly from the claims (i)–(iii) in the proof of [Neukirch et al. 2008,
Theorem 8.7.4]. Though the proof of those claims only shows these identities when each terms are treated
as Grothendieck group elements of Gal(K/k)-modules, one can check that the ideas there work generally
for the base field Q instead of k. □

Proof of Theorem 7.1. For any G-module A and v ∈ S∞(Q),⊕
p∈Sv(k)

H 0(kp, A′)∼= IndGalp(k/Q)

Gal(k/Q) H 0(kp, A′)

as Gal(k/Q)-modules, where p on the right-hand side is an arbitrarily chosen place in Sv(k). So by
Shapiro’s lemma, we have( ⊕

p∈Sv(k)

H 0(kp, A′)
)Gal(k/Q)

∼= H 0(kp, A′)Galp(k/Q)
= H 0(Qv, A′). (7-15)
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If Galp(k/Q)=Z/2Z, then Ĥ 0(kp, A′)= Ĥ 0(Qv, A′)=0 because |A′| has to be odd as gcd(|A|, [k :Q])=1.
If Galp(k/Q)= 1, then Ĥ 0(kp, A′)= Ĥ 0(Qv, A′). So( ⊕

p∈Sv(k)

Ĥ 0(kp, A′)
)Gal(k/Q)

∼= Ĥ 0(kp, A′)Galp(k/Q)

= Ĥ 0(Qv, A′). (7-16)

Note that for any M ∈ Mod(Gal(k/Q)), we have (M∨)Gal(k/Q)
= HomGal(k/Q)(M, Q/Z) ≃ MGal(k/Q).

When M has order prime to [k :Q], MGal(k/Q) and MGal(k/Q) are isomorphic. So the Gal(k/Q)-invariants of( ⊕
p∈Sv(k)

H 0(kp, A′)
)∨

and
( ⊕
p∈Sv(k)

Ĥ 0(kp, A′)
)∨

are H 0(Qv, A′) and Ĥ 0(Qv, A′) respectively.
We let R denote the ring

∏
p∤[k:Q] Zp. Let 2 : K ′0(R[Gal(k/Q)])→ Z be the map defined by sending

the class [A] to the size of AGal(k/Q), which is a group homomorphism because taking Gal(k/Q)-invariants
is an exact functor in the category of R[Gal(k/Q)]-modules. So we want to show that 2 ◦ ϕG,S is the
zero map when restricted to modules in ModS(Gal(kS/Q)) with order prime to [k : Q]. By Lemma 7.6
we just need to show

2 ◦ϕG,S(K ′0(Fℓ[Gal(E/Q)]))= 0 (7-17)

for any prime integer ℓ ∈ N(S) with ℓ ∤ [k : Q] and any finite extension E of k that is Galois over Q.
Because the codomain of the map 2 is free, (7-17) is equivalent to the vanishing of 2 ◦ ϕG,S on the
torsion-free part of K ′0(Fℓ[Gal(E/Q)]). Note that, by [Neukirch et al. 2008, Lemma (7.3.4)], the Q-linear
space K ′0(Fℓ[Gal(E/Q)])⊗Z Q is generated by classes in the form of IndC

Gal(E/Q) A, where C runs over
all cyclic subgroups of Gal(E/Q) of order prime to ℓ and A runs over classes of K ′0(Fℓ[C]). For such C
and A, we denote by C the full preimage of C in G = Gal(kS/Q), and then by Corollary 7.5 and
IndC

Gal(E/Q) A= IndC
G A, we have that 2◦ϕG,S(IndC

G A)= 0 if and only if 2◦ϕC,S(A)= 0. By setting G
to be C , U to be C ∩U, Q to be (kS)

C and k to be (kS)
C∩U , we finally reduce the problem to the

statement that we will prove in the rest of this section:

2 ◦ϕG,S(A)= 0 for all A ∈Modℓ(G) such that k(A)/Q is
a cyclic extension of Q of order relatively prime to ℓ. (7-18)

We let K = k(A, µℓ). So under the assumption in (7-18), we have that Gal(K/Q) is an abelian group of
order relatively prime to ℓ, in which case the Hochschild–Serre spectral sequence for the group extension

1→ Gal(kS/K )→ Gal(kS/k)→ Gal(K/k)→ 1

and the module A degenerates, and then for each i ≥ 0 we have that

H i (Gal(kS/k), A)∼= H i (Gal(kS/K ), A)Gal(K/k). (7-19)
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We first consider the module A = µℓ, then K = k(µℓ) and we let G = Gal(K/Q). As ℓ ∤ Gal(K/Q),
in both the number field case (by [Neukirch et al. 2008, Corollary (8.7.3)]) and the function field case
(by a standard argument using the divisor group), we have that

[O×K ,S/ℓ] =
[ ⊕
P∈S(K )

Fℓ

]
+ [µℓ] − [Fℓ]

in K ′0(Fℓ[G]). Then since [ClS(K )[ℓ]] = [ClS(K )/ℓ] as they are the kernel and the cokernel of the map
ClS(K )

×ℓ
−→ ClS(K ), by Lemma 7.7 we have

2∑
i=0

(−1)i
[H i (Gal(kS/K ), µℓ)] =

[ ⊕
P∈S∞(K )

Ĥ 0(KP, Fℓ)
]
−

[ ⊕
P∈S∞(K )

H 0(KP, Fℓ)
]
, (7-20)

and hence ϕG,S(µℓ) = 0 follows easily by (7-19) and by the arguments in the first paragraph of this
subsection. Thus 2 ◦ϕG,S(µℓ)= 0.

For a general finite module A ∈Modℓ(G), we again let K = k(A, µℓ) and G =Gal(K/Q). We define

χ :Modℓ(G)→ K ′0(Fℓ[G]), M 7→
2∑

i=0
(−1)i

[H i (Gal(kS/K ), M)].

Because A and µℓ are both trivial Gal(kS/K )-modules, the pairing

µℓ×Hom(A′, Fℓ)→ Hom(A′, µℓ)= A, (ζ, f ) 7→ (x 7→ ζ f (x))

defines G-isomorphisms via the cup product

H i (Gal(kS/K ), µℓ)⊗Z Hom(A′, Fℓ)
∼
−→ H i (Gal(kS/K ), A).

So we have χ(A)= [A′∨]χ(µℓ), and hence by (7-20) we have

χ(A)= [A′∨]
([ ⊕

P∈S∞(K )

Ĥ 0(KP, Fℓ)
]
−

[ ⊕
P∈S∞(K )

H 0(KP, Fℓ)
])

.

If Q is a function field, then (7-18) follows immediately after taking the G-invariants on both sides above.
For the rest of the proof we consider the number field case. Let S−

∞
(Q) be the set of archimedean

places of Q lying below the imaginary places of K if ℓ= 2, and be the set S∞(Q) if ℓ is odd. One can
check by definition of Ĥ 0 that for any module M ∈Modℓ(G) (for example, M = A′ and M = Fℓ), we have[ ⊕

P∈S∞(K )

Ĥ 0(KP, M)
]
−

[ ⊕
P∈S∞(K )

H 0(KP, M)
]
=

∑
v∈S−∞(Q)

−[IndGv

G
M],

where the group Gv is the decomposition subgroup Gv(K/Q). Also, note that (IndGv

G
Fℓ)⊗Z M∼= IndGv

G
M

for any M ∈Modℓ(G) and that

(IndGv

G
M)G
= H 0(G, IndGv

G
M)= H 0(Gv, M)= MGv .
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So we have

2 ◦ϕG,ℓ(A)= #
( 2∑

i=0
(−1)i

[H i (GS(k), A)] −
[ ⊕
p∈S∞(k)

Ĥ 0(kp, A′)
]∨
+

[ ⊕
p∈S∞(k)

H 0(kp, A′)
]∨)Gal(k/Q)

= #
(
χ(A)−

[ ⊕
P∈S∞(K )

Ĥ 0(KP, A′)
]∨
+

[ ⊕
P∈S∞(K )

H 0(KP, A′)
]∨)G

=
∑

v∈S−∞(Q)

#
(
−[A′∨][IndGv

G
Fℓ] + [IndGv

G
A′]∨

)G

=
∑

v∈S−∞(Q)

#
(
−[IndGv

G
A′∨] + [IndGv

G
A′]∨

)G
= 0,

completing the proof of Theorem 7.1. □

8. Definition and properties of BS(k, A)

Throughout this section, we assume that k/Q is a finite Galois extension of global fields, and that S is a
k/Q-closed set of primes of k (not necessarily nonempty or containing S∞).

Let p be a prime of the global field k. We let Gp = Gp(k) and Tp = Tp(k). Recall that for a Gp-module
A of order not divisible by char(k), the unramified cohomology group is defined to be

H i
nr (kp, A)= im(H i (Gp/Tp, ATp)→ H i (kp, A)),

where the map is the inflation map. Then we consider the following homomorphism of cohomology groups:∏
p∈S

H 1(kp, A)×
∏
p̸∈S

H 1
nr (kp, A) ↪→

∏
p

H 1(kp, A) ∼−→
∏
p

H 1(kp, A′)∨→ H 1(k, A′)∨. (8-1)

The first map is the natural embedding of cohomology groups. The second map is an isomorphism
because of the local Tate duality theorem [Neukirch et al. 2008, Theorems 7.2.6 and 7.2.17]. The last
map is defined by the Pontryagin dual of the product of restriction map H 1(k, A′)→ H 1(kp, A′) for each
prime p of k. In particular, the restriction of the composition of the last two maps in (8-1) to the restricted
product is the map ∏

p

′H 1(kp, A)→ H 1(k, A′)∨

used in the long exact sequence of Poitou–Tate [Neukirch et al. 2008, (8.6.10)(i)]. Here the restricted
product

∏
′

p H 1(kp, A) is the subgroup of
∏

p H 1(kp, A) consisting of all (xp) such that xp ∈ H 1
nr (kp, A)

for almost all p.

Definition 8.1. For a global field k, a set S of primes of k, and A ∈Mod(Gk) of order not divisible by
char(k), we define

BS(k, A)= coker
( ∏
p∈S

H 1(kp, A)×
∏
p̸∈S

H 1
nr (kp, A)→ H 1(k, A′)∨

)
,

where the map is the composition of maps in (8-1).
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Remark 8.2. (1) When A is a finite G Q-module and S is k/Q-closed, the maps in (8-1) are compatible
with the conjugation action of Gal(k/Q) on cohomology groups, so BS(k, A) is naturally a Gal(k/Q)-
module.

(2) Using the language of the Selmer groups, BS(k, A) is the Pontryagin dual of the Selmer group of the
Galois module A′ consisting of elements of H 1(k, A′) that have images inside the subgroup∏

p∈S
1×

∏
p̸∈S

ker(H 1(kp, A′)→ H 1
nr (kp, A)∨)⊂

∏
p

H 1(kp, A′).

under the product of local restriction maps.

Proposition 8.3. If A = Fℓ is the trivial Gk-module with ℓ ̸= char(k), then BS(k, Fℓ) is the Pontryagin
dual of the Kummer group

VS(k, ℓ)= ker
(

k×/k×ℓ
→

∏
p∈S

k×p /k×ℓ
p ×

∏
p̸∈S

k×p /Upk×ℓ
p

)
.

Proof. By the class field theory, we have

H 1(k, µℓ)∼= k×/k×ℓ, H 1(kp, µℓ)∼= k×p /k×ℓ
p , and H 1

nr (kp, Fℓ)
∨ ∼= k×p /Upk×ℓ

p .

Then the proposition follows directly from Definition 8.1. □

The following lemma is a generalization of [Neukirch et al. 2008, Lemma(10.7.4)(i)]

Lemma 8.4. Let k/Q be a finite Galois extension of global fields, T ⊇ S be k/Q-closed sets of primes
of k, and A ∈Mod(Gal(kS/Q)) be of order not divisible by char(k). Then we have the following exact
sequence that is compatible with the conjugation by Gal(k/Q):

H 1(GS(k), A) ↪→ H 1(GT (k), A)→
⊕

p∈T \S
H 1(Tp(k), A)Gp(k)

→ BS(k, A) ↠ BT (k, A).

Proof. We consider the commutative diagram
X1(k, A)

H 1(GS, A) H 1(k, A) H 1(GkS , A)GS

∏
p∈S

′H 1(kp, A)×
∏
p̸∈S

H 1
nr (kp, A)

∏
p

′H 1(kp, A)
⊕
p̸∈S

H 1(Tp, A)Gp

H 1(k, A′)∨ H 1(k, A′)∨

BS(k, A) X2(k, A′)

The exactnesses of the second row and the third row follow from the Hochschild–Serre spectral sequence,
and last arrow in the third row is surjective because of the fact that H 2

nr (Gp, A)= 0 as Gp/Tp ≃ Ẑ when p
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is nonarchimedean and 1 when p is archimedean. The exact sequence of the first column follows from
the definition of BS(k, A), and the second column follows from the long exact sequence of Poitou–Tate
[Neukirch et al. 2008, (8.6.10)]. The right vertical map is injective since GkS is generated by the inertia
groups of primes outside S.

We consider the map H 1(k, A)→
⊕

p̸∈S H 1(Tp, A)Gp in the diagonal of the square diagram on the
right. Since H 1(GS, A) is the kernel of this map and X1(k, A) is contained in this kernel, the top dashed
arrow exists and is injective. Then by diagram chasing, we have an exact sequence

X1(k, A) ↪→ H 1(GS, A)→
′∏

p∈S
H 1(kp, A)×

∏
p̸∈S

H 1
nr (kp, A)→ H 1(k, A′)∨↠ BS(k, A). (8-2)

We apply the snake lemma to the diagram∏
p∈S

′H 1(kp, A)×
∏
p̸∈S

H 1
nr (kp, A) H 1(k, A′)∨

∏
p∈T

′H 1(kp, A)×
∏
p̸∈T

H 1
nr (kp, A) H 1(k, A′)∨

⊕
p∈T \S

H 1(Tp, A)Gp

where the horizontal map above is from (8-2), and we obtain the exact sequence

H 1(GS, A)

X1(k, A)
↪→

H 1(GT , A)

X1(k, A)
→

⊕
p∈T \S

H 1(Tp, A)Gp→ BS(k, A) ↠ BT (k, A).

Note that the inflation map H 1(GS, A) ↪→ H 1(GT , A) maps the submodule X1(k, A) to itself, because
X1(k, A) is the kernel of H 1(G∗, A)→

∏
p H 1(kp, A) for ∗ = S, T. Therefore we proved the exact

sequence in the lemma, and it is naturally compatible with the conjugation action by Gal(k/Q). □

Proposition 8.5. Let k/Q be a finite Galois extension of global fields and S a k/Q-closed set of primes of
k. Then for any A ∈Mod(Gal(kS/Q)) of order not divisible by char(k), we have the following inequality
of elements in K ′0(Gal(k/Q)):

[X2
S(k, A)] ≤ [BS(k, A)].

Proof. We consider the commutative diagram

H 1(GS, A) ↪→ H 1(k, A)→ H 1(kS, A)GS H 2(GS, A) H 2(k, A)

∏
p∈S

H 2(kp, A)
∏
p

H 2(kp, A)

α β

ρS ρ (8-3)
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where the first row is the Hochschild–Serre long exact sequence of 1→ GkS → Gk→ GS→ 1. Because
im α = ker β ⊆ ker ρ ◦β = ker ρS =X2

S(k, A), we have an exact sequence

H 1(GS, A) ↪→ H 1(k, A)→ H 1(GkS , A)GS →X2
S(k, A) ↠ β(X2

S(k, A)).

Comparing this exact sequence to Lemma 8.4 using T = {all primes}, we have

H 1(k, A) H 1(kS, A)GS X2
S(k, A) β(X2

S(k, A))

H 1(k, A)
⊕
p̸∈S

H 1(Tp, A)Gp BS(k, A) B{all primes}(k, A)

So by the vertical injection above, we have ker β ↪→ N := ker(BS(k, A)→ B{all primes}(k, A)). By the
diagram in (8-3), we have β(ker ρS)⊆ ker ρ, which means β(X2

S(k, A))⊆X2(k, A). Also, note that by
Definition 8.1 and the Poitou–Tate duality we have B{all primes}(k, A)=X1(k, A′)∨ ∼=X2(k, A). Then
we consider the two short exact sequence

0→ ker β→X2
S(k, A)→ β(X2

S(k, A))→ 0,

0→ N → BS(k, A)→ B{all primes}(k, A)→ 0,

Because ker β ↪→ N, β(X2
S(k, A)) ↪→ B{all primes}(k, A) and every map respects the conjugation action

by Gal(k/Q), we have the desired inequality [X2
S(k, A)] ≤ [BS(k, A)]. □

Remark 8.6. When A = Fℓ is the trivial module, then B{all primes}(k, Fℓ) vanishes [Neukirch et al. 2008,
Proposition 9.1.12(ii)], so there is an embedding X2

S(k, Fℓ) ↪→ BS(k, Fℓ). However, for an arbitrary A,
Proposition 8.5 does not give such an embedding.

Lemma 8.7. Let k be a global field and S a set of primes of k containing S∞(k). Then for any
A ∈ModS(GS(k)) of order not divisible by char(k), we have X1

S(k, A′)∼= BS(k, A)∨.

Proof. We consider the commutative diagram

∏
p

H 1(kp, A′)
∏
p∈S

H 1(kp, A′)×
∏
p̸∈S

H 1(Tp, A′)Gp

∏
p

H 1(kp, A)∨
∏
p∈S

H 1(kp, A)∨×
∏
p̸∈S

H 1
nr (kp, A)∨

∼ ∼

where the two vertical arrows are isomorphisms by the Tate local duality theorem and its consequence
that H 1(Tp, A′)Gp ∼

−→ H 1
nr (kp, A)∨ when A is unramified at p and # tor(A) is prime to the characteristic
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of the residue field of kp (see the proof of [Neukirch et al. 2008, Theorem 7.2.15]). Then by definition,
we have

BS(k, A)∨ = ker
(

H 1(k, A′)→
∏
p∈S

H 1(kp, A)∨×
∏
p̸∈S

H 1
nr (kp, A)∨

)
= ker

(
H 1(k, A′)→

∏
p∈S

H 1(kp, A′)×
∏
p̸∈S

H 1(Tp, A′)Gp
)
.

So by applying the snake lemma to the commutative diagram

X1
S(k, A′) H 1(GS, A′)

∏
p∈S

H 1(kp, A′)

BS(k, A)∨ H 1(k, A′)
∏
p∈S

H 1(kp, A′)×
∏
p̸∈S

H 1(Tp, A′)Gp

H 1(kS, A′)GS
∏
p̸∈S

H 1(Tp, A′)Gp

we obtain the desired isomorphism X1
S(k, A′) ∼−→ BS(k, A)∨. □

Corollary 8.8. For any set S of primes of a global field k and any A ∈Mod(GS(k)) of order not divisible
by char(k), we have that BS(k, A) is finite.

Proof. Define T = S ∪ S∞(k)∪ S|A|(k). By applying Lemma 8.4, we have⊕
p∈T \S

H 1(Tp, A)Gp→ BS(k, A) ↠ BT (k, A). (8-4)

Since A∈ModT (GT ), by Lemma 8.7 and [Neukirch et al. 2008, Theorem 8.6.4], we have that BT (k, A)∨∼=

X1
T (k, A′) is finite. Also note that H 1(kp, A) is finite [Neukirch et al. 2008, Theorem 7.1.8(iv)] and

H 1(Tp, A)Gp is a quotient of H 1(kp, A). Thus, the direct product
∏

p∈T \S H 1(Tp, A)Gp is finite, and hence
the corollary follows by (8-4). □

9. Determination of δk/ Q,S(A)

Definition 9.1. Let k/Q be a finite Galois extension of global fields, S a finite k/Q-closed set of primes
of k, ℓ ̸= char(k) a prime integer not dividing [k : Q], and A ∈Modℓ(Gal(kS/Q)). We define

δk/Q,S(A)= dimFℓ
H 2(GS(k), A)Gal(k/Q)

− dimFℓ
H 1(GS(k), A)Gal(k/Q).

We will use the notation and assumption in Definition 9.1 throughout this section. When ℓ ∈N(S) and
S∞(k)⊂ S, by Theorem 7.1, we have our first case for which δk/Q,S(A) can be determined.

Proposition 9.2. Assume ℓ ∈ N(S) and S ⊃ S∞(k) is nonempty. Then

δk/Q,S(A)=
∑

v∈S∞(Q)

(
dimFℓ

Ĥ 0(Qv, A′)− dimFℓ
H 0(Qv, A′)

)
− dimFℓ

AGal(kS/Q).
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So in this section, we will consider the cases that are not covered by Proposition 9.2. In Section 9.1,
we will deal with the case that Q is a function field and S = ∅, and obtain a formula for δk/Q,∅(A)

(Proposition 9.3). Then in Section 9.2, we will give an upper bound of δk/Q,S(A) when k is a number
field with Sℓ(k)∪ S∞(k) ̸⊂ S (Proposition 9.4). In Section 9.2, we will prove Theorem 1.2 by setting
k = Q and applying Propositions 9.2 and 9.4.

9.1. Function field case with S = ∅.

Proposition 9.3. Assume k and Q are function fields. Let g= g(k) be the genus of the curve corresponding
to k.

(1) If g = 0, then δk/Q,∅(A)=− dimFℓ
AGal(k∅/Q).

(2) If g > 0, then δk/Q,∅(A)= dimFℓ
(A′)Gal(k∅/Q)

− dimFℓ
AGal(k∅/Q).

Proof. When g= 0, we have G∅(k)∼= Ẑ by [Neukirch et al. 2008, Corollary 10.1.3(i)]. So H 2(G∅, A)= 0
as Ẑ has cohomological dimension 1 and H 1(G∅, A)∼= AG∅ by [Neukirch et al. 2008, Proposition 1.7.7(i)].
Then we see that

δk/Q,∅(A)=− dimFℓ
(AG∅)Gal(k/Q)

=− dimFℓ
(AG∅)Gal(k/Q) =− dimFℓ

AGal(k∅/Q),

where the second equality uses ℓ ∤ [k : Q], so we proved (1).
For the rest, we assume g > 0. Let κ be the finite field of constants of k and C = Gal(κ/κ)∼= Ẑ. Then

there exists an exact sequence, for each j ,

H j (G∅(kκ), A)C ↪→ H j (G∅(kκ), A)
Frob−1
−−−−→ H j (G∅(kκ), A) ↠ H j (G∅(kκ), A)C , (9-1)

where Frob is the Frobenius action on the cohomology groups defined by conjugation. Note that
Gal(kκ/Q) acts on cohomology groups in (9-1), and

1→ C ∼= Gal(kκ/k)→ Gal(kκ/Q)→ Gal(k/Q)→ 1

is a central group extension because Gal(k/Q) acts trivially on the generator Frob of C . So the map
Frob−1 in (9-1) respects the Gal(kκ/Q) actions. It follows that H j (G∅(kκ), A)C and H j (G∅(kκ), A)C

are in the same class in K ′0(Fℓ[Gal(kκ/Q)]), and hence they are in the same class in K ′0(Fℓ[Gal(k/Q)]).
Because ℓ ∤ [k : Q] implies Fℓ[Gal(k/Q)] is semisimple, we have

H j (G∅(kκ), A)C
≃ H j (G∅(kκ), A)C (9-2)

as Gal(k/Q)-modules. Therefore, as C is cyclic,

H 1(C, H j (G∅(kκ), A))≃ Ĥ−1(C, H j (G∅(kκ), A))≃ H j (G∅(kκ), A)C

≃ H 0(C, H j (G∅(kκ), A)) (9-3)

as Gal(k/Q)-modules. Then we consider the Hochschild–Serre spectral sequence

E i j
2 = H i (C, H j (G∅(kκ), A))⇒ H i+ j (G∅(k), A).
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As C has cohomological dimension 1, E i j
2 = 0 for each i > 1, and hence by [Neukirch et al. 2008,

Lemma 2.1.3(ii)] we have the following exact sequence for every j ≥ 1:

H 1(C, H j−1(G∅(kκ), A)) ↪→ H j (G∅(k), A) ↠ H 0(C, H j (G∅(kκ), A)). (9-4)

Note that G∅(k) has strict cohomological ℓ-dimension 3 by [Neukirch et al. 2008, Corollary 10.1.3(ii)].
Then as ℓ ∤ [k : Q], taking Gal(k/Q)-invariants is exact on (9-4), and by computing the alternating sum
of (9-4) for j = 1, 2, 3 and applying (9-3), we have

3∑
j=1

(−1) j dimFℓ
H j (G∅(k), A)Gal(k/Q)

=− dimFℓ
H 1(C, H 0(G∅(kκ), A))Gal(k/Q)

=− dimFℓ
H 0(C, H 0(G∅(kκ), A))Gal(k/Q)

=− dimFℓ
H 0(Gal(k∅/Q), A).

Also, [Neukirch et al. 2008, Corollary 10.1.3(ii)] shows that G∅(k) is a Poincaré group of dimension 3 with
dualizing module µ, so we have a functorial isomorphism H 3(G∅(k), A)∼= H 0(G∅(k), A′)∨. Combining
the above computations, we see that

δk/Q,∅(A)= dimFℓ
(H 0(G∅(k), A′)∨)Gal(k/Q)

− dimFℓ
H 0(Gal(k∅/Q), A)

= dimFℓ
H 0(G∅(k), A′)Gal(k/Q)

− dimFℓ
H 0(Gal(k∅/Q), A)

= dimFℓ
(A′)Gal(k∅/Q)

− dimFℓ
AGal(k∅/Q),

where the second equality is because the Gal(k/Q)-invariants of M and M∨ have the same dimension
for any M ∈Modℓ(Gal(k/Q)). □

9.2. Number field case with Sℓ ∪ S∞ ̸⊂ S.

Proposition 9.4. Assume k and Q are number fields. Let T = S ∪ Sℓ(k)∪ S∞(k). Then

δk/Q,S(A)≤ logℓ(χk/Q,T (A))+ dimFℓ
(A′)Gal(kT /Q)

− dimFℓ
AGal(kS/Q)

+ ϵk/Q,S(A),

where ϵk/Q,S(A)=−
∑

v∈I logℓ ∥#A∥v1 with

I = {v ∈ Sℓ(Q) such that Sv(k) ̸⊂ S}.

In particular, when S =∅, the equality holds if and only if X2
∅(k, A) and B∅(k, A) are in the same class

of K ′0(Fℓ[Gal(k/Q)]).

Remark 9.5. For an arbitrary S, the equality holds if and only if the equalities in (9-5) hold. So when
S ̸=∅, if the equality holds then [X2

∅(k, A)] = [B∅(k, A)], but the converse is false.

Proof. First of all, by definition of X2
S and Proposition 8.5, we have the following inequalities of elements

in K ′0(Fℓ[Gal(k/Q)]):

[H 2(GS, A)] ≤ [X2
S(k, A)] +

[ ⊕
p∈S

H 2(kp, A)
]
≤ [BS(k, A)] +

[ ⊕
p∈S

H 2(kp, A)
]
. (9-5)

1
∥x∥v = q− ordv(x) where q is the cardinality of the residue field of v and ordv is the additive valuation with value group Z.
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By applying Lemma 8.4, we have

[BS(k, A)] − [H 1(GS, A)] = [BT (k, A)] − [H 1(GT , A)] +
[ ⊕
p∈T \S

H 1(Tp, A)Gp

]
. (9-6)

Since T contains Sℓ(k)∪ S∞(k), it follows that [BT (k, A)] = [X2
T (k, A)] by Lemma 8.7 and the Poitou–

Tate duality theorem. Also, note that the long exact sequence of Poitou–Tate [Neukirch et al. 2008,
(8.6.10)] induces an exact sequence

X2
T (k, A) ↪→ H 2(GT , A)→

⊕
p∈T

H 2(kp, A) ↠ H 0(GT , A′)∨.

Therefore
[BT (k, A)] = [H 2(GT , A)] + [H 0(GT , A′)∨] −

[ ⊕
p∈T

H 2(kp, A)
]
. (9-7)

Combining (9-5), (9-6) and (9-7), we have

[H 2(GS, A)] − [H 1(GS, A)]

≤ [H 2(GT , A)] − [H 1(GT , A)] + [H 0(GT , A′)∨] +
[ ⊕
p∈T \S

H 1(Tp, A)Gp

]
−

[ ⊕
p∈T \S

H 2(kp, A)
]
.

The dimension of Gal(k/Q)-invariants of the left-hand side above is δk/Q,S(A). On the right-hand side,
the dimension of Gal(k/Q)-invariants of [H 2(GT , A)] − [H 1(GT , A)] is

logℓ(χk/Q,T (A))− dimFℓ
H 0(GT , A)Gal(k/Q)

= logℓ(χk/Q,T (A))− dimFℓ
AGal(kS/Q)

by the definition of χk/Q,T and the assumption that A is a Gal(kS/Q)-module. Also,

dimFℓ
(H 0(GT , A′)∨)Gal(k/Q)

= dimFℓ
H 0(GT , A′)Gal(k/Q)

= dimFℓ
(A′)Gal(kT /Q).

So to prove the inequality in the proposition, it suffices to show

ϵk/Q,S(A)= dimFℓ

( ⊕
p∈T \S

H 1(Tp, A)Gp

)Gal(k/Q)

− dimFℓ

( ⊕
p∈T \S

H 2(kp, A)
)Gal(k/Q)

. (9-8)

We first consider v ∈ S∞(Q) such that Sv(k) ̸⊂ S. Since Tp(k)= Gp(k), we know that H 1(Tp, A)Gp =

H 1(kp, A) for each p ∈ Sv(k). For i = 1, 2, we have( ⊕
p∈Sv(k)

H i (kp, A)
)Gal(k/Q)

=
(
IndGalp(k/Q)

Gal(k/Q) H i (kp, A)
)Gal(k/Q)

= H i (kp, A)Galp(k/Q)
= H i (Qv, A),

where the second equality uses Shapiro’s lemma and the last one follows by the assumption that ℓ ∤ [k : Q]
and the same argument for (7-15). Therefore

dimFℓ

( ⊕
p∈Sv(k)

H 1(Tp, A)Gp

)Gal(k/Q)

− dimFℓ

( ⊕
p∈Sv(k)

H 2(kp, A)
)Gal(k/Q)

= dimFℓ
H 1(Qv, A)− dimFℓ

H 2(Qv, A),

which always equals 0 since Qv is a cyclic group [Neukirch et al. 2008, Proposition 1.7.6].
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Finally, we consider v ∈ Sℓ(Q) such that Sv(k) ̸⊂ S. Because Gp/Tp is procyclic, we have that
H 1(Gp/Tp, A) ∼= AGp/Tp ; and by the same argument from (9-1) to (9-2), we have an isomorphism
H 1(Gp/Tp, A)≃ AGp/Tp= AGp that is compatible with the conjugation action by Galp(k/Q). So we see that

dimFℓ

( ⊕
p∈Sp(k)

H 1(Gp/Tp, A)
)Gal(k/Q)

= dimFℓ

(
IndGalp(k/Q)

Gal(k/Q) H 1(Gp/Tp, A)
)Gal(k/Q)

= dimFℓ
H 1(Gp/Tp, A)Galp(k/Q)

= dimFℓ
AGp(Q). (9-9)

Therefore, we compute

dimFℓ

( ⊕
p∈Sv(k)

H 1(Tp, A)Gp

)Gal(k/Q)

− dimFℓ

( ⊕
p∈Sv(k)

H 2(kp, A)
)Gal(k/Q)

= dimFℓ

( ⊕
p∈Sv(k)

H 1(kp, A)
)Gal(k/Q)

− dimFℓ

( ⊕
p∈Sv(k)

H 2(kp, A)
)Gal(k/Q)

− dimFℓ
AGv(Q)

= dimFℓ
H 1(kp, A)Galp(k/Q)

− dimFℓ
H 2(kp, A)Galp(k/Q)

− dimFℓ
AGv(Q)

= dimFℓ
H 1(Qv, A)− dimFℓ

H 2(Qv, A)− dimFℓ
AGv(Q)

=− logℓ ∥#A∥v.

The first equality above uses (9-9) and the exact sequence H 1(Gp/Tp, A) ↪→H 1(kp, A)↠ H 1(Tp, A)Gp , the
second uses the Shapiro’s lemma, the third uses the assumption that ℓ ∤ [k : Q], and the last uses the Tate’s
local Euler–Poincaré characteristic formula [Neukirch et al. 2008, Theorem 7.3.1]. We have proved (9-8).

When S = ∅, we have X2
∅(k, A) = H 2(G∅, A), so the first inequality in (9-5) is an equality, and

hence we have the last statement in the proposition. □

Proof of Theorem 1.2. We apply the above results to the case k = Q. Let G = GS(k). Let A be a finite
simple G-module and ℓ denote the exponent of A. Since Ĥ 0(kp, A′) is naturally a quotient of H 0(kp, A′)
for each p ∈ S∞(k), we have logℓ χk/k,T (A) ≤ 0 for T = S ∪ Sℓ(k)∪ S∞(k). When S ⊃ Sℓ(k)∪ S∞(k),
applying Proposition 9.2 to the case k = Q, we have δk/k,S(A)≤ 0. It follows by definition of ϵk/k,S(A)

in Proposition 9.4 that ϵk/k,S(A)≤ [k :Q] dimFℓ
A. Also, note that, when S ̸⊃ Sℓ(k)∪ S∞(k) and A ̸≃µℓ,

we have dimFℓ
(A′)GT (k)

− dimFℓ
AGS(k)

≤ 0. When S ̸⊃ Sℓ(k)∪ S∞(k) and A = µℓ (assume µℓ ̸≃ Fℓ),
we have dimFℓ

(A′)GT (k)
− dimFℓ

AGS(k)
= 1 but logℓ χk/k,T (A)≤−1. So in both cases, Proposition 9.4

shows that δk/k,S(A)≤ [k :Q] dimFℓ
A, and hence the theorem follows by Proposition 3.7. □

10. Proof of Theorem 1.1

In this section, we will prove Theorem 1.1. We assume that 0 is a nontrivial finite group, Q = Q

or Fq(t) with gcd(q, |0|)= 1, and let k/Q be a Galois extension with Gal(k/Q)≃ 0. By Theorem 6.4,
G∅(k)C is a finite 0-group when C is finite, so for a sufficiently large n there is a 0-presentation
Fn(0) → G∅(k)C . In Section 10.1, we construct a finitely generated 0-quotient G of G∅(k) such
that GC

≃ G∅(k)C as 0-groups. With the help of the group G, we employ the cohomology of G∅ to
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compute the multiplicities in a pro-C admissible 0-presentation of G∅(k)C . In Section 10.2, we compute
the multiplicities mC

ad(n, 0, G∅(k)C, A), and then compute the multiplicities mC
ad(n, 0, G∅,∞(k)C, A) for

a finite simple G∅,∞(k)C ⋊0-module A. Using these multiplicities, finally in Section 10.3, we show
that the kernel of a pro-C admissible 0-presentation Fn(0)C→ G∅,∞(k)C can be normally generated by
elements {r−1γ (r)}r∈X,γ∈0 with X a subset of Fn(0) of cardinality n+ 1.

Note that in Theorem 1.1, k/Q is assumed to be split completely at∞, and the 0-groups in C are of
order prime to |µ(Q)|, |0| and char(Q). However, in the proof, we do not use these assumptions until
Section 10.2. So right now, we only assume that k/Q is a Galois field extension with Gal(k/Q)≃ 0 and
that C is a finite set of isomorphism classes of finite 0-groups of order prime to |0|.

10.1. Construction of a specific finitely generated quotient of G∅(k). Because G∅(k)C is finite, when n
is sufficiently large, there exists a 0-equivariant surjection π : Fn(0)→ G∅(k)C , where Fn(0) is the
free profinite 0-group defined in Section 3. Then π factors through πC

: Fn(0)C→ G∅(k)C as defined
in Definition 5.2.

Lemma 10.1. Use the notation above. If A is a finite simple G∅(k)C ⋊0-module with

m(πC, 0, G∅(k)C, A) > 0,

then A⋊G∅(k)C ∈ C.

Proof. We denote G∅(k)C by G0 for convenience purposes. If m(πC, 0, G0, A) > 0, then there is a
0-group extension

1→ A→ H ϖ
−→ G0→ 1

such that H is a quotient of FC
n , and so H ∈ C. We let E be the fiber product H ×G0 H defined by ϖ , i.e.,

E = {(x, y) ∈ H×H |ϖ(x)=ϖ(y)}. Note that E is a subgroup of H×H, so is in C. There is a natural
diagonal embedding H ↪→ E mapping x to (x, x), and a normal subgroup {(a, 1) | a ∈ A} of E that is
isomorphic to A. From this, one can check that the diagonal subgroup H and the normal subgroup A are
disjoint and they generate E , so E ≃ A⋊ H where the H action on A factors through ϖ(H)= G0. So
by taking the quotient map ϖ on the subgroup H of E , we obtain that A⋊G0 is a quotient of E , and
therefore we proved the lemma. □

Now we fix a finite simple G∅(k)C ⋊0-module A with m(πC, 0, G∅(k)C, A) > 0, and construct the
desired quotient of G∅(k) for A. We let ϕ0 denote the quotient map G∅(k)→ G∅(k)C , and again let G0

denote G∅(k)C . We define G1 to be the quotient of G∅(k) satisfying the following 0-group extension:

1→ Am(ϕ0,0,G0,A)
→ G1

ϖ0−→ G0→ 1. (10-1)

By definition of the multiplicities, G1 is well-defined. Since G1 is a quotient of G∅(k), we have that GC
1

is exactly G0. Then we claim that the extension (10-1) is “completely nonsplit” (that is, if a subgroup of
G1 maps surjectively onto G0, then it has to be G1 itself). Indeed, if it’s not completely nonsplit, then G1

has a 0-quotient isomorphic to A⋊G0, and hence by Lemma 10.1 we have A⋊G0 ∈ C, which contradicts
that GC

1 = G0.



872 Yuan Liu

Similarly, we define G2, G3, . . . to be the 0-quotients of G∅(k) inductively via

1→ Am(ϕi ,0,Gi ,A)
→ Gi+1

ϖi−→ Gi → 1,

where the map ϕi is the quotient map G∅(k)→ Gi . Using the argument in the previous paragraph, we
see that each of these group extensions is completely nonsplit, and GC

i = G0 for each i . Then we take the
inverse limit

G := lim
←−−

i
Gi .

Then the profinite group G is the maximal extension of G0 in G∅(k) that can be obtained via group
extensions by A.

Lemma 10.2. (1) A subset of G is a generator set if and only if its image in G0 generates G0.

(2) The map π : Fn(0)→ G0 defined at the beginning of this subsection factors through G.

(3) Let ϕ be the natural quotient map G∅(k)→ G defined by inverse limit of ϕi . Then

HomG⋊0((ker ϕ)ab, A)= 0.

Proof. The group extension ϖi : Gi+1→ Gi is completely nonsplit, so any lift of a generator set of Gi is
a generator set of Gi+1. So we have (1) by taking inverse limit, and then (2) follows.

Note that G acts on the abelianization (ker ϕ)ab of ker ϕ by conjugation. Suppose that

HomG⋊0((ker ϕ)ab, A) ̸= 0.

Then it means that ϕ factors through a 0-equivariant group extension H of G by a kernel A. However, G
does not have such a group extension in G∅(k) by definition. So we proved (3). □

10.2. Determination of the multiplicity of A. We continue to use notation and assumptions given previ-
ously in this section. In particular, we remind the reader that A is a fixed finite simple G∅(k)C ⋊0-module
where 0 ≃ Gal(k/Q), and G depends on A. The goal of this subsection is to compute the multiplicity
of A in an admissible 0-presentation of G∅,∞(k)C . The 0-group G plays a very important role in this
computation.

Lemma 10.3. Let ℓ be the exponent of A and assume that ℓ ̸= char(Q) is prime to |0|. Then

dimFℓ
H 2(G, A)0 − dimFℓ

H 1(G, A)0 ≤ δk/Q,∅(A).

Proof. We consider the 0-equivariant short exact sequence

1→ M→ G∅(k)
ϕ
−→ G→ 1.

By the Hochschild–Serre exact sequence, we have

0→ H 1(G, A)→ H 1(G∅(k), A)→ H 1(M, A)G
→ H 2(G, A)→ H 2(G∅(k), A), (10-2)

which is compatible with the conjugation action by 0. Since M acts trivially on A, we see that
H 1(M, A)G⋊0

= HomG⋊0(Mab, A)= 0 by Lemma 10.2(3). So by taking the 0-invariants on (10-2) and
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computing the dimensions, we have that

dimFℓ
H 2(G, A)0−dimFℓ

H 1(G, A)0 ≤ dimFℓ
H 2(G∅(k), A)0−dimFℓ

H 1(G∅(k), A)0 = δk/Q,∅(A). □

Starting from now, we assume that C is a finite set of isomorphism classes of finite 0-groups all
of whose orders are prime to |0|, char Q and |µ(Q)|. Let π̂ denote the 0-equivariant surjective map
Fn(0)→ G used in Lemma 10.2(2). Then the pro-C completion of π̂ is πC

: FC
n ↠ G∅(k)C . If Q =Q,

then G∅(k)C is exactly G∅,∞(k)C . If Q is a function field, then k∅/k is not split completely at primes
over∞. Instead, G∅,∞(k) is the 0-quotient of G∅(k) obtained via modulo the decomposition subgroup
Galp(k∅/k) of one prime p of k above∞ (because 0 acts transitively on all the primes of k above∞).
Since this decomposition subgroup Galp(k∅/k) is isomorphic to Ẑ and G is a quotient of G∅(k), we
can define gn to be an element of G that is the image of one generator of Galp(k∅/k). In other words,
denoting G# the quotient of G by the 0-closed normal subgroup generated by gn , we have the diagram

Fn G G#

Fn
C G∅(k)C G∅,∞(k)C

π̂

π

ϖ

η

/[gn]

πC

ϖC

ηC

(10-3)

where the vertical maps are taking pro-C completions. To make the notation consistent between the
number field and the function field cases, when Q =Q, we let gn = 1, and hence η and ηC in (10-3) are
both identity maps. First of all, we want to determine m(π̂, 0, G, A).

Proposition 10.4. Let ℓ be the exponent of A. Assume ℓ ̸= char(Q) is relatively prime to |µ(Q)||0|.
If Q =Q, then

m(π̂, 0, G, A)≤
(n+ 1) dimFℓ

A− dimFℓ
A0

hG⋊0(A)
.

If Q = Fq(t) and A ̸= µℓ, then

m(π̂, 0, G, A)≤
n dimFℓ

A− dimFℓ
A0

hG⋊0(A)
.

Remark 10.5. Recall that in Theorem 1.1 we assume that k/Q is split completely at∞. In the function
field case, µℓ is a Gal(k∅/Q)-module but not a Gal(k∅,∞/Q)-module, so we exclude the case that A=µℓ.

Proof. By the assumptions, we can apply Proposition 3.4 to compute the multiplicities. Because ℓ ∤ |0|,
we have for i = 1, 2 that H i (G ⋊0, A)= H i (G, A)0. Then by Lemma 10.3, we have

m(π̂, 0, G, A)≤
n dimFℓ

A− ξ(A)+ δk/Q,∅(A)

hG⋊0(A)
. (10-4)

So we just need to compute δk/Q,∅(A).
In the function field case, recall that A is a simple Fℓ[Gal(k∅/Q)]-module that is not µℓ, so by

Proposition 9.3 we see that δk/Q,∅(A) is −1 if A = Fℓ, and is 0 otherwise. So we proved the result in
function field case.
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In the number field case that Q = Q, we need to compute each of the terms in the formula in
Proposition 9.4. Let T = Sℓ(k)∪ S∞(k). In this case, ℓ is odd as µ2 ⊂ Q. First, we apply Theorem 7.1

logℓ χk/Q,T (A)=− dimFℓ
H 0(Q∞, A′)=− dimFℓ

(A′)Gal(C/R),

where the first equality uses Ĥ 0(Q∞, A′)= 0 because #G∞(Q)= 2 and [Neukirch et al. 2008, Proposi-
tion 1.6.2(a)]. Then because A is a simple Fℓ[Gal(k∅/Q)]-module, Gal(C/R) acts trivially on A, and
hence (A′)Gal(C/R)

=HomGal(C/R)(A, µℓ)= 0. So we have logℓ χk/Q,T (A)= 0. Then note that ϵk/Q,∅(A)

in the formula in Proposition 9.4 is dimFℓ
A in this case, and we obtain

δk/Q,∅(A)≤ dimFℓ
HomGal(kT /Q)(A, µℓ)− dimFℓ

AGal(k∅/Q)
+ dimFℓ

A,

where the right-hand side is 0 if A= Fℓ and is dimFℓ
A otherwise. So we proved the number field case. □

Lemma 10.6. Use the assumptions in Proposition 10.4. Consider the function field case and the dia-
gram (10-3). When n is sufficiently large, we have

m(ϖ, 0, G#, A)≤
(n+ 1) dimFℓ

A− dimFℓ
A0

hG#⋊0(A)

Proof. Again, we use x1, . . . , xn to denote the generators of Fn . We can make n large to assume π̂(xn)= gn

(recall that the multiplicity depends on n but not on the choice of ϖ ). Then we have a commutative diagram

Fn Fn−1

G G#

λ

/[xn]

π̂ ϖ
φ

η

/[gn]

where the top map is defined by taking the quotient by the 0-closed normal subgroup generated by xn .
Note that the composition of the top and the right arrows satisfies the conditions of Lemma 3.8, so we have

m(ϖ, 0, G#, A)= m(λ, 0, Fn−1, A)+m(φ, 0, G#, A).

By the statement and the computation of H i (Fn ⋊0, A) in the proof of Lemma 3.2, we see that

m(λ, 0, Fn−1, A)=
dimFℓ

A
hG#⋊0(A)

.

So by Proposition 10.4, it suffices to prove

m(φ, 0, G#, A)≤ m(π̂, 0, G, A), (10-5)

which will immediately follow after we prove the embedding{
U | max. proper Fn−1 ⋊0-normal subgroup of ker φ such that ker φ/U ≃G#⋊0 A

}
κ

↪−→
{

V | max. proper Fn ⋊0-normal subgroup of ker π̂ such that ker π̂/V ≃G⋊0 A
}

mapping U to λ−1(U )∩ ker π̂ .
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Since ker ϖ = ker π̂ ker λ, for each U in the first set, we have

ker π̂/(λ−1(U )∩ ker π̂)= λ−1(U ) ker π̂/λ−1(U )= ker ϖ/λ−1(U )≃G#⋊0 A,

so the map κ is well-defined. Also, if V = κ(U ), then

ker ϖ/V ker λ= (ker π̂)(V ker λ)/V ker λ= ker π̂/(ker π̂ ∩ (V ker λ)). (10-6)

Since V ⊂ ker π̂ and ker π̂/V is a simple module, the last quotient is either 1 or isomorphic to A. On
the other hand, both of V and ker λ are contained in λ−1(U ), so is V ker λ. Then (10-6) implies that
V ker λ= λ−1(U ). So we see that if κ(U1)= κ(U2)= V, then λ−1(U1)= λ−1(U2) and hence U1 =U2.
So we conclude that κ is injective. □

Proposition 10.7. Let C be a finite set of isomorphism classes of finite 0-groups all of whose orders
are prime to |µ(Q)||0| and char(Q) (if nonzero). Let A be a finite simple G∅,∞(k)C ⋊ 0-module of
exponent ℓ ̸= char(k) relatively prime to |µ(Q)||0|. When n is sufficiently large, there exists an admissible
0-presentation Fn(0) ↠ G∅,∞(k)C , and

mC
ad(n, 0, G∅,∞(k)C, A)≤ mad(n, 0, G#, A)≤

(n+ 1)(dimFℓ
A− dimFℓ

A0)

hG∅,∞(k)C⋊0(A)
.

Remark 10.8. The proposition shows that mC
ad(n, 0, G∅,∞(k)C, Fℓ)= 0. In other words, G∅,∞(k)C does

not admit any nonsplit central group extension

1→ Fℓ→ G̃ ⋊0→ G∅,∞(k)C ⋊0→ 1,

such that G̃ is of level C. This is equivalent to the solvability (i.e., the existence of the dashed arrow) of
the embedding problem

G∅,∞(k)C ⋊0

1 Fℓ H̃ ⋊0 H ⋊0 1

α

for any nonsplit central group extension in the lower row with H̃ of level C, and for any surjection α. In
[Liu et al. 2024], this solvability is called the Property E of G∅,∞(k) and is proven using the classical
techniques of embedding problems. So Proposition 10.7 provides a new proof of the Property E by
counting multiplicities.

Proof. By [Liu et al. 2024, Proposition 2.2], the pro-prime-to-(|0| char Q) completion of G∅,∞(k) is an
admissible 0-group, so its 0-quotient G# is also admissible. Since G∅,∞(k)C is finite, when n is large,
there exist elements a1, . . . , an of G∅,∞(k)C such that {Y (ai )}

n
i=1 forms a generator sets of G∅,∞(k)C .

Note that G∅,∞(k)C is a quotient of G# as described in (10-3). We choose a preimage bi ∈ G# of ai for
each i , and then {Y (bi )}

n
i=1 generates G# by Lemma 10.2(1). Recall that the multiplicity does not depend

on the choice of presentation, so we assume ϖ in (10-3) maps yi ∈ Fn to bi ∈ G# for each i = 1, . . . , n.
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Then the restriction ϖ |Fn is an admissible 0-presentation of G#. We have by Corollary 4.5 that

mad(n, 0, G#, A)= m(n, 0, G#, A)−
n dimFℓ

A0

hG#⋊0(A)
.

Then the desired result follows by Propositions 5.4, 10.4 and Lemma 10.6. □

10.3. Existence of the presentation (1-1). Finally, we will prove that when n is sufficiently large, there
exists a subset X of FC

n containing n+ 1 elements for which the following isomorphism, which is (1-1)
in Theorem 1.1, holds:

G∅,∞(k)C ≃ Fn(0)C/[r−1γ (r)]r∈X,γ∈0.

In Proposition 10.7, we showed that when n is sufficiently large, there is an admissible 0-presentation,
denoted by

1→ N → FC
n

ϖC
ad
−−→ G∅,∞(k)C→ 1.

Let M be the intersection of all maximal proper FC
n ⋊0-normal subgroups of N, and define R = N/M

and F =FC
n /M. Note that because C is finite, we have that FC

n is finite [Neumann 1967, Corollary 15.72].
Then R is a finite direct product

∏t
i=1 Ami

i of finite irreducible F ⋊0-groups Ai . Assume Ai and A j

are not isomorphic as F ⋊ 0-groups if i ̸= j . When a factor Ai is abelian, its multiplicity mi is
mC

ad(n, 0, G∅,∞(k)C, Ai ) computed in Proposition 10.7.
Let X be a subset of FC

n . Then the closed FC
n ⋊0-normal subgroup generated by {r−1γ (r)}r∈X,γ∈0

is N if and only if the closed F ⋊ 0-normal subgroup generated by {r−1γ (r)}r∈X ,γ∈0 is R, where X
and r are the images of X and r in R respectively. Recall the properties of Fn listed at the beginning
of Section 4. Because of the property (1), in the definition of Y in (3), we can take the generator set
{γ1, . . . , γd} to be the whole group 0, then

{r−1γ (r)}r∈X,γ∈0 = Y ({r}r∈X ) and {r−1γ (r)}r∈X ,γ∈0 = Y ({r}r∈X ).

By [Liu et al. 2024, Proposition 4.3], for a fixed integer u, the probability that the images under the map Y
of n+ u random elements of R generate R as an F ⋊0-normal subgroup is

Prob([Y ({r1, . . . , rn+u})]F⋊0 = R)

=
∏

1≤i≤t
Ai abelian

mi−1∏
j=0

(1− hF⋊0(Ai )
j
|Y (Ai )|

−n−u)
∏

1≤i≤t
Ai nonabelian

(1− |Y (Ai )|
−n−u)mi .

This product in the formula is a finite product. By [Liu et al. 2024, Lemma 3.5], we have |Y (Ai )| =

|Ai |/|A0
i | for each i . Note that Lemma 4.6 shows that |Y (Ai )|> 1 when Ai is nonabelian, so the product

over nonabelian factors in the above formula is always positive. The term for an abelian factor Ai is
positive if and only if

mi ≤
(n+ u) logℓ |Y (Ai )|

hG∅,∞(k)C⋊0(Ai )
=

(n+ u)(dimFℓ
Ai − dimFℓ

A0
i )

hG∅,∞(k)C⋊0(Ai )
.

Therefore, by Proposition 10.7, R can be F ⋊0-normally generated by the Y -values of n+ 1 elements,
and hence we finish the proof of Theorem 1.1.
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11. Exceptional cases

We will discuss the cases that are not covered by the Liu–Wood–Zureick-Brown conjecture, using the
techniques developed in this paper. In this section, the base field Q can be any global field. If Q is a
number field, we denote by r1 and r2 the number of real and pairs of complex embeddings of Q.

Again, we let 0 be a nontrivial finite group and k/Q a Galois extension of global fields with
Gal(k/Q)≃ 0, such that char(Q) and |0| are relatively prime. We assume that ℓ is a prime integer that
is not char(Q) and is prime to |0|. Recall that G∅(k)(ℓ) denotes the pro-ℓ completion of G∅(k). So
G∅(k)(ℓ) is the Galois group of the maximal unramified pro-ℓ extension of k, which we will denote
by k∅(ℓ)/k. Note that G∅(k)(ℓ) is finitely generated, because dimFℓ

H 1(k∅, Fℓ) is the minimal number
of generators of G∅(k)(ℓ) and is finite. So when n is sufficiently large, there is a 0-presentation
π : F ′n(0)→G∅(k)(ℓ). Moreover, we assume, throughout this section, that the ℓ-primary part of the class
group of Q is trivial. Then G∅,∞(k)(ℓ) is admissible by the proof of [Liu et al. 2024, Proposition 2.2],
and hence we can assume that the presentation π induces an admissible presentation, i.e., π ad

:= π |Fn

is surjective.
In this section, we use the assumptions above and study the multiplicities from the presentation π ad in

the following two cases:

(1) When Q is a number field with µℓ ̸⊂ Q, and k/Q is not required to be split completely at S∞(Q)

(see Section 11.1).

(2) When Q contains the ℓ-roots of unity µℓ (see Section 11.2).

We will compare the multiplicities in these two cases with the multiplicities from Theorem 1.1, to see
why the random group model used in the Liu–Wood–Zureick-Brown conjecture cannot be applied to
these two exceptional cases.

We point out that we study only G∅(k)(ℓ) instead of G∅(k)C for a general C, simply because we
want to keep the computation easy in this section and there is no previous work discussing these two
exceptional cases beyond the distribution of ℓ-class tower groups. One can generalize the argument in
this section to any finite set C.

11.1. Other signatures. Assume Q is a number field with µℓ ̸⊂ Q (so ℓ is odd), and k is a 0-extension
of Q. For each v ∈ S∞(Q), we set 0v to be the decomposition subgroup at v of the extension k/Q.

Lemma 11.1. For a finite simple Fℓ[Gal(k∅(ℓ)/Q)]-module A, we have

mad(n, 0, G∅(k)(ℓ), A)≤


r1+ r2− 1 if A = Fℓ,

n+ r2+ 1 if A = µℓ,

(n+r1+r2) dimFℓ
A−

∑
v∈SR(Q) dimFℓ

A/A0v−(n+1) dimFℓ
A0

hGal(k∅(ℓ)/Q)(A)
otherwise.
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Proof. Let T be S∞(k) ∪ Sℓ(k). Since ℓ is odd, Ĥ 0(Qv, A′) = 0 for any v ∈ S∞(Q), and hence by
applying Theorem 7.1 with S = T we have

logℓ(χk/Q,T (A))=−
∑

v∈S∞(Q)

dimFℓ
H 0(Qv, A′)

=−
∑

v∈SC(Q)

dimFℓ
A−

∑
v∈SR(Q)

dimFℓ
A/A0v .

The last equality is because:

(1) If v ∈ SC(Q), then Gv(Q)= 1 acts trivially on both µℓ and A.

(2) If v ∈ SR(Q), then Gv(Q) ≃ Z/2Z acts on µℓ as taking inverse. Since the action of Gv(Q)

on A factors through 0v, and 0v acts on A/A0v as taking inverse, we have dimFℓ
(A′)Gv(Q)

=

dimFℓ
HomGv(Q)(A, µℓ)= dimFℓ

HomGv(Q)(A/A0v , µℓ)= dimFℓ
A/A0v .

By Proposition 9.4, we have

δk/Q,S(A)≤


ϵk/Q,∅(A)− r2− 1 if A = Fℓ,

ϵk/Q,∅(A)− r2− r1+ 1 if A = µℓ,

ϵk/Q,∅(A)− r2 dimFℓ
A−

∑
v∈SR(Q) dimFℓ

A/A0v otherwise,

where A can be µℓ only if µℓ ⊂ k. Note that by definition, ϵk/Q,∅(A) is equal to [Q :Q] dimFℓ
A. So the

desired result follows by Proposition 3.4, Corollary 4.5, and Proposition 5.4. □

Corollary 11.2. Let k/Q be an imaginary quadratic field such that k ̸= Q(
√
−3), and γ denote the

nontrivial element of 0 = Gal(k/Q)≃ Z/2Z. For an odd prime ℓ, we have the following isomorphism
of 0-groups:

G∅(k)(ℓ)≃ Fn(0)(ℓ)/[r−1γ (r)]r∈X (11-1)

for a sufficiently large positive integer n and some set X consisting of n elements of Fn(0)(ℓ).

Remark 11.3. If we choose the n elements of set X randomly with respect to the Haar measure, then
the quotient in (11-1) gives a random group that defines a probability measure on all n-generated pro-ℓ
admissible 0-groups. By taking n→∞, there is a limit probability measure, which can be computed
using formulas in [Liu et al. 2024]. The discussion in [Liu et al. 2024, §7.2 and Theorem 7.5] shows
that this limit probability measure agrees with the probability measure used in the Boston–Bush–Hajir
heuristics [Boston et al. 2017].

Proof. When Q =Q and k is imaginary quadratic, we have r1 = 1, r2 = 0, and 0∞ = 0. Let A be a finite
simple Fℓ[Gal(k∅(ℓ)/Q)]-module. Also, µℓ ̸⊂ k for any odd ℓ because k ̸= Q(

√
−3), so A ̸= µℓ. By

Lemma 11.1 , when n is sufficiently large, we have:

mad(n, 0, G∅(k)(ℓ), A)≤

0 if A = Fℓ,

n(dimFℓ
A−dimFℓ

A0)

hGal(k∅(ℓ)/Q) A
otherwise.

Note that 0 ≃ Z/2Z implies that the normal subgroup of Fn(0)(ℓ)⋊0 generated by Y (X) is exactly
[r−1γ (r)]r∈X . Thus, the corollary follows by [Liu et al. 2024, Proposition 4.3]. □
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11.2. When Q contains the ℓ-th roots of unity. In this subsection, we assume µℓ ⊂ Q. In this case, µℓ

becomes the trivial Gal(k∅/Q)-module Fℓ, which makes the multiplicities in a presentation of G∅(k)(ℓ)

significantly different from the previous cases.

Lemma 11.4. Assume µℓ ⊂ Q. For a finite simple Fℓ[Gal(k∅(ℓ)/Q)]-module A, we have

(1) If Q is a function field and the genus of k is not 0, then δk/Q,∅(A)= 0.

(2) If Q is a number field, then δk/Q,∅(A)≤ (r1+ r2) dimFℓ
A.

Proof. Because of the assumption µℓ ⊂ Q, we have

dimFℓ
(A′)Gal(k∅/Q)

= dimFℓ
(A∨)Gal(k∅/Q)

= dimFℓ
AGal(k∅/Q) = dimFℓ

AGal(k∅/Q). (11-2)

Then the first statement follows directly by Proposition 9.3(2). For the rest we assume that Q is a number
field and let T = Sℓ(k) ∪ S∞(k). If ℓ is odd, then the assumption µℓ ⊂ Q implies that Q is totally
imaginary. Then we can easily see by Theorem 7.1 that logℓ χk/Q,T (A) = −r2 dimFℓ

A, and hence the
statement for odd ℓ follows by Proposition 9.4 and (11-2). If ℓ= 2, then we first want to compute, for
each v ∈ S∞(Q),

dimFℓ
Ĥ 0(Qv, A′)− dimFℓ

H 0(Qv, A′). (11-3)

For each v ∈ SC(Q), we have Gv(Q) = 1, and hence (11-3) becomes − dimFℓ
A. For each v ∈ SR(Q),

the assumption ℓ ∤ |0| implies that |0| is odd. So for each p ∈ Sv(k), p is real, and so is any prime
of k∅(ℓ) lying above p. Thus, Gp(k) acts trivially on A, so it also acts trivially on A′, which implies that
Ĥ 0(kp, A′)= H 0(kp, A′). Then (11-3) equals 0, and we obtain the statement for ℓ= 2 by Proposition 9.4
and (11-2). □

Then by the same arguments in Section 10, we obtain the following bounds for the multiplicity of A.

Corollary 11.5. Assume µℓ ⊂ Q. When k is a function field, we assume that Q = Fq(t) for some prime
power q such that ℓ | q − 1 and k/Q is split completely at∞. Let A be a finite simple Fℓ[Gal(k∅(ℓ)/Q)]-
module. Then for a sufficiently large n, we have

mad(n, 0, G∅,∞(k)(ℓ), A)≤


(n+1) dimFℓ

A−ξ(A)−n dimFℓ
A0

hG∅,∞(k)(ℓ)⋊0(A)
if Q is a function field,

(n+r1+r2) dimFℓ
A−ξ(A)−n dimFℓ

A0

hG∅,∞(k)(ℓ)⋊0(A)
if Q is a number field.

Remark 11.6. (1) Readers can compare the corollary with Proposition 10.7. When A = Fℓ and Q
is Q(ζℓ) or Fq(t) with ℓ | q − 1, one can check that the upper bound of the multiplicity is positive, which
suggests the failure of the Property E of G∅,∞(k). Therefore, the random group model used in the
Liu–Wood–Zureick-Brown conjecture is not expected to work in this exceptional case.

(2) If the upper bounds in Corollary 11.5 are sharp, then it also suggests that we should not expect the
coincidence of the distributions of G∅,∞(k)(ℓ) between the function field case and the number field case.
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For example, when Q =Q, ℓ= 2 or Q =Q(ζ3), ℓ= 3, the upper bound in the corollary equals the one
for function fields. However, when Q =Q(ζℓ) with ℓ > 3, the upper bound is

(n+ (ℓ− 1)/2) dimFℓ
A− ξ(A)− n dimFℓ

A0

hG∅,∞(k)(ℓ)⋊0(A)
,

which is strictly larger than the upper bound for function fields.
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Motivic distribution of rational curves and
twisted products of toric varieties

Loïs Faisant

This work concerns asymptotical stabilisation phenomena occurring in the moduli space of sections of
certain algebraic families over a smooth projective curve, whenever the generic fibre of the family is a
smooth projective Fano variety, or not far from being Fano.

We describe the expected behaviour of the class, in a ring of motivic integration, of the moduli space
of sections of given numerical class. Up to an adequate normalisation, it should converge, when the class
of the sections goes arbitrarily far from the boundary of the dual of the effective cone, to an effective
element given by a motivic Euler product. Such a principle can be seen as an analogue for rational curves
of the Batyrev–Manin–Peyre principle for rational points.

The central tool of this article is the property of equidistribution of curves. We show that this notion
does not depend on the choice of a model of the generic fibre, and that equidistribution of curves holds for
smooth projective split toric varieties. As an application, we study the Batyrev–Manin–Peyre principle for
curves on a certain kind of twisted products.
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Introduction

The aim of this work is to describe the expected behaviour of moduli spaces of morphisms from a smooth
projective curve to a smooth Fano variety when the numerical class of the curves goes to infinity. More
generally, we study sections of a faithfully flat morphism to such a curve. What we consider are the
classes of these moduli spaces in a variant of the Grothendieck ring of varieties.

This is related to the classical subject of homological stability. Recent developments concern homolog-
ical stability for moduli spaces, as described for example by Ellenberg, Venkatesh and Westerland [29].
The underlying philosophy is that given a sequence (Xn) of algebraic varieties defined over the finite
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field Fq of growing dimension with respect to n — for instance, a sequence of moduli spaces — the
quantity |Xn(Fq)|q− dim(Xn) should admit a limit as n→∞ precisely when the cohomology groups of Xn

stabilise [29, Section 1.8]. For example, when the Xn are smooth and geometrically irreducible varieties
of dimension n, Deligne’s proof of the Weil conjecture [25] provides an upper bound on the eigenvalues of
the Frobenius morphism, acting on the étale cohomology groups of Xn , and the Grothendieck–Lefschetz
formula allows one to pass from homological stabilisation to point-counting stabilisation.

The study of the asymptotic behaviour of the number of Fq(t)-rational points of bounded height on Fano
varieties over Fq , in the framework suggested by Manin and his collaborators in the late 1980s, is expected
to be an illustrative instance of this phenomenon: in that case, Fq(t)-points can be interpreted as Fq -points
of the moduli space of morphisms from P1

Fq
to the variety. One of the goals of this article is to formulate a

motivic analogue of this framework which allows “point-counting” in any characteristic (in particular, of
C(t)-points). Actually, the motivic point of view tends to incorporate both the homological approach and
the point-counting approach. Then, techniques coming from arithmetic help one get answers to questions
concerning geometry and topology: dimension, number of components, homological stabilisation, or
even stabilisation of Hodge structures.

Let us now recall that the modern formulation of a Batyrev–Manin–Peyre principle over number fields is
the sum of works carried out by Franke–Manin–Tschinkel [32], Batyrev–Manin [1], Batyrev–Tschinkel [2],
Peyre [51], Salberger [59], Lehmann–Tanimoto [40] and Lehmann–Sengupta–Tanimoto [43], among
many others. This principle admits many variants, for example when one works over a function field of
positive characteristic [52], when one considers integral points [18] or Campana points [55], or counts
rational points on stacks [22; 30].

This literature is a rich source of inspiration for anyone wishing to consider a geometric analogue of
this principle, namely the asymptotic behaviour of rational curves of arbitrarily large degree — which
corresponds to rational points of varieties defined over a function field of arbitrary characteristic. This is
no longer strictly speaking a counting problem if the characteristic is zero, but a quite natural framework
is provided by the theory of motivic integration, introduced by Kontsevich (during his talk in Orsay,
1995) and then developed and expanded by Denef, Loeser [26], Looijenga [45] and their collaborators
[19; 47; 60]. Then counting curves means taking the classes, in the ring of motivic integration, of the
components of the moduli space of rational curves.

Following remarks by Batyrev about the dimension of the moduli space and a question raised by Peyre
in the early 2000s, one may ask whether the class of the moduli space of curves of a given degree stabilises
when the degree, which is an element of the dual of the Picard group of the variety, goes arbitrarily far
away from the boundary of the dual of the effective cone.

Any positive answer to this question for a given class of varieties would be in the spirit of a larger
family of recent stabilisation results in motivic statistics, such as those appearing in several works by
Vakil and Wood concerning moduli of hypersurfaces [64], by Bilu and Howe about moduli of sections of
vector bundles [5], by Bilu, Das and Howe about configuration spaces and Hadamard convergence [6],
and by Landesman, Vakil and Wood regarding low-degree Hurwitz spaces [39], to cite a few of them.
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Until recently, an obstruction to a precise formulation of a geometric or motivic Batyrev–Manin–Peyre
principle was the absence of a sufficiently robust notion of motivic Euler product which would play the role
of Peyre’s adelic constant. A path was opened up by Bourqui [12; 13; 14] in the late 2000s and the notion
reached a certain degree of maturity and robustness quite recently with Bilu’s thesis [3]. In this article we
make extensive use of this notion in order to formulate a motivic Batyrev–Manin–Peyre principle for curves,
as well as a stronger notion of equidistribution of curves. We test the validity of these concepts on smooth
split projective toric varieties and twisted products of toric varieties, in a continuation of [6; 11; 12; 15; 16].

Framework. We fix once and for all a smooth projective and geometrically integral curve C over a base
field k, with function field F = k(C ).

Definition 1. If V is a smooth (irreducible) projective variety over F , we will say that V is a Fano-like
variety if

• V (F) is Zariski dense in V ;

• both cohomology groups H 1(V, OV ) and H 2(V, OV ) are trivial;

• the Picard group of V coincides with its geometric Picard group;

• the geometric Picard group of V has no torsion, and its geometric Brauer group is trivial;

• the class of the anticanonical line bundle of V lies in the interior of the effective cone Eff(V ), which
itself is rational polyhedral: there exists a finite set of effective line bundles spanning it.

In the case of a projective variety V defined over the base field k, F-points of V correspond to
morphisms f : C → V. Such a morphism will be somewhat abusively called a rational curve if C is
the projective line P1

k . In general, we will consider sections of models π : V → C of V. By model, we
mean a separated and faithfully flat morphism of finite type whose generic fibre is isomorphic to V. If
furthermore π is proper, F-points of V will correspond to sections of π . For the sake of conciseness, in
this Introduction we start by assuming that V is actually defined over the base field k.

Multidegrees of curves. If L is a invertible sheaf on V and f : C → V is a morphism, then a relevant
invariant of f is its degree with respect to L , that is, the degree

deg( f ∗L)

of the pull-back of L to C through f . However, except for the canonical sheaf ωV of V, there is no
canonical choice for L , and the canonical degree has no particular reason to be an invariant sharp enough,
as the analogy with the arithmetic setting may suggest (see for example [53, Section 4]). A way of
addressing this issue would be to introduce more invariants.

Our approach consists in taking all the degrees in the following manner: actually, a morphism f :C→V
defines an element of the dual of the Picard group of V

deg f : [L] ∈ Pic(V ) 7→ deg( f ∗L),
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called the multidegree. Given a class δ ∈ Pic(V )∨, one can show that morphisms f : C → V of
multidegree δ are parametrised by a quasiprojective scheme Homδ

k(C , V ) [23, Chapter 2]. The dimension
of Homδ

k(C , V ) admits the lower bound

δ · ω−1
V + dim(V )(1− g(C ))

called the expected dimension.
In this paper, we are interested in the behaviour of this sequence of moduli spaces when δ belongs to

the dual of the effective cone Eff(V ) and goes arbitrarily far from its boundaries. More precisely, we
study the sequence of the corresponding classes in a ring of varieties.

The ring of motivic integration. Let S be a scheme. The Grothendieck group of S-varieties

K0VarS

is defined as the abelian group generated by the isomorphism classes of S-varieties (by this, we mean
S-schemes of finite presentation), together with scissors relations

X − Y −U

whenever X is an S-variety, Y is a closed subscheme of X and U is its open complement in X . The class
of an S-variety X is denoted by [X ]. The class of the affine line A1

S is denoted by LS and when the base
scheme is clear from the context we may drop the index. Any constructible subset X of an S-variety
admits a class [X ] in such a group [19, p. 59]. In our case, a constructible subset is a finite union of
locally closed subsets of an S-variety.

The product [X ][Y ] = [X ×S Y ] defines a ring structure on K0VarS with unit element the class of S
over itself with natural structural map. The localised Grothendieck ring of varieties MS is by definition
the ring K0VarS localised at the class LS of the affine line.

The ring MS admits a decreasing filtration by the virtual dimension: for m ∈ Z, let FmMS be the
subgroup of MS generated by elements of the form

[X ] L−i
S ,

where X is an S-variety and i is an integer such that dimS(X)− i ⩽−m. The completion of MS with
respect to this decreasing dimensional filtration is the projective limit

M̂
dim

S = lim←−MS/FmMS,

which comes with a morphism MS→ M̂
dim

S . The dimensional filtration is one of the filtrations we are
going to use, another one being the filtration by the weight of the Hodge realisation; see Section 2.1.

In positive characteristic, we will work with modified versions of K0VarS and MS (see Section 4.4 of
[19, Chapter 2]). An S-morphism f : X→ Y between S-varieties is called a universal homeomorphism
if for any S-morphism Y ′→ Y the induced morphism X ×Y Y ′→ Y ′ is a homeomorphism. Then the
modified ring of varieties K uh

0 VarS is the quotient of K0VarS by the ideal given by differences [X ]− [Y ]
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of classes of S-varieties such that there exists an S-morphism X→Y which is a universal homeomorphism.
If S is a Q-scheme, this ideal is trivial so that K uh

0 VarS ≃ K0VarS [19, Chapter 2, Corollary 4.4.7].
An equivalent description is given by the quotient of K0VarS by radicial surjective morphisms; see [5,
Remark 2.1.4]. Note that we will systematically drop the “uh” exponent in this article.

Expected asymptotical behaviour. Now we are able to formulate a first version of what could be a motivic
Batyrev–Manin–Peyre principle for curves. Again by analogy with the arithmetical side, one has to take
into account the hypothetical existence of accumulating subsets. A description of these subsets in the
geometric context is given in the works of Lehmann, Tanimoto and Tschinkel [41; 42]. In particular,
we will have to focus on curves intersecting a well-chosen nonempty open subset U of V, denoting by
Homδ

k(C , V )U the corresponding moduli space.
Let Eff(V )∨Z be the subset of Eff(V )∨ consisting of points in Pic(V )∨. In characteristic zero, curves

whose class belongs to this subset are moveable by [8]. With Question 5.4 in [53], Peyre raised the
following question.

Question 1. Assume that V is a Fano-like variety, defined over the base field k. Does the symbol

[Homδ
k(C , V )U ] L−δ ·ω−1

V
k

converge in M̂
dim

k as the class δ ∈ Eff(V )∨Z goes arbitrarily far from the boundaries of Eff(V )∨?

Note that in some cases this formulation is too optimistic, in particular the convergence may only hold
for a filtration by the weight, which is finer than the one by the dimension, as it is the case, for example,
in [3; 4; 31], rather than for the coarser dimensional filtration. We refer to Question 2 on page 917 for a
more accurate version.

In what follows, we will say that V satisfies the motivic Batyrev–Manin–Peyre principle for curves if
the answer to the previous question is positive for V. We now give a few examples for which it is the case.

Example 1. The first and simplest example is given by the projective space of dimension n ⩾ 1. Since its
Picard group is generated by the class of a hyperplane H, the class of a moveable curve is given by a
degree d ∈ N while an anticanonical divisor is (n+ 1)H, so that the normalisation factor is L

(n+1)d
k . One

can easily compute the class of the moduli space Homd
k (P1

k, Pn
k ) in Mk and show that for d ⩾ 1

[Homd
k (P1

k, Pn
k )] L−(n+1)d

k = [Pn
k ](1− L−n

k );
see [53, Proposition 5.5]. The answer to Question 1 is positive in this case.

Example 2. More generally, Question 1 has a positive answer for smooth projective split toric varieties
over any field k. The work of Bourqui [12], together with the unpublished notes [14] only provided the
result in the ring of Chow motives, when k has characteristic zero. Bilu, Das and Howe [6, Section 5]
checked a residue-type result at the level of the ring of varieties and we finally show in Section 5 that
Bourqui’s study actually provides convergence of the normalised class [Homδ

k(P
1
k, V )] L−δ ·ω−1

V
k in M̂

dim
k

(see Theorem B below and Theorem 5.4 on page 930).
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Example 3. Building on previous works by Chambert-Loir and Loeser [15] and Bilu [3], we show in
[31] that the answer to Question 1 is positive for equivariant compactifications of vector spaces, when k
is algebraically closed of characteristic zero and one considers the finer filtration on the ring of motivic
integration given by the weight of the mixed Hodge realisation. See Example 3.9.

Example 4. Bilu and Browning developed in [4] a motivic circle method and applied it to show that the
answer to Question 1 is positive when V ⊂ Pn−1

C
is a hypersurface of degree d ⩾ 3 with n > 2d(d−1), if

one considers the filtration on MC coming from the weight of the mixed Hodge realisation.

Main results and structure of the paper. In this article we show that our motivic Batyrev–Manin–Peyre
principle for curves is compatible with a certain kind of twisted product [17]. A little bit more precisely,
we show:

Theorem A (Theorem 6.9). If B is a Fano-like variety over k satisfying the motivic Batyrev–Manin–
Peyre principle for curves, X is a smooth projective split toric variety over k, with torus T, and T is a
Zariski-locally trivial T -torsor over B, then the twisted product

X = X ×T B

satisfies the motivic Batyrev–Manin–Peyre principle as well: the answer to Question 1 is positive for
rational curves on X .

The proof of this result is to be found in the very last section. It requires two ingredients.

Formulating a Batyrev–Manin–Peyre principle for curves. The first ingredient is presented in Section 3
and consists in a precise formulation of a motivic Batyrev–Manin–Peyre principle in a nonconstant setting,
namely when one considers a proper model V → C of an F-variety V and studies the moduli space of
its sections σ : C → V generically intersecting a convenient open subset U of V, as is done for example
in [3; 15; 31] for equivariant compactifications of vector spaces. Fixing line bundles forming a basis of
Pic(V ) and choosing models of them over V , one is able to define the multidegree of a section, generalising
the previous notion (see Definition 1.5 on page 891). If V is projective over the base field k, we show in the
first section of this article that the corresponding moduli space of sections Homδ

C (C , V )U of multidegree δ

exists as a quasiprojective k-scheme, and formulate a relative geometric Batyrev–Manin–Peyre principle
concerning the behaviour of the class

[Homδ
C (C , V )U ] L−δ ·ω−1

V
k (1)

when the multidegree δ becomes arbitrarily large (see Question 2 on page 917).
Let τ(V ) be the expected limit of (1). We give an explicit description of τ(V ) as a motivic Euler

product, using Bilu’s construction [3] of such an object. This motivic Tamagawa number can be interpreted
as a motivic analogue of Peyre’s constant [51]. For a constant family V = V ×k C , where V is actually
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defined over k, it takes the form

τ(V )= L
(1−g(C )) dim(V )

k

( [Pic0(C )]L−g(C )

k

1− L−1
k

)rk(Pic(V )) ∏
p∈C

(1− L−1
p )rk(Pic(V )) [Vp]

L
dim(V )
p

,

where g(C ) is the genus of the curve C and Pic0(C ) is the connected component of the Picard group
of C . Note that the class (1− L−1

p )rk(Pic(V ))([Vp]/L
dim(V )
p ) can be rewritten as

[TV ] L−(dim(V )+rk(Pic(V ))),

where TV is the1 universal torsor of V.
However, the definition of τ(V ) may require the use of a finer filtration on Mk , namely the filtration

by the weight of the Hodge realisation of V /C , when k is a subfield of C. We refer to Definition 3.2 on
page 915.

Equidistribution of curves and models. The second ingredient is a change-of-model theorem, given by
Theorem C below. Such a result is grounded on the central idea of this article, which is the concept
of equidistribution of curves. This notion, which is presented in Section 4, describes the behaviour of
constrained curves of large multidegree: if S is a zero-dimensional subscheme of the curve C , and
ϕ :S →V a C -morphism, broadly, the equidistribution principle says that the class of the moduli space of
curves of multidegree δ whose restriction to S is ϕ, normalised Lδ ·ω−1

V
k , converges to the restriction of the

product τ(V ) to the complement of the closed points of S. More generally, one considers curves whose re-
striction to S belongs to any constructible subset of HomC (S , V ). In particular, the notion of equidistribu-
tion is much stronger than the Batyrev–Manin–Peyre principle, see Definition 4.3 on page 921. Smooth pro-
jective split toric varieties provide a first example of varieties for which this principle holds (see Section 5).

Theorem B (Theorem 5.6). The principle of equidistribution of curves holds for smooth and projective
split toric varieties defined over any base field k, with respect to the dimensional filtration on Mk .

In particular, for such varieties, the answer to Question 1 is positive.

Our main fundamental result allows us to switch between models, whenever one has equidistribution
of curves on one of them.

Theorem C (Theorem 4.6). Assume that two proper models V /C and V ′/C of the same Fano-like
F-variety V are given, together with models of a Z-basis of Pic(V ) on each of them, defining two
multidegrees δ and δ′, for sections of V and V ′, respectively.

Then there is equidistribution of curves on V with respect to δ if and only if there is equidistribution of
curves on V ′ with respect to δ′.

Convention. In this article, without explicit mention, if R is a discrete valuation ring, we will always
assume that it has equal characteristic.

1Since Pic(V )= Pic(V ), the universal torsor of V is unique up to isomorphism. For more about this alternative definition of
the local factor in a more general framework, see Peyre’s talk [54, around 23′].
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1. Models and moduli spaces of sections

1.1. Global models and degrees. Let C be a smooth projective and geometrically integral curve over
a field k, with function field F, and let V be a smooth F-variety. As in the Introduction, a model of V
over C is a separated, faithfully flat and finite-type C -scheme V whose generic fibre is isomorphic to V.

Example 1.1. Let V ↪→ PN
F be an embedding of V in some projective space. Take V to be the Zariski

closure of V in PN
C . Then the composition V → PN

C → C is a projective model of V.

Remark 1.2. If π : V → C is a proper model, the functors π! and π∗ from the category of sheaves on V

to the ones on C coincide [46, Chapter 6, Section 3]. Since C is integral, by [38, Theorem 4.18.2] there
exists a nonempty Zariski open subset C ′ ⊂ C such that the Picard scheme PicVC ′/C ′ representing the
Picard functor Pic(VC ′/C ′)(fppf) exists and is a disjoint union of open quasiprojective subschemes. Here
we recall that Pic(X/S)(fppf) is the sheaf associated to the functor

(T/S) 7→ Pic(X ×S T )/ Pic(T )

in the fppf (faithfully flat of finite type) topology, given a separated map of finite type X→ S between
locally Noetherian schemes [38, Definition 2.2].

Moreover, we assume that π has (local) sections, so that the Picard functor Pic(VC /C )(fppf) is actually

PicV /C (T )= H 0(T,R1π∗(Gm))

for the Zariski topology [7, p. 204].

Remark 1.3. Assume there exists a closed point p0 ∈ C such that H 1(Vp0, OVp0
)= H 2(Vp0, OVp0

)= 0.
By the semicontinuity theorem [27, (7.7.5-I)], there exists an open neighborhood C ′′ of p0 such
that H 1(Vp, OVp) = H 2(Vp, OVp) = 0 for all p ∈ C ′′. This shows in particular that (R1π!OV )|C ′′ =
(R2π!OV )|C ′′ = 0. By flat base-change [62, Lemma 02KH] applied to the generic fibre

V V

Spec(F) C

π

we have (Riπ!OV )η = H i (V, OV ) for all i and in particular H 1(V, OV )= H 2(V, OV )= 0. Conversely, if
H 1(V, OV ) and H 2(V, OV ) are both trivial, then there exists a nonempty open subset of C above which
R1π!OV and R2π!OV are both trivial. This argument actually shows that the assumptions on the first and
second cohomology groups of the structure sheaf of a Fano-like variety, in Definition 1, can be done
indifferently with respect to V or to a special fibre of V .

Moreover, by [38, Proposition 5.19], PicVC ′/C ′ is smooth over C ′ ∩C ′′ and by [38, Corollary 5.13]
each fibre PicVp/κp above p ∈ C ′∩C ′′ is discrete, given by H 2(Vp, Z). From this point of view, PicVC ′/C ′

is a constructible sheaf on C and can be seen as a variation of mixed Hodge structure; see the proof of
Proposition 2.6 on page 905.

https://stacks.math.columbia.edu/tag/02KH
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Setting 1.4. Let V → C be a proper model of a Fano-like F-variety V. We fix a finite set L1, . . . , Lr of
invertible sheaves on V whose linear classes form a basis of the torsion-free Z-module Pic(V ), as well as
invertible sheaves L1, . . . , Lr on V extending respectively L1, . . . , Lr .

Definition 1.5 (multidegree). Let V →C and L = (L1, . . . , Lr ) be as in Setting 1.4. A section σ :C→V

defines an element degL (σ ) of the dual Pic(V )∨ by sending an effective invertible sheaf of the form
r⊗

i=1

L
⊗

λi
i

to the linear combination of degree
r∑

i=1

λi deg(σ ∗Li ).

This element degL (σ ) is called the multidegree of σ with respect to the model L .

1.2. Moduli spaces of curves. Again, let V → C and L = (L1, . . . , Lr ) be as in Setting 1.4. For every
class δ ∈ Pic(V )∨, we consider the functor

Homδ
C (C , V )

sending a k-scheme T to the set of maps σ ∈ HomSch /T (C ×k T, V ×k T ) such that

πT ◦ σ = idC×k T ,

for all t ∈ T, degL (σt)= δ.

If U is a dense open subset of the generic fibre V, we define

Homδ
C (C , V )U

to be the subfunctor of Homδ
C (C , V ) sending a k-scheme T to the T -families of maps sending the generic

point of C into U (F).
The moduli space of sections of a proper model V → C is well-defined: adapting the ideas of [12,

Lemme 4.1] and [15, Proposition 2.2.2] we get the following general representability lemma. Here we
assume that V is projective over the base field k.

Lemma 1.6. For any nonempty open subset U ⊂V and any class δ ∈Pic(V )∨, the functor Homδ
C (C , V )U

is representable by a quasiprojective scheme.

Proof. Let L be an ample invertible sheaf on V . For every d ⩾ 1, let

Homd
k (C , V )

be the functor of morphisms ς : C → V such that deg(ς∗L )= d and

Homd
C (C , V )

be the functor of sections σ : C → V such that deg(σ ∗L )= d .



892 Loïs Faisant

By the existence theorems of Hilbert schemes [34, 4.c], there exists a quasiprojective k-scheme
Homd

k (C , V ) representing Homd
k (C , V ). The condition π ◦σ = idC is closed and thus Homd

C (C , V ) is a
closed subfunctor of Homd

k (C , V ). Therefore it is represented by a quasiprojective scheme Homd
C (C , V ).

Let U be a nonempty open subset of V and let Homd
C (C , V )U be the complement of the closed

subscheme of Homd
C (C , V ) defined by the condition σ(C )⊂|V \U |. This open subscheme Homd

C (C , V )U

parametrises sections σ :C→V such that f (ηC )∈U (F) and deg(σ ∗(L ))=d . It is again a quasiprojective
scheme, since Homd

C (C , V ) is.
The restriction L of L to V is isomorphic to a linear combination

r⊗
i=1

L
⊗

λi
i

of the L i . Let L ′ be the invertible sheaf
r⊗

i=1

L
⊗

λi
i

on V .
Let δ ∈ Pic(V )∨ be a multidegree and σ : C → V a section such that degL (σ )= δ and σ(ηC ) ∈U (F).

Then
deg(σ ∗L )= deg(σ ∗L )− deg(σ ∗L ′)+ deg(σ ∗L ′)

= deg(σ ∗L )− deg(σ ∗L ′)+ δ · L .

Since the restriction of L ⊗ (L ′)−1 to the generic fibre is trivial, there exist vertical divisors E and E ′

such that
L ⊗ (L ′)−1 ≃ OV (E ′− E).

In particular, the difference deg(σ ∗L )− deg(σ ∗L ′) only takes a finite number of values, since σ has
intersection of degree 1 with any fibre of π . Let a be its maximal value. Moreover, by flatness, the
r conditions given by degL = δ are open and closed in the Hilbert scheme of V . Therefore Homδ

C (C , V )U

can be identified with an open subfunctor of∐
0⩽d⩽a+δ · L

Homd
C (C , V )U ,

and hence the lemma. □

1.3. Greenberg schemes and motivic integrals. A reference for this subsection is given by Chapters 4
to 6 of [19].

If R is a complete discrete valuation ring, with field of fractions F and residue field κ such that F
and κ have equal characteristic, then the choice of a uniformiser π of R together with a section of R→ κ

provides a morphism of κ-algebras
κ[[t]] → R, t 7→ π,

which is an isomorphism by Theorem 2 of [10, Chapter IX, Section 3].
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Example 1.7. If p is a closed point of the smooth projective k-curve C , the previous result applies to the
completed local ring Rp = ÔC ,p.

Definition 1.8 (Greenberg schemes). Let R be a complete discrete valuation ring, with maximal ideal m
and residue field κ = R/m. Assume that R has equal characteristic and fix a section of R→ κ .

Let X be an R-variety. For any nonnegative integer m, the Greenberg scheme of order m of X is the
κ-scheme Grm(X ) representing the functor

A 7→ HomR(Spec(Rm ⊗κ A), X )

on the category of κ-algebras [19, Chapter 4, Section 2.1], where Rm = R/mm+1 for all m ⩾ 0. There are
canonical affine projection morphisms

θm+1
m : Grm+1(X )→ Grm(X ),

given by truncation, and the Greenberg scheme is the κ-proscheme

Gr∞(X )= lim←− Grm(X )

(or more concisely Gr(X )) which represents the functor

A 7→ Homκ(Spec(A⊗κ R), X)

on the category of κ-algebras. This scheme carries a canonical projection

θ∞m : Gr∞(X )→ Grm(X )

for every nonnegative integer m, called the truncation of level m.

Example 1.9. If V → C is a model of a projective variety V over F = k(C ), let VRp be the schematic
fibre over the completed local ring Rp = ÔC ,p. If mp is the maximal ideal of Rp, then the κp-points
respectively of Grm(VRp) and Gr(VRp) are in bijection respectively with the sets of points VRp(Rp/m

m+1
p )

and VRp(Rp). Moreover, if V → C is proper, by the valuative criterion of properness the set VRp(Rp) is
in one-to-one correspondence with the set VFp(Fp), where Fp is the completion of F at p.

By [19, Chapter 4, Lemma 4.2.2], the constructible subsets of Gr(X ) are exactly the subsets C of
the form

C = (θ∞m )−1(Cm)

for a certain level m and a constructible subset Cm of Grm(X ). Moreover, if C is Zariski closed,
respectively Zariski open, then Cm can be chosen to be closed, respectively open. Then, a map

f : C→ Z∪ {∞}
on a constructible subset C of Gr(X ) is said to be constructible if f −1(n) is constructible for every n ∈Z.

By [19, Chapter 6, Section 2], there is an additive motivic measure

µX : ConsGr(X )→ M̂
dim

X0
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(where X0 is the special fibre of X ) called the motivic volume or motivic density, which extends to a
countably additive motivic measure µ∗X on a class Cons∗Gr(X ) of measurable subsets of Gr(X ); see [19,
Chapter 6, Section 3]. For example, if X is smooth of pure relative dimension d over R, then

µX (Gr(X ))= [X0] L−d .

If A is a measurable subset of Gr(X ) and f : A→ Z∪ {∞} has measurable fibres (by this we mean that
f −1(n) is measurable for all n ∈ Z) such that the series∑

n∈Z

µ∗X ( f −1(n))L−n

is convergent in M̂
dim

X0
, then the motivic integral of L− f∫

A
L− f dµ∗X =

∑
n∈Z

µ∗X ( f −1(n))L−n

is well-defined.

Remark 1.10. By the quasicompactness of the constructible topology, a constructible function f which
does not reach infinity is bounded and thus only takes a finite number of values. In particular, if f is
bounded constructible, then f is measurable and L− f is integrable; see Example 4.1.3 in [19, Chapter 6].

As explained in [19, Chapter 4, (3.3.7)], one can go from points on X with coordinates in extensions
of R of ramification index 1 to points on the Greenberg schemes of X . For this it is convenient to use the
functors from κ-algebras to rings given by

Rm : A 7→ Rm ⊗κ A

for any nonnegative integer m, which form a system of functors whose limit is

R∞ : A 7→ R ⊗̂κ A = lim← Rm ⊗κ A.

Such functors are represented respectively by Am
k , m ∈ N, and AN

k . If k ′ is a field extension of k, then
R′ =R∞(k ′) is an extension of R with ramification index 1 (the only one up to unique isomorphism if
k ′/k is unramified), by Proposition 2.3.2 of [19, Chapter 4]. Then by the definition of Gr∞(X ) there is a
canonical bijection

Gr∞(X )(k ′)−→∼ X (R∞(k ′))

which is compatible with the truncation morphisms. Thus, if one wants to define functions at the level of
Greenberg schemes, it is enough to define them on R′-points for any extension R′ of ramification index 1
over the complete valuation ring R. This will allow one to use such functions on Greenberg schemes of
weak Néron models later in Section 1.5, thanks to Proposition 1.25 stated a few pages below.
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Definition 1.11 [19, Chapter 5, Section 3.1]. Let f : Y →X be a morphism of flat R-schemes of finite
type and pure relative dimension d . Let R′ be an extension of R and q ∈ Y (R′). Consider the morphism

α(q) : (( f ◦ q)∗�d
X /R′)/(torsion)→ (q∗�d

Y /R′)/(torsion)

of free R′-modules of finite rank induced by f .
The order of the Jacobian of f along q is defined by

ordjacf (q)= lengthR′ coker(α(q)).

This provides a function

ordjacf : Gr(Y )→ N.

Note that by Proposition 3.1.4 of [19, Chapter 5], if Y is smooth over R and the restriction of f to
generic fibres is étale, then ordjacf is constructible and bounded.

Proposition 1.12 (smooth change of variable). Let X and Y be two R-schemes of finite type and
pure relative dimension d, with singular loci respectively Xsing and Ysing. Let f : Y →X be a mor-
phism of R-schemes. Let A and B be constructible subsets respectively of Gr(X ) − Gr(Xsing) and
Gr(Y )−Gr(Ysing). Assume that f induces a bijection

B(κ ′)→ A(κ ′)

for every extension κ ′ of κ , and that B ∩ ordjac−1
f (+∞) is empty.

Let α : A→ Z be a constructible function on A. Then the function

β : y ∈ B 7→ (α ◦Gr( f ))(y)+ ordjacf (y)

is constructible and ∫
A

L−α dµX = f0!
∫

B
L−β dµY

in MX0 .

Proof. See Theorem 1.2.5 in [19, Chapter 6]. □

Remark 1.13. Here the symbol L− ordjacf plays the role of the absolute value of the determinant
|det((∂xi/∂y j )i, j )| in the usual change-of-variable formula.

1.4. Local intersection degrees. Let L be an invertible sheaf on V. A coherent sheaf on V whose
restriction to V is isomorphic to L is called a model of L . In this subsection we define local intersection
degrees on L of a section C → V at a closed point p ∈ C , with respect to a model of L , and study
the difference between the degrees given by two different models of L . This is a reformulation, in the
framework of Greenberg schemes and motivic integration [19], of the p-adic and adelic metrics of [52,
Section 1.2]. Let us first recall the local definition of such metrics.
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Definition 1.14. Let R be a complete discrete valuation ring with fraction field K . Let X be an
R-scheme of pure dimension, X its generic fibre, L an invertible sheaf on X and L a model of L on X

(not necessarily invertible).
For any extension R′ of R, of ramification index 1 over R, with uniformiser ϖ and field of fractions K ′,

we define order functions on X (R′) as follows: let q̃ :Spec(R′)→X be an R′-point of X , q be its restric-
tion to the generic fibre and y a point of the K ′-vector space q∗L = (q̃∗L )⊗R′ K ′. Then we set, if q∗y ̸= 0,

ordq̃(y)=max{n ∈ Z |ϖ−n y ∈ q̃∗L /(torsion)}
(the unique integer ℓ such that ϖ−ℓy is a generator of the R′-lattice q̃∗L /(torsion)), and

ordq̃(y)=∞
if q∗y = 0.

In other words, ordq̃(y) is the valuation of y with respect to the lattice q̃∗L /(torsion): given a generator
y0 of q̃∗L /(torsion),

ordq̃(y)= vR′(y/y0) ∈ Z∪ {∞},
where vR′ is the normalised discrete valuation extended to K ′. In particular, this definition does not
depend on the choice of the uniformiser ϖ nor on the choice of the generator y0.

If s is a section of L on an open set containing q , then

ord ◦s :X (R′)→ Z∪ {∞}
is the function sending q̃ ∈X (R′) to ordq̃(s(q)).

Remark 1.15. We are going to apply the previous definition as follows. Let V be a proper model of a
smooth F-variety V. We fix a closed point p ∈ C and work with the Rp-scheme VRp , identifying the sets
V (Fp) and V (Rp) by properness. We take L to be an invertible sheaf on V and L a model of L on V .

If q is an Fp-point of V, the function ordq̃ is well-defined on Lq(Fp). Of course, any Fp-point of L
belongs to the fibre of a unique Fp-point of V, so that this function extends to a function

ordp : L(Fp)→ Z∪ {∞}, y 7→ ordq̃(y) whenever y ∈ Lq .

If s ∈ 0(U, L) is a section of L above an open subset U ⊂ V, by composition one gets a map

ordp ◦ s :U (Fp)→ Z∪ {∞}, x 7→ ordx̃(s(x)).

If D is a Cartier divisor on V given by a rational section of L and s is the restriction of this
section to V, defined on an open subset U ⊂ V, then ordp(s(x)) coincides with the intersection number
(x, D)p = deg(x̃∗D) for all x ∈U (Fp) not in D . Besides, both take an infinite value whenever x lies in D .

By the product formula, for all x ∈ V (F) the (finite) sum on closed points∑
p∈|C |

ordp(s(x)) ∈ Z
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does not depend on the choice of a local section s of L such that s(x) ̸= 0, and if σ : C → V is the
section of the proper model V given by the point x ∈ V (F), then

deg(σ ∗L )=
∑
p∈|C |

ordp(s(x)).

We go back to the notation of Definition 1.14.

Lemma 1.16. Let X be a model of X and L , L ′ be two models of L , and ord, ord′ the corresponding
order functions given by Definition 1.14. For all x̃ ∈X (R′), the difference

y 7→ ord′x̃(y)− ordx̃(y)

is constant on the stalks of L. This constant value defines a function

εL ′−L : Gr∞(X )→ Z.

Proof. The difference of the two corresponding valuations is

ord′x̃(y)− ordx̃(y)= vR′(y/y′0)− vR′(y/y0)= vR′(y0/y′0)

for every x̃ ∈X (R′) and y ∈ x∗L , where y0 and y′0 are generators respectively of x̃∗L and x̃∗L ′ in x∗L .
Consequently, this difference induces a map

x̃ ∈X (R′) 7→ vR′(y0/y′0)

which does not depend on the choices of the generators y0 and y′0 of x̃∗L and x̃∗L ′, since the quotient of
two generators has valuation zero. □

Remark 1.17. Note that if L , L ′ and L ′′ are three models of L , we have the relation

εL ′′−L = εL ′′−L ′ + εL ′−L .

Remark 1.18. If I is a coherent sheaf of ideals on X , an order function

ordI : Gr∞(X )→ N∪ {+∞}
can be obtained by taking

ordI (x̃)= inf
f ∈Ix̃

vR′( f (x̃))

for all points x̃ ∈X (R′), where vR′( f (x̃))= vR′(x̃∗ f ); see (4.4.3) of [19, Chapter 4]. By Corollary 4.4.8
of [19, Chapter 4] this defines a constructible function Gr∞(X )→ N∪ {+∞}.

The affine local description of this function [19, Chapter 4, Example 4.4.4] shows that ordI (x̃) is given
by the smallest vR′( f (x̃)) for f belonging to a finite set of generators of the ideal corresponding to I . In
particular, if I and I ′ are two coherent sheaves of ideals, with local generators respectively y0 ∈Ix̃ and
y′0 ∈I ′x̃, and whose restrictions I and I ′ to X are invertible and isomorphic, then ordI (x̃)= vR′(x̃∗y0)
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and for all y ∈ Ix ≃ I ′x
ord′x̃(y)− ordx̃(y)= vR′(y/(1/y′0))− vR′(y/(1/y0))= vR′(y′0/y0)

= vR′(x̃∗y′0)− vR′(x̃∗y0)

= ordI ′(x̃)− ordI (x̃).

The (1/y0) here comes from the fact that the ideal sheaf associated to an effective Cartier divisor D on X
is OX (−D).

Lemma 1.19. The difference εL ′−L is a constructible function on Gr∞(X ). By the quasicompactness of
the constructible topology, it takes only finitely many values.

Proof. Let n ∈ Z. Assume first that n ⩾ 0. Then εL ′−L (x̃) > n if and only if y0/y′0 belongs to the
(n+1)-th power of the maximal ideal of R if and only if its class in Rn is zero.

We claim that there exists n0 ∈ Z such that εL ′−L (x̃)⩾ n0 for all x̃ ∈X (R′). We choose generators
y0 and y′0 of x̃∗L and x̃∗L ′. Then the rational section y0/y′0 ∈ K ′ of (L ′)∨⊗L has a vertical divisor of
poles E which is the pull-back of a formal multiple of the closed point of R′, and (L ′)∨⊗L ⊗OX (−E)

is effective. Let z0 be a generator of E ; then z0(y0/y′0) ∈ R′ and

εL ′−L (x̃)= vR′(y0/y′0)= vR′

(
y0z0

y′0
· 1

z0

)
= vR′

(
y0z0

y′0

)
− vR′(z0)⩾−vR′(z0).

We take n0 =−vR′(z0) so that
εL ′−L (x̃)= vR′(ϖ

−n0 y′0/y0)+ n0

for all x̃ . Then for a given n ⩾ n0, one has εL ′−L (x̃) > n if and only if ϖ−n0 y′0/y0 belongs to the
(n−n0+1)-th power of the maximal ideal of R if and only if its class in Rn−n0 is zero. Thus

{ξ ∈ Gr(X ) | εL ′−L (ξ) > n}
is constructible of level ⩽ (n− n0).

Moreover it follows from the definition that εL ′−L does not reach infinity. Thus it takes only a finite
number of values by the quasicompactness of the constructible topology (see for example Theorem 1.2.4
in [19, Appendix A]). □

Remark 1.20. Note that this difference is trivial if L and L ′ are already isomorphic above R. In
particular, if L and L ′ are two different models on V → C of the same L on V, there exists a dense open
subset of C above which they are isomorphic. Its complement S is a finite set of closed points of C and

degL ′ − degL =
∑
p∈S

εL ′Rp−LRp

is bounded.

Definition 1.21 (motivic density associated to a model of the anticanonical sheaf). Let X be an R-scheme
of pure relative dimension n.

Assume that the generic fibre X is smooth over K and take a model LX of the anticanonical sheaf ω−1
X

over X .
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The sheaf �1
X /R of relative differentials of X over R [36, p. 175] is a coherent sheaf of OX -modules

and the dual of its determinant (3n�1
X /R)∨ is a model of ω−1

X .
By Lemma 1.19 the local difference function εLX −(3n�1

X /R)∨ is a constructible function.
Its motivic integral over any measurable subset A avoiding the singular locus of X will be written

µ∗LX
(A)=

∫
A

L
−ε

LX −(3n�1
X /R )∨ dµ∗X

and µ∗LX
will be called motivic density associated to LX .

1.5. Weak Néron models and smoothening. In order to prove our result about invariance by change of
model (see Theorem 4.6 below), we need to collect a few additional definitions and results about weak
Néron models and relations between them. References for this subsection are the third chapter of the book
of Bosch, Lütkebohmert and Raynaud [7], together with the reminder of Section 7.1 in [19, Chapter 7],
as well as Section 3.4 in [19, Chapter 4].

1.5.1. Local models. We keep the notation of the previous subsection, except that we do not need to
assume that R is complete.

Definition 1.22. Let X be a K -variety.
A model for X is a flat separated R-scheme of finite type X together with an isomorphism XK → X .
A weak Néron model2 of X is a model X of X such that X is smooth over R and every K ′-point of

X extends to an R′-point of X for every unramified extension R′ of R with fraction field K ′. Since by
definition X is separated, such an R′-point is unique.

Let Y be a flat separated R-scheme of finite type with smooth generic fibre. A Néron smoothening of Y

is a smooth R-scheme X of finite type together with an R-morphism X → Y inducing an isomorphism
XK → YK and such that X (R′)→ Y (R′) is bijective for every unramified extension R′ of R.

Given X and X ′ two weak Néron models of X , a morphism of weak Néron models is a R-morphism
X ′→X whose restriction to the generic fibre commutes with the isomorphisms with X . In that case
we say that X ′ dominates X .

The following is a short reformulation of Theorem 3 and Corollary 4 of [7, p. 61]:

Theorem 1.23. Every R-scheme of finite type whose generic fibre is smooth over K admits a Néron
smoothening, given by the R-smooth locus of a composition of admissible blow-ups.

Even if the result is formulated in the language of formal schemes, the proof of Proposition 3.4.7 in
[19, Chapter 3], which is a variant of the Néron smoothening algorithm of [7], gives the following useful
proposition.

2We adopt the terminology used by Chambert-Loir, Nicaise and Sebag in [19]. For the comparison of this definition of weak
Néron models with the one given by Bosch, Lütkebohmert and Raynaud in [7], see Remark 7.1.6 in [19, Chapter 7]. The main
difference is a properness assumption.
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Proposition 1.24. Let X be a smooth K -variety. If X ′ and X ′′ are two models of X , then there exists
another model X ′′ of X above X and X ′ whose R-smooth locus (X ′′)◦ is a Néron smoothening of both
models:

(X ′′)◦

X ′′

X X ′

Spec(R)

In the equal characteristic case, we have the following correspondence of points of Greenberg schemes;
see Proposition 3.5.1 of [19, Chapter 4]. It allows one to apply the motivic change of variable formula,
Proposition 1.12, to Néron smoothenings.

Proposition 1.25. Let Y →X be a morphism of separated flat R-schemes of finite type, restricting to an
immersion on generic fibres and such that Y is smooth.

Then Y →X is a Néron smoothening if and only if the induced map

Gr(Y )(κ ′)→ Gr(X )(κ ′)

is a bijection for every separable extension κ ′ of κ .

Proposition 1.26. Let X be an R-model of a smooth K -variety X , of pure relative dimension n, and
f : Y →X a Néron smoothening of X .

Then
ε(�n

Y /R)∨− f ∗(�n
X /R)∨ = ordjacf

on Gr(Y ).

Proof. This is given by the argument of the chain rule (5.2.2) in [19, Chapter 7] and the fact that in
our situation the function ordjacf coincides with the order function of the Jacobian ideal of f . See
Lemma 3.1.3 in [19, Chapter 5] as well. □

1.5.2. From local models to global ones. We will need the following gluing result, which is a variant of
[7, p. 18, Proposition 1].

Proposition 1.27. Let V → C be a model of V above C . Let C0 be a dense open subset of C and
V ′0 , V ′1 , . . . , V ′s be a finite number of models of V respectively over C0 and over the local rings of the
closed points p1, . . . , ps not in C0. Assume that these models dominate respectively the restriction of V to
C0 and to these local rings. In particular, they induce isomorphisms on generic fibres.

Then there exists a model V ′ → C of V extending V0, . . . , Vs , as well as a C -morphism V ′ → V

extending the local ones. If moreover the local models are smooth, then V ′→ C is smooth as well.

Proof. Let Ri be the local ring of C at the point pi ∈ C \C0 for i = 1, . . . , s. The morphism V ′i → VRi

uniquely extends to a Ci -morphism for a certain open neighbourhood Ci of pi by [28, Théorème 8.8.2].
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Since (V ′i )F ≃ (VRi )F ≃ V , such a model coincides with V ′0→C0 above a nonempty open subset C ′0⊂C0.
Then, up to removing a finite number of points of C ′i so that Ci ∩ (C −C ′0)= {si }, we can assume that
they coincide above Ci ∩C ′0 and glue them above each Ci ∩C ′0, obtaining a model extending the starting
data and dominating V → C . □

For us, a weak Néron model of V above C will be a smooth C -scheme V of finite type, together
with an isomorphism VF → V and satisfying the following property concerning étale integral points:
for any closed point p and any étale local OC ,p-algebra R′ with field of fractions F ′, the canonical map
V (R′)→ VF (F ′) is surjective (see p. 7, Definition 1, as well as the end of p. 12, and p. 60–61 in [7]).

Corollary 1.28. Let V and V ′ be two models of V above C . Then there exists a third model V ′′ of V
above C whose C -smooth locus is a Néron smoothening of both V and V ′ above C :

V ′′

V V ′

C

Moreover, if V and V ′ are proper, then V ′′ can be taken proper as well.

Proof. By spreading-out [28, Théorème 8.8.2] applied to the generic point of C , we know the existence
of a nonempty open subset C ′ ⊂ C such that the restrictions of V and V ′ above C ′ are isomorphic as
C ′-schemes:

VC ′ V ′C ′

V C ′ V ′

C

∼

Then, for each closed point p in the complement of C ′, by Proposition 1.24 we can find a weak Néron
model which dominates both restrictions of V and V ′ to Spec(OC ,p). One can use Proposition 1.27
to glue VC ′ together with these models and get the desired new weak Néron model. These operations
preserve properness, by the valuative criterion. □

1.6. Piecewise trivial fibrations. In this subsection S is a Noetherian scheme. We recall definitions and
properties of (classes in K0VarS) of piecewise trivial fibrations, following [19, Chapter 2, Section 2.3].

Definition 1.29. Let F be an S-variety. A piecewise trivial fibration with fibre F is a morphism of schemes
f : X→ Y between two S-varieties such that there exists a finite partition (Yi )i∈I of Y into locally closed
subsets together with an isomorphism of (Yi )red-schemes between (X×Y Yi )red and (F×S Yi )red for all i ∈ I.

Proposition 1.30. Let F be an S-variety and f : X→ Y a piecewise trivial fibration with fibre F. Then

[X ] = [F][Y ]
in K0VarS .
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Proof. See Corollary 1.4.9 and Proposition 2.3.3 of [19, Chapter 2]. □

We will make extensive use of the following criterion.

Proposition 1.31. Let F be an S-variety and f : X → Y a morphism of S-varieties. Then f is a
piecewise trivial fibration with fibre F if and only if , for every point y ∈ Y, the κ(y)-schemes f −1(y)red

and (F ⊗k κ(y))red are isomorphic.

Proof. See Proposition 2.3.4 of [19, Chapter 2] (one proceeds by Noetherian induction and applies [28,
Théorème 8.10.5]). □

2. Motivic Euler products

2.1. The weight filtration. In this S is a variety over a subfield k of the field C of complex numbers. We
fix once and for all an embedding of k in C and consider that S is actually defined over C by extension
of scalars. We briefly recall the construction of a weight filtration on the Grothendieck ring of varieties
over S. We use [49] as a general reference for mixed Hodge modules, as well as the summaries of [3,
Chapter 4] and [19, Chapter 2, Section 3.1–3.3].

2.1.1. Mixed Hodge modules. The category MHMS of mixed Hodge modules over S was introduced
by Saito in [56; 57]. It is an abelian category which provides a cohomological realisation of the
Grothendieck group K0VarS of S-varieties. Its derived category is endowed with a six-functor formalism
à la Grothendieck. When S = Spec(C) is a point, mixed Hodge modules over S coincide with polarisable
Hodge structures as defined by Deligne [24]; see [49, Lemma 14.8].

The Grothendieck group K0(MHMS) of mixed Hodge modules over S is the quotient of the free
abelian group of isomorphism classes of mixed Hodge modules over S by the relations

[E] − [F] + [G]
whenever there is a split exact sequence

0→ E→ F→ G→ 0

for E , F and G objects of MHMS . There is a notion of weight of a mixed Hodge module, morphisms
are strict for the weight filtration and the Grothendieck group K0(MHMS) is generated by the classes of
pure Hodge modules.

The tensor product operation in the bounded derived category of MHMS provides a multiplicative
structure on K0(MHMS) as follows. The Grothendieck group K tri

0 (Db(MHMS)) is defined similarly to
K0(MHMS) by taking distinguished triangles

E •→ F •→ G•→ E •[1]
of complexes as relations, in the place of exact sequences [35, Exposé VIII]. By the theorem of decompo-
sition of mixed Hodge modules [49, Corollary 14.4], there is an isomorphism of groups

K0(MHMS)→ K tri
0 (Db(MHMS))
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sending the class of a mixed Hodge module M to the class of the complex with M in degree zero. Indeed,
the inverse is given by the morphism

[M •] 7→
∑
i∈Z

(−1)i [Hi (M •)]

from K tri
0 (Db(MHMS)) to K0(MHMS). The tensor product on Db(MHMS) induces a ring structure on

K tri
0 (Db(MHMS)) and on K0(MHMS) through the previous isomorphism.
The faithful and exact functor

ratS :MHMS→ PervS

to perverse sheaves on S sends the six-functor formalism of MHMS to the one of the bounded derived
category of constructible sheaves Db

c (S). In order to prove an isomorphism between two mixed Hodge
modules, it will be enough to check it at the level of perverse sheaves. Indeed, a mixed Hodge module M
is given by the data of filtrations on a D-module isomorphic to C⊗Q ratS(M) by the Riemann–Hilbert
correspondence (comparison isomorphism [49, Section 14.1]). Moreover, the Verdier duality functor DS

on Db
c (S) lifts to MHMS so that ratS ◦DS = DS ◦ ratS .

2.1.2. The Hodge realisation of K0VarS . For every integer d we denote by Q
Hdg
S (−d) the complex

of mixed Hodge modules obtained by pulling back to S the Hodge structure Q
Hdg
pt (−d) of type (d, d)

through the structure morphism S→ Spec(C). If p : X → S is an S-variety, let Q
Hdg
X be the complex

p∗QHdg
S of mixed Hodge modules.

Definition 2.1. The Hodge realisation

χ
Hdg
S : K0VarS→ K0 MHMS,

sometimes called the motivic Hodge–Grothendieck characteristic, sends a class [X p−→ S] to

[p!QHdg
X ] =

∑
i∈Z

(−1)i [Hi (p!Q
Hdg
X )],

where the equality comes from the isomorphism

K0(MHMS)−→∼ K tri
0 (Db(MHMS))

described in the previous subsection.

The perverse realisation K0VarS → K0(Db(PervS)) factors through this morphism as ratS ◦χHdg
S

[19, Chapter 2, Proposition 3.3.7]. If S = Spec(C), this is the class, in the Grothendieck group of mixed
Hodge structures, of the cohomology with compact support of X and rational coefficients, together with
its Hodge structure. This homomorphism is well-defined (see [49, Lemma 16.61] or Proposition 3.3.7 in
[19, Chapter 2] for a proof). Since χ

Hdg
S sends LS to [QHdg

S (−1)], which is invertible in K0(MHMS), it
is a morphism of rings compatible with the localisation K0VarS→MS .
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2.1.3. The weight filtration on K0VarS . In this subsection we collect definitions and properties from
[3, Section 4.6] and develop a few useful examples about weights.

Definition 2.2. The weight function wS :MS→ Z is given by the composition of χ
Hdg
S together with the

weight function on mixed Hodge modules.

Proposition 2.3. Let S be a complex variety. The weight function wS :MS→ Z satisfies the following
properties:

(1) wS(0)=−∞.

(2) wS(a+ a′)⩽max(wS(a), wS(a
′)) with equality if wS(a) ̸= wS(a

′) for any a, a′ ∈MS .

(3) If Y → S is a variety over S then

wS(Y )= 2 dimS(Y )+ dim(S).

For proofs of these properties, see Lemmas 4.5.1.3, 4.6.2.1 and 4.6.3.1 of [3, Chapter 4]. This weight
function induces a filtration (W⩽nMS)n∈Z on MS given by

W⩽nMS = {a ∈MS | wS(a)⩽ n}
for all n ∈ Z.

Definition 2.4. The completion of MS with respect to the weight topology is the projective limit

M̂
w

S = lim←−(MS/W⩽nMS).

2.1.4. Useful examples and vanishing properties. Let n be the dimension of the complex variety S aS−→
Spec(C). If S is smooth, the complex Q

Hdg
S of mixed Hodge modules is concentrated in degree n and

HnQ
Hdg
S is given by the pure Hodge module of weight n associated to the constant one-dimensional

variation of Hodge structure on S of weight zero. Furthermore, we have the relation a!S ∼= a∗S(n)[2n], in
particular

Q
Hdg
S (n)[2n] ∼= a!SQ

Hdg
Spec(C).

The class of Ad
S = Ad

C
×C S is sent by χ

Hdg
S to

χ
Hdg
S (Ld

S)= (χ
Hdg
S (LS))

⊗d

= (pr!Q
Hdg
A1

S
)⊗d =Q

Hdg
S (−d).

More generally, we have the following proposition on top-graded parts.

Proposition 2.5 [3, Lemma 4.6.3.4]. Let S be a smooth and connected complex variety of dimension n.
Let p : Y → S and Z → S be two smooth S-varieties with irreducible fibres of dimension d ⩾ 0. Then

wS([Y ] − [Z ])⩽ 2d + n− 1.
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Proof. Since p is smooth, one has p! ≃ p∗(d)[2d] and there is a morphism of mixed Hodge modules

H2d+n(p!Q
Hdg
Y )→H2d+n(Q

Hdg
S (−d)[−2d])

which induces an isomorphism on the (2d+n)-th graded parts [3, Remark 4.1.5.5]. This means that if
Z → S is another smooth S-variety with irreducible fibres of dimension d , the corresponding top-weight
graded parts cancel out and the weight of χ

Hdg
S ([Y ] − [Z ]) is at most 2d + n− 1. □

Proposition 2.6. Let S be a smooth and connected complex variety of dimension n. Let p : Y → S be a
proper smooth morphism whose fibres are smooth projective varieties of dimension dimS(Y )= d. Assume
that

R1 p! OY =R2 p! OY = 0

and that p has local sections.
Then there exists an open subset S′ ⊂ S above which the relative Picard scheme exists, is smooth with

discrete fibres of rank r , and such that the class

χ
Hdg
S′ (Y )−χ

Hdg
S′ (Ld

S′)−χ
Hdg
S′ (rLd−1

S′ )= [p!QHdg
Y|S′ ]−[Q

Hdg
S′ (−d)[−2d]]−[QHdg

S′ (−(d−1))[−2(d−1)]⊕r ]

has S′-weight at most 2d + n− 3.

Proof. Recall that if a complex M is concentrated in degree n, then its shifting

M[k]• = M •+k

is concentrated in degree n′ such that n′+ k = n, that is to say, in degree n− k (in what follows, we will
use this with k =−2d).

Since S is smooth and connected, the complex Q
Hdg
S is concentrated in degree n = dim(S) and

H2d+n(Q
Hdg
S (−d)[−2d])

is a pure Hodge module of weight 2d + n. As complexes, Q
Hdg
Y and Z

Hdg
Y are both concentrated in

degree d + n, which will explain the shift in what follows. The morphism p induces functors p! :
Db(Y ) → Db(S) and p∗ between the bounded derived categories of sheaves respectively over Y

and S, compatible with the ones on mixed Hodge modules. Since p is proper, p∗ and p! coincide. By
[3, Lemma 4.1.4.2], the functor p! : Db(MHMY )→ Db(MHMS) has cohomological amplitude ⩽ d,
which means that the complex p!Q

Hdg
Y only has cohomology in degree at most (d+n)+d = 2d+n. We

deduce that only terms of weight ⩽ 2d + n occur in χ
Hdg
S′ (Y ). Hence, to prove the proposition, we have

to compute the terms of weights 2d+ n, 2d+ n− 1 and 2d+ n− 2. By Proposition 2.5 and its proof, we
already know what is the part of weight 2d + n.

The exponential exact sequence of sheaves of abelian groups over Y

0→ ZY (1)→ Ga,Y → Gm,Y → 0
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gives rise to an exact sequence of cohomology sheaves over S

· · · Hn(p! ZY (1)) Hn(p! OY [−n]) Hn(p! O×Y [−n])

Hn+1(p! ZY (1)) Hn+1(p! OY [−n]) Hn+1(p! O×Y [−n])

Hn+2(p! ZY (1)) Hn+2(p! OY [−n]) · · · (2.1.1)

which on stalks specialises to the well-known exact sequence of abelian groups

0 Z(1) C C∗

H 1(Ys(C), Z(1)) H 1(Ys, OYs ) H 1(Ys, O×Ys
)

H 2(Ys(C), Z(1)) H 2(Ys, OYs ) · · ·
where Z(1) is the Z-Hodge structure with underlying Z-module 2iπZ and Hodge type (−1,−1). Since
Hn+i (p! OY [−n])=Ri p! OY = 0 for i = 1, 2, the map

PicY /S =Hn+1(p! O×Y [−n])→Hn+2(p! ZY (1))

is an isomorphism. In particular, the map it induces on stalks

Pic(Ys)= H 1(Ys, O×Ys
)→ H 2(Ys(C), Z(1))

is an isomorphism. Since we assumed that S and Y → S are smooth, this means that

PicY /S ⊗Q
Hdg
S ≃Hn+2(p!Q

Hdg
Y (1)) (2.1.2)

is a variation of Hodge structure, of rank r , above S.
By surjectivity of the exponential map, the arrow C∗→H 1(Ys(C),Z(1)) is trivial. Thus H 1(Ys(C),Z(1))

injects into H 1(Ys, OYs ), which is trivial by assumption; thus H 1(Ys(C), Z(1)) is trivial as well for all
s ∈ S, which means that Hn+1(p! ZY (1)) is trivial.

We use the exact involutive dual functor

D :MHM→MHMopp

of Verdier duality on mixed Hodge modules, which extends to the derived bounded category Db
c (MHM),

by the formula
DM • =Hom(M •, DQHdg)

in Db
c (MHM), where DQHdg is the dualizing complex. Here since S is smooth,

DSQ
Hdg
S ≃Q

Hdg
S (n)[2n];
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see for example [58, Appendix A]. It sends mixed Hodge modules of weight w to mixed Hodge modules
of weight −w, and interchanges p∗ and p!. In our situation, it gives

DS(p!Q
Hdg
Y )= p∗(DY Q

Hdg
Y )= p! (DY Q

Hdg
Y )= p! (Q

Hdg
Y (n+ d)[2(n+ d)]);

thus
GrW

i H j (p! DY Q
Hdg
Y )= GrW

i H j (p! (Q
Hdg
Y (n+ d)[2(n+ d)]))

= GrW
i+2(n+d) H

j+2(n+d)(p!Q
Hdg
Y ) (2.1.3)

for all integers i and j (recall that the (n+d)-th Tate twist translates into a double shift 2(n+d) of the
weight). On the other hand the decomposition theorem [49, Corollary 14.4]

p!Q
Hdg
Y ≃

⊕
k

Hk(p!Q
Hdg
Y )[−k]

in Db(MHMS) gives
DS(p!Q

Hdg
Y )≃

⊕
k

(DSHk(p!Q
Hdg
Y ))[k].

We apply [57, Proposition 2.6], which says that

DS GrW
i M = GrW

−i DS M

for all M ∈MHMS , which gives

GrW
i+2(n+d) H

j+2(n+d)(p!Q
Hdg
Y )= GrW

i H j (DS(p!Q
Hdg
Y ))

≃ GrW
i DS(H− j p!Q

Hdg
Y )

≃ DS GrW
−i H

− j (p!Q
Hdg
Y ),

(by (2.1.3))

which, in turn, for j ∈ {−(n+ 1),−(n+ 2)} and i = j , specialises to

GrW
n+2d−1 H

n+2d−1(p!Q
Hdg
Y )≃ DS GrW

n+1 H
n+1(p!Q

Hdg
Y ),

GrW
n+2(d−1) H

n+2(d−1)(p!Q
Hdg
Y )≃ DS GrW

n+2 H
n+2(p!Q

Hdg
Y ).

We previously showed (in the paragraph right after (2.1.2)) that Hn+1(p! Z
Hdg
Y (1)) is trivial; we have in

particular
Hn+1(p!Q

Hdg
Y )= 0

and the first line is zero. Finally, since by (2.1.2)

Hn+2(p!Q
Hdg
Y )≃ PicY /S ⊗Q

Hdg
S (−1)

is pure, the local rank of

GrW
n+2(d−1) H

n+2(d−1)(p!Q
Hdg
Y )≃ DS GrW

n+2 H
n+2(p!Q

Hdg
Y )

≃ DS GrW
n+2(PicY /S ⊗Q

Hdg
S (−1))

is given by the one of PicY /S′ ⊗Q
Hdg
S′ above an open subset S′ ⊂ S, and hence the result. □
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2.2. Motivic Euler product. Formal motivic Euler products have been introduced by Margaret Bilu [3],
as a notation generalising the Kapranov zeta function and behaving like a product. For our purpose we
will only need a particular case of this construction, but we will state a few useful properties of this object
in a general framework. We mostly follow the exposition one can find in Sections 3 and 6 of [5].

2.2.1. Symmetric products and configuration spaces. Let S be a k-variety and X an S-variety. The m-th
symmetric product of X relative to S is by definition the quotient

Symm
/S(X)= (X ×S · · · ×S X︸ ︷︷ ︸

m times

)/Sm .

Let X = (X i )i∈I be a family of quasiprojective varieties above X , where I is an arbitrary set. Let
µ= (mi )i∈I ∈ N(I ) be a family of nonnegative integers with finite support, which we call a partition (if
I = N∗, then a partition of a nonnegative integer n is a family (mi )i⩾1 such that

∑
i⩾1 imi = n).3 For

such a partition, we define

Symµ
/S(X)=

∏
i∈I

Symmi
/S (X),

as well as

Symµ
X/S(X )=

∏
i∈I

Symmi
X/S(X i ),

which is a variety over Symµ
/S(X). These constructions extend to elements of K0VarX , using Cauchy

products; for details, see for example [5, Section 6.1.1].
Given a partition µ ∈ N(I ), one can construct the restricted µ-th symmetric product

Symµ
X/S(X )∗

as follows. If we write
(∏

i∈I Xmi
)
∗,X/S for the complement of the diagonal (points having at least

two equal coordinates) in
∏

i∈I Xmi, then the restricted symmetric product

Symµ
/S(X)∗,

sometimes abbreviated

Sµ
/S(X)∗,

is by definition the image of
(∏

i∈I Xmi
)
∗,X/S in Symµ

/S X . Furthermore, there is a Cartesian diagram(∏
i∈I Xmi

i

)
∗,X/S

∏
i∈I Xmi

i

(∏
i∈I Xmi

)
∗,X/S

∏
i∈I Xmi

3Note that such partitions admit holes and that this set N(I ) of generalised partitions is denoted by P(I ) in [5; 6; 37; 64],
while the set of partitions with no hole is written Q(I ). We will adopt the notation P and Q only for partitions of integers, that is
to say, elements of N(N∗).
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defining an open subset
(∏

i∈I Xmi
i

)
∗,X/S of points of

∏
i∈I Xmi

i mapping to points of
∏

i∈I Xmi with
pairwise distinct coordinates. Then one defines4

Sµ
X/S(X )∗ = Symµ

X/S(X )∗ =
(∏

i∈I

Xmi
i

)
∗,X/S

/ ∏
i∈I

Smi ,

that is to say, the image of
(∏

i∈I Xmi
i

)
∗,X/S in Symµ

X/S(X ).

Example 2.7. In the case where I is a singleton, and X = (Y → X), then any partition µ is given by a
nonnegative integer n and Symµ

X/S(X )∗ = Symn
X/S(Y )∗ is the scheme parametrising étale zero-cycles of

degree n above X , with labels in Y .

Example 2.8. If I = Nr \ {0}, then for any n ∈ Nr \ {0} the disjoint union

Symn
X/S(X )∗ =

∐
µ=(nm)∈N((Nr )∗)∑

m nmm=n

Symµ
X/S(X )∗

parametrises r -tuples of zero-cycles of degree n with labels in X .

As well, this construction extends to families of elements of K0VarX and MX [5, Definition 6.1.7]: if
A = (ai )i∈I is such a family, then

Symµ
X/S(A )=⊠i∈I Symmi

X/S(ai ) ∈ K0VarSymµ
/S X

and

Sµ
X/S(A )∗ = Symµ

X/S(A )∗ ∈ K0VarSymµ
/S(X)∗

is the restriction to Sµ
/S(X)∗ = Symµ

/S(X)∗ ⊂ Symµ
/S(X) of Symµ

X/S(A ). More generally, if K is a class
in K0VarSymµ

/S X , we will denote by K∗ its image in K0VarSymµ
/S(X)∗ by the restriction morphism.

2.2.2. Formal and effective motivic Euler products.

Notation 2.9 (formal motivic Euler product). Let X be a variety over S and X = (X i )i∈I be a family
of elements of K0VarX or MX indexed by a set I. Let (ti )i∈I be a family of indeterminates. Then the
product ∏

x∈X/S

(
1+

∑
i∈I

X i,x ti

)
is defined as a notation for the formal series∑

µ∈N(I )

[Symµ
X/S(X )∗] tµ,

where tµ =∏
i∈I tmi

i whenever µ= (mi )i∈I ∈ N(I ).

4Denoted by Sµ(X /S) in [3] and Cµ
X/S(X ) or

(∏
i∈I Symmi Xi

)
∗,X/S in [5; 6].
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Example 2.10 (formal motivic Euler product with one indeterminate over a curve). The simplest kind of
motivic Euler products we are going to use is the following. Assume that I is made of a single element.
Then a family X is given by a single class Y and µ= [1, . . . , 1︸ ︷︷ ︸

m times

] is the only relevant partition type for a
given positive integer m. In this setting, ∏

p∈C
(1+ Y t)

is the formal series ∑
m∈N

[Symm
C (Y )∗] tm,

where Symm
C (Y )∗ = Sym[1,...,1]

C (Y )∗ parametrises étale zero cycles of C of degree m with labels in Y
(whenever Y is a variety).

Proposition 2.11 [3, Section 3.8.1]. The Euler product notation is compatible with the cut-and-paste
relations: if X = U ∪ Y with Y a closed subscheme of X and U its complement, then for any family
X = (X i )i∈I of elements of K0VarX or MX∏

x∈X/S

(
1+

∑
i∈I

X i,x ti

)
=

( ∏
u∈U/S

(
1+

∑
i∈I

X i,u ti

))( ∏
y∈Y/S

(
1+

∑
i∈I

X i,y ti

))
when considering the motivic Euler products of the restrictions

Y = (X i ×X Y )i∈I and U = (X i ×X U )i∈I .

We will need the following generalisation of [3, Proposition 3.9.2.4].

Proposition 2.12. We assume that I is of the form I0 \ {0}, where I0 is a commutative monoid, and that
(ti )i∈I is a collection of indeterminates, such that5

(1) I0 is endowed with a total order < such that p+ q = i , where q ̸= 0, implies p < i ;

(2) for all i ∈ I , the set {p ∈ I | p < i} is finite;

(3) the collection of indeterminates (ti )i∈I satisfies tptq = tp+q .

Let S be a variety, X a variety over S, A = (Ai )i∈I and B = (Bi )i∈I any pair of families of elements
of K0VarX or MX . Then, under the above hypotheses on I and (ti )i∈I ,∏

x∈X/S

((
1+

∑
i∈I

Ai,x ti

)(
1+

∑
i∈I

Bi,x ti

))
=

∏
x∈X/S

(
1+

∑
i∈I

Ai,x ti

) ∏
x∈X/S

(
1+

∑
i∈I

Bi,x ti

)
.

Remark 2.13. In [3, Proposition 3.9.2.4], the family A is assumed to be made of effective elements. In
order to check that the motivic Tamagawa number of a product of two Fano-like varieties is the product
of the two motivic Tamagawa numbers, or, more generally, to compute the motivic Tamagawa number of
a fibration, we need to drop the effectiveness assumption.

5We refer the reader to the notion of algèbre large d’un monoïde in [9, Chapter III, p. 27].
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Proof of Proposition 2.12. I thank Margaret Bilu for having pointed out that it is actually a direct
application of [3, Corollary 3.9.2.5]. One proceeds exactly as in [3, p. 89–90], where Proposition 2.12 is
proved for families of varieties.

Indeed, [3, Corollary 3.9.2.5] tells us that if X ′ is a variety over X , and X ′ = (X ′i )i∈I is a family of
classes in K0VarX ′ , then∏

x∈X/S

( ∏
x ′∈X ′/X

(
1+

∑
i∈I

X ′i,x ′ ti
))

x
=

∏
x ′∈X ′/X

(
1+

∑
i∈I

X ′i,u ti

)
(see [3, Section 3.9.1] for the definition of this double-product notation). Taking X ′ to be the disjoint
union of two copies of X , and A , B to be the restrictions of X respectively to the first and to the second
copies, we get the expected identity. □

Example 2.14 [64, Proposition 3.7]. The Kapranov zeta function of X/S is defined as

ZKapr
X/S (t)=

∑
m∈N

[Symm
/S X ] tm .

If the characteristic of the base field is zero, it can be rewritten

ZKapr
X/S (t)=

∏
x∈X/S

((1− t)−1)

and then by Proposition 2.12
ZKapr

X/S (t)−1 =
∏

x∈X/S

(1− t).

In positive characteristic, this equality only holds in the modified Grothendieck ring K0Varuh
S ; see [5,

Example 6.1.11].

Notation 2.15 (effective motivic Euler product). Let Y be an element of K0VarX or MX . The motivic
Euler product ∏

x∈X/S

(1+ Yx)

is by definition the series ∑
m⩾0

[Symm
X/S(Y )∗].

When this series converges in a convenient completion of K0VarX or MX , its sum is written
∏

x∈X/S(1+Yx)

as well.

Remark 2.16. Since abstract motivic Euler products are compatible with changes of variable of the form
t ′ = Lat [3, Section 3.6.4], this notation can be seen as the specialisation of∏

x∈X/S

(1+ Yx La
x t)=

∑
m⩾0

[Symm
X/S(Y ×X Aa

X )∗] tm =
∑
m⩾0

[Symm
X/S(Y )∗] Lma

S tm

at t = L−a
S for any nonnegative integer a.
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2.2.3. Specialising products. The previous multiplicative property specialises.

Proposition 2.17. Assume that
∏

x∈X/S(1+ Ax) and
∏

x∈X/S(1+ Bx) converge. Then∏
x∈X/S

(1+ Ax)(1+ Bx)

converges and ∏
x∈X/S

(1+ Ax)
∏

x∈X/S

(1+ Bx)=
∏

x∈X/S

(1+ Ax)(1+ Bx).

Proof. Let us consider the two formal motivic Euler products

P(t)=
∏

x∈X/S

(1+ (Ax + Bx + Ax Bx)t2),

P1,2(t1, t2)=
∏

x∈X/S

(1+ t1 Ax)(1+ t2 Bx)=
∏

x∈X/S

(1+ t1 Ax + t2 Bx + t1t2 Ax Bx).

We have to check that

P(1)= P1,2(1, 1).

We introduce the following intermediate Euler product:

P0,1,2(t0, t1, t2)=
∏

x∈X/S

(1+ t0t1 Ax + t0t2 Bx + t1t2 Ax Bx)

=
∏

x∈X/S

(1+ t0(t1 Ax + t2 Bx)+ t1t2 Ax Bx).

Then by Proposition 2.12,

P1,2(t1, t2)=
∏

x∈X/S

(1+ t1 Ax)
∏

x∈X/S

(1+ t2 Bx)

and by [5, Proposition 6.4.5]

P0,1,2(1, t1, t2)=
∏

x∈X/S

(1+ t1 Ax + t2 Bx + t1t2 Ax Bx)= P1,2(t1, t2).

Moreover, by [5, Lemma 6.5.1]

P0,1,2(t, t, t)= P(t).

Taking t = 1 everywhere one gets

P(1)= P0,1,2(1, 1, 1)= P1,2(1, 1)

as expected. □

2.2.4. Convergence criterion with respect to the weight filtration. When k is a subfield of C, we have a
convergence criterion for motivic Euler products of families over a curve C . It is a particular case of [31,
Proposition 2.6], which itself is a multivariable variant of [3, Proposition 4.7.2.1].
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Proposition 2.18. Fix an integer r ⩾ 1 and an r-tuple ρ ∈ (N∗)r . For any tuple m of nonnegative integers,
we write ⟨ρ, m⟩ =∑r

i=1 miρi .
Assume that X = (Xm)m∈(Nr )∗ is a family of elements of MC such that there exist an integer M ⩾ 0

and real numbers α < 1 and β such that

• wC (Xm)⩽ 2⟨ρ, m⟩− 2 whenever 1⩽ ⟨ρ, m⟩⩽ M ;

• wC (Xm)⩽ 2α⟨ρ, m⟩+β − 1 whenever ⟨ρ, m⟩> M.

Then there exists δ ∈ ]0, 1] and δ′ > 0 such that

wC(Symπ
C /k(X )∗ · aρ1m1

1 · · · aρr mr
r )⩽−δ′⟨ρ, m⟩

for all m ∈ (Nr )∗, partitions π of m and elements a1, . . . , ar ∈MC such that w(ai ) <−2+δ−β/(M+1)

for all 1⩽ i ⩽ r .

If we specialise the previous proposition to the polynomial F(T ) = 1 + Y LT and consider the
convergence at T = L−1 we get the following criterion.

Proposition 2.19. Assume that Y ∈MC is such that wC (Y ) ⩽ −2. Then the series
∑

m⩾0[Symm
C (Y )∗]

converges in M̂
w

k and the Euler product ∏
p∈C

(1+ Yp)

is well-defined.

Example 2.20. Recall that wC (L−2
C )=−2 dimC (A2

C )+ dim(C )=−3; thus∏
p∈C

(1− L−2
p )

converges in M̂
w

k . Moreover, one can show that this convergence actually holds in M̂
dim

k for any k.
Let p : Y → C be a smooth C -variety with irreducible fibres of dimension d ⩾ 0. Then,∏

p∈C
(1+ ([Yp] − Ld

p)L
−(d+1)
p )

converges in M̂
w

k , since
wC ([Y ] − Ld

C )⩽ 2d

by Proposition 2.5; thus wC (([Y ] − Ld
C )L
−(d+1)
C )⩽−2.

The following little lemma will help us to explicitly control error terms when studying the case of toric
varieties. One can replace the dimension by the weight or any other filtration compatible with finite sums.

Lemma 2.21. Let (cm)m∈Nr be a family of elements of Mk . Assume that there exists a constant a > 0 such
that

dim(cm)⩽−a|m|
for every m ∈ Nr , where |m| =∑r

i=1 mi .
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Then, for any nonempty subset A ⊂ {1, . . . , r} and nonnegative integer b,

dim
( ∑

m′⩽m−b

cm′ L
m′A−mA

)
⩽− 1

2 min(1, a) min
α∈A

(mα)− 1
2 b min(1, 2|A| − a)

for all m ∈ Nr
⩾b, where mA is the restriction of m to A and b= (b, . . . , b).

Proof. If m′A ⩽̸ 1
2(mA− b) then the coarse upper bound

dim(cm′L
m′A−mA)⩽−a|m′| − b|A|

for m′ ⩽ m− b gives

dim(cm′ L
m′A−mA) <− 1

2a min
α∈A

(mα − b)− b|A| = − 1
2a min

α∈A
(mα)− 1

2 b(2|A| − a),

while if m′A ⩽
1
2(mA− b) then m′A−mA ⩽− 1

2(mA+ bA) and

dim(cm′L
m′A−mA)⩽−a|m′| − 1

2 |mA| − 1
2 b ⩽− 1

2 min
α∈A

(mα)− 1
2 b. □

3. Batyrev–Manin–Peyre principle for curves

3.1. A convergence lemma in characteristic zero. In this subsection we assume that k is a subfield of C

and choose once and for all an embedding k ↪→ C, as in Section 2.1.

Lemma 3.1. Let V → C be a proper model of a Fano-like variety V. Then for any dense open subset
C ′ ⊂ C , the motivic Euler product ∏

p∈C ′

( [Vp]
L

dim(V )
p

(1− L−1
p )rk(Pic(V ))

)
converges in the completion of Mk with respect to the weight filtration.

Proof. By the multiplicative property of motivic Euler products Proposition 2.11, it is enough to find
some dense open subset C ′ ⊂ C such that the product above converges. Let r be the Picard rank of V.
In MC , we have

[V ] L− dimC V
C (1− L−1

C )r = (
1+ ([V ] − L

dimC (V )
C )L

− dimC (V )
C

)(
1+

r∑
k=1

(r
k

)
(−1)kL−k

C

)
= 1+ [V ] − L

dimC (V )
C − rL

dimC (V )−1
C

L
dimC (V )
C

+R,

where

R =−r
[V ] − L

dimC (V )
C

L
dimC (V )+1
C

+ [V ]
L

dimC (V )
C

r∑
k=2

(r
k

)
(−1)kL−k

C .

By Notation 2.15 of the motivic Euler product, we are interested in the series∑
m⩾0

[Sm
∗ (Y )],
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where

Y = [V ] − L
dimC (V )
C − rL

dimC (V )−1
C

L
dimC (V )
C

+R ∈MC

and in order to prove convergence, it is enough to check that wC (Y ) ⩽ −2. Since the motivic Euler
product is compatible with finite products, up to replacing C by a nonempty open subset we can assume
that V → C is smooth with irreducible fibres. Then by Proposition 2.5 we have a first bound on the
weight

wC

(
([V ] − L

dimC (V )
C )L

− dimC (V )−1
C

)
⩽−2

and the expression of R shows that
wC (R)⩽−2

as well. In order to show that wC (Y −R)⩽−2, we use the fact that V is Fano-like. By Remark 1.3, we
are in the situation of Proposition 2.6: up to restricting to an open subset of C , we have a decomposition

χ
Hdg
C ([V ])= (χ

Hdg
C (LC ))dimC (V )+ r(χ

Hdg
C (LC ))dimC (V )−1+W ∈ K0(MHMC ),

with wC (W )⩽ 2(dimC (V )− 1). Hence wC (Y −R)⩽−2 and, by the property of the weight, one has
wC (Y )⩽−2. By the convergence criterion of Proposition 2.19, this shows that the motivic Euler product
we are considering converges in M̂

w

k . □

3.2. Motivic Tamagawa number of a model. Let V be a Fano-like F-variety of dimension n and V a
proper model of V. We are now able to give a precise meaning to the motivic analogue of the Tamagawa
number.

Up to replacing V by a dominating model, we can always assume that it is a good model, that is to
say, a proper model of V whose smooth locus V ◦ is a weak Néron model of V, by Theorem 1.23 and
Proposition 1.27.

Furthermore, we assume that C admits a divisor of degree 1, which is the case for example if k = Fq

by the Lang–Weil estimate, or more trivially if k = C or if C is the projective line.

Definition 3.2. The motivic constant τL (V ) of the proper model V → C with respect to a model L of
ω−1

V is the effective element of M̂
dim

k or M̂
w

k given by the motivic Euler product

L
(1−g) dim(V )

k (rest=L−1
k

ZKapr
C (t))rk(Pic(V ))

∏
p∈C

(1− L−1
p )rk(Pic(V ))µ∗L|VRp

(Gr(V ◦Rp
)),

where the motivic density
µ∗L|VRp

is given by Definition 1.21 and

rest=L−1
k

(ZKapr
C (t))= (

(1− Lk t)ZKapr
C (t)

)
t=L−1

k
,

with ZKapr
C (t) being the Kapranov zeta function of C as defined in Example 2.14.
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If V is a constant model of the form V = V ×k C , with V a nice variety defined over k, L = pr∗1(ω
−1
V )

and π = pr2, then the constant τL (V ) will be written τ(V/C ). If moreover C is clear from the context,
it will be simply written τ(V ).

Remark 3.3. The use of the motivic Euler product notation in this definition is licit. Indeed, there exists
a dense open subset C ′ of C on which π is smooth, (�n

V /C )∨ is invertible and isomorphic to L . For
points p in C ′,

µ∗L (Gr(V ◦Rp
))= µVRp

(Gr(VRp))= [Vκp ] L− dim(V ).

Then the motivic Euler product ∏
p∈C ′

(1− L−1
p )rk(Pic(V )) µVRp

(Gr(VRp))

is obtained by applying Notation 2.15 to the family

(1− L−1
C ′ )

rk(Pic(V ))[VC ′] L− dim(V )
C ′ − 1 ∈MC ′ .

Remark 3.4. By Lemma 3.1, when k is a subfield of C, this class is well-defined in M̂
w

k . When V is a
smooth split projective toric variety, the convergence holds in M̂

dim
k , without any assumption on k (see

Theorem 5.4).

Remark 3.5. Since we assume that C admits a divisor of degree 1, we know that the series

(1− t)(1− Lk t)ZKapr
C (t)

is actually a polynomial PC (t) of degree 2g such that

PC (L−1
k )= [Pic0(C )] L−g

k ;
see, e.g., Section 1.3 in [15, Chapter 6]. Hence in that case

rest=L−1
k

ZKapr
C (t)=

(
PC (t)
1− t

)
t=L−1

k

= [Pic0(C )] L−g
k

1− L−1 .

In general, Daniel Litt showed in [44] that if d is the minimum degree of a divisor on C , then
(1− td)(1− Ld

k td)ZKapr
C (t) is a polynomial. Note that if d > 1, then in general (1− t)(1− Lk t)ZKapr

C (t)
is not a polynomial; see, e.g., Remark 1.3.4 of [15, Chapter 7]. Thus one should modify the previous
definitions according to that fact. This more general situation is beyond the scope of this paper.

It is possible to define variants of the motivic constant τL (V ), related to components of the moduli
space.

Definition 3.6. Let β be a choice of vertical components Eβ of multiplicity 1, that is to say, over a finite
number of closed points p, the choice of an irreducible component of Vp of multiplicity 1.

If E◦βp
= Eβp ∩V ◦ for all p, then

τL (V )β
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is the motivic Tamagawa number

L
(1−g) dim(V )

k

( [Pic0(C )] L−g
k

1− L−1

)rk(Pic(V )) ∏
p∈C

(1− L−1
p )rk(Pic(V ))µ∗L|VRp

(Gr(E◦βp
)).

Note that τL (V ) equals the finite sum of the τL (V )β for β running over the finite set of choices of
vertical components Eβ above each closed point of C .

Definition 3.7. If C ′ is a nonempty open subset of C , we will call restriction of τL (V )β to C ′, written
τL (V )

β

|C ′ , the element

L
(1−g) dim(V )

k (rest=L−1
k

ZC ′(t))rk(Pic(V ))
∏
p∈C ′

(1− L−1
p )rk(Pic(V ))µ∗L|VRp

(Gr(E◦βp
)).

3.3. Motivic Batyrev–Manin–Peyre principle for curves. In order to deal with different good models
of a projective variety V over F, we need a refined version of Question 1. The previous tools make the
adaptation straightforward.

We use the notation introduced in Setting 1.4: we fix a finite set L1, . . . , Lr of invertible sheaves on V
whose linear classes form a Z-basis of Pic(V ), as well as invertible sheaves L1, . . . , Lr on V extending
respectively L1, . . . , Lr .

There exists a unique r -tuple of integers (λ1, . . . , λr ) such that

ω−1
V ≃

r⊗
i=1

L
⊗

λi
i .

Consequently, we have a model of ω−1
V given by

LV =
r⊗

i=1

L
⊗

λi
i . (3.3.4)

For any choice β of irreducible vertical components of multiplicity 1 of V , and for every nonempty
open subset U of V, the space

Hom
degL=δ

C (V , C )
β

U

parametrizing curves of multidegree degL = δ intersecting the components given by β exists as a
quasiprojective scheme, and the space

Hom
degL=δ

C (V , C )U (1.6)

is then the finite disjoint union over β of these subspaces.
Recall that Eff(V )∨Z is the intersection of Eff(V )∨ and Pic(V )∨ in Pic(V )∨⊗Z Q.

Question 2 (relative geometric Batyrev–Manin–Peyre). Let V and L be as in Setting 1.4 on page 891.
Does the symbol

[Hom
degL=δ

C (V , C )U ] L−δ ·ω−1
V

k ∈Mk
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converge to τLV (V ) in M̂
w

k (or even more optimistic, in M̂
dim

k ), as δ ∈ Eff(V )∨Z goes arbitrarily far
away from the boundaries of the dual cone Eff(V )∨?

Remark 3.8. We can refine the previous question as follows: given a choice β of vertical components of
multiplicity 1: does the symbol

[Hom
degL=δ

C (V , C )
β

U ] L
−δ ·ω−1

V
k ∈Mk

converge to τ(V )β in M̂
w

k , or even M̂
dim

k , as δ ∈ Eff(V )∨Z goes arbitrarily far away from the boundaries
of the dual cone Eff(V )∨?

Example 3.9. Starting from previous works by Chambert-Loir and Loeser [15] and Bilu [3], we show in
[31] that the conjecture of Remark 3.8 is true when V is an equivariant compactification of a vector space
and k is algebraically closed with characteristic zero.

Example 3.10. Bilu and Browning show in [4] that the answer to Question 2 is positive whenever C =P1
C

,
V ⊂ Pn−1

C
is a hypersurface of degree d ⩾ 3 such that n > 2d(d − 1), and V = P1

C
×C V.

3.4. Products of Fano-like varieties.

Proposition 3.11. Let V1 and V2 be two Fano-like varieties over F. Let V1 (respectively V2) be a model
of V1 above C and L1 be a model of ω−1

V1
(resp. V2, L2 and ω−1

V2
). Then V1×C V2 is a model of V1×F V2

above C , (pr∗1 L1)⊗ (pr∗2 L2) is a model of (pr∗1 ω−1
V1

)⊗ (pr∗2 ω−1
V2

) and

τ(pr∗1 L1)⊗(pr∗2 L2)(V1×C V2)= τL1(V1)τL2(V2).

Proof. In order to apply Proposition 2.17, we have to check that, for all closed points p ∈ C ,

µ∗(pr∗1 L1)⊗(pr∗2 L2)|(V1×C V2)Rp
(Gr((V1×C V2)

◦
Rp

))= µ∗L1|(V1)Rp
(Gr(V ◦Rp

))µ∗L2|(V2)Rp
(Gr(V ◦Rp

)).

Going back to Definition 1.21, and by the functoriality of Greenberg schemes, it is enough to check that
on Gr((V1×C V2)

◦
Rp

) one has

ε(pr∗1 L1)⊗(pr∗2 L2)−(3n1+n2�1
V1×V2/Rp

)∨ = εL1−(3n1�1
V1/Rp

)∨ + εL2−(3n2�1
V2/Rp

)∨ . (3.4.5)

We can assume that V1 and V2 are Rp-smooth. Let R′p be an unramified extension of Rp, x̃ = (x̃1, x̃2) ∈
(V1×Rp V2)(R′p)≃V1(R′p)×κ(p)′V2(R′p) and take y1, y2, ω1 and ω2 to be generators respectively of x̃∗1L1,
x̃∗2L2, x̃∗1 (3n1�1

V1/Rp
)∨ and x̃∗2 (3n2�1

V2/Rp
)∨. Then y1 y2 is a generator of x̃∗(pr∗1 L1)⊗(pr∗2 L2) and ω1ω2

is a generator of x̃∗(3n1+n2�1
V1×V2/Rp

)∨. Now (3.4.5) applied to x̃ is the identity vR′p(ω1ω2/(y1 y2)) =
vR′p(ω1/y1)+ vR′p(ω2/y2). □

4. Equidistribution of curves

The goals of this section are

• to introduce and provide a definition of the equidistribution principle, which will be done with
Definition 4.3,
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• and then to prove Theorem C, which will be restated as Theorem 4.6, indicating that this principle
does not depend on the choice of models me made in Setting 1.4.

The intuition behind this result is that the equidistribution hypothesis encodes (among many other
things) the information one needs to switch from a multidegree coming from a given model to another
one. Indeed, while the Batyrev–Manin–Peyre principle, Question 2, describes the expected asymptotic
behaviour of the motivic measure of a certain moduli space of sections, the equidistribution principle
describes the asymptotic behaviour of the sequence of motivic measures itself. In particular, it measures
the motivic distribution of sections for which two different models give two different multidegrees.

In this section we assume that

• V → C is a proper model over C of a Fano-like variety V together with a model L = (Li ) of a
family of invertible sheaves (L i ) on V whose classes form a Z-basis of Pic(V ) (see Definition 1 and
Setting 1.4);

• U is a dense open subset of V ;

• the motivic Tamagawa number τLV (V ), see Definition 3.2 and (3.3.4), is well-defined in either
M̂

dim
k or M̂

w

k . The following discussion will not depend on the choice of the filtration.

4.1. First approach. Let S be a zero-dimensional subscheme of the smooth projective curve C , |S | its
set of closed points and C ′ the complement of |S |. This subscheme S is given by a disjoint union of
spectra of the form

Spec(OC ,p/(m
m p+1
p ))≃ Spec(κ(p)[[t]]/tm p+1)

for p ∈ |S |. Its length is

ℓ(S )=
∑

p∈|S |
(m p + 1)[κ(p) : k].

Then for every C -morphism ϕ :S → V and every δ ∈ Pic(V )∨ we define

Hom
degL = δ

C (C , V | ϕ)U

as being the schematic fibre above ϕ of the restriction morphism

resV
S : Hom

degL = δ

C (C , V )U → HomC (S , V ).

We assume temporally that LV is isomorphic to (3n�1
V /C )∨ and that V → C is smooth above an

open subset containing the closed points of S. Then we say that there is weak equidistribution for S if,
for every C -morphism ϕ :S → V , the normalised class

[Hom
degL = δ

C (C , V | ϕ)U ] L−δ ·ω−1
V

k ∈Mk

converges to

τ(V )|C ′ ×
∏

p∈|S |
L
−(m p+1) dim(V )
p ∈ M̂k
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when the multidegree δ tends to infinity — again, by this we will always mean δ ∈ Eff(V )∨Z and
d(δ, ∂ Eff(V )∨)→∞. This definition may be seen as a first extension of Peyre’s definition [53, 5.8] to
nonconstant families V → C .

Remark 4.1. HomS (S , VS ) can be interpreted as the product of spaces of jets∏
p∈|S |

Grm p(VRp).

Since
Grmi (VRp)→ Gr0(VRp)≃ Vp

is a Zariski-locally trivial fibration over Vp with fibre an affine space of dimension m p dim(V ), the class
of the space of m p-jets of VRp in K0VarVp is L

m p dim(V )
p [Vp]. Finally the class

[HomC (S , V )] ∈ K0Var∏
p∈|S | Vp

is sent to the finite product ∏
p∈|S |

[Vp]
L

dim(V )
p

L
(m p+1) dim(V )
p ∈ K0Vark .

Thus weak equidistribution for S implies that

L
−δ ·ω−1

V
k [Hom

degL = δ

C (C , V | ϕ)U ][HomC (S , V )]
tends to τ(V ) when δ→∞.

4.2. Equidistribution and arcs. Actually, the equidistribution hypothesis can be reformulated in terms of
constructible sets of arcs. This reformulation is natural since we already interpreted the local factors of
the motivic Tamagawa number as motivic densities of spaces of arcs. In this subsection S is any finite set
of closed points of C . We drop as well the previous assumption on LV .

The restriction to Spec(ÔC ,p) provides a morphism

resV
S : Hom

degL = δ

C (C , V )→
∏
p∈S

Gr∞(VRp)

for every multidegree δ ∈ Eff(V )∨Z . If ϕ = (ϕp)p∈S is a finite collection of jets such that ϕp ∈ Grm p(VRp)

for every p in S, the schematic fibre of ∏
p∈S

θ∞m p
◦ resV

S

above ϕ is written
Hom

degL = δ

C (C , V | ϕ)U .

Definition 4.2. We say that there is weak equidistribution above S at level (m p)p∈S if, for every collection
ϕ = (ϕp)p∈S ∈∏

p∈S Grm p(VRp) of jets above S, the class

[Hom
degL = δ

C (C , V | ϕ)U ] L−δ ·ω−1
V

k
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tends to the nonzero effective element

τLV (V | ϕ)= τLV (V )|C \S×
∏
p∈S

µ∗L|VRp
((θ∞m p

)−1(ϕp)∩Gr(V ◦Rp
))

of M̂k , when δ becomes arbitrarily large.

This definition is consistent with the previous one since we have the factorisation

resV
S : Homd

C (C , V )
resV

S−−→
∏
p∈S

Gr∞(VRp)−→
∏
p∈S

Grm p(VRp)≃ HomC (S , V )

for every S-tuple (m p)∈NS and corresponding zero-dimensional subscheme S ⊂C with support |S | = S.
More generally, if W is a product

∏
p∈S Wp of constructible subsets Wp of Gr∞(VRp),

Hom
degL = δ

C (C , V |W )U

is defined as the schematic fibre of resV
S over W. Recall that each constructible set Wp of arcs is nothing

else but the preimage by a projection morphism of a certain constructible subset of jets.

Definition 4.3. We will say that there is equidistribution with respect to W =∏
p∈S Wp and the multidegree

degL , where each Wp is a constructible subset of arcs, if

[Hom
degL = δ

C (C , V |W )U ] L−δ ·ω−1
V

k

tends to
τLV (V |W )= τLV (V )|C \S ×

∏
p∈S

µ∗L|VRp
(Wp ∩Gr(V ◦Rp

))

when the multidegree becomes arbitrarily large.
We will say that there is equidistribution of curves, with respect to the multidegree degL if the previous

statement holds for every such W.

Remark 4.4. Note that the notion of equidistribution of curves is stronger that the motivic Batyrev–
Manin–Peyre principle for curves we formulate in Question 2.

Remark 4.5. In Definition 4.3 one may ask if it would be possible to replace constructible by measurable
to get a more general notion of equidistribution, or consider constructible subsets which are not products
over S of constructible sets, as in Theorem 5.6, but this higher level of generality would be mostly useless
in the present work.

4.3. Checking equidistribution pointwise. Let S be a zero-dimensional subscheme of C . Assume that,
for every δ ∈ Pic(V )∨, there exists a k-scheme Fδ (which depends on S ) such that

Hom
degL = δ

C (C , V | ϕ)U ≃ (Fδ ⊗ κ(x))red

for every point x ∈HomC (S , V ) corresponding to a C -morphism ϕ :S → V . Then by Proposition 1.31,
the reduction map

Hom
degL = δ

C (C , V | ϕ)U → HomC (S , V )
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is a piecewise trivial fibration with fibre Fδ and by Proposition 1.30, for every constructible subset W of
HomC (S , V ),

[Hom
degL = δ

C (C , V |W )U ] = [Fδ][W ]
in K0Vark . Hence, if one wishes to show that there is equidistribution of curves on V above S, a strategy
is to prove the existence of such an Fδ and then study the convergence of the normalised class [Fδ] L−δ ·ω−1

V
k .

In general the situation is not as simple, but we use a similar argument in Section 5.5 in order to prove
Theorem B.

4.4. Equidistribution and models. Our goal for the end of this section is to prove the following main
result, which does not depend on the choice of the filtration (dimensional or by the weight) on MC .

Theorem 4.6 (change of model). Let V and V ′ be two proper models over C of the same Fano-like
F-variety V, together with models L = (Li ) and L ′ = (L ′i ), respectively on V and V ′, of a family (L i )

of invertible sheaves forming a Z-basis of Pic(V ), as in Setting 1.4.
Then there is equidistribution of curves for (V , L ), in the sense of Definition 4.3, if and only if there is

equidistribution of curves for (V ′, L ′).

The remainder of this section is devoted to the proof of Theorem 4.6. We take V , L , V ′ and L ′ as
in Setting 1.4. As before, we know the existence of a nonempty open subset C ′ ⊂ C above which we
have an isomorphism of C ′-schemes. By Corollary 1.28, we can find a proper model Ṽ → C of V whose
C -smooth locus is a Néron smoothening of both V ′ and V . Above C ′, the three models are isomorphic:

Ṽ

V V ′

C

f f ′

π̃

π π ′

This diagram induces morphisms

HomC (C , Ṽ )U

HomC (C , V )U HomC (C , V ′)U

f∗ f ′∗

between moduli spaces of sections.
Let L̃i and L̃ ′i be respectively the pull-backs of the sheaves Li and L ′i to Ṽ for all i . Then both L̃i

and L̃ ′i are models of L i on Ṽ . Up to shrinking C ′, we can assume that they are isomorphic above C ′. If
σ̃ is a section of Ṽ and σ = f ◦ σ̃ , one has the relation

deg((σ̃ )∗L̃i )= deg((σ̃ )∗ f ∗Li )= deg(( f ◦ σ̃ )∗Li )= deg(σ ∗Li )

for all i ∈ {1, . . . , r}, so that f∗ bijectively sends points of

Hom
degL̃ = δ

C (C , Ṽ )U
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to points of

Hom
degL = δ

C (C , V )U ,

and similarly for f ′∗ when considering the multidegrees given by L̃ ′ and L ′. By Proposition 1.31 this
implies equality of the corresponding classes in K0Vark .

We are going to compare the multidegrees degL̃ and degL̃ ′ .

4.4.1. Lifting equidistribution. As an application of the change-of-variable formula Proposition 1.12, we
show that equidistribution of curves holds for (V , L ) if and only if it holds for (Ṽ , L̃ ).

Let S be the complement of C ′ in C .

Lemma 4.7. Let W̃ be a finite product of constructible subsets W̃p ⊂ Gr(ṼRp) for p ∈ S, and let W be its
image by f . Then

τL̃V
(Ṽ | W̃ )= τLV (V |W )

and

[Hom
degL̃ = δ

C (C , Ṽ | W̃ )U ] = [Hom
degL = δ

C (C , V |W )U ]

for every δ ∈ Pic(V )∨.
In particular, for every m ∈ Z,

τL̃V
(Ṽ | W̃ )− [Hom

degL̃ = δ

C (C , Ṽ | W̃ )U ] L−δ ·ω−1
V ∈ FmMk

if and only if

τLV (V |W )− [Hom
degL = δ

C (C , V |W )U ] L−δ ·ω−1
V ∈ FmMk .

Proof. Up to shrinking C ′ and adding trivial conditions, one can assume that S is contained in the comple-
ment of C ′. By Theorem 3.2.2 of [19, Chapter 5], the image of W̃p in Gr(VRp) is a constructible subset Wp.
Then f∗ bijectively sends points of HomdegL̃ = δ

C (C , Ṽ | W̃ )U to points of HomdegL = δ
C (C , V |W )U and

by Proposition 1.31,

[Hom
degL̃ = δ

C (C , Ṽ | W̃ )U ] = [Hom
degL = δ

C (C , V |W )U ]

so that the only thing to show is the equality of the motivic Tamagawa numbers.
Up to shrinking C ′ again, we only have to show the equality of local factors

µ∗L|VRp
(Wp ∩Gr(V ◦Rp

))= µ∗
L̃|ṼRp

(W̃p ∩Gr(Ṽ ◦Rp
))

above closed points p ∈ S. By assumption V is smooth and both Ṽ and V are models of V ; thus by
Corollary 3.2.4 of [19, Chapter 5] ordjac fRp

only takes a finite number of values. By the change of variable
formula, Proposition 1.12, applied to the constructible function

εLV −(3n�1
V /Rp

)∨ (see Definition 1.21)
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one has the following relation between local factors:

µ∗L|VRp
(Wp ∩Gr(V ◦Rp

))=
∫

Wp∩Gr(V ◦Rp )

L
−ε

LV −(3n�1
V /Rp

)∨ dµVRp

=
∫

Wp∩Gr(V ◦Rp )

L
− ordLV

+ ord
(3n�1

V /Rp
)∨ dµVRp

=
∫

W̃p∩Gr(Ṽ ◦Rp )

L
− f ∗ ordLV

+ f ∗ ord
(3n�1

V /Rp
)∨ − ordjac f

dµṼRp

=
∫

W̃p∩Gr(Ṽ ◦Rp )

L
− ordL̃V

+ ord
(3n�1

Ṽ /Rp
)∨

dµṼRp
= µ∗

L̃|ṼRp

(W̃p ∩Gr(Ṽ ◦Rp
))

in MVRp
, where we used the relations

ordL̃V
− f ∗ ordLV = 0

and

f ∗ ord(3n�1
V /Rp

)∨ − ord(3n�1
Ṽ /Rp

)∨ = ordjac f (by Proposition 1.26)

above the smooth Rp-locus. Taking the product over S, one gets

τLV (V |W )= τL̃V
(Ṽ | W̃ ),

and hence the lemma. □

4.4.2. Switching the degree. The difference of degrees on Gr(ṼRp) is given by the map

εL̃ ′−L̃ : Gr(ṼRp)→ Pic(V )∨, x 7→
(⊗

i

L
⊗

di
i 7→

r∑
i=1

diεL̃ ′i −L̃i
(x)

)
,

which is trivial for all p /∈ S. For any εp ∈ Pic(V )∨, let

W̃p(εp)= ε−1
L̃ ′−L̃

({εp}).
As a direct consequence of Lemma 1.19, we have the following.

Lemma 4.8. The map εL̃ ′−L̃ is constructible and there is only a finite number of values of εp ∈ Pic(V )∨

for which W̃p(εp) is nonempty.

Now, for every ε = (εs) ∈ (Pic(V )∨)S, let

W̃ (ε)=
∏
s∈S

W̃s(εs)⊂
∏
s∈S

Gr∞(ṼRs )

and let W̃ be any finite product
∏

s∈S W̃s of constructible subsets W̃s ⊂ Gr(ṼRs ). Let W, W ′, Ws and W ′s
be the corresponding images by f and f ′. By the previous lifting lemma, Lemma 4.7,[

Hom
degL̃ = δ

C (C , Ṽ | W̃ ∩ W̃ (ε))U
]

L−δ ·ω−1
V → τL̃V

(Ṽ | W̃ ∩ W̃ (ε))

when δ ∈ Eff(V )∨Z becomes arbitrarily large.
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Let W ′(ε) be the image of W̃ (ε) in
∏

s∈S Gr(V ′Rs
). We decompose our classes as follows:[

Hom
degL ′ = δ′
C (C , V ′ |W ′)]= ∑

ε∈(Pic(V )∨)S

[
Hom

degL ′ = δ′
C (C , V ′ |W ′ ∩W ′(ε))

]
=

∑
ε∈(Pic(V )∨)S

[
Hom

degL̃ ′ = δ′

C (C , Ṽ | W̃ ∩ W̃ (ε))
];

these sums are finite by Lemma 4.8. Normalising, we get

[Hom
degL ′ = δ′
C (C , V ′ |W ′)] L−δ′ ·ω−1

V

=
∑

ε∈(Pic(V )∨)S

[
Hom

degL̃ ′ = δ′

C (C , Ṽ | W̃ ∩ W̃ (ε))
]

L−δ′ ·ω−1
V

=
∑

ε∈(Pic(V )∨)S

[
Hom

degL̃ = δ′−|ε|
C (C , Ṽ | W̃ ∩ W̃ (ε))

]
L−(δ′−|ε|) ·ω−1

V L−|ε| ·ω
−1
V ,

where |ε| stands for
∑

s∈S εs ∈ Pic(V )∨. Then[
Hom

degL ′ = δ′
C (C , V ′ |W ′)] L−δ′ ·ω−1

V

−→
d(δ′,∂ Eff(V )∨)→∞

∑
ε∈(Pic(V )∨)S

τL̃V
(Ṽ | W̃ ∩ W̃ (ε))L−|ε| ·ω

−1
V = τL̃ ′V

(Ṽ | W̃ )= τL ′V (V ′ |W ′)

and Theorem 4.6 is proved.

5. Rational curves on smooth split projective toric varieties

In this section, we prove equidistribution of rational curves on smooth split projective toric varieties over
any base field.

As a warm-up, we start with proving that the motivic Batyrev–Manin–Peyre principle holds for rational
curves on this class of varieties, in line with the works of Bourqui [11; 12], Bilu [3] and Bilu–Das–Howe
[6]; see Theorem 5.4.

Then we generalise this result, by proving equidistribution of rational curves on smooth split projective
toric varieties; see Theorem 5.6.

5.1. Geometric setting. General references for toric varieties are [21; 33; 48]. Let U be a split torus of
dimension n over k. Let

X ∗(U )= Hom(U, Gm)

be its group of characters and X∗(U )= HomZ(X ∗(U ), Z) its dual as a Z-module. Let 6 be a complete
and regular fan of X∗(U ), which defines a smooth projective toric variety V6 over k, with open orbit
isomorphic to U. Let

r = rk(Pic(V6))

be its Picard number, 6(1) the set of rays of the fan 6 and (Dα)α∈6(1) the set of its U -invariant divisors.
Each ray α ∈6(1) admits a minimal generator ρα ∈ X∗(U ) and the map sending a character χ ∈ X ∗(U )
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to the divisor ∑
α∈6(1)

⟨χ, ρα⟩Dα

is part of the exact sequence [21, Theorem 4.1.3]

0→ X ∗(U )→
⊕

α∈6(1)

ZDα→ Pic(V6)→ 0, (5.1.6)

which provides, in particular, the equality

|6(1)| = n+ r.

If σ is an element of the fan 6, let σ(1)⊂6(1) be the subset of rays which are faces of σ .

5.2. Möbius functions. Let B6 ⊂ {0, 1}6(1) be the complement of the image of

6→ {0, 1}6(1), σ 7→ (1σ(1)(α))α∈6(1).

In [12, Section 3.5], this set B6 is described explicitly as

B6 = {n ∈ {0, 1}6(1) | ∀ σ ∈6, ∃α ∈6(1), α /∈ σ(1), and nα = 1}.
It has a geometric interpretation in terms of the effective divisors Dα: it corresponds to the subsets
I ⊂6(1) such that ⋂

α∈I

Dα =∅.

Then, the universal torsor of V6 admits an explicit description which goes back to Salberger [59]:

T6 = A6(1) \
( ⋃

J∈B6

⋂
α∈J

{xα = 0}
)

.

5.2.1. Local Möbius function. Bourqui inductively defines a local Möbius function

µ0
B6
: {0, 1}6(1)→ Z

through the relation
1{0,1}6(1)\B6

(n)=
∑

0⩽n′⩽n

µ0
B6

(n′)

for every n ∈ {0, 1}6(1). It comes with a generating polynomial

PB6
(t)=

∑
n∈{0,1}6(1)

µ0
B6

(n)tn

and a series

Q B6
(t)= PB6

(t)∏
α∈6(1)(1− tα)

.

Let
A(B6)⊂ N6(1)



Motivic distribution of rational curves and twisted products of toric varieties 927

be the set of tuples n ∈ N6(1) such that there is no n′ ∈ B6 with n ⩾ n′. In particular, 0 ∈ A(B6). It is
the set of elements of N6(1) not lying above B6 in the sense of [6, Section 4.4]. Let

µB6
: N6(1)→ Z

be the local Möbius function defined by the relation

1A(B6)(n)=
∑

0⩽n′⩽n

µB6
(n′). (5.2.7)

As Bilu, Das and Howe [6, Section 5.2] pointed out, µB6
coincides with µ0

B6
on {0, 1}6(1) and is zero

outside of this set. Hence
Q B6

(t)=
∑

n∈A(B6)

tn.

5.2.2. Global motivic Möbius function. For any e ∈ N6(1), let (P1
k)

e
B6

be the open subset of

Syme
/k(P

1
k)

parametrizing 6(1)-tuples of effective zero-cycles of degree eα having disjoint supports with respect
to B6 . More precisely,

(P1
k)

e
B6
=

{
(Cα) ∈ Syme

/k(P
1
k)

∣∣∣ ⋂
α∈J

Supp(Cα)=∅ for all J ∈ B6

}
.

Up to a tuple of multiplicative factors, this set corresponds to 6(1)-tuples of homogeneous polynomials
P(T0, T1) of degree eα with coefficients in k such that for all J ∈ B6 the polynomials (Pα)α∈J have no
common root in any finite extension of k; see [12, Lemme 5.10].

Then, applying the definition of the motivic Euler product in Bilu’s sense [3], we get∏
p∈P1

k

Q B6
(t)=

∑
d∈N6(1)

[(P1
k)

d
B6
] td .

The formalism of pattern-avoiding zero cycles allowed Bilu, Das and Howe to work with Bilu’s motivic
Euler product and to give a positive answer to a technical question of Bourqui [12, Question 5], which
in turn provides a lift of Bourqui’s main theorem [12, Théorème 1.1] from the localised Grothendieck
ring of Chow motives M

χ

k to the localised Grothendieck ring of varieties Mk ; see [6, Lemma 4.5.4,
Remark 4.5.7]. Indeed, since

Q B6
(t)= PB6

(t)
∏

α∈6(1)

(1− tα)−1,

one obtains, by taking motivic Euler products (in Bilu’s sense)∑
d∈N6(1)

[(P1
k)

d
B6
] td =

∏
p∈P1

k

Q B6
(t)=

∏
p∈P1

k

PB6
(t)×

∏
α∈6(1)

ZP1
k
(tα), (5.2.8)

where ZP1
k
(t) is Kapranov’s zeta function of the projective line

ZP1
k
(t)=

∑
e⩾0

[Syme
/k(P

1
k)] te.
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Bourqui’s construction [12, Section 3.3], applied to the projective line over k and the set B6 , provides a
motivic global Möbius function

µ6 : N6(1)→Mk

given by the relation

[(P1
k)

e
B6
] =

∑
e∈N6(1)

e′⩽e

µ6(e′)[Syme−e′
/k (P1

k)]

for all e ∈ N6(1)1, which is nothing else than what one obtains by considering the coefficient of multide-
gree e in expression (5.2.8).

It follows from the definitions that the motivic global Möbius function is linked to the local one by the
relation ∏

p∈P1
k

( ∑
m∈N6(1)

µB6
(m)tm

)
=

∑
e∈N6(1)

µ6(e)te.

5.3. Motivic Tamagawa number. By the following proposition and remark, the constant τ(V6) is well-
defined in M̂

dim
k .

Proposition 5.1. The motivic Euler product( ∏
p∈P1

k

PB6
(t)

)
(L−1

k )=
∏
p∈P1

k

( ∑
m∈N6(1)

µB6
(m)L−|m|p

)
=

∑
e∈N6(1)

µ6(e)L−|e|k

is well-defined in M̂
dim

k .

Proof. By [12, Lemme 3.8], the valuation of PB6
(T )− 1 is at least equal to 2. Thus by [6, Lemma 4.2.5]

the formal motivic Euler product
∏

p∈P1
k

PB6
(t) converges at t = L−1 for the dimensional filtration. □

Remark 5.2. The local factor of the motivic Euler product above is actually

(PB6
(t))|tα=L−1

p
=

∑
m∈N6(1)

µB6
(m)L−|m|p = [V6 ⊗ κ(p)]

L
dim(V6)
p

(1− L−1
p )rk(Pic(V6)) = [T6 ⊗ κ(p)]

L
|6(1)|
p

.

Indeed, we can interpret [T6 ⊗ κ(p)] L−|6(1)|
p as the motivic density of κ(p)-arcs of A

6(1)
k with origin

in T6 , and L
−|m|
p as the motivic density of the subspace Vm of κ(p)-arcs with 6(1)-tuple of valuations

greater than m:

Vm =
{

x ∈ A
6(1)
k (κ(p)[[t]]) | xα ∈ tmακ(p)[[t]] for all α ∈6(1)

}
.

We consider as well the subspace of arcs with given valuation:

V ◦m =
{

x ∈ A
6(1)
k (κ(p)[[t]]) | xα ∈ tmακ(p)[[t]] and xα /∈ tmα+1κ(p)[[t]] for all α ∈6(1)

}
= Vm \

⋃
α∈6(1)

Vm+1α
.
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The arc-space of T6 is the space of arcs whose 6(1)-tuple of valuations does not lie above B6:

Gr∞(T6 ⊗ κ(p))=
⊔

m∈A(B6)

V ◦m =
⊔

m∈A(B6)

(
Vm \

⋃
α∈6(1)

Vm+1α

)
and thus

[T6 ⊗ κ(p)] L−|6(1)|
p =

∑
m∈A(B6)

µV

(
Vm \

⋃
α∈6(1)

Vm+1α

)
=

∑
m∈A(B6)

∑
J⊂6(1)

(−1)|J |µV

(⋂
α∈J

Vm+1α

)
=

∑
m∈A(B6)

L−|m|p

∏
α∈6(1)

(1− L−1
p )

=
(
(Q B6

(t))
∏

α∈6(1)

(1− tα)

)
|tα=L−1

p

= (PB6
(t))|tα=L−1

p

as expected.
By compatibility of formal motivic Euler products with changes of variables of the form t ′α=La

k tα with a
an integer [3, Section 3.6.4], together with the compatibility with partial specialisation [5, Lemma 6.5.1],
what we get by taking the corresponding motivic Euler product is exactly the motivic Tamagawa number
of V6 given by Definition 3.2 and Notation 2.15:( ∏

p∈P1
k

PB6
(t)

)
|tα=L−1

k

=
( ∏

p∈P1
k

(
1+

( [T6 ⊗ κ(p)]
L
|6(1)|
p

− 1
)

t
))
|t=1
= τ(V6).

5.4. Nonconstrained rational curves. Let

Homδ
k(P

1
k, V6)U

be the quasiprojective scheme parametrizing morphisms P1
k→V6 of multidegree δ ∈ Pic(X)∨ intersecting

the dense open subset U ⊂ V6 (see Definition 1.5 and Lemma 1.6). It is empty whenever δ /∈ Eff(V6)∨Z
(see the remark after Notation 5.4 in [12]), so we will always assume that δ ∈ Eff(V6)∨Z in the remaining
of this section.

Through the injection Pic(V6)∨ ↪→ Z6(1) given by the exact sequence (5.1.6), Eff(V6)∨Z can be see as
the submonoid of tuples (dα)α∈6(1) ∈ N6(1) such that∑

α∈6(1)

dα⟨χ, ρα⟩ = 0

for all χ ∈ X ∗(U ). Note that this submonoid is denoted by N
6(1)
(∗) in Bourqui’s work [12, Notation 5.3].

For every d ∈ Eff(V6)∨Z , let

(̃P1
k)

d
B6

be the inverse image of the open subset

(P1
k)

d
B6
⊂ Symd

/k(P
1
k)≃

∏
α∈6(1)

P
dα

k
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through the G6(1)
m -torsor ∏

α∈6(1)

(A
dα+1
k \ {0})→

∏
α∈6(1)

P
dα

k .

One of Bourqui’s key results is the following proposition.

Proposition 5.3 [12, Proposition 5.14]. For every d ∈ Eff(V6)∨Z ,

(̃P1
k)

d
B6

/TNS

represents the functor Homd
k (P1, V6)U .

Theorem 5.4. The normalised class

[Homδ
k(P

1
k, V6)U ] L

−δ ·ω−1
V6

k

tends to the nonzero effective element

τ(V6)= L
dim(V6)
k

(1− L−1
k )rk(Pic(V6))

∏
p∈P1

k

[V6 ⊗k κ(p)]
L

dim(V6)
p

(1− L−1
p )rk(Pic(V6)) ∈ M̂

dim
k

when δ ∈ Eff(V6)∨Z goes arbitrarily far away from the boundary of the dual of the effective cone of V6 .
Moreover the error term

τ(V6)− [Homδ
k(P

1
k, V6)U ] L

−δ ·ω−1
V6

k

has virtual dimension at most

−1
4 min

α∈6(1)
(δα)+ dim(V6).

Proof. First note that since
∑

α∈6(1) Dα is an anticanonical divisor of V6 , the anticanonical degree of a
curve of multidegree d ∈ Eff(V6)∨Z is |d| =∑

α∈6(1) dα. By Proposition 5.3, we have the relation

[Homd
k (P1

k, V6)U ] = (Lk − 1)dim(V6)[(P1
k)

d
B6
]

for every d ∈ Eff(V6)∨Z . Therefore studying the asymptotic behaviour of [Homd
k (P1

k, V6)U ] L−|d|k when
minα(dα)→∞ goes back to studying the one of [(P1

k)
d
B6
] L−|d|k . Moreover it is convenient to drop the

assumption d ∈ Eff(V6)∨Z .
Then (5.2.8) gives ∑

d∈N6(1)

[(P1
k)

d
B6
] td =

∏
p∈P1

k

PB6
(t)×

∏
α∈6(1)

ZKapr
P1

k
(tα)

and we proceed as in [31, Section 4.1]. First, recall that

ZKapr
P1

k
(t)= (1− t)−1(1− Lk t)−1.

For any A ⊂6(1), set

Z A(t)=
∏
α∈A

(1− tα)−1
∏
α/∈A

(1− Lk tα)−1
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so that ∏
α∈6(1)

ZKapr
P1

k
(tα)=

∏
α∈6(1)

1
1− Lk

(
1

1− tα
− Lk

1− Lk tα

)
=

∑
A⊂6(1)

(−Lk)
|6(1)|−|A|

(1− Lk)|6(1)| Z A(t). (5.4.9)

The coefficient of order d ∈ N6(1) of

Z A(t)×
∏
p∈P1

k

PB6
(t)

for a given A ⊂6(1) is the finite sum∑
e∈N6(1)

e⩽d

µ6(e)L
∑

α∈6(1)\A dα−eα

k = L
|d6(1)\A|
k

∑
e∈N6(1)

e⩽δ

µ6(e)L−|e6(1)\A|
k ,

where we use again the notation of Lemma 2.21 for the restriction of e ∈ N6(1) to a subset of 6(1).
Normalizing by L

|d|
k and writing e6(1)\A = e− eA one gets the sum∑

e∈N6(1)

e⩽d

µ6(e)L−|e|k L
|eA|−|dA|
k . (5.4.10)

If A =∅, this is exactly the d-th partial sum∑
e∈N6(1)

e⩽d

µ6(e)L−|e|k

and when minα∈6(1) dα goes to infinity, we know by Proposition 5.1 that this sum converges to∑
e∈N6(1)

µ6(e)L−|e|k =
∏
p∈P1

k

[V6 ⊗ κ(p)]
Ln

p
(1− L−1

p )r (by Remark 5.2)

in M̂
dim

k . By the proof of [6, Lemma 4.2.5] we have dim(µ6(e)L−|e|k )⩽−1
2 |e| for any e ∈ N6(1). Thus

the error term ∑
e∈N6(1)

e⩽̸d

µ6(e)L−|e|k

has virtual dimension at most − 1
2 minα∈6(1)(dα + 1).

If A ̸= ∅, then by Lemma 2.21 (taking m = e, cm = µ6(e)L−e
k , a = 1

2 and b = 0), the sum (5.4.10)
has virtual dimension at most

−1
4 min

α∈A
(dα);

hence it becomes negligible in comparison with the term given by A =∅ as min(dα)→∞.
Finally, putting everything together, one concludes that the normalised class

[Homδ
k(P

1
k, V6)U ] L

−δ ·ω−1
V6

k

tends to
L

dim(V6)
k

(1− L−1
k )rk(Pic(V6))

∏
p∈P1

k

[V6 ⊗ κ(p)]
L

dim(V6)
p

(1− L−1
p )rk(Pic(V6))
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in M̂
dim

k when δ ∈ Eff(V6)∨Z goes arbitrarily far away from the boundary ∂ Eff(V6)∨, with error term of
virtual dimension bounded by −1

4 minα∈6(1)(δα)+ dim(V6). □

Corollary 5.5. Let
F (t)=

∑
δ∈Eff(V6)∨Z

[Homδ
k(P

1
k, V6)U ] tδ

∏
α∈6(1)

(1− Lk tα).

Then F (t) converges at tα = L−1
k to τP1

k
(V6).

Proof. Let bd be the coefficient of multidegree d of F (t). Since

F (t)
∏

α∈6(1)

(1− Lk tα)−1 =F (t)
∑

d∈N6(1)

L
|d|
k td,

we have the relation
[Homδ

k(P
1
k, V6)U ] =

∑
d+d ′=δ

bdL
|d ′|
k

for every δ ∈ Eff(V6)∨Z , which becomes after normalisation

[Homδ
k(P

1
k, V6)U ] L

−δ ·ω−1
V6

k =
∑
e⩽δ

beL
−|e|
k .

This is exactly the δ-th partial sum of the series F (L−1
k ). Since [Homδ

k(P
1
k, V6)U ] L−δ ·ω−1

V6k converges to
τP1

k
(V6) when min(δα) tends to infinity, the claim follows. □

5.5. Equidistribution. In the remainder of this section, we prove equidistribution of rational curves on
smooth split projective toric varieties.

Theorem 5.6. Let
S =

∐
p∈|S |

Sp

be a zero-dimensional subscheme of P1
k , (m p)p∈|S | nonnegative integers such that

ℓ(Sp)= (m p + 1)[κ(p) : k]
for all p ∈ |S |, and W a constructible subset of Homk(S , V6)≃∏

p∈|S |Grm p(V6 ⊗ κ(p)).
Then, when δ ∈ Eff(V6)∨Z goes arbitrarily far away from the boundary of the dual of the effective cone,

the normalised class
[Homδ

k(P
1
k, V6 |W )U ] L−δ·ω−1

V6k ∈Mk

tends to the nonzero effective element

τ(V6 |W )= L
dim(V6)
k

(1− L−1
k )rk(Pic(V6))

×
∏

p/∈|S |
(1− L−1

p )rk(Pic(V6)) [V6 ⊗ κ(p)]
L

dim(V6)
p

[W ]
∏

p∈|S |
(1− L−1

p )rk(Pic(V6))L
−(m p+1) dim(V6)
p

in the completion M̂
dim

k .
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Moreover, the error term

τ(V6 |W )− [Homδ
k(P

1
k, V6 |W )U ] L

−δ·ω−1
V6

k ∈ M̂
dim

k

has virtual dimension smaller than

− 1
4 min

α∈6(1)
(δα)+ ℓ(S )+ (1− ℓ(S ))(dim(V6)− 1)+ dim(W )

for all δ ∈ Eff(V6)∨Z .

Corollary 5.7. For any nonzero multidegree δ ∈ Eff(V6)∨Z such that

min
α∈6(1)

(δα)⩾ 8ℓ(S )− 4,

the moduli space Homδ
k(P

1
k, V6 |W )U has dimension

δ ·ω−1
V6
+ dim(V6)(1− ℓ(S ))+ dim(W )

as expected.

Remark 5.8. The upper bound on the dimension of the error term we give can be made uniform in the
set W of conditions, since the dimension of W is bounded by ℓ(S ) dim(V6).

The remainder of this section is devoted to the proof of Theorem 5.6. We see A2
k \ {0} as the universal

Gm-torsor

A2
k \ {0} → P1

k .

Given a cocharacter χ : Gm → G6(1)
m , or equivalently a tuple d = (dα) ∈ Z6(1) (we will switch freely

between both notations), we consider the functor from k-schemes to sets

Homχ (A2
k \ {0}, A

6(1)
k ) : S⇝ Homχ

S (A2
S \ {0}, A

6(1)
S )

of χ -equivariant morphisms, as well as its restriction

Homχ (A2
k \ {0}, A

6(1)
k )∗ : S⇝ Homχ

S (A2
S \ {0}, A

6(1)
S )∗

to χ -equivariant morphisms with no trivial coordinate and its second restriction

Homχ (A2
k \ {0}, T6)∗ : S⇝ Homχ

S (A2
S \ {0}, T6 ×k S)∗

to nondegenerate χ-equivariant morphisms with no trivial coordinate. These functors are represented
respectively by the product ∏

α∈6(1)

A
dα+1
k ,

its restriction ∏
α∈6(1)

(A
dα+1
k \ {0}),
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and the open subset

(̃P1
k)

d
B6
⊂

∏
α∈6(1)

(A
dα+1
k \ {0})

(defined on page 930 just before Proposition 5.3).
If χ lies in Eff(V6)∨Z , composition by π : T6→ V6 provides a map of functors

π∗ :Homχ (A2
k \ {0}, T6)∗→Homd

k (P1
k, V6)

and we recover the TNS-torsor

(̃P1
k)

d
B6
→ Homd

k (P1
k, V6)U

of Proposition 5.3.

5.5.1. Restricting to S . Let ι :S ↪→ P1
k be a zero-dimensional subscheme of P1

k . In what follows, we
will work with the restriction to S of the universal torsor A2 \ {0}→P1, defined over any base scheme S
by the following Cartesian square:

(A2
S \ {0})|S A2

S \ {0}

S ×k S P1
S

prS
⌜

ιS

For any cocharacter χ ∈ X∗(G6(1)
m ), we consider the set of χ -equivariant S-morphisms

Homχ

S ((A2
S \ {0})|S , A

6(1)
S ),

as well as its subset of morphisms landing in the universal torsor T6 ⊂ A
6(1)
k

Homχ

S ((A2
S \ {0})|S , T6,S).

The groups G6(1)
m (S) and TNS(S) act on these sets via their action on the target.

Lemma 5.9. For all χ ∈ X∗(G6(1)
m ), the functors

S⇝ Homχ

S ((A2
S \ {0})|S , A

6(1)
S )

and
S⇝ Homχ

S ((A2
S \ {0})|S , T6,S)

are respectively represented by the finite products∏
p∈|S |

Grm p(A
6(1)
κ(p) )

and ∏
p∈|S |

Grm p(T6 ×k κ(p))

of jet schemes.
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Proof. Since the restriction of A2
k \ {0} → P1

k to S is a trivial bundle, we may fix a section s : S →
(A2

k \ {0})|S . Then composition by s induces a map

Homχ

S ((A2
S \ {0})|S , A

6(1)
S )→ A

6(1)
k (S ×k S), f 7→ f ◦ (s, idS),

which is functorial in S.
Now remark that an element of Homχ

S ((A2
S \ {0})|S , A

6(1)
S ) is entirely determined by its restriction to

the image of s: indeed, for all y ∈ (A2
S \ {0})|S (S), one has the relation

f (y)= χ
(
y · (s ◦ prS (y))−1) f (s ◦ prS (y)),

where y · (s ◦ prS (y))−1 ∈ Gm,S (S) is given by the Gm,S -torsor structure. An S ×k S-point of A
6(1)
S is

the datum of such a restriction; hence it provides a unique χ -equivariant morphism. By the definition of
Greenberg schemes, the conclusion follows. □

Composition by s and π : T6→ V6 provides a map (functorial in S)

Homχ

S ((A2
S \ {0})|S , T6,S)→ V6(S ×k S), f 7→ (π, idS) ◦ f ◦ (s, idS).

Two χ -equivariant morphisms ϕ̃, ϕ̃′ : (A2
S \ {0})|S → A

6(1)
S induce the same (S ×k S)-point of V6 if and

only if there is an element a ∈ TNS(S ×k S) such that ϕ̃ = a · ϕ̃′. This map defines a TNS,S -torsor over
Hom(S , V6).

Definition 5.10. For any constructible subset W̃ ⊂ Homχ

S ((A2
S \ {0})|S , A

6(1)
S ), we denote by

Homχ

S (A2
S \ {0}, A

6(1)
S | W̃ )(∗)

the subset of Homχ

S (A2
S \ {0}, A

6(1)
S )(∗) of morphisms whose restriction to (A2

S \ {0})|S belongs to W̃ (in
the sequel the exponent (∗) will be a convenient notation to say that one can restrict to morphisms having
no trivial coordinate).

We will say that a χ -equivariant S-morphism is nondegenerate above S if its pull-back to (A2
S \{0})|S

has image in T6,S ⊂ A
6(1)
S .

This defines subfunctors of Homχ (A2
k \ {0}, A

6(1)
k ).

5.5.2. Euclidean division. Fixing coordinates on A2
k , we can see χ -equivariant morphisms A2

k\{0}→A
6(1)
k

as 6(1)-tuples of homogeneous polynomials in two indeterminates t0 and t1. Let us temporarily choose
a generator ϖ of the ideal defining S in P1

k , that is to say, a nontrivial homogeneous polynomial of
degree ℓ(S ) in two indeterminates. Up to changing coordinates on P1

k we may assume furthermore that
[0 : 1] does not belong to S (that is to say, t0 does not divide ϖ ).

Then, the Euclidean division of a polynomial P(t) of degree at most d by ϖ(t)=ϖ(1, t) is the unique
decomposition of the form

P(t)= Q(t)ϖ(t)+ R(t),
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where Q(t) is of degree at most d − ℓ(S ) and R of degree strictly smaller than ℓ(S ). This provides a
Euclidean division of P(t0, t1)= td

0 P(t1/t0) of the form

P(t0, t1)= td
0 Q(t1/t0)ϖ(t1/t0)+ td

0 R(t1/t0)= Q(t0, t1)ϖ(t0, t1)+ R(t0, t1),

where
Q(t0, t1)= td−ℓ(S )

0 Q(t1/t0),

ϖ(t0, t1)= tℓ(S )
0 ω(t1/t0),

R(t0, t1)= td
0 R(t1/t0).

Note that Q(t0, t1), ϖ(t0, t1) and R(t0, t1) are homogeneous polynomials of degree d and that they do
not depend on the choice of ϖ . The first one uniquely defines an element of

Homd(A2
k \ {0}, A1

k | resS = 0),

while the second one uniquely defines an element of

Homd((A2
k \ {0})|S , A1

k),

since in that case the k-vector space

k[t]/(ϖ(1, t))≃
∏

p∈|S |
A

6(1)
κ(p) (κ(p)[t]/(tm p+1))≃

∏
p∈|S |

Grm p(A
6(1)
κ(p) )(κ(p))

provides a concrete incarnation of such a space of morphisms. Remember as well that taking the restriction
to S is a linear operation.

One can perform this Euclidean division simultaneously for all the coordinates of an element of
Homχ (A2

k \ {0}, A
6(1)
k ). Recall that we fixed a section s :S → (A2 \ {0})|S in Lemma 5.9 so that∏

p∈|S |
Grm p(A

6(1)
κ(p) )

represents the functor S⇝Homχ

S ((A2
S \{0})|S , A

6(1)
S ). We can see elements of this product of arc spaces

as tuples (rα(t))α∈6(1) of polynomials of degree at most ℓ(S )− 1. From these remarks, we deduce the
following lemma.

Lemma 5.11. For every χ ∈ N6(1) ⊂ X∗(G6(1)
m )≃ Z6(1), Euclidean decomposition corresponds to the

exact sequence of vector spaces over k

0 ker(resS ) Homχ (A2
k \ {0}, A

6(1)
k )

Homχ ((A2
k \ {0})|S , A

6(1)
k ) 0

resS

and resS is a piecewise trivial fibration. Moreover the α-th coordinate of resS is surjective if χα⩾ℓ(S )−1,
injective if χα ⩽ ℓ(S )− 1, and nonempty fibres of resS have dimension∑

α∈6(1)

min(0, χα − ℓ(S )+ 1).
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Hence for any constructible subset W̃ ⊂∏
p∈|S |Grm p(A

6(1)
κ(p) ) we have the dimensional upper bound

dimk
(
Homχ (A2

k \ {0}, A
6(1)
k | W̃ )

)
⩽ dim(W̃ )+

∑
α∈6(1)

min(0, χα − ℓ(S )+ 1). (5.5.11)

Assume χ ⩾ ℓ(S )−1. Then for any g ∈ G6(1)
m (S ) and constructible subset W̃ ⊂∏

p∈|S |Grm p(A
6(1)
κ(p) )

there is a commutative diagram

Homχ
(
A2

k \ {0}, A
6(1)
k | W̃ )(∗) Homχ

(
(A2

k \ {0})|S , A
6(1)
k

)

Homχ
(
A2

k \ {0}, A
6(1)
k | g · W̃ )(∗) Homχ

(
(A2

k \ {0})|S , A
6(1)
k

)
resS

τg g ·
resS

in which the vertical arrows are isomorphisms. The first one, τg, sends a morphism of Euclidean
decomposition

(qα, rα)α∈6(1)

to
(qα, gα · rα)α∈6(1).

Up to a multiplicative constant, rational curves of degree d ∈ N in Pn
k are given by (n+1)-tuples

of degree-d homogeneous polynomials with no common factor. Conversely, the parameter space of
(n+1)-tuples of degree-d homogeneous polynomials admits a decomposition into disjoint subspaces
corresponding to the degree of the common factor. The Möbius inversion we performed for nonconstrained
curves generalises this remark.

Definition 5.12. We will say that a zero-cycle avoids S if it has support outside |S |. This terminology
naturally extends to χ -equivariant morphisms by considering their image through the G6(1)

m -torsor

Homχ (A2
k \ {0}, A6(1))∗→

∏
α∈6(1)

P
χα

k ≃ Symχ

/k(P
1
k).

5.5.3. The motivic Möbius inversion in details. Equivariant morphisms with image contained in T6 are
the morphisms A2

k \ {0} → A
6(1)
k with no forbidden zeros, which we also call having no degeneracies. Our

goal now is to adapt the Möbius inversion technique to the context of constrained curves. More precisely,
we provide a relation between the classes of equivariant morphisms and the ones obtained by adding degen-
eracies to nondegenerate morphisms. This relation relies heavily on the following piecewise identification.
Then we specialise this relation to morphisms with constraints. Finally, we approximate it and conclude.

Identification 5.13. Let G = G6(1)
m . We stratify Homχ (A2 \ {0}, A6(1))∗ with respect to the vanishing

order at∞. Each stratum can be viewed as the subspace of tuples of homogeneous polynomials of the form

Pα(T0, T1)= aαT v∞(Pα)
1 Qα(T0, T1),

where aα ∈ k×, v∞(Pα) is the vanishing order of Pα at ∞, and the coefficient of T χα−v∞(Pα)

1 in Qα

is 1; hence Qα can be identified with a zero-cycle avoiding∞. In this decomposition, aα is the leading
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coefficient of Pα(1, T ). Then, each stratum can be identified with G×Symχ−v∞
/k (P1

k \ {∞}) by sending
(Pα) to ((aα), (Qα)). This piecewise correspondence identifies

Homχ (A2
k \ {0}, A

6(1)
k )∗

with

G×k Symχ

/k(P
1
k)≃ Symχ

/G(P1
G),

and

Homχ (A2
k \ {0}, T6)

with

G×k Symχ

P1
k/k

(1A(B6)P
1
k)≃ Symχ

P1
G/G

(1A(B6)P
1
G)

(recall the definition of A(B6) given on page 926).
In particular, tuples such that aα = 1 for every α ∈6(1) deserve to be called unitary and are identified

with their tuple of zero-divisors living in

Symχ

P1
k/k

(P1
k)≃ {1G}×Symχ

P1
k/k

(P1
k)≃ Symχ

P1
G/G

(P1
{1G }).

The proof of the following lemma is left to the reader.

Lemma 5.14. Let S be a scheme, and X , Y be two S-varieties. Assume that there exists a piecewise
isomorphism f = ( f j : X j → Y j ) between X and Y, that is to say, a finite number of pairwise disjoint
locally closed subsets X j and Y j , respectively of X and Y, such that X =⊔

j X j and Y =⊔
j Y j , together

with isomorphisms f j : X j → Y j .
Then

[Z→ Y ] 7→ [ f ∗(Z→ Y )] =
∑

j

[ f ∗j (Z ×Y Y j → Y j )]

defines a ring isomorphism K0VarY ≃ K0VarX .

Notation 5.15. Let W be a constructible subset of Hom(S , V6). Its preimage through the map

Homχ ((A2
S \ {0})|S , T6,S)→ Hom(S , V6)

will be written W̃. It is a Zariski-locally trivial TNS,S -torsor above W.

For every d ∈ N, we fix a section of

Homd(A2
k \ {0}, A1

k)
resS−−→ Im(resS )⊂ Homd((A2

k \ {0})|S , A1
k)

so that we are able to see reduction modulo S as morphisms in Homd(A2
k \ {0}, A1

k).

Remark 5.16. Up to replacing S by S ∪ {[1 : 0]} and W by W × V6 , we can always assume that
[1 : 0] =∞ is a closed point of S.
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Notation 5.17. We will freely use the convenient notation

ḡ−1 = (ḡ−1
α )α∈6(1)

for the inverse of the restriction to S of any χ -equivariant morphism g : A2
k \ {0} → A

6(1)
k avoiding |S |.

Definition 5.18. For any χ, χ ′∈N6(1) such that χ ′⩽χ , let 8
χ

χ ′ the morphism given by the coordinatewise
multiplication

8
χ

χ ′ : Homχ ′(A2
k \ {0}, A

6(1)
k )×Homχ−χ ′(A2

k \ {0}, A
6(1)
k )→ Homχ (A2

k \ {0}, A
6(1)
k ),

(( fα)α∈6(1), (gα)α∈6(1)) 7→ ( fαgα)α∈6(1).

For any (χ −χ ′)-equivariant morphism g, consider the induced map

8χ
g : Homχ ′(A2

k \ {0}, A
6(1)
k )⊗ κ(g)→ Homχ (A2

k \ {0}, A
6(1)
k )⊗ κ(g),

( fα)α∈6(1) 7→ ( fαgα)α∈6(1).

Our goal is to give an interpretation of the motivic Möbius inversion in terms of the 8
χ

χ ′ , in a
way compatible with the stratification and piecewise identification of Homχ (A2 \ {0}, A6(1)) from
Identification 5.13.

As a first step, instead of working over k, we are going to work with zero-cycles on P1
G relative to

G = G6(1)
m . In what follows, we are going to exploit the details of the proof of the multiplicative property

of motivic Euler products as it is done in [3, Section 3.9]. We take I0 = N6(1) and I = I0 \ {0}, but in
general one can take I to be any abelian semigroup and I0 = I ∪ {0}; see [3, Section 3.9.3].

Let X be a variety above a certain base scheme S and take n, n′, n′′ ∈ N6(1) such that

n= n′+ n′′.

Let κ ′ and κ ′′ be partitions respectively of n′ and n′′. The previous relation becomes∑
i∈I

iκ ′i +
∑
i∈I

iκ ′′i = n.

Let γ = (n p,q)( p,q)∈I 2
0 \{0} be a collection of integers such that, for all p, q ∈ I,∑

q∈I0

n p,q = κ ′p,
∑
p∈I0

n p,q = κ ′′q .

Let κ = κ(γ ) be the “overlap partition” of n given by

κi =
∑

p+q=i

n p,q

for all i ∈ I. It is important to note that κ, κ ′ and κ ′′ are entirely determined by γ . Let

Symκ ′
/S(X)∗×γ Symκ ′′

/S(X)∗
be the locally closed subset of

Symκ ′
/S(X)∗×Symκ ′′

/S(X)∗
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given by points whose Sym
κ ′p
/S(X)-component and Sym

κ ′′q
/S(X)-component overlap exactly above an effective

zero-cycle of degree n p,q [3, Section 3.9.6]. One can show by induction [3, Section 3.9.7.3] that there is
a canonical isomorphism

Symκ ′
/S(X)∗×γ Symκ ′′

/S(X)∗ ≃
(∏

i∈I

∏
( p,q)∈I 2

0 \{0}
p+q=i

Symn p,q
/S (X)

)
∗
.

The right-hand side will be denoted by Symγ

/S(X)∗. Then, there is a canonical morphism

8γ : Symκ ′
/S(X)∗×γ Symκ ′′

/S(X)∗ ≃ Symγ

/S(X)∗ −→ Symκ(γ )

/S (X)∗ (5.5.12)

induced by the morphisms ∏
p+q=i

Symn p,q
/S (X)→ Symκi (γ )

/S (X), i ∈ I.

If A = (A p) p∈I and B = (Bq)q∈I are two families of X -varieties, then

Symκ ′(γ )

X/S (A )×γ Symκ ′′(γ )

X/S (B)

is the class above Symκ ′
/S(X)∗×γ Symκ ′′

/S(X)∗ obtained from

Symκ ′(γ )

X/S (A )⊠Symκ ′′(γ )

X/S (B)

by pull-back, while Symγ

/S(A ⊠X B)∗ is defined as(∏
i∈I

∏
p+q=i

Symn p,q
X/S(A p⊠X Bq)

)
∗
.

Example 5.19. Taking S = G and X = P1
G ,

Symκ ′
P1

G/G(P1
G)∗×γ Symκ ′′

P1
G/G(P1

G)∗,
the canonical morphism 8γ

Symκ ′
/G(P1

G)∗×γ Symκ ′′
/G(P1

G)∗ ≃
( ∏

( p,q)∈I0\{0}
Symn p,q

/G (P1
G)

)
∗

8γ−→ Symκ(γ )

/G (P1
G)∗

sends pairs of tuples of zero-cycles to their coordinatewise sum. This is the zero-cycle version of the
map 8

χ

χ ′ we previously defined.

Proposition 5.20 (multiplicativity of motivic Euler products: refined version). Let X be a variety above a
base scheme S. Let A and B be families of varieties above X indexed by I. Let γ = (n p,q)( p,q)∈I 2

0 \{0} be
a collection of integers as above. Then

Symγ

/S(A ⊠X B)∗ = Symκ ′(γ )

X/S (A )∗×γ Symκ ′′(γ )

X/S (B)∗
in K0VarSymκ(γ )

/S (X)
.

Proof. See [3, Section 3.9.7]. □
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In the following remarks, the use of the subscript (∗) means that the claims remain valid when one
takes the restriction of the symmetric products to the complement of the diagonal.

Remark 5.21. Let a be a class in the Grothendieck ring of varieties over a certain S-variety X . Then, for
any k ∈ N∗,

Symk
X/S(2a)(∗) =

∑
k1+k2=k

Symk1,k2(a, a)(∗)

in K0VarSymk
/S(X)(∗) , and more generally, for any k, ℓ ∈ N∗,

Symk
X/S(ℓa)(∗) =

∑
k1+···+kℓ=k

Symk1,...,kℓ

X/S (a, . . . , a)(∗).

It is important to recall that if a= [Y → X ] is an effective class, and Y1, . . . , Yℓ are ℓ copies of Y, these
identities come from the canonical decomposition of

Symk
X/S(Y1⨿ · · · ⨿ Yℓ)(∗)

into the Symk1,...,kℓ

X/S (Y1, . . . , Yℓ)(∗) relative to Symk
/S(X)(∗).

Remark 5.22. Denoting by Q⊂N(N∗) the set of partitions of integers (in the usual sense) without holes,
for any k ∈ N∗ we have the relation

Symk
X/S(−a)(∗) =

∑
κ=(ki )i∈N∈Q∑

i ki=k

(−1)|{i∈N|ki >0}| Symκ
X/S(a)(∗)

above Symk
/S(X)(∗) [5, Example 6.1.4]. Again, it is important to remember where this relation comes from.

If a= [Y → X ] is an effective class in K0VarX , then Symk
X/S(−a) is by definition the degree-k part

of the inverse of (the class of)

Sym•X/S(Y )= (1, Y, Sym2
X/S(Y ), . . . )

viewed above
Sym•/S(X)=

∏
ℓ∈N

Symℓ
/S(X).

Indeed, K0VarSym•/S(X) admits a natural structure of graded K0VarX -algebra for which the product law
is induced by the natural maps

Symi
/S(X)×Symk−i

/S (X)→ Symk
/S(X);

see [5, Section 6.1.1]. Then, one writes

1
Sym•X/S(Y )

= 1
1+ (Sym•X/S(Y )− 1)

=
∞∑

k=0

(−1)k(0, Y, Sym2
X/S(Y ), . . . )k

and takes the degree-k part. This provides an explicit definition of Symk
X/S(−[Y ]) in terms of the classes

of the Symκ
X/S(Y ), for κ ∈Q, partition of k and above Symk

/S(X). In particular, the arrows are explicit:
they are the natural ones.
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Now, starting from the relation

Q B6
(t)= PB6

(t)∏
α∈6(1)(1− tα)

in Z[[t]], that is to say, ∑
n∈N6(1)

1A(B6)(n)tn =
( ∑

n∈N6(1)

tn
)( ∑

n∈N6(1)

µB6
(n)tn

)
(the definition of A(B6) was given on page 926), we take the motivic Euler products associated to the
corresponding P1

G-families

(1A(B6)(n)[P1
G]), (P1

G), (µB6
(n)[P1

{1G }]),
all three of them being indexed by n ∈N6(1) \ {0} (an index we will drop in the following computations).
More precisely, we apply Proposition 5.20 on page 940 to A = (P1

G) and B = (µB6
(n)[P1

{1G }]). If ϖ is
any generalised partition of a certain nonzero tuple n∈N6(1), then one gets the relation in K0VarSymϖ

/G(P1
G)

Symϖ

P1
G/G(1A(B6)[P1

G])∗ =
∑

γ=(n p,q)

κ(γ )=ϖ

Symγ

P1
G/G

(P1
G ⊠P1

G
µB6
[P1
{1G }])

=
∑

γ=(n p,q)

κ(γ )=ϖ

Symκ ′(γ )

P1
G/G

(P1
G)∗×γ Symκ ′′(γ )

/G (µB6
[P1
{1G }])∗.

Each
Symκ ′(γ )

P1
G/G

(P1
G)∗×γ Symκ ′′(γ )

/G (µB6
[P1
{1G }])∗

can be explicitly decomposed above

Symκ ′(γ )

/G (P1
G)∗×γ Symκ ′′(γ )

/G (P1
{1G })∗

as a linear combination of effective classes. Indeed, using the previous two remarks, we get that for all
p ∈ N6(1) \ {0} the class

Sym
κ ′′p(γ )

P1
G/G

(µB6
( p)[P1

{1G }])∗
(which is zero if p /∈ B6) is ∑

k1+···+k|µB6
( p)|=κ ′′p(γ )

Sym
k1,...,k|µB6

( p)|
P1

G/G
(sign(µB6

( p))[P1
{1G }])

above Sym
κ ′′p(γ )

/G (P1
G). If µB6

( p) is negative, we replace

Sym
κ ′′p(γ )

P1
G/G

(−[P1
{1G }])

by its definition ∑
λ=(λι)ι∈N∗∈Q∑

ι λι=κ ′′p(γ )

(−1)|{ι∈N∗|λι>0}|[Symλ
/G(P1

{1G })]
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in the expression above and pull it back to Symk1,...,k|µB6
( p)|

P1
G/G

(P1
{1G }). Finally, as always, one restricts to the

complement of the diagonal. This shows explicitly that

Symκ ′(γ )

P1
G/G

(P1
G)∗×γ Symκ ′′(γ )

/G (µB6
[P1
{1G }])∗

is a linear combination with integer coefficients of restrictions of

Symκ ′(γ )

/G (P1
G)∗×γ Symκ ′′(γ )

P1
G/G

(P1
{1G })∗

8γ−→ Symκ(γ )

/G (P1
G)∗

to constructible subsets of the form

Symκ ′(γ )

/G (P1
G)∗×γ

(∏
p

∏
ι⩾1

Sym
λ p,ι,1,...,λ p,ι,|µB6

( p)|
/G (P1

{1G })
)
∗
,

with ∑
ι

(λ p,ι,1+ · · ·+ λ p,ι,|µB6
( p)|)= κ ′′p(γ )

for all p ∈ I = N6(1) \ {0} and

(λ p,ι,1+ · · ·+ λ p,ι,|µB6
( p)|)ι∈N∗ ∈Q.

When µB6
( p) is positive, as a convention, we will always take

λ p = (λ p,ι,1+ · · ·+ λ p,ι,|µB6
( p)|)ι∈N∗ ∈Q

to be the trivial partition λ p = (κ ′′p(γ ), 0, . . . ) and we will only have to perform a sum over all possible
partitions (in the usual sense) of κ ′′p(γ ) of length µB6

( p).
For all χ , we apply Lemma 5.14 to the G-equivariant piecewise isomorphism between

Homχ (A2 \ {0}, A6(1))∗

and

G×Symχ

/k(P
1
k)≃ Symχ

/G(P1
G)

from Identification 5.13 on page 937. In particular, in

K0VarHomχ (A2
k\{0},A6(1)

k )∗ ≃ K0VarSymχ
/G(P1

G)

we identify the class of the space of unitary χ -equivariant morphisms with the one of

Symχ

/G(P1
{1G })≃ Symχ

/k(P
1
k).

Recall that this induces a piecewise identification between Homχ (A2 \{0}, T6) and Symχ

P1
G/G

(1A(B6)P
1
G).

These piecewise isomorphisms commute with addition of cycles (the 8γ of (5.5.12) on page 940) and
multiplication of the corresponding polynomials (the 8

χ

χ ′ of Definition 5.18 on page 939). Putting all this
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together, we get
[Homχ (A2

k \ {0}, T6)]
=

∑
ϖ partition of χ

γ=(nq, p)
κ(γ )=ϖ

Symκ ′(γ )

P1
G/G

(P1
G)∗×γ Symκ ′′(γ )

/G (µB6
[P1
{1G }])∗

=
∑

ϖ partition of χ
γ=(nq, p)
κ(γ )=ϖ

∑
((λ p,ι)ι∈N∗ )∈Q×{ p∈I |µB6

( p)<0}∑
ι λ p,ι=κ ′′p(γ )

λ p,ι,1+···+λ p,ι,|µB6
( p)|=λ p,ι

(−1)

∑
p∈I, µB6

( p)<0 |{ι∈N∗|λ p,ι>0}|
Symκ ′(γ )

/G (P1
G)∗

×γ

(∏
p∈I

∏
ι⩾1

Sym
λ p,ι,1,...,λ p,ι,|µB6

( p)|
/G (P1

{1G })
)
∗

(5.5.13)

in K0VarHomχ (A2
k\{0},A6(1)

k )∗ ≃ K0VarSymχ
/G(P1

G), with structure morphisms given by the 8γ , seen as restric-
tions of the 8

χ

χ ′ .

Example 5.23. If V = Pn
k , then B6 = {(1, . . . , 1)} = {1} and

µB6
(0)= 1,

µB6
(1)=−1,

µB6
(n)= 0 whenever n /∈ {0, 1},

so in this case (5.5.13) is the sum over all γ = ((nq,0), (nq,1), n0,1) ∈ N(I )×N(I )×N and all possible
partitions λ ∈Q of the number κ ′′(γ )1 = n0,1+

∑
q∈I nq,1 of the class

(−1)|{ι∈N∗|λι>0}| Symκ ′(γ )

/G (P1
G)∗×γ Symλ

/G(P1
{1G })∗,

the overlap partition being κ(γ )= (nq,0)+ (nq−1,1). The relation one obtains corresponds to the removal
of certain spaces of common divisors of the coordinates of the morphisms.

Example 5.24. Let V be the blow-up in one point of P2
k . Let L1, L2 and L3 be strict transforms of three

distinct lines such that the intersection of L1 and L3 is the point we blew up and the third one does not
contain it. Let E = L0 be the exceptional line. Since L2 ∩ L0 =∅ and L1 ∩ L3 =∅ are the only empty
possible intersections between two of these four divisors, the minimal elements of B6 are (1, 0, 1, 0) and
(0, 1, 0, 1). Then one checks that

µB6
(0)= 1, µB6

((1, 0, 1, 0))= µB6
((0, 1, 0, 1))=−1,

µB6
(1)= 1, µB6

(n)= 0 otherwise,
and hence ∑

n∈{0,1}4
µB6

(n)tn = 1− (t0t2+ t1t3)+ t0t1t2t3.

Since |µB6
(n)|⩽ 1 for all n, the sets of partitions of the λ p,ι are trivial in (5.5.13). The product over I

becomes ((∏
ι⩾1

(
Symλ(1,0,1,0),ι

/G (P1
{1G })×Symλ(0,1,0,1),ι

/G (P1
{1G })

))
×Sym

κ ′′(1,1,1,1)(γ )

/G (P1
{1G })

)
∗
.
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In general, the combinatorics involved in our computation quickly become complicated, as the following
second example shows. In particular, |µB6

| can take values different from 0 or 1.

Example 5.25. Let V be the blow-up of P2
k in three general points p1, p2 and p3. This case (for which

n + r = 6) was already considered in the arithmetic setting in an unpublished work of Peyre from
1993 [50].

Let L1, L2 and L3 be the exceptional lines in V lying above the three general points, respectively p1,
p2 and p3, and let L4, L5 and L6 be the strict transforms of the lines (p2, p3), (p1, p3) and (p1, p2).

Then µB6
can be more easily computed by considering the so-called graph G of nonintersection of

these six exceptional lines, whose vertices are labelled by the L i ’s, i ∈ {1, . . . , 6} =6(1), and edges are
(L1, L2), (L2, L3), (L3, L1), (L4, L5), (L5, L6), (L6, L4) and (L1, L4), (L2, L5), (L3, L6).

Indeed, the set B6 can be identified with the set of induced subgraphs of G by sending n ∈ B6 to the
subgraph of G induced by {L i | ni = 1}. Actually it is enough to compute the values of µB6

for connected
ones, µB6

being multiplicative for pairs of elements having disjoint supports. For the convenience of
the reader, we include an exhaustive list of these connected subgraphs (for |n| ⩾ 2), together with the
corresponding values of µB6

, in Figure 1. In the end, the polynomial PB6
(t) equals∑

n∈{0,1}6
µB6

(n)tn = 1− (t1t2+ t2t3+ t3t1+ t4t5+ t5t6+ t6t4+ t1t4+ t2t5+ t3t6)

+ 2(t1t2t3+ t4t5t6)

+ (t2t4t5+ t1t4t2+ t1t3t4+ t3t4t6+ t2t3t5+ t3t5t6)

+ (t1t4t5+ t1t2t5+ t1t3t6+ t1t4t6+ t2t3t6+ t2t5t6)

− (t1t2t4t5+ t1t3t4t6+ t2t3t5t6)

− (t1t2t3t6+ t3t4t5t6+ t1t2t3t4+ t1t4t5t6+ t1t2t3t5+ t2t4t5t6)

+ t1t2t3t4t5t6.

In particular, the monomials t1t2t3 and t4t5t6 contribute twice (with a positive coefficient); hence we have
to sum over partitions of κ ′′(1,1,1,0,0,0)(γ ) and κ ′′(0,0,0,1,1,1)(γ ) of length 2.

Taking symmetric products, one gets this sort of exclusion-inclusion relation (5.5.13) between our
class of interest, [Homχ (A2

k \ {0}, T6)], and classes of subspaces of Homχ (A2
k \ {0}, A6

k) consisting of
equivariant morphisms which may take values in some intersection of hyperplanes that is not allowed.

5.5.4. Detwisting. In what follows µ is any partition of χ − χ ′ whose support is contained in B6 .
We identify Symµ

/k(P
1
k)∗ with the space of unitary (χ−χ ′)-equivariant morphisms whose zeros have

multiplicities prescribed by µ. We are going to use the subscript notation

( · · · )W̃

for the preimages of Homχ (A2
k \ {0}, A

6(1)
k | W̃ ) by the 8

χ

χ ′ , as well as the concise notation

Sµ

|̂S | ∗ and Hχ

respectively for Symµ
/k(P

1
k \ |S |)∗ and Homχ, when necessary.
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Figure 1. Values of µB6

for the blow-up of P2
k in three general points.
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Let

(Homχ ′(A2
k \ {0}, A

6(1)
k )∗×Symµ

/k(P
1
k)∗)W̃ = (Homχ ′(A2

k \ {0}, A
6(1)
k )∗×Symµ

/k(P
1
k \ |S |)∗)W̃

= (Hχ ′(A2
k \ {0}, A

6(1)
k )∗×Sµ

|̂S | ∗)W̃

be the preimage of Homχ (A2
k \ {0}, A

6(1)
k | W̃ )∗ by

8χ
µ : Homχ ′(A2

k \ {0}, A
6(1)
k )∗×Symµ

/k(P
1
k)∗

8
χ
χ ′−→ Homχ (A2

k \ {0}, A
6(1)
k )∗,

where the first equality comes from the fact that one cannot add common zeros above S since W̃ is a
constructible subset of Hom(S , T6). The projection onto the second factor endows it with the structure
of a Symµ

/k(P
1
k)∗-variety. We are going to compare its class with the one of

Homχ ′(A2
k \ {0}, A

6(1)
k | W̃ )∗×Symµ

/k(P
1
k \ |S |)∗.

The relation between all the spaces involved is summarised by the following commutative diagram:

(Hχ ′(A2
k\{0},A

6(1)
k )∗×Sµ

|̂S |∗)W̃ Hχ (A2
k\{0},A

6(1)
k | W̃ )∗

Hχ ′(A2
k\{0},A

6(1)
k )∗×Sµ

|̂S |∗ Hχ (A2
k\{0},A

6(1)
k )∗

(Hom(S ,A
6(1)
k )×Sµ

|̂S |∗)W̃ W̃

Hom(S ,A
6(1)
k )×Sµ

|̂S |∗ Hom(S ,A
6(1)
k )

8
χ
µ

(resS ,pr2)

resS
8

χ
µ

(resS ,pr2)
(ϕ,D)7→ϕD

(ϕ,D)7→ϕD

For any point D ∈ Symµ
/k(P

1
k \ |S |)∗, the preimage of Homχ (A2

k \ {0}, A
6(1)
k | W̃ )∗ by 8

χ

D is the
subspace

Homχ ′(A2
κ(D) \ {0}, A

6(1)
κ(D) | D−1W̃ )∗

of χ ′-equivariant morphisms whose reduction modulo S lies in D−1W̃ . Moreover, when χ ′ ⩾ ℓ(S ), this
preimage is isomorphic to

Homχ ′(A2
κ(D) \ {0}, A

6(1)
κ(D) | W̃ )∗,

the isomorphism being explicitly given in Lemma 5.11: it sends an element of Euclidean decomposition
modulo ϖ

(qα, D−1
α wα)α∈6(1),

with (wα) ∈ W̃, to

(qα, wα)α∈6(1).

Now we can prove the following version of the motivic Möbius inversion.
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Proposition 5.26. For all χ ∈ N6(1), we have[
Homχ (A2

k \ {0}, T6 | W̃ )∗
]=∑

χ ′, µ

[
Homχ ′(A2

k \ {0}, A
6(1)
k | W̃ )∗

]
Symµ

P1
k
(µB6

· [P1
k \ |S |])∗+ Eχ

in K0Vark , with the error term Eχ of bounded dimension

dimk(Eχ )⩽− min
α∈6(1)

(χα)+ |χ | + (1− |6(1)|)(ℓ(S )− 1)+ dim(W̃ ).

Proof. First, note that the class Symµ

P1
k
(µB6

· [P1
k \ |S |])∗ is zero if the support of µ is not contained

in B6 . Then, using the decomposition (5.5.13) on page 944 of the motivic Möbius inversion we made
explicit in the previous pages (starting from on page 940 concerning the notation), and pulling it back to
Homχ (A2

k \ {0}, A
6(1)
k | W̃ )∗, we get that [Homχ (A2

k \ {0}, T6 | W̃ )∗] is a linear combination with integer
coefficients of restrictions of the 8γ . More explicitly,

[Homχ (A2
k \ {0}, T6 | W̃ )∗]

=
∑

ϖ partition of χ
γ=(nq, p)
κ(γ )=ϖ

(
Symκ ′(γ )

/G (P1
G)∗×γ Symκ ′′(γ )

P1
G/G

(µB6
[P1
{1G }])∗

)
W̃

=
∑

ϖ partition of χ
γ=(nq, p)
κ(γ )=ϖ

∑
((λ p,ι)ι∈N∗ )∈Q×{ p∈I |µB6

( p)<0}∑
ι λ p,ι=κ ′′p(γ )

λ p,ι,1+···+λ p,ι,|µB6
( p)|=λ p,ι

(−1)

∑
p∈I, µB6

( p)<0 |{ι∈N|λ p,ι>0}|

×
(

Symκ ′(γ )

/G (P1
G)∗×γ

(∏
p∈I

∏
ι⩾1

Sym
λ p,ι,1,...,λ p,ι,|µB6

( p)|
/G (P1

{1G })
)
∗

)
W̃︸ ︷︷ ︸

=
(

Symκ′(γ )

/G (P1
G)∗×γ

(∏
p∈I

∏
ι⩾1 Sym

λ p,ι,1,...,λ p,ι,|µB6
( p)|

/G (P1
{1G }\|S |)

)
∗
)

W̃

. (5.5.14)

For every γ appearing in the first sum, we apply Identification 5.13 to the factors of the locally closed
subsets (

Symκ ′(γ )

/G (P1
G)∗×γ

(∏
p∈I

∏
ι⩾1

Sym
λ p,ι,1,...,λ p,ι,|µB6

( p)|
/G (P1

{1G } \ |S |)
)
∗

)
W̃

of

(Symκ ′(γ )

/G (P1
G)∗×Symκ ′′(γ )

P1
G/G

(P1
{1G })∗)W̃ .

In particular, it is sufficient to approximate the class of(
Homχ ′(A2

k \ {0}, A
6(1)
k )∗×Symκ ′′(γ )

/k (P1
k \ |S |)∗

)
W̃

8
χ

κ′′(γ )−−−→ Homχ (A2
k \ {0}, A

6(1)
k | W̃ )∗ (5.5.15)

whenever κ ′(γ ) is a partition of χ ′, since all the other classes involved are obtained from this one by pull-
back and restriction. Moreover, since we are going to perform a motivic sum over Homχ(A2\{0},A6(1)|W̃ )∗,
we can view (5.5.15) as a variety above Symκ ′′(γ )

/k (P1
k \ |S |)∗ and then take the motivic sum, using the
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commutativity of the following diagram:(
Homχ ′(A2

k \ {0}, A
6(1)
k )∗×Symκ ′′(γ )

/k (P1
k \ |S |)∗

)
W̃ Symκ ′′(γ )

/k (P1
k \ |S |)∗

Homχ (A2
k \ {0}, A

6(1)
k | W̃ )∗ Spec(k)

pr1

8
χ

κ′′(γ )

By [5, Lemma 2.5.5] it is enough to argue fibre by fibre, so that the previous diagram becomes

Homχ ′(A2
κ(D) \ {0}, A

6(1)
κ(D) | D

−1
W̃ )∗ Spec(κ(D))

Homχ (A2
k \ {0}, A

6(1)
k )∗⊗k κ(D) Spec(k)

8
χ
D

and our argument will be entirely compatible with restrictions to constructible subsets of Symκ ′′(γ )

/k (P1
k\|S |)∗

such as
∏

p∈I
∏

ι⩾1 Symλ p,ι,1,...,λ p,ι,|µB6
( p)|

/G (P1
{1G } \ |S |).

We can apply the second part of Lemma 5.11 on page 936 only when χ ′ ⩾ ℓ(S )− 1, which in that
case gives

Homχ ′(A2
κ(D) \ {0}, A

6(1)
κ(D) | D

−1
W̃ )∗

τD
−→∼ Homχ ′(A2

k \ {0}, A
6(1)
k | W̃ )∗⊗ κ(D)

as κ(D)-schemes. In general, we consider the error term

Eχ ′
µ =

[(
Homχ ′(A2

k \ {0}, A
6(1)
k )∗×Symκ ′′(γ )

/k (P1
k \ |S |)∗

)
W̃

]
− [

Homχ ′(A2
k \ {0}, A

6(1)
k | W̃ )∗×Symκ ′′(γ )

/k (P1
k \ |S |)∗

] ∈ K0Var
Symκ′′(γ )

P1
k

(P1
k\|S |)∗

,

as well as its restrictions

Eγ

λ =
[(

Symκ ′(γ )

/G (P1
G)∗×γ

(∏
p∈I

∏
ι⩾1

Sym
λ p,ι,1,...,λ p,ι,|µB6

( p)|
/G (P1

{1G } \ |S |)
)
∗

)
W̃

]

−
[
(Symκ ′(γ )

/G (P1
G)∗)W̃ ×γ

(∏
p∈I

∏
ι⩾1

Sym
λ p,ι,1,...,λ p,ι,|µB6

( p)|
/G (P1

{1G } \ |S |)
)
∗

]
for every (λ p) = ((λ p,ι)ι∈N∗) ∈ Q× I such that

∑
ι λ p,ι = κ ′′p(γ ) and λ p,ι,1 + · · · + λ p,ι,|µB6

( p)| = λ p,ι

(still with the convention that we only consider the trivial partition of κ ′′p(γ ) if µB6
( p) > 0). The previous

argument shows that Eχ ′
µ = 0 if χ ′ ⩾ ℓ(S )− 1. By (5.5.11) of Lemma 5.11, the relative dimension

of Eχ ′
µ (hence also of Eγ

λ ) is bounded by

dim(W̃ )+
∑

α∈6(1)

max(0, χ ′α − ℓ(S )+ 1)

and if χ ′ ⩾̸ ℓ(S )− 1, then there is at least one term of this sum which is equal to zero. Hence under this
assumption it is bounded by

− min
α∈6(1)

(χ ′α)+ ℓ(S )− 1+ |χ ′| + |6(1)|(1− ℓ(S ))+ dim(W̃ ). (5.5.16)
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Now we bound the total dimension of Eχ ′
µ , that is to say,

dimk(Eχ ′
µ )= dimSymµ

P1
k
(P1

k\|S |)∗(Eχ ′
µ )+ dimk(Symµ

P1
k
(P1

k \ |S |)∗).

Since in practice we work with the family µB6
[P1

k], remembering that µB6
(n) = 0 if n /∈ B6 , we can

assume that µ is a partition of the form

µ= (δJ )J∈B6
∈ NB6 .

Let ϕ(δ) ∈ N6(1) ⊂ X∗(G6(1)
m ) be the cocharacter whose α-coordinate is

ϕ(δ)α =
∑
J∋α

δJ .

Then, by (5.5.16) Eχ ′
µ has dimension over k bounded by

− min
α∈6(1)

(χ ′α)+ ℓ(S )− 1+ |χ ′| + |6(1)|(1− ℓ(S ))+ dim(W̃ )+ |δ|
= − min

α∈6(1)
(χα −ϕ(δ)α)+ |χ | − |ϕ(δ)| + |δ| + (|6(1)| − 1)(1− ℓ(S ))+ dim(W̃ )

⩽− min
α∈6(1)

(χα)+ |χ | + (|6(1)| − 1)(1− ℓ(S ))+ dim(W̃ ),

where the first equality is given by

χ = χ ′+ϕ(δ)

and the last inequality comes from the expression

|ϕ(δ)| =
∑

J∈B6

|J |δJ

together with the fact that |J |⩾ 2 for all J ∈ B6; hence

− min
α∈6(1)

(χα −ϕ(δ)α)− |ϕ(δ)|⩽− min
α∈6(1)

(χα)+ max
α∈6(1)

(ϕ(δ)α)− |ϕ(δ)|⩽− min
α∈6(1)

(χα)

and the proposition is finally proved for Eχ =∑
γ,λ Eγ

λ by replacing every(
Symκ ′(γ )

/G (P1
G)∗×γ

(∏
p∈I

∏
ι⩾1

Sym
λ p,ι,1,...,λ p,ι,|µB6

( p)|
/G (P1

{1G } \ |S |)
)
∗

)
W̃

with

(Symκ ′(γ )

/G (P1
G)∗)W̃ ×γ

(∏
p∈I

∏
ι⩾1

Sym
λ p,ι,1,...,λ p,ι,|µB6

( p)|
/G (P1

{1G } \ |S |)
)
∗

in (5.5.14) on page 948. □

Final computation. Let

EW (t)=
∑

χ∈N6(1)

Eχ tχ .
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The previous proposition can be rewritten as∑
d∈N6(1)

[Homd(A2
k \{0}, T6 | W̃ )∗]td=

( ∏
p/∈S

PB6
(t)

)
×

( ∑
d∈N6(1)

[Homd(A2
k \{0}, A

6(1)
k | W̃ )∗] td

)
+EW (t)

in K0Vark[[t]]. We define µ
|S |
6 (e), e ∈ N6(1), to be the coefficients of the motivic Euler product∏

p/∈|S |
PB6

(t).

By the definition of W̃, together with Proposition 5.3 and the equivalent description of the functor
S⇝ Homχ

S (A2
S \ {0}, T6,S)

∗ we gave, we have the relation

(Lk − 1)r [Homd
k (P1

k, V6 |W )U ] = [Homd
k (A2 \ {0}, T6 | W̃ )∗]

as soon as d ∈ Eff(V )∨Z , and by Lemma 5.11

[Homd
k (A2 \ {0}, A6(1) | W̃ )∗] = [W̃ ](L− 1)|6(1)| ∏

α∈6(1)

[Pdα−ℓ(S )
k ]

whenever d ⩾ ℓ(S ). Thus we decompose the following series into two parts:∑
d∈N6(1)

[Homd(A2
k \ {0}, A

6(1)
k | W̃ )] td = [W̃ ](L− 1)|6(1)| ∏

α∈6(1)

tℓ(S )
α ZKapr

P1
k

(tα)+ HW (t),

where
HW (t)=

∑
d∈N6(1)

d⩾̸ℓ(S )

[Homd(A2
k \ {0}, A

6(1)
k | W̃ )∗] td .

Then, we use again the decomposition (5.4.9) given on page 931∏
α∈6(1)

ZKapr
P1

k
(tα)=

∑
A⊂6(1)

(−L)|6(1)|−|A|

(1− L)|6(1)| Z A(t)

of this product of Kapranov zeta functions, where for any A ⊂6(1)

Z A(t)=
∏
α∈A

(1− tα)−1
∏
α/∈A

(1− L tα)−1.

By identification, the coefficient of order d of

tℓ(S )Z A(t)×
∏

p/∈|S |
PB6

(t)

is the sum
sA

d =
∑
e⩽d

µ
|S |
6 (e)L

∑
α/∈A dα−ℓ(S )−eα

whenever d ⩾ ℓ(S ), and zero otherwise.
If A =∅, then after dividing by L−|d| it becomes

sA
d L−|d| = L−|6(1)|ℓ(S )

∑
e⩽d

µ
|S |
6 (e)L−|e|



952 Loïs Faisant

which is, up to the factor L−|6(1)|ℓ(S ), the d-th partial sum of
∏

p/∈|S | PB6
(L−1). The corresponding error

term
L−|6(1)|ℓ(S )

∑
e⩽̸d

µ
|S |
6 (e)L−|e|

has virtual dimension at most
−|6(1)|ℓ(S )− 1

2 min
α∈6(1)

(dα + 1).

If A ̸=∅, then one gets instead

L−(|6(1)|−|A|)ℓ(S )
∑
e⩽d

µ
|S |
6 (e)L−|e|L|dA−eA|.

In that case, recalling that dim(µ6(e)L−|e|k )⩽− 1
2 |e| for all e ∈ N6(1), Lemma 2.21 on page 913 gives

dim
(∑

e⩽d

µ
|S |
6 (e)L−|e|L|dA−eA|

)
⩽−1

4 min
α∈A

(dα).

Now we consider the terms coming from HW . The coefficient of order d of

HW (t)×
∏

p/∈|S |
PB6

(t)

is
hd =

∑
e⩽d

d⩾̸ℓ(S )+e

µ
|S |
6 (e)

[
Homd−e(A2

k \ {0}, A
6(1)
k | W̃ )∗

]
.

Dividing by L|d|, we get

hdL−|d| =
∑
e⩽d

d⩾̸ℓ(S )+e

µ
|S |
6 (e)L−|e|

[
Homd−e(A2

k \ {0}, A
6(1)
k | W̃ )∗

]
L−|d−e|.

As for the coefficients of EW (t), we have the dimensional upper bound coming from (5.5.11) of
Lemma 5.11

dim
(
Homd ′(A2

k \ {0}, A
6(1)
k | W̃ )∗

)
⩽ dim(W̃ )+

∑
α∈6(1)

min(0, d ′α − ℓ(S )+ 1).

Given d ′ ∈ N6(1) such that d ′ ⩾̸ ℓ(S ), there exists at least one element α ∈6(1) such that dα < ℓ(S ),
that is to say, such that min(0, d ′α − ℓ(S )+ 1)= 0. Hence the sum∑

α∈6(1)

min(0, d ′α − ℓ(S )+ 1)

is bounded by
|d ′| + |6(1)|(1− ℓ(S ))− min

α∈6(1)
d ′α<|S |

(d ′α)+ ℓ(S )− 1

and the bound on dim
(
Homd ′(A2

k \ {0}, A
6(1)
k | W̃ )∗

)
becomes

dim
(
Homd ′(A2

k \{0}, A
6(1)
k | W̃ )∗

)
⩽dim(W̃ )+|d ′|+|6(1)|(1−ℓ(S ))− min

α∈6(1)
d ′α<|S |

(d ′α)+ℓ(S )−1 (5.5.17)
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for all d ′ ∈ N6(1) such that d ′ ⩾̸ ℓ(S ). Thus the dimension of[
Homd−e(A2

k \ {0}, A
6(1)
k | W̃ )

]
L−|d−e|

in the expression of hd above is bounded. We can be more precise and argue as we did in the proof of
Lemma 2.21. If 2e⩽ d then 2(d− e)⩾ d and

dim
(
µ
|S |
6 (e)L−|e|

[
Homd−e(A2

k \ {0}, A
6(1)
k | W̃ )∗

]
L−|d−e|)

is at most

−1
2 min

α∈6(1)
(dα)+ dim(W̃ )+ (1− ℓ(S ))(|6(1)| − 1),

while if 2e ⩽̸ d, we use the coarse upper bound deduced from (5.5.17)

dim
([

Homd−e(A2
k \ {0}, A

6(1)
k | W̃ )∗

]
L−|d−e|)⩽ dim(W̃ )+ (1− ℓ(S ))(|6(1)| − 1)

together with

dim(µ
|S |
6 (e)L−|e|)⩽−1

2 |e|<− 1
4 min

α∈6(1)
(dα).

Therefore, for any d we have

dim(hdL−|d|)⩽− 1
4 min

α∈6(1)
(dα)+ dim(W̃ )+ (1− ℓ(S ))(|6(1)| − 1).

Remember from Proposition 5.26 that the d-th term of EW (t) has dimension bounded by

− min
α∈6(1)

(dα)+ |χ | + (6(1)− 1)(1− ℓ(S ))+ dim(W̃ ).

Now we rewrite the motivic density of W̃ as

[W̃ ]L−|6(1)|ℓ(S ) = [W ] L−ℓ(S ) dim(V6)×[TNS,S ] L−rℓ(S ) = [W ]
Lℓ(S ) dim(V6)

∏
p∈|S |

(1− L−1
p )r .

Putting everything together, we get

[Homd
k (P1

k, V6 |W )U ] L−|d|

= (L− 1)−r
(

L|6(1)|[W̃ ]
∑

A⊂6(1)

(−L)−|A|sA
d L−|d|+ hdL−|d|+ edL−|d|

)

= Ldim(V6)

(1− L−1)r [W ] L−ℓ(S ) dim(V6)
∏

p∈|S |
(1− L−1

p )r
∏

p/∈|S |
PB6

(L−1)

+ an error term of dimension at most − 1
4 min

α∈6(1)
(dα)+ (1− ℓ(S ))(dim(V6)− 1)+ dim(W )

for all d ∈ Eff(V6)∨Z . This concludes the proof of Theorem 5.6. □

6. Twisted products of toric varieties

The goal of this section is to apply the notion of equidistribution of (rational) curves to the case of a
certain kind of twisted product. It provides a going-up theorem answering the following question in a
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particular setting: given a fibration, if a Batyrev–Manin–Peyre principle holds for the base and for the
fibres, does it hold for the entire fibration?

First, we recall the construction and geometric properties of such a twisted product, as is done in [17].
Then we study the moduli space of rational curves and apply the change of model Theorem 4.6 to this
context.

6.1. Generalities on twisted products. In this section we adapt the framework of [17] and [63] to the
study of rational curves. Concerning torsors, we will refer to [20].

In this paragraph S is a scheme, G is a linear flat group scheme over S, with connected fibres, and
g :B→ S a flat scheme over S. Recall that a G-torsor over B is a scheme T →B over B which is
faithfully flat and locally of finite presentation, endowed with a G-action τ : G×S T → T over B such
that the induced morphism

(τ, pr2) : G×S T → T ×B T

is an isomorphism. Moreover, in this article we will only consider torsors which are locally trivial for the
Zariski topology.

6.1.1. Twisted products and twisted invertible sheaves. Following [17, Section 2], let f : X→ S be a flat
(quasicompact and quasiseparated) S-scheme endowed with an action of G/S. Let T →B be a G-torsor lo-
cally trivial for the Zariski topology. We construct a fibration π :X =T ×G X→B locally isomorphic to X
over B in the following manner. Let (Ui )i∈I be a Zariski covering of B together with trivialisation φi :G×S

Ui→TUi . For all i, j ∈ I there exists a unique section gi j of G over Ui∩Uj such that φi = gi jφ j on Ui∩Uj .
This data provides a cocycle whose class in H 1(BZar, G) represents the isomorphism class of T as a G-
torsor. Then we set Xi = X×S Ui . The action of G/S on X/S induces an action of gi j over X×S (Ui∩Uj )

and the later yields an isomorphism ϕi j :X j |Ui∩Uj
≃Xi |Ui∩Uj . Gluing via the ϕi j defines π :X →B.

Up to a unique isomorphism, this construction does not depend on the choice of the open sets (Ui ).
There exists a functor ϑ from the category of G-linearised quasicoherent sheaves over X to the category

of quasicoherent sheaves over X [17, Construction 2.1.7] which is compatible with the standard operations
for sheaves (direct sum, tensor product, localisation). It sends a G-linearised quasicoherent sheaf over X
to its twisted version over X , the gluing isomorphisms being given by the ϕi, j . This functor induces a
map on the isomorphism classes. In particular, such a map sends �1

X/S to �1
X /B [17, Proposition 2.1.8].

If X = S then X =B and this functor ϑ is written ηT . It induces a group morphism X ∗(G)→ Pic(B),
also written ηT , sending χ to the (isomorphism class of the) line bundle on B obtained via the gluing
morphisms

(u, t) ∈ (Ui ∩Uj )×S A1
S 7→ (u, χ(gi j )t) ∈ (Uj ∩Ui )×S A1

S,

where (gi j ) ∈ H 1(BZar, G) is the cocycle defined above.
We define PicG(X) to be the group of isomorphism classes of G-linearised invertible sheaves on X . If

X/S and B/S are smooth, the canonical sheaf over X/S is endowed with a canonical G-linearisation and

ωX /S ≃ ϑ(ωX/S)⊗π∗ωB/S
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by [17, Proposition 2.1.8]. The forgetful functor ϖ induces a forgetful morphism

ϖ : PicG(X)→ Pic(X).

Let
ι : X ∗(G)→ PicG(X)

be the group morphism sending χ to the (isomorphism class of the) trivial bundle

X ×S A1
S,

together with the action of G given by

g · (x, t)= (g · x, χ(g)t)

for all (x, t) ∈ X ×S A1
S and g ∈ G.

Putting ι, ηT , ϑ and π∗ together, we get morphisms

X ∗(G)
(ι,−ηT )−−−−→ PicG(X)⊕Pic(B)

and
PicG(X)⊕Pic(B)

ϑ⊗π∗−−→ Pic(X ).

For every character χ , there is a canonical isomorphism of invertible sheaves on X

ϑ(ι(χ))≃ π∗ηT (χ) (6.1.18)

by [17, Proposition 2.1.11].

6.1.2. Twisted products over a field: an exact sequence. Assume that S is the spectrum of a field k, that
B is a smooth proper and geometrically integral variety over k and G is a multiplicative group. Then,
there is an exact sequence [20, (2.0.2), Theorem 1.5.1]

0→ H 1(k, G)→ H 1(B, G)→ Hom(X ∗(G), Pic(B))→ H 2(k, G)→ H 2(B, G).

Assume moreover that B admits an open subset U such that Pic(U ) = 0. Then by [20, Remark 2.2.7,
Proposition 2.2.8], in the previous exact sequence H 2(k, G)→ H 2(B, G) is injective and the resulting
short exact sequence

0→ H 1(k, G)→ H 1(B, G)→ Hom(X ∗(G), Pic(B))→ 0 (6.1.19)

splits. It is the case if the base B has a k-rational point, the splitting being given by the evaluation map
H 1(B, G)→ H 1(k, G) at this point.

6.1.3. H90 multiplicative groups. We again take S to be the spectrum of a field k and G is a linear
connected group over k.

Definition 6.1. We will say that G is an H90 multiplicative algebraic group if

• H 1(k, G) is trivial;

• G is multiplicative and solvable over k.



956 Loïs Faisant

If G acts on a projective k-variety V, we will always assume that every line bundle on V admits a
G-linearisation.

Example 6.2. If k has cohomological dimension at most 1 and G is a linear connected group which is
solvable over k, then by [61, Théorème 1′] the first cohomology group H 1(k, G) is trivial.

Example 6.3. If V is a split smooth toric variety and G is its torus, then G is an H90 multiplicative
algebraic group, by Hilbert 90.

6.2. Twisted models of X over P1
k. From now on we assume that X is Fano-like, that G is H90 multiplica-

tive and acts on X , and that B(k) is Zariski dense in B. Moreover, we assume that the Picard groups of B

and X coincide respectively with their geometric Picard group: Pic(B)≃ Pic(B) and Pic(X)≃ Pic(X).
Then the sequence

0−→ X ∗(G)
(ι,−ηT )−−−−→ PicG(X)⊕Pic(B)

ϑ⊗π∗−−→ Pic(X )−→ 0 (6.2.20)

is exact by [17, Théorème 2.2.4]. As a corollary, we get exact sequences

0−→ X ∗(G)
ι−→ PicG(X)

ϖ−→ Pic(X)−→ 0

(by taking B = Spec(k) in (6.2.20)) and

0−→ Pic(B)
π∗−→ Pic(X )

ϖ̃−→ Pic(X)−→ 0. (6.2.21)

The map ϖ̃ : Pic(X )→ Pic(X) above is the map sending the class of a line bundle of the form

ϑ(L)⊗π∗(L ),

with L a line bundle on B and L a G-linearised line bundle on X , to the one of ϖ(L).

6.2.1. Pulling-back. Let f :P1
k→B be a rational curve on B. It induces a morphism deg f : Pic(B)→

Pic(P1
k) ≃ Z. Since in our situation we assume G to be an H90 multiplicative group, type and class

coincide by (6.1.19), so that ηT and the type α ∈ Hom(X ∗(G), Pic(B)) of the G-torsor T → B can
be identified (we refer the interested reader to [20, Section 2] for the precise definition of type). The
pulling-back operation

T f T

P1
k B

⌜

f

induces a G-torsor T f whose type (or class) is given by (deg f ) ◦α ∈ X∗(G), together with functors on
quasicoherent sheaves ϑ f = f ∗X ◦ϑ and ηT f = f ∗ ◦ ηT .
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Then, remark that the pull-back

X f X

P1
k B

fX

⌜

f

only depends on the multidegree of f since it is exactly the twisted product obtained by starting from the
G-torsor T f → P1

k of class f ∗ ◦ ηT = deg( f ) ◦α.
In order to compare degrees of line bundles on models of X above P1

k coming from different f of
the same multidegree δB, we need to find canonical isomorphisms between the Picard groups of these
different models. So we take f and f ′ to be two rational curves P1→B of equal multidegree δB. They
induce pull-backs T f , T f ′ and X f , X f ′ . Since T f and T f ′ have equal types and classes, X f and X f ′

are isomorphic as G-varieties. We get a commutative diagram of exact sequences

0 X ∗(G) PicG(X)⊕Pic(B) Pic(X ) 0

0 X ∗(G) PicG(X)⊕Pic(P1
k) Pic(X f ) 0

0 X ∗(G) PicG(X)⊕Pic(P1
k) Pic(X f ′) 0

(ι,−ηT )

(id,δB)

ϑ⊗π∗

f ∗X

(ι,−ηT f ) ϑ f⊗π∗f
≃∃!

(ι,−ηT f ′ ) ϑ f ′⊗π∗f ′

f ′X
∗

providing a canonical isomorphism Pic(X f )≃ Pic(X f ′).

6.2.2. Multidegrees of sections of X f → P1
k . Assume now that f : P1

k →B comes from a morphism
g : P1

k→X , that is to say, f = π ◦ g. Then we obtain the Cartesian square

X f X

P1
k B

fX

π f
⌜

πgσ

f

in which g induces a unique section σ : P1
k→X f such that g = fX ◦σ . We deduce from this square the

relations on degree maps

deg(g)= deg(σ ) ◦ f ∗X ,

deg( f )= deg(g) ◦π∗ = deg(σ ) ◦ f ∗X ◦π∗,
idPic(P1

k)
= deg(σ ) ◦π∗f .

Setting 6.4. Let L1, . . . , LrX be a family of line bundles on X whose classes form a Z-basis of Pic(X).
We fix a section s : Pic(X)→ PicG(X) by choosing a G-linearisation on each L i .
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From (6.2.20) and (6.2.21) one deduces the commutative diagram of exact sequences

0 Pic(B) Pic(X ) PicG(X)/ι(X ∗(G))≃ Pic(X) 0

0 Pic(P1
k) Pic(X f ) PicG(X)/ι(X ∗(G))≃ Pic(X) 0

π∗

deg( f )

ϖ̃

f ∗X
π∗f ϖ̃ f

where the arrow ϖ̃ f : Pic(X f )→ Pic(X)≃ Z is obtained from ϖ̃ by replacing ϑ by ϑ f and π by π f .
Furthermore deg(σ ) : Pic(X f )→ Pic(P1

k) induces by composition with s : Pic(X)→ PicG(X) and
ϑ f : PicG(X)→ Pic(X f ) a multidegree

δX (σ ) : Pic(X)→ Pic(P1
k)≃ Z

sending the class of a line bundle L on X to

deg(σ ) · (ϑ f ◦ s)([L])= deg(g) · (ϑ ◦ s)([L]).

If σ ′ is another section obtained in this way, that is to say, from another g′ and another f ′ such that
π ◦ g′ = f ′ and deg(g) = deg(g′), then deg( f ) = deg( f ′) = δB, and X f ≃ X f ′ . The following
commutative diagram summarises the situation and shows that δX (σ )= δX (σ ′)= deg(g) ◦ϑ ◦ s, which
is an element of Pic(X)∨ and will be denoted by δX (g):

s

0 Pic(B) Pic(X ) Pic(X) 0

0 Pic(P1
k) Pic(X f ) Pic(X) 0

0 Pic(P1
k) Pic(X f ′) Pic(X) 0

π∗

δB
deg(g)

f ∗X

ϑ◦s

υ f ◦s
π∗f

≃deg(σ )

π∗f ′

deg(σ ′)

f ′X
∗

By duality, from (6.2.20) we get an exact sequence

0−→ Pic(X )∨ (ϑ∨,π∗)−−−−→ PicG(X)∨⊕Pic(B)∨ −→ X∗(G)−→ 0,

which allows us to decompose a multidegree on X .

Lemma 6.5. Let deg(g)= (δG
X (g), δB(g)) viewed in PicG(X)∨⊕Pic(B)∨. Then the morphism

[L] ∈ PicG(X) 7−→ δG
X (g) · [L] − δX (g) · [ϖ(L)] ∈ Pic(P1

k)≃ Z

defines a cocharacter of G given by

χ ∈ X ∗(G) 7→ δB(g) · (ηT ◦ ι)(χ).
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Proof. We use again our favourite exact sequences to get the diagram

0 0

X ∗(G) X ∗(G)

PicG(X)⊕Pic(B) PicG(X)

0 Pic(B) Pic(X ) Pic(X) 0

0 Pic(P1
k) 0 0

(ι,−ηT ) ι

ϑ⊗π∗ ϑ
ϖ

π∗

δB(g)
deg(g)

s

δG
X (g)

δX (g)

from which one reads δX (g)= δG
X (g) ◦ s and δG

X (g)= deg(g) ◦ϑ .
Let L be a G-linearised line bundle on X . Since s is a section of ϖ , there exists a unique character

χ ∈ X ∗(G) such that
[L] = (s ◦ϖ)([L])+ ι(χ)

in PicG(X). Taking intersection degrees, we get

δG
X (g) · [L] = δG

X (g) · (s ◦ϖ)([L])+ δG
X (g) · ι(χ)

= δX (g) · ϖ([L])+deg(g) · (ϑ ◦ ι(χ))

= δX (g) · ϖ([L])+deg(g) · (π∗ ◦ ηT (χ)) (by (6.1.18) on page 955)

= δX (g) · ϖ([L])+ δB(g) · ηT (χ).

Hence
(δG

X (g) · ϑ − δX (g) · ϖ) : [L] 7−→ δB · ηT ([L] − s ◦ϖ [L])
lies in X∗(G). □

We reformulate these remarks in terms of moduli spaces of rational curves in the following section.

6.3. Moduli spaces of morphisms and sections. In what follows U is a dense open subset of B, U is a
dense open subset of X which is stable under the action of G, and Ũ is the intersection of the preimage
of U with T ×G U in X .

Let k ′ be an extension of k and f :P1
k′→Bk′ be a k ′-morphism given by a k ′-point x of Hom(P1

k, B)U .
As before, the morphism f defines pull-backs T f =T × f P1

k′ and X f =P1
k′× f Xk′ over P1

k′ . We fix once
and for all a representative TδB of the isomorphism class of T f , whenever δB = deg( f ) : Pic(Bk′)→
Pic(P1

k′), as well as a corresponding twisted product XδB . We have canonical isomorphisms TδB ≃ T f ,
XδB ≃X f and Pic(XδB)≃ Pic(X f ).
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Lemma 6.6. The schematic fibre Mx of

π∗ : Hom(P1
k, X )Ũ → Hom(P1

k, B)U

over the k ′-point x corresponding to f is canonically isomorphic to

HomP1
k′
(P1

k′, X f )U ≃ HomP1
k′
(P1

k′, XδB)U .

Proof. On the one hand, if we consider T -points of Mk′ , where T is a scheme over k ′, we get T -morphisms
g : T ×k′ P

1
k′→ T ×k′ Xk′ and the following commutative diagram:

XT ×BT P1
T XT

P1
T BT

prXT

pr
P1

T
⌜

πTg
(idT× f )

The product XT ×BT P1
T is the extension of scalars of X f to T, and the previous square is

T ×k′ X f T ×k′ Xk′

T ×k′ P
1
k′ T ×k′ Bk′

pr
P1

T
⌜

(id×πk′ )g∃!
(idT× f )

(6.3.22)

giving the existence of a unique T -section σ : P1
T → T ×k′ X f . On the other hand, such a T -section

defines a unique T -morphism g : P1
T → T ×Xk′ making the bottom right triangle commutative, that is, a

unique T -point of Mk′ . Thus the schematic fibre of π∗ at the k ′-point x corresponding to f : P1
k′→Bk′

is canonically isomorphic to HomP1
k′
(P1

k′, X f ) as a k ′-scheme. □

In particular, the previous argument shows that for every k ′-scheme T there is a map of sets

6δ(T ) : Homδ
k(P

1
k, X )(T )→ HomδG

X ◦s
P1

k
(P1

k, XδB)(T )

sending a T -point g : P1
T →X ×k T of multidegree δ ∈ Pic(X )∨ to the unique T -point σ of

HomP1
k
(P1

k, X f )≃ HomP1
k
(P1

k, XδB)

given by the dashed arrow in (6.3.22). Note that this construction is functorial in T, leading to a morphism
of schemes

6δ : Homδ
k(P

1
k, X )→ HomδG

X ◦s
P1

k
(P1

k, XδB).

From Proposition 1.30 on page 901 we deduce:

Proposition 6.7. Let s : Pic(X)→ PicG(X) be a section of the forgetful morphism ϖ . Then for any class
δ = (δG

X , δB) we have

[HomδX
k (P1

k, X )Ũ ] = [HomδB
k (P1

k, B)U ][HomδG
X ◦s

P1
k

(P1
k, XδB)U ]

in K0Vark .
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6.4. Asymptotic behaviour. We assume that the motivic constants τP1
k
(X) and τP1

k
(B) are well-defined

in M̂k = M̂
w

k or M̂k = M̂
dim

k .

Lemma 6.8. The symbol τP1
k
(X ) is well-defined and one has

τP1
k
(X )= τP1

k
(X)τP1

k
(B)

in M̂k .

Proof. As abstract series, the equality τP1
k
(X ) = τP1

k
(X)τP1

k
(B) is a consequence of the multiplicative

property of the motivic Euler product given by Proposition 2.12. Indeed, by local triviality of the fibration,
one has the relation [X ×k P1

k] = [X ×k P1
k][B×k P1

k] in MP1
k
. Since τP1

k
(X) and τP1

k
(B) both converge

in M̂k , so does τP1
k
(X ). □

Theorem 6.9. Let X and B be two Fano-like varieties6 defined over the base field k. Assume that G is an
H90-multiplicative group7 acting on X and that every line bundle on X admits a G-linearisation. Let U
and U be dense open subsets respectively of X and B, with U stable under the action of G.

Let T be a G-torsor over B and
X = T ×G X

the twisted product8 of X and T over B. Let Ũ be the intersection of the preimage of U with T ×G U
in X .

Assume that the motivic Batyrev–Manin–Peyre principle for rational curves9 holds both for X and B

for curves generically intersecting U and U respectively, which means that

[HomδX
k (P1

k, X)U ] L−δX ·ω−1
X → τ(X),

[HomδB
k (P1

k, B)U ] L−δB ·ω−1
B → τ(B)

when d(δX , ∂ Eff(X)∨) and d(δB, ∂ Eff(B)∨) both tend to infinity, in M̂k = M̂
w

k or M̂
dim

k .
Assume furthermore that equidistribution of rational curves10 holds for X.
Then for δ ∈ Eff(X )∨Z the normalised class

[Homδ
k(P

1
k, X )Ũ ] L−δ ·ω−1

X

tends to the nonzero effective element

τ(X )= τ(X)τ (B) ∈ M̂k

when the distance d(δ, ∂ Eff(X )∨) goes to infinity.

Together with Theorem 5.6, we get the following.

6See Definition 1 on page 885.
7See Definition 6.1 on page 955. For example, take G to be a split torus.
8See Section 6.1 on page 954.
9See Question 1 on page 887, and more generally Question 2 on page 917.
10See Definition 4.3 on page 921.
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Corollary 6.10. Let X be a smooth projective split toric variety with open orbit U ≃ Gn
m and T →B

a Gn
m-torsor above a Fano-like variety B. Assume that the Batyrev–Manin–Peyre principle holds for

rational curves on B. Then it holds as well for rational curves on the twisted product X = T ×G X.

Proof of Theorem 6.9. Let δX = (δG
X , δB) ∈ Pic(X )∨ viewed in PicG(X)∨⊕Pic(B)∨. Fix a section

s : Pic(X)→ PicG(X)

of the forgetful morphism ϖ as in Setting 6.4. That is to say, fix line bundles L1, . . . , LrX forming a
basis of Pic(X) together with a G-linearisation on each of them.

Given a curve f : P1
k → B, we know from the previous sections that the isomorphism class (as a

scheme over P1
k) of the pull-back X f only depends on its multidegree δB and that it is a twisted model

of X over P1
k . In the beginning of Section 6.3, we chose once and for all a representative XδB of its

isomorphism class:
XδB X

P1
k B

⌜
π

This model comes with functors ϑδB so that ϑδB(L i ) is a twisted model of L i on XδB , and ϑ(s◦ϖ(ω−1
X ))

a model of ω−1
X . We fix δB and consider sections σ of XδB of corresponding multidegree

δG
X ◦ s : [L] 7→ δG

X · s([L])= δ · ϑδB(s([L])).
By Theorem 4.6,

[HomδG
X ◦s

P1
k

(P1
k, XδB)U ] L−(δG

X ◦s) ·ω−1
V

tends to τϑ(s◦ϖ(ω−1
X ))(Xδ) as d(δG

X ◦ s, ∂ Eff(X)∨) → ∞. Note that doing this we obtain a motivic
Tamagawa number with respect to the model ϑ(s ◦ϖ(ω−1

X )) of ω−1
X and that we can apply Lemma 6.5 to

get the relation

τϑ(s◦ϖ(ω−1
X ))(XδB)= L

δB · ηT ([ω−1
V ]−s◦ϖ [ω−1

V ])
k τϑ(ω−1

X )(XδB)= L
δB · ηT ([ω−1

V ]−s◦ϖ [ω−1
V ])

k τ(X).

By Proposition 6.7 we have the equality of classes

[Homδ
k(P

1
k, X )Ũ ] = [HomδB

k (P1
k, B)U ] [HomδG

X ◦s
P1

k
(P1

k, XδB)U ].
Moreover, the expression

ωX = ϑ(ωX )⊗π∗(ωB)

and the projection formula provide the decomposition of anticanonical degrees

δ · ω−1
X = δG

X · ω−1
X + δB · ω−1

B

= (δG
X ◦ s) · ϖ [ω−1

V ] + δB · ηT ([ω−1
V ] − s ◦ϖ [ω−1

V ])+ δB · ω−1
B

so that the normalised class
[Homδ

k(P
1
k, X )Ũ ] L−δ ·ω−1

X
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is the product[
HomδB

k (P1
k, B)U

]
L−δB ·ω−1

B × [
HomδG

X ◦s
P1

k
(P1

k, XδB)U
]

L−(δG
X ◦s) ·ω−1

V L−δB · ηT ([ω−1
V ]−s◦ϖ [ω−1

V ])

of well-normalised classes, as expected.
To conclude the proof, we use [17, Théorème 2.2.9] ensuring that under our assumptions we have

Eff(X )∨Z = ϑ(EffG(X))∨Z ⊕π∗(Eff(B))∨Z

in PicG(X)∨⊕Pic(B)∨. Hence the condition d(δ, ∂ Eff(X )∨)→∞ means

d(δG
X , ∂ EffG(X)∨)→∞ and d(δB, ∂ Eff(X)∨)→∞,

the first of these two conditions implying d(δG
X ◦ s, ∂ Eff(X)∨)→∞ by Lemma 6.5 for δB fixed. The

result follows by continuity of the multiplication. □
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Smooth cuboids in group theory
Joshua Maglione and Mima Stanojkovski

A smooth cuboid can be identified with a 3×3 matrix of linear forms in three variables, with coefficients
in a field K, whose determinant describes a smooth cubic in the projective plane. To each such matrix one
can associate a group scheme over K. We produce isomorphism invariants of these groups in terms of
their adjoint algebras, which also give information on the number of their maximal abelian subgroups.
Moreover, when K is finite, we give a characterization of the isomorphism types of the groups in terms of
isomorphisms of elliptic curves and also describe their automorphism groups. We conclude by applying
our results to the determination of the automorphism groups and isomorphism testing of finite p-groups
of class 2 and exponent p arising in this way.
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1. Introduction

The Baer correspondence is a classical way of associating an alternating bilinear map with a nilpotent
group or a nilpotent Lie algebra over some field K. In the case of groups of prime-power order, this is
also referred to as the Lazard correspondence and allows one to study groups in the (often easier) context
of Lie algebras. As K -bilinear maps can be represented as matrices of linear forms, the study of groups
arising from the Baer correspondence, moreover, affords an additional geometric point of view. In this
paper, our focus is on a systematic study of the groups, which we call E-groups, obtained by inputting
matrices of linear forms, whose determinant defines an elliptic curve in P2

K . This work also expands on
both the results and techniques of [Stanojkovski and Voll 2021].

1.1. Notation. Throughout p denotes an odd prime number, and G a p-group. Moreover, K denotes an
arbitrary field and F a finite field of characteristic p and cardinality q. Let n and d be positive integers.
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For a vector y = (y1, . . . , yd), we denote by K [ y]1 the vector space of linear homogeneous polynomials
with coefficients in K. We write Matn(K [ y]1) for the n × n matrices of linear forms in y1, . . . , yd with
coefficients in K.

1.2. Baer correspondence and Pfaffians. Given a skew-symmetric matrix of linear forms B∈Mat2n(F[ y]1),
the Baer correspondence associates B with a p-group G = GB(F) of exponent p and class at most 2 with
underlying set F2n+d. A nondegenerate matrix B completely prescribes the commutator relations on G
and ensures that the bilinear map

tG : G/Z(G)× G/Z(G)−→ G ′
= [G,G] (1-1)

induced by the commutator map on G is F-bilinear (so not just Fp-bilinear). On the other hand, as we
explain below, F and B can also be recovered from G.

Given a finite p-group G of class 2 and exponent p, one can construct a skew-symmetric matrix of
linear forms BG over Fp from the commutator map of G, for example, in terms of a minimal generating set
of G. Moreover, if F is an extension of Fp over which the map in (1-1) is F-bilinear, then we can express
BG as a matrix B = BF of linear forms with coefficients in F. If B has an odd number of rows and columns,
then det(B)= 0; otherwise, there exists a homogeneous polynomial Pf(B) ∈ F[y1, . . . , yd ] of degree n,
called the Pfaffian, such that det(B) = Pf(B)2. The equation Pf(B) = 0 defines a projective, degree-n
hypersurface in Pd−1

F , also called a linear determinantal hypersurface. There are now many examples in
the literature, see [Stanojkovski and Voll 2021, Section 1.5.4], describing how the intrinsic geometry of B
strongly influences many invariants of GB(F), like the number of conjugacy classes [Boston and Isaacs
2004; O’Brien and Voll 2015; Rossmann 2020; 2025; Rossmann and Voll 2024], faithful dimensions
[Bardestani et al. 2019], automorphism group sizes [du Sautoy and Vaughan-Lee 2012; Stanojkovski and
Voll 2021; Vaughan-Lee 2018], and the number of immediate descendants [du Sautoy and Vaughan-Lee
2012; Lee 2016]. We look at the Baer correspondence in more detail in Section 2.4.

1.3. Elliptic groups. The focus of this paper is, in the language of Section 1.2, to study groups GB(F)
with d = n = 3 and Pf(B)= 0 defining an elliptic curve. Moreover, we are concerned with isomorphisms
and automorphisms of abstract groups.

Definition 1.1. An elliptic group (abbreviated to E-group) is a group G that is isomorphic to GB(K ),
where B is a skew-symmetric matrix of linear forms over a field K such that Pf(B)= 0 defines an elliptic
curve in P2

K . If K is finite of characteristic p, the group G is called an elliptic p-group.

From Definition 1.1 it follows that, if G ∼= GB(F) is an E-group, then the matrix B belongs to
Mat6(F[y1, y2, y3]1) and |G| = q9.

1.4. Elliptic groups and variations over the primes. In the study of p-groups, the groups arising from
the Baer correspondence are sometimes specializations GB(Ok/p) to a quotient ring or field of global
unipotent group schemes GB over the ring of integers Ok of some number field k. In this respect, it is
natural to study how the properties of the group GB(Ok/p) vary with p. Significant concepts in this regard
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are those of quasipolynomiality (also called polynomiality on residue classes, PORC) [Higman 1960a]
and polynomiality on Frobenius sets (i.e., polynomiality on finite Boolean combinations of sets of primes
defined by the solvability of polynomial congruences; see [Stanojkovski and Voll 2021, Section 1.5.2]).
Of particular relevance is Higman’s PORC conjecture [1960b] about the function {p ∈ Z | p prime} → Z

enumerating the isomorphism classes of groups of order pn for fixed n.
We recall that a function f : {p ∈ Z | p prime} → Z is quasipolynomial if there exists a positive

integer N and polynomials f0, . . . , fN−1 ∈ Z[x] such that

f (p)= fi (p) whenever p ≡ i mod N .

In the context of quasipolynomiality, elliptic groups are for instance employed in [du Sautoy and
Vaughan-Lee 2012] to construct a family of p-groups where the number of isomorphism classes is
not a quasipolynomial in p. More specifically, the elliptic group scheme G is defined over Z, and the
family arises as a collection of central extensions of G(Fp). In earlier work, du Sautoy [2001] showed that
the number of subgroups, resp. normal subgroups, of index p3 of G(Z), for almost all primes p, depends
on the number of Fp-points on E , written |E(Fp)|. Du Sautoy [2002] extended this to show that, for a
parametrized family (ED)D of elliptic curves given in short Weierstrass form, (infinitely many terms of)
the subgroup zeta functions of a resulting parametrized family (GD)D of E-groups depend on |ED(Fp)|.
In the normal subgroup case, these zeta functions were made explicit by Voll [2004] as an application
of more general results on smooth curves in the plane, which was further generalized in [Voll 2005] to
smooth projective hypersurfaces with no lines. Recently Voll and the second author [Stanojkovski and
Voll 2021] showed that the automorphism group sizes of a class of elliptic p-groups are multiples of the
number of 3-torsion points of the corresponding curves. For more context, not only involving elliptic
groups, we refer to [Stanojkovski and Voll 2021, Section 1.5.2].

1.5. Groups from points on curves. As we explain in Section 4, there is a straightforward way to
construct examples of elliptic groups from triples (K , E, P), where K is a field, E is an elliptic curve
given by a short Weierstrass equation

y2
= x3

+ ax + b, with a, b ∈ K , (1-2)

and P = (λ, µ) is a point in E(K ). In this case, the matrix is defined as

BE,P =

(
0 JE,P

−J t
E,P 0

)
, where JE,P =

 y1 − λy3 y2 −µy3 0
y2 +µy3 λy1 + (a + λ2)y3 y1

0 y1 −y3

 . (1-3)

The matrix JE,P is a particular instance of a smooth cuboid: indeed this 3 × 3 matrix of linear forms in
three variables can be interpreted as a (3, 3, 3) cuboid as in [Ng 1995], and it is not difficult to see that by
homogenizing the smooth curve (1-2), one recovers precisely Pf(BE,P)= 0. For simplicity, we denote
the group GBE,P (K ) by GE,P(K ).
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1.6. The contributions of this paper. The main results of this paper are Theorems A, B, D, and E. The
first three results are proven in Section 5, while the fourth is given in Section 6 together with the necessary
computational conventions.

If E is an elliptic curve, we indicate by O its identity element. If E is given by a Weierstrass equation
as in (1-2), then, in projective coordinates, one has O = (0 : 1 : 0). If E and E ′ are elliptic curves in the
plane with identity elements O and O′ respectively, then an isomorphism E → E ′ is an isomorphism
of projective varieties mapping O to O′. The automorphism group of the elliptic curve E is denoted by
AutO(E), and its isomorphism type depends only on the j -invariant j (E) of E . Moreover, if P is a point
on E , then we write AutO(E) · P for the orbit of P under the action of AutO(E) on E . For a positive
integer n, the n-torsion subgroup of E is denoted by E[n]. If σ ∈ Gal(F/Fp) and E is an elliptic curve
defined by f = 0 over F, then σ(E) is defined by the polynomial σ( f ), where σ acts on the coefficients
of f . Moreover, if P = (a : b : c)∈ E(F) then σ(P)∈ σ(E)(F) is defined by σ(P)= (σ (a) : σ(b) : σ(c)).

The following two theorems greatly generalize Theorem 1.1 from [Stanojkovski and Voll 2021].

Theorem A. Let F be a finite field with char(F) = p ⩾ 5. Let, moreover, E and E ′ be elliptic curves
in P2

F given by Weierstrass equations, and let P ∈ E(F) \ {O} and P ′
∈ E ′(F) \ {O′

}. Then the following
are equivalent:

(1) The groups GE,P(F) and GE ′,P ′(F) are isomorphic.

(2) There exist σ ∈Gal(F/Fp) and an isomorphism ϕ :E ′
→σ(E) of elliptic curves such that ϕ(P ′)=σ(P).

Theorem B. Let F be a field with char(F)= p ⩾ 5 and cardinality pe. Let, moreover, E be an elliptic
curve in P2

F given by a short Weierstrass equation, and let P ∈ E(F)\{O}. Then there exists a subgroup S
of Gal(F/Fp) such that

|Aut(GE,P(F))|
p18e2 = |S| · |E[3](F)| ·

|AutO(E)|
|AutO(E) · P|

·

{
| GL2(F)| if P ∈ E[2](F),
2(pe

− 1)2 otherwise.

For the precise definition of the subgroup S from Theorem B we refer the reader to (2-5); see also
Theorem 2.15 and, for an example, Remark 5.11. For the groups GE,P(F), a generator of the subgroup S
can be computed efficiently. This is not necessarily the case for groups GB(F), where B is arbitrary.

Combining Theorem B with [Weinstein 2016, Theorem 2.2.1] and the classification from [Bandini and
Paladino 2012], one obtains that, although the function in (1-4) counting the number of automorphisms
of the family (GE,P(Fp))p is polynomial on Frobenius sets, it is almost never quasipolynomial; see
Corollary C and Remark 1.2 for some more detail.

Corollary C. Let E be an elliptic curve given by the Weierstrass equation

y2
= x3

+ ax + b, a, b ∈ Q,

and P ∈ E(Q) \ {O}. Over the set of primes for which E has good reduction, the function

p 7−→ |Aut(GE,P(Fp))| (1-4)
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is polynomial on Frobenius sets and is quasipolynomial precisely in the following cases:

(1) a = 0 and there exists β ∈ Q× such that b = 2β3.

(2) b ̸= 0 and there exist h, ℓ ∈ Q× such that

h3
= −16(4a3

+ 27b2) and ℓ2
=

1
3(−h − 4a)

and one of the following holds:

(a) There exist α, β,m ∈ Q with β ̸= 0 that satisfy

m2
= α2

+ 3β2, a = −3m2
+ 6βm, b = 2α3

+ 12αβ2
− 6αβm.

(b) For γ = −ℓ2
− 4a − 8b/ℓ, the element −ℓ3

− 8aℓ− 16b + (−ℓ2
+ 4b/ℓ)

√
γ is a square in the

splitting field of (x2
− γ )(x3

− 1).

Remark 1.2. The case distinction in Corollary C comes from the explicit description, given in [Bandini
and Paladino 2012], of curves E in short Weierstrass form for which the Galois group of

Q(E[3])= Q({x, y | (x, y) ∈ E[3](Qsep)})

is abelian. Thanks to [Weinstein 2016, Theorem 2.2.1], i.e., the abelian polynomial theorem from [Wyman
1972], Gal(Q(E[3])/Q) is abelian if and only if the function p 7→ |E[3](Fp)| is quasipolynomial. With
one of the classical definitions of heights for elliptic curves (defined for short Weierstrass equations as
ht(E)= max{|a|

3, |b|
2
}), Theorem 1 from [Duke 1997] implies that the density of isomorphism classes of

rational elliptic curves for which Gal(Q(E[3])/Q) is abelian is 0. In particular, this tells us that examples
of groups GE,P as in Corollary C for which p 7→ |Aut(GE,P(Fp))| is quasipolynomial are very rare.

Theorems A and B and Corollary C concern the groups from Section 1.5, which might not appear to
be representative of the class of E-groups. However, up to equivalence, which we define in Section 4,
these groups seem to occur with probability 1

2 in the precise sense explained in Section 6.4.
One of the main tools we use to extract the core geometric properties of the groups GE,P(F) is the

adjoint algebra, which has recently been used to understand the structure of p-groups [Brooksbank et al.
2019; Brooksbank and Wilson 2012]. We define adjoint algebras in Section 2.2, but remark that their
isomorphism types are polynomial-time computable isomorphism invariants of p-groups since they are
constructed by solving linear systems. With the notation from Section 2.2, Theorem D follows from
combining the more general Theorem 3.13 with Proposition 5.1. The relevance of O being a flex point is
explained in Remark 4.9. In Theorem D, we use the fact that a smooth cubic in the projective plane with
a marked rational point has the structure of an elliptic curve.

Theorem D. Let K be a field with 6K = K. Let, moreover, B ∈ Mat6(K [y1, y2, y3]1) be skew-symmetric
with Pf(B)= 0 defining a smooth cubic E in P2

K with a flex point O ∈ E(K ), and set G = GB(K ). Then
the following hold:

(1) There is P ∈ E(K ) \ E[2](K ) with G ∼= GE,P(K ) if and only if Adj(B)∼= X1(K ).

(2) There is P ∈ E[2](K ) \ {O} with G ∼= GE,P(K ) if and only if Adj(B)∼= S2(K ).
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Figure 1. The runtimes of a Magma implementation of Theorem E on the prime powers pe, for
p /∈ {2, 3}, up to 105.

Our next main theorem allows us to constructively recognize elliptic p-groups and to decide whether
two such groups are isomorphic. Deciding whether two groups of order n are isomorphic uses, in the
worst case, nO(log n) operations [Miller 1978], which is just a brute-force search, and the same timing
prevails for constructing generators of the automorphism group. General purpose algorithms, like [Cannon
and Holt 2003; Eick et al. 2002], use induction by constructing known characteristic subgroups, which
are subgroups fixed by the automorphism group. Even with recent tools to uncover more characteristic
subgroups [Brooksbank et al. 2019; Maglione 2017; 2021; Wilson 2013], elliptic p-groups evade capture.
Prior to this work, it seems that the best general purpose algorithm [Ivanyos and Qiao 2019], together
with the reduction from Theorem 2.15, would construct generators for their automorphism group using
O(|G|

8/9 log |G|) operations (without Theorem 2.15 the number of operations is |G|
O(log |G|)). We

significantly improve upon this timing.

Theorem E. There are algorithms that, given groups G1 and G2 of order p9m, with p ⩾ 5,

(i) decide if , for each i ∈ {1, 2} and field F of cardinality pm, there exist

• an elliptic curve Ei given by a short Weierstrass equation with F-coefficients,
• a point Pi ∈ Ei (F) \ {(0 : 1 : 0)}

such that Gi is isomorphic to GEi ,Pi (F), and if so

(ii) return the possibly empty coset of isomorphisms G1 → G2.

The algorithm for (i) is of Las Vegas type and uses O(m7
+ m log p) field operations. The algorithm

for (ii) uses O(pm) field operations.

Some of the algorithms we use are of Las Vegas type. These are randomized algorithms that only
return correct answers and for some probability, determined by a user-prescribed upper bound, terminate
without an answer.

In Theorem E(ii), if the groups are isomorphic, the algorithm returns an isomorphism G1 → G2

together with a generating set for Aut(G1). In order to demonstrate the efficacy of Theorem E, we have
constructed generators for the automorphism groups of several instances of GE,P(F), built uniformly at
random as explained in Section 6.4.
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Remark 1.3. As the careful reader has noticed, in our main theorems p is at least 5. The prime 2 is
excluded to begin with because there does not exist a group of class 2 and exponent 2. Moreover, if
p ∈{2, 3}, elliptic curves need not admit a short Weierstrass form and, in this case, their 3×3 determinantal
representations might not be equivalent to any JE,P ; see Sections 1.5 and 4.2.

2. Tensors and unipotent group schemes

Fix finite-dimensional K -vector spaces U, W, V, V ′, and T. By a 3-tensor (or simply tensor, throughout),
we mean a K -bilinear map t : V × V ′

→ T, that is, for all u, v ∈ V, all u′, v′
∈ V ′, and all λ,µ ∈ K, the

following holds:
t (u + λv, u′

+µv′)= t (u, u′)+ λt (v, u′)+µt (u, v′)+ λµt (v, v′).

A tensor t : V × V → T is alternating if, for all v ∈ V, one has t (v, v)= 0.

Definition 2.1. Let t : V × V → T be a tensor. A subspace U ⩽ V is totally isotropic with respect to t if,
for every u, u′

∈ U, one has t (u, u′)= 0, in other words if the restriction of t to U × U is the zero map.

Note that, if t : V × V → T is alternating, every line in V is totally isotropic.

Definition 2.2. An alternating tensor t : V × V → T is isotropically decomposable if there exist totally
isotropic subspaces U,W ⩽ V such that V = U ⊕ W.

By choosing bases for U, W, and T, we may write t : U × W → T as a matrix of linear forms or as a
system of forms, that is, a sequence of matrices over K. Let {e1, . . . , em}, { f1, . . . , fn}, and {g1, . . . , gd}

be bases for U, W, and T, respectively. For i ∈ [m], j ∈ [n], and k ∈ [d], define b(k)i j ∈ K such that

t (ei , f j )=

d∑
k=1

b(k)i j gk .

The matrix of linear forms B = (bi j ) ∈ Matm×n(K [ y]1) corresponding to t is given by

bi j =

d∑
k=1

b(k)i j yk .

In the sequel we will always assume that a tensor t : U × W → T is given together with a choice of bases
for U, W, T. If t : V × V → T is an alternating tensor, we take the same basis on the first and second
copies of V and, if V is given by an isotropic decomposition U ⊕ W, we assume that the basis on V is
the composite of a basis of U and a basis of W.

Remark 2.3. Since every 3-tensor t is, with respect to a choice of bases, given by a matrix B of linear
forms, throughout the paper everything that is defined for tensors will also apply to matrices of linear forms.

If t : V × V → T is an alternating tensor, just as matrices of linear forms associated with t vary as the
bases for V and T vary, so does the corresponding Pfaffian. We will say that Pf(t) ∈ K [ y] is a Pfaffian
for t if there exists some choice of bases for V and T whose associated matrix of linear forms B satisfies
Pf(t)= Pf(B).
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Definition 2.4. A tensor t : U × W → T is nondegenerate if the following are satisfied:

(i) t (u,W )= 0 implies u = 0.

(ii) t (U, w)= 0 implies w = 0.

We say that t is full if t (U,W )= T. A tensor t is fully nondegenerate if t is both nondegenerate and full.

2.1. Maps between 3-tensors. In this section we present various types of maps between tensors that we
will exploit in later sections for the determination of isomorphisms between groups and Lie algebras.
Many of these definitions can be found in [Brooksbank et al. 2019].

Definition 2.5. Two K -tensors s : U × W → T and t : U ′
× W ′

→ T ′ are equivalent if T = T ′ and there
exist K -linear isomorphisms α : U → U ′ and β : W → W ′ such that for all u ∈ U and all w ∈ W, one has
t (α(u), β(w))= s(u, w); equivalently, the following diagram commutes:

U × W

α
��

β
��

s // T

id
��

U ′
× W ′ t // T ′

In the case U = W, U ′
= W ′, and α = β, we say the two tensors are isometric.

Relevant to our context is a different form of equivalence from Definition 2.5, namely, pseudoisometry.
Isomorphisms of groups induce this weaker equivalence, which is considered in more detail in the next
section.

Definition 2.6. Let L ⊂ K be a subfield and let s : V × V → T and t : V ′
× V ′

→ T ′ be K -tensors.
An L-pseudoisometry from s to t is a pair (α, β) such that α : V → V ′ and β : T → T ′ are L-linear
isomorphisms and, for all u, v ∈ V, the equality t (α(u), α(v)) = β(s(u, v)) holds; equivalently the
following diagram commutes:

V × V

α
��

α
��

s // T

β
��

V ′
× V ′ t // T ′

The set of L-pseudoisometries from s to t is denoted by 9IsomL(s, t) and, if 9IsomL(s, t) is nonempty,
s and t are called L-pseudoisometric. If s = t , then the group of L-pseudoisometries of t is denoted by
9IsomL(t) instead of 9IsomL(t, t).

Remark 2.7. We emphasize that9IsomL(s, t) has more structure than an arbitrary set. Indeed, identifying
V with V ′ and T with T ′, we can view9IsomL(s, t) both as a left9IsomL(t)-coset and a right9IsomL(s)-
coset of GLL(V )× GLL(T ). That is, if (α, β) ∈ 9IsomL(s, t), while (γ, δ) ∈ 9IsomL(t) and (ε, ζ ) ∈

9IsomL(s), then
(γ α, δβ), (αε, βζ ) ∈9IsomL(s, t).

Because 9IsomL(t) · (α, β)= (α, β) ·9IsomL(s)=9IsomL(s, t), we will just refer to 9IsomL(s, t) as
a coset.
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Remark 2.8. If G is a p-group with central elementary abelian derived subgroup, then its commutator
determines a fully nondegenerate Fp-tensor tG : G/Z(G)×G/Z(G)→ G ′ given by (g Z(G), h Z(G)) 7→
[g, h]. If G and H are two such p-groups whose tensors tG and tH are Fp-pseudoisometric, then G and H
are isoclinic; see [Hall 1940]. If, in addition, both G and H have exponent p, then G and H are isomorphic.

Definition 2.9. Let L ⊂ K be a subfield and let s : U × W → T and t : U ′
× W ′

→ T ′ be K -tensors.
An L-isotopism from s to t is a triple (α, β, γ ) such that α : U → U ′, β : W → W ′, and γ : T → T ′

are L-linear isomorphisms and, for all (u, w) ∈ U × W, the equality t (α(u), β(w))= γ (s(u, w)) holds;
equivalently the following diagram commutes:

U × W

α
��

β
��

s // T
γ
��

U ′
× W ′ t // T ′

If s = t , then the triple (α, β, γ ) is called an L-autotopism of t and the group of L-autotopisms of t is
denoted by AutoL(t).

Remark 2.10. Assume M∈Matn(F[y1, . . . , yd ]1) realizes the tensor t̃ :U ×W → T. Then the autotopism
group of M can be described as

AutoF (M)= {(X, Y, Z) ∈ GLn(F)× GLn(F)× GLd(F) | X t M( y)Y = M(Z y)}.

In particular, if U ⊕ W = V is an isotropic decomposition for the tensor t : V × V → T inducing t̃ and
with associated matrix B, then every triple (X, Y, Z) ∈ AutoF (t̃) yields an element of 9IsomF (t) via(

X t 0
0 Y t

)
B

(
X 0
0 Y

)
=

(
X t 0
0 Y t

) (
0 M

− M t 0

) (
X 0
0 Y

)
=

(
0 X t M( y)Y

−Y t M( y)t X 0

)
=

(
0 M(Z y)

− M(Z y)t 0

)
= B(Z y).

2.2. Algebras associated to 3-tensors. Throughout this subsection, we use tensors rather than matrices of
linear forms, but the content applies to both. These algebras are also found in [Brooksbank et al. 2019].

Let t : U × W → T be a K -tensor. The centroid of t is the K -subalgebra of

E = EndK (U )× EndK (W )× EndK (T )

defined by

Cent(t)= {(α, β, γ ) ∈ E | ∀u ∈ U, ∀w ∈ W, t (α(u), w)= t (u, β(w))= γ (t (u, w))}. (2-1)

Let c = (α, β, γ ) ∈ Cent(t), and suppose Cent(t) acts on U, W, and T by respectively applying α, β,
and γ . Then, for each pair (u, w) ∈ U × W, we have

c · t (u, w)= t (c · u, w)= t (u, c ·w).

Thus, t is Cent(t)-bilinear. Additionally, the centroid satisfies the following universal property. If t is
also A-bilinear for some K -algebra A, then there is a unique ring homomorphism A → Cent(t) such that
the action of A on U, W, and T is that of Cent(t); see [Wilson 2012, Lemma 6.8(ii)].
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Lemma 2.11. If t is fully nondegenerate, then Cent(t) is commutative.

Proof. Take (α, β, γ ), (α′, β ′, γ ′) ∈ Cent(t); then, for all u ∈ U and all w ∈ W,

t (αα′(u), w)= t (α′(u), β(w))= γ ′(t (u, β(w)))= γ ′(t (α(u), w))= t (α′α(u), w).

This implies that t ((αα′
−α′α)(u), w)= 0, and since t is fully nondegenerate, it follows that αα′

= α′α.
Similar arguments hold for the other coordinates as well. □

For a ring R, we denote by Rop the opposite ring of R, with opposite product given by x ·op y = yx for
all x, y ∈ R. The adjoint algebra of t is the K -algebra

Adj(t)= {(α, β) ∈ End(U )× End(W )op
| ∀u ∈ U, ∀w ∈ W, t (α(u), w)= t (u, β(w))}. (2-2)

If t : V × V → T is alternating, then the natural anti-isomorphism ∗ : Adj(t) → Adj(t)op, given by
(α, β) 7→ (β, α), makes Adj(t) a ∗-algebra; see Section 2.3. To see this, let (α, β) ∈ Adj(t). Then, for
all u, v ∈ V, one has

t (β(u), v)= −t (v, β(u))= −t (α(v), u)= t (u, α(v)),

from which it follows that (β, α) ∈ Adj(t)op.
We define a module version of the adjoint algebra. For this, let t : U × W → T and s : U ′

× W ′
→ T ′

be K -tensors. Identifying T with T ′, the adjoint module of s and t is

Adj(s, t)={(α, β)∈Hom(U ′,U )×Hom(W,W ′) |∀u′
∈U ′, ∀w∈ W, t (α(u′), w)= s(u′, β(w))}. (2-3)

We remark that Adj(s, t) is a left Adj(t)-module and a right Adj(s)-module via defining

(γ, δ) · (α, β)= (γ α, βδ) and (α, β) · (ε, ζ )= (αε, ζβ)

for all (α, β) ∈ Adj(s, t), all (γ, δ) ∈ Adj(t), and all (ε, ζ ) ∈ Adj(s).
The key computational advantage to the vector spaces in (2-1), (2-2), and (2-3) is that they are simple to

compute, since they are given by a system of linear equations, and carry useful structural information. Al-
though they are computed by solving a linear system, this is the computational bottleneck for Theorem E(i).

2.3. Structure of Artinian ∗-rings. We will need specific structural information about ∗-rings. We follow
the treatment given in [Brooksbank and Wilson 2012, Section 2] and, only in Section 2.3, use right action
in accordance to the existing literature on ∗-algebras.

A ∗-ring is a pair (A, ∗), where A is an Artinian ring and ∗ : A → Aop is a ring homomorphism such
that, for all a ∈ A, the equality (a∗)∗ = a holds. A ∗-homomorphism ϕ : (A, ∗A)→ (B, ∗B) is a ring
homomorphism A → B such that ϕ(a∗A) = ϕ(a)∗B. A ∗-ideal is an ideal I of A such that I ∗

= I. A
∗-ring A is simple if its only ∗-ideals are 0 and A. Moreover, from [loc. cit., Theorem 2.1], the Jacobson
radical of a ∗-ring is a ∗-ideal, and the quotient by the Jacobson radical R decomposes into a direct sum
of simple ∗-rings. If A is a ∗-ring with Jacobson radical R such that S = A/R, then we write A ∼= R ⋊ S.

For finite fields of odd characteristic, we can completely describe the simple ∗-rings. Using the notation
from [loc. cit.], we have the following classification.
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Theorem 2.12 [Brooksbank and Wilson 2012, Theorem 2.2]. Let (A, ∗) be a simple ∗-algebra over F.
Then there is a positive integer n such that (A, ∗) is ∗-isomorphic to one of the following:

(i) Oε
n(F)= (Matn(F), X 7→ DX t D−1), where D is one of the diagonal matrices in {In, In−1 ⊕ω} for

a nonsquare ω ∈ F, and ε ∈ {+,−, ◦} according to whether the form (u, v) 7→ u t Dv induces an
orthogonal geometry of type ε.

(ii) Un(L)= (Matn(L), X 7→ X t ), where α 7→ ᾱ is the nontrivial Galois automorphism of the degree-2
extension L/F.

(iii) S2n(F)= (Mat2n(F), X 7→ J X t J−1), where J is the n-fold direct sum of
( 0

−1
1
0

)
.

(iv) Xn(F)= (Matn(F)⊕ Matn(F), (X, Y ) 7→ (Y t, X t )).

We stress that in this paper we are mostly concerned with (iii) and (iv) from the last classification. We
mention (i) primarily for Theorem 3.13 for the values n = 1 and ε = ◦, in which case Oε

n(K )= Oε
1(K )

is a field isomorphic to K.

2.4. Unipotent group schemes and nilpotent Lie algebras from 3-tensors. Let t : V × V → T be an
alternating K -tensor and assume that K = 2K. Then the set V ⊕ T, with multiplication given by

(v,w) · (v′, w′)=
(
v+ v′, w+w′

+
1
2 t (v, v′)

)
,

is a nilpotent group (of class at most 2), called the Baer group associated with t . The commutator map of
Gt(K )= (V ⊕ T, · ) is given by

((v,w), (v′, w′)) 7−→ [(v,w), (v′, w′)] = (0, t (v, v′)).

Interpreting the last commutator map as a Lie bracket, the Lie algebra gt(K ) associated to t is precisely
V ⊕ T together with this Lie product. We note that this construction is the same as in [Stanojkovski and
Voll 2021], where t is assumed to be isotropically decomposable (and the associated half-matrix B to be
symmetric).

The (Baer) group scheme Gt associated to t is determined in the following way — without requiring
K = 2K ; see [Rossmann and Voll 2024, Section 2.4]. Fix bases (v1, . . . , vn) and (w1, . . . , wd) of V
and T respectively. Let L be an associative commutative unital K -algebra, and identify Gt(L) with the
set (V ⊗K L)⊕ (T ⊗K L). For ℓ ∈ L , we abbreviate vi ⊗ ℓ and w j ⊗ ℓ to ℓvi and ℓw j in V ⊗K L and
T ⊗K L respectively.

We define the multiplication • on Gt(L) as follows. For v= a1v1+· · ·+anvn and v′
= b1v1+· · ·+bnvn

with a1, . . . , an, b1, . . . , bn ∈ L , we set

v • v′
= v+ v′

−

∑
1⩽i< j⩽n

a j bi · t (vi , v j ).

Additionally, for all x ∈ Gt(L) and w ∈ T ⊗K L , define x •w= x +w=w • x . This determines the group
structure and is independent of the chosen bases: shall the tensors be given in terms of a matrix B of
linear forms, we will write GB(L) for the resulting group. The last construction defines a representable
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functor from the category of K -algebras (associative, commutative, and unital) to groups; namely, via
L 7→ ((V ⊗K L)⊕ (T ⊗K L), • ). Concretely, if K = 2K, then Gt(K ) is isomorphic to the Baer group
associated with t since the two groups yield pseudoisometric commutator tensors. One approaches Lie
algebras in a similar fashion.

Our main source of unipotent group schemes comes from linear determinantal representations of
elliptic curves, but this change of perspective from determinantal representations to nilpotent groups
comes with a few subtleties. For example, the specific Pfaffian hypersurface associated to the linear
Pfaffian representation is an invariant in the equivalence class as given in Definition 3.4. However, for
nilpotent groups of class 2, the Pfaffian hypersurface is not an invariant of the group — the next theorem,
essentially due to Baer [1938], illustrates this point.

Theorem 2.13. Let s : V × V → T and t : V ′
× V ′

→ T ′ be alternating, full K -tensors, where
char(K )= p > 2. Then the following hold:

(1) The K -Lie algebras gs(K ) and gt(K ) are isomorphic if and only if s and t are K -pseudoisometric.

(2) The groups Gs(K ) and Gt(K ) are isomorphic if and only if s and t are Fp-pseudoisometric.

Proof. We prove the claim for groups as the Lie algebras statement is similar. Since s and t are full, the
commutator subgroups of Gs(K ) and Gt(K ) are equal to 0⊕ T and 0⊕ T ′, respectively. An isomorphism
from Gs(K ) to Gt(K ) induces an isomorphism of their commutator subgroups and their abelianizations.
These yield Fp-linear isomorphisms V → V ′ and T → T ′, so s and t are Fp-pseudoisometric.

Conversely if α : V → V ′ and β : T → T ′ are Fp-linear isomorphisms with (α, β) ∈ 9IsomFp(s, t),
then, for all v, v′

∈ V and all w,w′
∈ T, the following holds:

(α(v), β(w)) · (α(v′), β(w′))=
(
α(v+ v′), β(w+w′)+ 1

2 t (α(v), α(v′))
)

=
(
α(v+ v′), β

(
w+w′

+
1
2 s(v, v′)

))
.

In other words, diag(α, β) yields an isomorphism of groups. □

For an F-vector space V with a fixed basis B, we extend the action of Gal(F/Fp) from F to V in the
following way:

Gal(F/Fp)−→ AutFp(V ), σ 7−→

(
u =

∑
b∈B

cbb 7−→ σ(u)=

∑
b∈B

σ(cb)b
)
.

Definition 2.14. Let t : V × V → T be an F-tensor and let σ ∈ Gal(F/Fp). For a fixed choice of bases
for V and T, the tensor σt : V × V → T is defined by

σt (u, v)= σ t (σ−1(u), σ−1(v)).

On the level of matrices of linear forms, if t (u, v)= u t B v, then σt (u, v)= u t(σ (B))v, where the action
of σ on B is entrywise, so σ(B)= (σ (bi j )).

The action of Gal(F/Fp) on an F-tensor t : V ×V → T depends on the choice of F-bases for V and T,
and different choices of bases may yield different F-pseudoisometry classes. This shall not concern us
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because this does not happen on the level of Fp-pseudoisometries — our primary focus when working
with Gal(F/Fp)— as σ is Fp-linear.

The next theorem has many appearances in different guises [Brooksbank et al. 2017; Stanojkovski
and Voll 2021; Wilson 2017], and it describes the group 9IsomFp(t) as a subgroup of a direct product of
F-semilinear groups. The F-semilinear group of V is GLF (V )⋊Gal(F/Fp), and, for a fixed basis of V,
it acts on V by mapping v to (X,σ )v= Xσ(v). For (X,σ ), (Y,τ )∈GLF (V )⋊Gal(F/Fp), we compute that
(X,σ )·(Y,τ )=(XσYσ−1,σ τ), and we extend this operation to the larger (GLF (V )×GLF (T ))⋊Gal(F/Fp)

by setting
(α, β, σ ) · (γ, δ, τ )= (ασγ σ−1, βσδσ−1, σ τ). (2-4)

Then the F-semilinear pseudoisometry group of t is

S9IF/Fp(t)= {(α, β, σ ) ∈ (GLF (V )× GLF (T ))⋊Gal(F/Fp) | (α, β) ∈9IsomF (
σt, t)}

with the induced multiplication. Note that, though the definition of S9IF/Fp(t) we gave clearly depends
on a choice of bases of V and T, its isomorphism type does not. We will write

Galt(F/Fp)= {σ ∈ Gal(F/Fp) |9IsomF (
σt, t) ̸= ∅}. (2-5)

By using the operation from (2-4), a calculation shows that Galt(F/Fp) is a subgroup of Gal(F/Fp).

Theorem 2.15. Let t : V × V → T be an alternating, fully nondegenerate F-tensor. If Cent(t)∼= F, then
the following hold:

(1) Aut(Gt(F))∼= HomFp(V, T )⋊S9IF/Fp(t).

(2) | S9IF/Fp(t)| = |9IsomF (t)| · | Galt(F/Fp)|.

Proof. Let g = gt(F) be the Lie algebra associated to G = Gt(F). Since G is of class 2 with exponent
p > 2, the Baer correspondence guarantees that Aut(G)∼= AutFp(g). Since t is full, T = [g, g], so every
endomorphism of g = V ⊕ T maps T into T. Thus, we have a split exact sequence of groups

1 −→ HomFp(V, T )−→ AutFp(g)−→9IsomFp(t)−→ 1,

where the penultimate map is given by α 7→ (αV , αT ) with αV : V → V given by v+ T 7→ α(v)+ T and
αT = α|T is the restriction of α to T.

The group9IsomFp(t) acts on Cent(t) via conjugation. If (X, Y, Z)∈ Cent(t) and (α, β)∈9IsomFp(t),
then (αXα−1, αYα−1, βZβ−1) belongs to Cent(t). This defines a homomorphism γ : 9IsomFp(t) →

Aut(Cent(t)), where Aut(Cent(t)) denotes the automorphism group of Cent(t) as a unital Fp-algebra.
Since Cent(t)∼= F, the kernel of this map is9IsomF (t). The choice of an isomorphism ϕ :Aut(Cent(t))→
Gal(F/Fp) yields the exact sequence of groups

1 −→9IsomF (t)−→9IsomFp(t)−→ Gal(F/Fp).

We show that im(ϕ ◦ γ )= Galt(F/Fp). Given σ ∈ Galt(F/Fp), we have that σ ∈ im(ϕ ◦ γ ) if and only if
there exists (X, Y ) ∈ GLF (V )× GLF (T ) such that (α, β)= (Xσ, Yσ) ∈9IsomFp(t). This condition is
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equivalent to the equation

t (Xσ(u), Xσ(v))= t (α(u), α(v))= βt (u, v)= Yσ t (u, v)= Y (σ t (σ (u), σ (v))) (2-6)

being satisfied for all u, v ∈ V. However, since σ induces an automorphism of V, the outer equality of
(2-6) is equivalent to having (X, Y ) ∈ 9IsomF (

σ t, t), meaning that σ ∈ Galt(F/Fp). As a result, the
following is a short exact sequence:

1 −→9IsomF (t)−→9IsomFp(t)−→ Galt(F/Fp)−→ 1.

In particular, the size of 9IsomFp(t) is equal to |9IsomF (t)| · | Galt(F/Fp)|.
We conclude by showing that9IsomFp(t) and S9IF/Fp(t) are isomorphic. For this, note that, if (α, β)∈

9IsomFp(t) is such that ϕγ ((α, β))= σ , then (ασ−1, βσ−1) belongs to 9IsomF (
σt, t). Therefore, the

map
S9IF/Fp(t)−→9IsomFp(t) given by (α, β, σ ) 7−→ (ασ, βσ)

defines an isomorphism. Putting everything together, the theorem follows. □

Following [Grunewald and Segal 1984, Section 4], we say two homogeneous polynomials f, g ∈

F[y1, . . . , yd ] are projectively semiequivalent if there exist M = (mi j ) ∈ GLd(F), σ ∈ Gal(F/Fp), and
λ ∈ F× such that

(σ ( f ))(m11 y1+· · ·+m1d yd , . . . ,md1 y1+· · ·+mdd yd)= λg( y), (2-7)

where (σ ( f ))( y) is the polynomial obtained by applying σ to the coefficients of f . If σ = 1, then we
just say that f and g are projectively equivalent. Projective equivalence yields an isomorphism of the
varieties of f and g, but the converse is not true in general. Moreover projective semiequivalence need
not induce an isomorphism of varieties of f and g but of σ( f ) and g instead. The following corollary
collects some direct geometric implications of Theorem 2.13; some more will be presented in Section 3.

Corollary 2.16. Assume that s : V × V → T and t : V ′
× V ′

→ T ′ are fully nondegenerate, that
Cent(t) ∼= Cent(s) ∼= F, and that Gs(F) ∼= Gt(F). Let Pf(s) and Pf(t) be Pfaffians over F of s and t ,
respectively. Then the following hold:

(1) The polynomials Pf(s) and Pf(t) are projectively semiequivalent.

(2) The F-points of the singular loci of Pf(s) and Pf(t) are in bijection.

(3) The polynomials Pf(s) and Pf(t) have the same splitting behavior, i.e., the degrees of their irreducible
factors, counted with multiplicities, are the same.

Proof. Thanks to Theorem 2.13(2), there exist Fp-linear isomorphisms α : V → V ′ and β : T → T ′ such
that, for all u, v ∈ V,

t (α(u), α(v))= β(s(u, v)). (2-8)

Then the following map Cent(s)→ Cent(t) is an isomorphism of Fp-algebra:

(X, Y, Z) 7−→ (κα(X), κα(Y ), κβ(Z)) := (αXα−1, αYα−1, βZβ−1).
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Let ϕs : F → Cent(s) and ϕt : F → Cent(t) be field isomorphisms, so s and t are F-bilinear via ϕs

and ϕt , respectively. Since s and t are fully nondegenerate, the maps πs : Cent(s) → EndFp(T ) and
πt : Cent(t)→ EndFp(T

′) given by

(X, Y, Z) 7−→ Z and (X ′, Y ′, Z ′) 7−→ Z ′,

respectively, are injective, so im(πs)∼= im(πt)∼= F. Set ψs = πsϕs and ψt = πtϕt , so σ = ψ−1
t κβψs ∈

Gal(F/Fp). Thus, β is F-semilinear: for all u, v ∈ T and all λ ∈ F,

β(u + λv)= β(u +ψs(λ)v)= β(u)+ κβψs(λ)β(v)= β(u)+ σ(λ)β(v).

By a similar argument, α is also F-semilinear for some σ ′
∈ Gal(F/Fp).

Choose F-bases for V, V ′, T, and T ′. Since both α and β are F-semilinear, there exist F-matrices M
and N such that α is given by (N , σ ′) and β by (M, σ ) relative to our choice of bases. If u, v ∈ V are
basis vectors, then (2-8) implies

t (Nu, Nv)= t (α(u), α(v))= β(s(u, v))= Mσ(s(u, v)). (2-9)

With λ= det(N )2 ∈ F×, the equality in (2-9) implies (2-7) for the Pfaffians of s and t over F. Hence, (1)
holds. The other statements (2) and (3) easily follow from (1). □

3. Tensors and irreducible Pfaffians

In the study of elliptic p-groups Gt(F), the number of the maximal totally isotropic subspaces of V is a
fundamental invariant. We will show in this section that there are four possible situations for the isotropic
subspaces, distinguished by the adjoint algebra of t . These four possibilities fit into two larger frameworks:
B is either isotropically decomposable or isotropically indecomposable. As a matter of fact, we prove
this within the much larger framework of groups for which Pf(t) is an irreducible variety. We eventually
make an additional “genericity” assumption, which is satisfied by all tensors coming from E-groups.

3.1. Pfaffians and isotropic subspaces. In this section we present a number of results on isotropic
subspaces with respect to an alternating tensor with irreducible Pfaffian.

Lemma 3.1. Let t : V × V → T be an alternating K -tensor. If Pf(t) ̸= 0 and U ⩽ V is totally isotropic,
then 2 dimK U ⩽ dimK V.

Proof. From Pf(t) ̸= 0 it follows that dimK V = 2n for some n ⩾ 1. For a contradiction, let U be a totally
isotropic subspace of V with dimK U ⩾ n + 1. Extend a basis of U to a basis of V, and with this basis
represent t as the matrix of linear forms

B =

(
0 M1

− Mt
1 M2

)
, with M1,M2 ∈ Matn(K [y1, . . . , yd ]1), Mt

2 = − M2 .

Note that M1 contains a zero column since dimK U ⩾ n + 1, and so, for some u ∈ K ×, the equality
Pf(t)= u det(M1)= 0 holds, which is a contradiction. □
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Definition 3.2. Let t : V × V → T be an alternating K -tensor. The set of totally isotropic subspaces of V
of dimension 1

2 dimK V is denoted by T (t).

Lemma 3.3. Let t : V × V → T be an alternating K -tensor such that Pf(t) is irreducible over K. If
U,W ∈ T (t), then either U = W or U ∩ W = 0.

Proof. Fix U,W ∈ T (t). Suppose U ∩ W ̸= 0 and U ̸= W. Let BU∩W be a basis of U ∩ W, and extend it
to bases of U and W, denoted by BU and BW , respectively. Extend BU ∪BW to a basis B of V. Let B
be a matrix of linear forms associated to t via this choice of basis for V. Since Pf(t) ̸= 0, we know that
dimK V = 2n for some n ⩾ 1. It follows that there exist n × n matrices M1 and M2 of linear forms, with
M2 skew-symmetric, such that

B =

(
0 M1

− Mt
1 M2

)
.

By construction, there are two overlapping n × n blocks of zeros (corresponding to U and W ) along
the diagonal of B. In particular M1 is block-upper triangular, and therefore det(M1) is not irreducible in
K [y1, . . . , yd ]. Since Pf(t)/ det(M1) is a nonzero scalar, we have reached a contradiction. □

We remark that the proof of Lemma 3.3 may be further generalized to describe the intersection of
U,W ∈ T (t) for Pfaffians that split into a product of irreducible polynomials.

Definition 3.4. Let V be a hypersurface in Pd−1
K of degree n and let I (V)⊆ K [ y] be the ideal of V . The

following notions are defined as follows:

(1) If M,M′
∈ Matn(K [ y]1) are such that det M, det M′

∈ I (V), then

M ∼ M′
⇐⇒ there exist X, Y ∈ GLn(K ) with M′

= X M Y.

(2) If M ∈ Matn(K [ y]1) is such that det M ∈ I (V), then

[M] = {M′
∈ Matn(K [ y]1) | M ∼ M′

}.

(3) LV is the set of all [M], where M is as in (2).

(4) Lsym
V is the subset of LV consisting of all [M] with a symmetric representative.

We remark that the relation ∼ defined above is the standard equivalence relation considered in the
study of determinantal varieties; see Definition 2.5. Moreover, it is clear that, for any two equivalent
elements M,M′, there exists u ∈ K × such that det M = u det M′. When n = d , we refer to M as a cuboid,
which is smooth, if det M is a smooth polynomial in K [ y]. The name “smooth cuboids” is borrowed from
[Ng 1995, Section 2]; see Remark 5.7.

Proposition 3.5. Let t : V × V → T be an alternating K -bilinear map with an irreducible Pfaffian and
associated matrix B ∈ Mat2n(K [y1, . . . , yd ]1). If |T (t)| ⩾ 2, then there exists M ∈ Matn(K [ y]1) such
that B is pseudoisometric to (

0 M
− Mt 0

)
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and exactly one of the following holds:

(1) |T (t)|> 2 and [M] ∈ Lsym
V .

(2) |T (t)| = 2 and [M] ∈ LV \Lsym
V .

Proof. Suppose |T (t)| ⩾ 2, and take U,W ∈ T (t) to be distinct. Then Lemma 3.3 yields U ∩ W = 0, so
there exists M ∈ Matn(K [ y]1) and a choice of basis for V such that

B =

(
0 M

− Mt 0

)
.

Since t has nonzero Pfaffian, t is nondegenerate, so M defines a nondegenerate tensor t̃ : U × W → T.
Fix bases of U and W, and let W → U be the linear map identifying the chosen bases, written as w 7→ w̄.

Let X ∈ T (t), and assume without loss of generality that X ∩ U = 0. Then both W and X are
complements of U in V, so there is D ∈ Matn(K ) such that X = {w+ Dw̄ |w ∈ W }. Fix such a D. Now
X is totally isotropic if and only if, for all w,w′

∈ W, the element t (w+ Dw̄, w′
+ Dw̄′) is trivial. This

happens if and only if, for all w,w′
∈ W, one has

0 =
(
w̄t Dt wt

) (
0 M

− Mt 0

) (
Dw̄′

w′

)
= −w̄t M t Dw′

+ w̄t Dt Mw′. (3-1)

We conclude from (3-1) that X is totally isotropic if and only if Dt M = Mt D = (Dt M)t, equivalently(
Dt 0
0 I

) (
0 M

− Mt 0

) (
D 0
0 I

)
=

(
0 Dt M

−Dt M 0

)
. (3-2)

Call B′ the matrix on the right-hand side of (3-2). If D is invertible, then X ̸= W and B and B′ are
K -pseudoisometric. This proves (1). If D is not invertible, then let w ∈ W \ {0} be such that Dw̄ = 0. It
follows that

w = w+ Dw̄ ∈ X ∩ W,

and so Lemma 3.3 yields X = W, which proves (2) and completes the proof. □

Corollary 3.6. Let t : V × V → T be an alternating F-tensor such that Pf(t) describes an elliptic curve
in P2

F . Then dim V = 2 dim T = 6 and |T (t)| takes values in {0, 1, 2, q + 1}.

Proof. An elliptic curve in P2
F is defined by a homogeneous cubic polynomial in three variables and

therefore the dimensions of V and T are respectively 6 and 3. Moreover, if |T (t)|> 2, then Proposition 3.5
yields that t can be represented by a symmetric matrix of linear forms. The claim follows from [Stano-
jkovski and Voll 2021, Proposition 4.10]. □

3.2. Adjoint algebras of half-generic tensors. Before dealing directly with the specific situation where
n = 3 and M = JE,P , we turn to the more general case of half-generic tensors (see Definition 3.8),
for which |T (t)| ⩾ 1. In this case, indeed, we have some more characteristic information given by the
existence of maximal totally isotropic subspaces. As we will see, the adjoint algebra can tell exactly
how many such subspaces are present and whether the equivalence class of B satisfies some additional
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symmetry constraints. As supported by computational evidence, when |T (t)| = 0, we expect to find that
Adj(t) ∼= K. The adjoint algebras for half-generic tensors in the case when |T (t)| ⩾ 2 are, thanks to
Proposition 3.5, already determined without much additional work. We analyze the case where |T (t)| = 1
in Lemmas 3.10 and 3.11.

Lemma 3.7. Let M ∈ Matn(K [ y]1) and write

B =

(
0 M

− Mt 0

)
.

Then

Adj(B)=

{((
A11 A12

A21 A22

)
,

(
B11 B12

B21 B22

)) ∣∣∣∣ (A11, B22), (B11, A22) ∈ Adj(M),
(A21,−B21) ∈ Adj(M,M t), (A12,−B12) ∈ Adj(Mt,M)

}
.

Proof. For i, j ∈ [2], let Ai j , Bi j ∈ Matn(K ). Then(
At

11 At
21

At
12 At

22

) (
0 M

− Mt 0

)
=

(
0 M

− Mt 0

) (
B11 B12

B21 B22

)
implies that the following equations hold:

−At
21 M t

= M B21, At
11 M = M B22, −At

22 Mt
= − Mt B11, At

12 M = − M t B12. □

Definition 3.8. A skew-symmetric matrix B ∈ Mat2n(K [ y]1) is half-generic if B is pseudoisometric to(
0 M

− Mt S

)
,

where M,S ∈ Matn(K [ y]1) satisfy

Adj(M)∼= K and Adj(M,M t)= Adj(Mt,M)=

{
Adj(M) if Mt

= M,
0 otherwise.

If M can be chosen to satisfy Mt
=M, then B is symmetrically half-generic and asymmetrically half-generic

if no such M exists.

Remark 3.9. In the situation described in Definition 3.8, both Adj(M) and Adj(Mt,M) are as small as
possible. This is what we expect in general for “most” linear determinantal representations, motivating
the name “half-generic”. Indeed, if M = M1 y1 + · · · + Md yd with M1, . . . ,Md ∈ Matn(K ), then

Adj(M)=

d⋂
i=1

Adj(Mi ), Adj(M,Mt)=

d⋂
i=1

Adj(Mi ,Mt
i ).

Generically, both Adj(Mi ) and Adj(Mi ,Mt
i ) define a codimension n2 subspace of K 2n2

, so for sufficiently
large d , generically Adj(M) and Adj(M,Mt) are given as in Definition 3.8.

Because half-genericity is defined for pseudoisometry classes, it makes sense to extend Definition 3.8
to tensors, via the choice of a basis. Alternating tensors t : V ×V → T with |T (t)|⩾ 1 and whose Pfaffian
defines an elliptic curve are half-generic; see Remark 5.2.

Lemma 3.10. Let t : V × V → T be an asymmetrically half-generic K -tensor such that |T (t)| = 1. Then
Adj(t) is ∗-isomorphic to O1(K ).
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Proof. Let B ∈ Mat2n(K [ y]) be associated with t and in the form given in Definition 3.8. Since t is
asymmetrically half-generic, Adj(M,Mt)= Adj(Mt,M)= 0, and hence by a computation similar to that
carried out in the proof of Lemma 3.7, we have

Adj(B)=

{((
aIn 0

0 (a − k)In

)
,

(
(a − k)In 8

0 aIn

)) ∣∣∣∣ a, k ∈ K , 0,8 ∈ Matn(K ),
0t M + Mt8= kS

}
. (3-3)

Now we consider the K -vector space

L = {(0,8, k) ∈ Matn(K )2 ⊕ K | 0t M + Mt8= kS},

which we will show to be trivial. First, we show that dimK L ⩽ 1. For this note that, if (0,8, 0) ∈ L ,
then (0,−8) ∈ Adj(Mt,M)= 0. Now, if (0,8, k), (0′,8′, k ′) ∈ L with k ̸= 0, then there exists λ ∈ K
such that λk = k ′. It follows that (λ0−0′, λ8−8′, 0) ∈ L and therefore (λ0, λ8, λk) = (0′,8′, k ′).
This proves the claim.

Suppose now, for a contradiction, that dimK L = 1, and let (X, Y, 1) ∈ L . Since S is skew-symmetric,
also (Y, X,−1) belongs to L . It follows that (X + Y,−(X + Y )) ∈ Adj(M t,M), equivalently Y = −X .
Hence, dimK Adj(t)= 2, and

Adj(B)=

{((
aIn k X
0 (a − k)In

)
,

(
(a − k)In −k X

0 aIn

)) ∣∣∣∣ a, k ∈ K , X ∈ Matn(K ),
X t M − Mt X = S

}
.

In particular, Adj(B) contains

(α, α∗)=

((
0 −X
0 In

)
,

(
In X
0 0

))
.

It follows that αα∗
= α∗α = 0. Hence, for all u, v ∈ V, we compute

t (α(u), α(v))= t (u, α∗α(v))= 0 = t (αα∗(u), v)= t (α∗(u), α∗(v)).

It follows that α(V ) and α∗(V ) are two distinct n-dimensional, totally isotropic subspaces, which contra-
dicts |T (t)| = 1. We have proven that dimK L = 0, from which we derive that Adj(B)∼= K ∼= O1(K ). □

Recall from Section 2.3 that the notation A ∼= R ⋊ S indicates that R is the Jacobson radical of the
∗-ring A and that A/R ∼= S.

Lemma 3.11. Let t : V × V → T be a symmetrically half-generic K -tensor such that |T (t)| = 1. Assume
that char(K ) ̸= 2. Then Adj(t) is ∗-isomorphic to K ⋊ O1(K ) and, if (α, β) ̸= (0, 0) is in the Jacobson
radical of Adj(t), then T (t)= {α(V )}.

Proof. Suppose, without loss of generality, that the matrix B associated with t is given in the form from
Definition 3.8 with Mt

= M. It follows from the assumptions that Adj(Mt,M)= Adj(M)∼= K and in the
same way as in Lemma 3.10 we derive

Adj(B)=


((
011 012

k In 022

)
,

(
811 812

−k In 822

)) ∣∣∣∣∣
k ∈ K , 0i j ,8i j ∈ Matn(K ),

0t
11 M − M822 = −kS, 0t

22 M − M811 = kS,
0t

12 M + M812 = S822 −0t
22S

 .
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Since Adj(M)∼= K, the K -vector space

P = {(0,8, k) ∈ Matn(K )2 ⊕ K | 0t M − M8= kS}

has dimension 1 or 2. Indeed (0,8, 0) ∈ P is equivalent to (0,8) ∈ Adj(M): the forward implication
implies that dimK P ⩽ 2, while the reverse one ensures dimK P ⩾ 1.

We claim that dimK P = 1 and we prove so working by contradiction. To this end, assume that
dimK P = 2 and let {(In, In, 0), (X, Y, 1)} be a basis of P. Since S is skew-symmetric, (Y, X, 1) also
belongs to P, so (X − Y, Y − X) ∈ Adj(M). Hence, there exists ρ ∈ K such that X − Y = ρ In = Y − X .
This implies 2(X − Y )= 0, and since char(K ) ̸= 2, we derive X = Y. Define now S′

= SX + X tS. With
this, we have

Adj(B)=


((

aIn − k X C
k In bIn + k X

)
,

(
bIn + k X D

−k In aIn − k X

)) ∣∣∣∣∣
a, b, k ∈ K , C, D ∈ Matn(K ),
C t M + M D = (a − b)S − kS′,

X t M − M X = S

 .
Now we consider the vector space

P ′
= {(C, D, c, d) ∈ Matn(K )2 ⊕ K 2

| C t M + M D = cS − dS′
}.

Note that whenever (C,D,c,0)∈ P ′ the element (C,−D,c) belongs to P. It then follows from dimK P =2
that dimK P ′

∈ {2,3}. If dimK P ′
= 2, then a basis for P ′ is {(In,−In,0,0), (X,−X,1,0)} and

Adj(B)=

{((
aIn cIn + (a − b)X
0 bIn

)
,

(
bIn −cIn + (b − a)X
0 aIn

)) ∣∣∣∣ a, b, c ∈ K ,
X t M − M X = S

}
.

In particular, Adj(B) contains the element

(α, α∗)=

((
0 −X
0 In

)
,

(
In X
0 0

))
. (3-4)

It follows that α(V ) and α∗(V ) are two distinct n-dimensional, totally isotropic subspaces, which
contradicts |T (t)| = 1. This proves that dimK P ′

̸= 2, so dimK P ′
= 3.

Let now {(In,−In, 0, 0), (X,−X, 1, 0), (Y, Z , ℓ, 1)} be a basis of P ′. Since both S and S′ are skew-
symmetric, we have (Z , Y,−ℓ,−1) ∈ P ′, so (Y + Z , Y + Z , 0, 0) ∈ P ′. The characteristic of K being
different from 2, this implies that Z = −Y. Thus, if C, D ∈ Matn(K ) and a, b, k ∈ K are such that

C t M + M D = (a − b)S − kS′,

then the following holds: for some c ∈ K,

C = cIn + (a − b − kℓ)X + kY = −D.

Thus, taking b = 1 and a = c = k = 0, we see that the element in (3-4) is also contained in Adj(B),
which is a contradiction. In particular dimK P ′

̸= 3, which yields that dimK P ̸= 2 and, consequently,
that dimK P = 1.
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We conclude by observing that Adj(t)∼= K ⋊ O1(K ) because

Adj(B)=

{((
aIn bIn

0 aIn

)
,

(
aIn −bIn

0 aIn

)) ∣∣∣∣ a, b ∈ K
}
. (3-5)

We also see from (3-5) that if 0 ̸= (α,−α) is in the radical of Adj(B), then α(V ) ∈ T (t). □

Proposition 3.12. Let t : V × V → T be a K -tensor with irreducible Pfaffian. If Adj(t) is ∗-isomorphic
to either X1(K ) or S2(K ), then |T (t)| = 2 or |T (t)|> 2, respectively.

Proof. Let ϕ : Adj(t)→ A be a ∗-isomorphism, where A is either X1(K ) or S2(K ).
If A = X1(K ) and (X, Y )=ϕ−1((1, 0)), then Theorem 2.12 yields that XY = 0 = Y X and X +Y = I2n .

Then U = X V and W =Y V are totally isotropic subspaces and satisfy U +W = V. In particular, |T (t)|⩾2.
To show that equality holds, we assume for a contradiction that U ′

∈ T (t) \ {U,W }. Then thanks to
Lemma 3.3, we write V =U ⊕U ′. Taking α : V →U and β : V →U ′ to be projections such that α|U = idU

and β|U ′ = idU ′ , it follows that (α, β) ∈ Adj(t) and so the dimensions of A and Adj(t) do not coincide.
Assume now that A = S2(K ) and define

(X1, Y1)= ϕ−1
((

1 0
0 0

))
and (X2, Y2)= ϕ−1

((
1 1
1 1

))
.

Theorem 2.12 yields that X1Y1 = Y1 X1 = 0 = X2Y2 = Y2 X2. Therefore X1V, X2V, and Y1V are totally
isotropic subspaces. Moreover, as X1 + Y1, X1 + X2, and X2 + Y1 are invertible, Lemma 3.3 ensures that
they are distinct. In particular |T (t)|> 2. □

In the following, all isomorphisms concerning adjoint algebras are taken as ∗-algebras.

Theorem 3.13. Let t : V × V → T be a full, half-generic K -tensor with irreducible Pfaffian. Then
Cent(t)∼= K, and the following hold:

(1) |T (t)| = 1 and t asymmetrically half-generic imply Adj(t)∼= O1(K ).

(2) |T (t)| = 1, t symmetrically half-generic, and 2K = K imply Adj(t)∼= K ⋊ O1(K ).

(3) |T (t)| = 2 if and only if Adj(t)∼= X1(K ).

(4) |T (t)|> 2 if and only if Adj(t)∼= S2(K ).

Proof. Let B ∈ Mat2n(K [ y]1) be the matrix associated with t . Since the Pfaffian is nonzero, we write
dimK V = 2n. If |T (t)| = 1, then Lemmas 3.10 and 3.11 settle (1)–(2). If |T (t)| = 2, we know from
Proposition 3.5 that B is asymmetrically half-generic. In this case Lemma 3.7 yields

Adj(B)=

{((
aIn 0
0 bIn

)
,

(
bIn 0
0 aIn

)) ∣∣∣∣ a, b ∈ K
}

∼= X1(K ). (3-6)

This proves the forward direction of (3). If, on the other hand, |T (t)| > 2, then B is symmetrically
half-generic by Proposition 3.5. By Lemma 3.7, we have

Adj(B)=

{((
aIn bIn

cIn d In

)
,

(
d In −bIn

−cIn aIn

)) ∣∣∣∣ a, b, c, d ∈ K
}

∼= S2(K ). (3-7)
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Thus, the forward direction of (4) follows from (3-7). The reverse directions for (3) and (4) follow from
Proposition 3.12.

We conclude by showing that Cent(t) ∼= K. Because Pf(t) is irreducible and t is full, t is fully
nondegenerate. Thus, Lemma 2.11 ensures that Cent(t) is commutative. Moreover, from [Brooksbank
et al. 2020, Theorem A], we know that Cent(t) embeds into the center of Adj(t) which is, in the four
cases of this theorem, always isomorphic to K. □

4. Determinantal representations of cubics

Let E be an elliptic curve in P2
K with identity element O. Let E(K ) denote the K -rational points of E

and ⊕ the addition on E . If P ∈ E(K ) and m is a positive integer, we write ⊖P for the opposite of P,
[m]P ∈ E(K ) for the sum of m copies of P, and E[m] for the m-torsion subgroup of E . We write Aut(E)
for the group of automorphisms of E as a projective curve, and AutO(E) for the automorphism group of
the elliptic curve E . In particular, AutO(E) comprises the elements of Aut(E) that fix O. We let Div(E)
be the Weil divisor group of E and Div0(E) the degree-0 part of the divisor group of E . We denote
the class of D in the Picard group Pic(E) by [D] and write Pic0(E) for the degree-0 part of Pic(E). If
D ∈ Div(E), denote by L(D) the sheaf of D, which is also commonly denoted by OE(D). Our notation
is mostly adherent to the one from [Silverman 2009, Chapter II] and we refer the reader to [Hartshorne
1977; Silverman 2009] for the geometric background of Sections 4 and 5.

4.1. Divisors on elliptic curves. In this section, we recall some basic facts on divisors.

Lemma 4.1 [Hartshorne 1977, Proposition II.6.13]. Let D,D′
∈Div(E). Then the following are equivalent:

(1) [D] = [D′
].

(2) L(D) and L(D′) are isomorphic.

Let L0 denote the collection of isomorphism classes of noneffective degree-0 line bundles on E . As a
consequence of Lemma 4.1 one can easily derive that the map

Pic0(E) \ {0} −→ L0, [D] 7−→ L(D), (4-1)

is a well-defined bijection. Moreover, [Silverman 2009, Proposition III.3.4] ensures that the following
map is a well-defined bijection:

E \ {O} −→ Pic0(E) \ {0}, P 7−→ [P −O]. (4-2)

Lemma 4.2 (Abel’s theorem, see [Silverman 2009, Corollary III.3.5]). Let D =
∑

P∈E(K ) n P P ∈ Div(E).
Then [D] = 0 if and only if

∑
P∈E(K ) n P = 0 and

⊕
P∈E(K )[n P ]P = 0.

4.2. Linear representations and noneffective line bundles. This short section collects a few results on
equivalence classes of determinantal representations of cubics from [Ishitsuka 2017], which build upon
the seminal paper [Beauville 2000].
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Lemma 4.3 [Ishitsuka 2017, Theorem 5.2]. Let C be a smooth genus-1 curve in P2
K . Then there is a

natural bijection between

(1) the set LC as given in Definition 3.4(3), and

(2) the set of isomorphism classes of noneffective line bundles of degree-0 on C.

Definition 4.4. Let C denote the collection of smooth genus-1 curves in P2
K and write

LC =

⋃
C∈C

LC .

For each choice of M ∈ LC , the notation [[M]] is used for the orbit of M with respect to the action of
0 = GL3(K )× GL3(K )× GL3(K ) on LC that is defined by

0×LC −→ LC, ((X, Y, Z),M( y)) 7−→ X t M(Z y)Y.

Moreover, MC denotes the collection of all [[M]] where M ∈ LC .

Proposition 4.5. Let C denote the collection of smooth genus-1 curves in P2
K . Let [M], [M′

] ∈ LC and
write C and C ′ for the curves defined by det M = 0 and det M′

= 0, respectively. Let, moreover, L and L′

be degree-0 noneffective line bundles on C resp. C ′ associated to M and M′ as in Lemma 4.3. Then the
following are equivalent:

(1) [[M]] = [[M′
]],

(2) There exists a linear isomorphism γ : C → C ′ such that γ ∗L′
= L.

Proof. Rephrasing Definition 4.4, one has that [[M]] = [[M′
]] if and only if there exists Z ∈ GL3(K ) such

that [M′( y)] = [M(Z y)]. By calling γ the map C → C ′ that is induced by Z , it follows from Lemma 4.3
that [[M]] = [[M′

]] if and only if γ ∗L′
= L. □

4.3. Explicit Weierstrass representations. Until the end of the present section, let a, b ∈ K with
4a3

+ 27b2
̸= 0 and let E denote the elliptic curve

E : y2z = x3
+ axz2

+ bz3. (4-3)

In this paper, when talking of a Weierstrass equation of a curve E we will mean an equation of the form
(4-3), commonly referred to as a short Weierstrass equation of E . In the following definition, the matrix
JE,P is equivalent, in the sense of Definition 3.4, to the matrix MP from [Ishitsuka 2017, Example 7.6].

Definition 4.6. Let P = (λ, µ, 1) ∈ E(K ). Then JE,P ∈ Mat3(K [x, y, z]) is defined by

JE,P = JE,P(x, y, z)=

x − λz y −µz 0
y +µz λx + (a + λ2)z x

0 x −z

 .

Moreover, the matrix BE,P = BE,P(x, y, z) ∈ Mat6(K [x, y, z]) is defined as

BE,P =

(
0 JE,P

−J t
E,P 0

)
and the group GBE,P (K ) is denoted by GE,P(K ).
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Note that all (projective) points in E(K ) \ {O} are of the form (λ, µ, 1) as in Definition 4.6. The
following result is the combination of Theorem 5.2, i.e., this paper’s Lemma 4.3, and Proposition 7.1
from [Ishitsuka 2017]; see also Example 7.6 of that work. For an alternative reference, see for instance
[Ravindra and Tripathi 2014, Theorem 1].

Proposition 4.7. Assume 6K = K. Then the following hold:

(1) The following map is a well-defined bijection:

E(K ) \ {O} −→ LE , P 7−→ [JE,P ].

(2) For P ∈ E(K ) \ {O}, one has

[JE,P ] ∈ Lsym
E ⇐⇒ P ∈ E[2](K ).

Remark 4.8. Let P = (λ, µ, 1) ∈ E(K ). Then the following hold:

(1) J t
E,P = JE,⊖P .

(2) JE,P is symmetric if and only if µ= 0, equivalently P has order 2 in E(K ).

(3) If µ= 0, then JE,P is equivalent to the “Hessian matrix”

HE,P =

 3λx + az y aλz + ax + 3bz
y x − λz −λy

aλz + ax + 3bz −λy aλx + 3λbz + 3bx − a2z

 .

This matrix corresponds to one of the three solutions to Hesse’s system for E [1844] and, with direct
connection to this paper’s work, [Stanojkovski and Voll 2021, equation (1.6)].

Remark 4.9 (flex points for linearity). An elliptic curve Ẽ in P2
K is defined by a smooth cubic in

K [y1, y2, y3] which, however, need not be in short Weierstrass form. For a K -linear change of coordinates
to exist in order to express Ẽ by a short Weierstrass equation, a sufficient condition is for Ẽ to have
a flex point over K. This is explicitly explained in [Cremona 2003, Section 4.4] and accounts of this
transformation can also be found in [Silverman 2009, Proposition III.3.1] and [Silverman and Tate 2015,
Section 1.3]. Via this change of coordinates, the flex point is mapped to the point at infinity O = (0 : 1 : 0),
given in projective coordinates, which is also taken to be the identity for the group law on Ẽ . Once this
identification is made, it is a classical result that the collection of flex points in Ẽ(K ) coincides with
Ẽ[3](K ) where the unique element of order 1 is precisely O; see [Fulton 1969, Problem 5.37].

5. Proofs of Theorems A, B, and D

Relying on a number of techniques including the employment of Lie algebras (via the Baer correspondence)
and results on the realization of elliptic curves as zero sets of determinants of 3 × 3 matrices of linear
forms, in Sections 5.1, 5.2, and 5.3 we prove Theorems D, A, and B in the forms of Corollary 5.3,
Theorem 5.6, and Corollary 5.10, respectively. To this end, we let E denote the elliptic curve

E : y2z = x3
+ axz2

+ bz3, a, b ∈ K , with 4a3
+ 27b2

̸= 0.
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5.1. Adjoint algebras for E-groups and the proof of Theorem D. We are now ready to describe the
structure of the adjoint algebras of E-groups coming from an isotropically decomposable B with upper-
right corner M = JE,P .

Proposition 5.1. Assume K = 2K, and let P = (λ, µ, 1) ∈ E(K ). Then one has

(E P)= {(k I3, k I3) | k ∈ K } and Adj(JE,P , J t
E,P )=

{
Adj(JE,P) if µ= 0,
0 otherwise.

Proof. Let z = (z1, z2, z3) be variables. The adjoint algebra Adj(JE,P) is determined by a linear system
of 27 equations in 18 variables. We describe an M(z) ∈ Mat18×27(K [z]) such that the left kernel of
M(λ, µ, a + λ2) is in bijection with Adj(JE,P). Write JE,P = Ax + By + Cz for A, B,C ∈ Mat3(K )
computable from Definition 4.6, and define

M(z)=



−A 0 0 −B 0 0 −C 0 0
0 −A 0 0 −B 0 0 −C 0
0 0 −A 0 0 −B 0 0 −C

E11 z1 E21+E31 E21 E21 E11 0 −z1 E11−z2 E21 z2 E11+z3 E21 −E31

E12 z1 E22+E32 E22 E22 E12 0 −z1 E12−z2 E22 z2 E12+z3 E22 −E32

E13 z1 E23+E33 E23 E23 E13 0 −z1 E13−z2 E23 z2 E13+z3 E23 −E33


, (5-1)

where Ei j is the 3 × 3 matrix with 1 in the (i, j)-entry and 0 elsewhere.
By performing Gaussian elimination over K [z] on the columns of M(z), one can conclude that the

left kernel of M(z) is 1-dimensional, regardless of the values of λ, µ, or a. The computations have been
carried out in SageMath [2019] and Magma [Bosma et al. 1997]. Now, since the adjoint algebra is unital,
the left kernel of M(z) being 1-dimensional implies that Adj(JE,P)∼= K.

For Adj(JE,P , J t
E,P ), Remark 4.8(2) ensures that, if µ = 0, then Adj(JE,P , J t

E,P ) = Adj(JE,P).
Now assume that µ ̸= 0. A matrix M ′(z) whose left kernel defines a basis for Adj(JE,P , J t

E,P ), at
z = (λ, µ, a + λ2), is obtained from M(z) by replacing the three blocks −C with −C t. By performing
Gaussian elimination over K [z] one can show that M ′(z) has full rank, implying Adj(JE,P , J t

E,P )= 0.
These computations have also been carried out in SageMath and Magma. □

Remark 5.2. The consequence of Proposition 5.1, combined with Remark 4.8, is that for all skew-
symmetric matrices S ∈ Mat3(K ), the matrix

B =

(
0 JE,P

−J t
E,P S

)
is half-generic.

Corollary 5.3. Let t : V × V → T be a fully nondegenerate alternating K -tensor whose Pfaffian defines
a smooth cubic E in P2

K with a flex point O ∈ E(K ). Assume 6K = K. Then the following hold:

(1) |T (t)| = 2 if and only if Adj(t)∼= X1(K ).

(2) |T (t)|> 2 if and only if Adj(t)∼= S2(K ).
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Proof. Since t is fully nondegenerate with a Pfaffian defining a smooth cubic in P2
K , one has dimK V = 6

and dimK T = 3. Let B ∈ Mat6(K [y1, y2, y3]1) be associated with t .
First we assume |T (t)| ⩾ 2. Without loss of generality, assume B is isotropically decomposed with

top right 3 × 3 block equal to M. Since char(K ) /∈ {2, 3} and Pf(B) has a K -rational flex, Remark 4.9
together with Proposition 4.5 ensure the existence of a pair (E, P) such that [[M]] = [[JE,P ]]. Therefore,
Adj(M)∼= Adj(JE,P), and by Proposition 5.1, the tensor t is half-generic. The forward directions for both
(1) and (2) follow from Theorem 3.13. The reverse directions for both follow from Proposition 3.12. □

Proof of Theorem D. If t is the tensor associated to the matrix B from Theorem D, then by Corollary 5.3
the following equivalences hold:

|T (t)| = 2 ⇐⇒ Adj(t)∼= X1(K ), |T (t)|> 2 ⇐⇒ Adj(t)∼= S2(K ).

Relying on B being (a)symmetrically half-generic, as is done in the proof Theorem 3.13, combining
Proposition 5.1 with Remark 4.8 we deduce that

|T (t)| = 2 ⇐⇒ P ∈ E(K ) \ E[2](K ), |T (t)|> 2 ⇐⇒ P ∈ E[2](K ) \ {O}. □

5.2. Isomorphism testing via isogenies and the proof of Theorem A. In this section, we give necessary
and sufficient conditions for two groups of the form GE,P(F) and GE ′,P ′(F) to be isomorphic.

Lemma 5.4. Define the following matrices in GL3(K ):

X0 =

−1 0 0
0 1 0
0 0 1

 and Z0 =

−1 0 0
0 1 0
0 0 −1

 .

For every elliptic curve E in short Weierstrass form over K and every P ∈ E(K ) \ {O}, the following
holds: (

0 X0

X0 0

)
BE,P(Z0 y)

(
0 X0

X0 0

)
= BE,P( y).

For the next result, recall that a group G acts k-transitively on a set X if its induced action g·(x1, . . . , xk)=

(g(x1), . . . ,g(xk)) on the subset of X k of all elements with pairwise distinct entries is transitive. The next
result is an easy consequence of [Stanojkovski and Voll 2021, Proposition 4.10].

Lemma 5.5. Let E be an elliptic curve in short Weierstrass form over the field K and let P ∈ E[2](K )\{O}.
Define, moreover, ψ : GL2(K )→ GL6(K ) by(

a b
c d

)
7−→

(
aI3 bI3

cI3 d I3

)
.

Then ψ(GL2(K )) acts 2-transitively on T (BE,P).

Theorem 5.6. Let E and E ′ be elliptic curves in P2
F given by Weierstrass equations, and let P ∈ E(F)\{O}

and P ′
∈ E ′(F) \ {O′

}. Assume char(F)= p ⩾ 5. Then the following are equivalent:

(1) The F-Lie algebras gE,P(F) and gE ′,P ′(F) are isomorphic.
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(2) The set 9IsomF (BE,P ,BE ′,P ′) is nonempty.

(3) There exists an isomorphism ϕ : E → E ′ of elliptic curves such that ϕ(P)= P ′.

Proof. Let t : U ×W → T and t ′
: U ′

×W ′
→ T ′ be the F-tensors defined by JE,P and JE ′,P ′ , respectively.

Up to postcomposing with the automorphisms from Lemma 5.4 or Lemma 5.5, the Lie algebras gE,P(F)
and gE ′,P ′(F) are isomorphic if and only if there exists an isomorphism gE,P(F)→ gE ′,P ′(F) mapping
U to U ′ and W to W ′, which is equivalent to saying there are matrices X, Y, Z ∈ GL3(F) such that
(X, Y, Z) is an F-isotopism t → t ′. In particular, gE,P(F) and gE ′,P ′(F) are isomorphic if and only if
[[JE ′,P ′]] = [[JE,P ]]; see Definition 4.4.

Now let L and L′ be line bundles on C = E and C ′
= E ′ and let γ : E → E ′ be linear as given by

Proposition 4.5. Without loss of generality, we take L = L(P −O) and L′
= L(P ′

−O′); see (4-1) and
(4-2). Moreover, note that the line bundles M=L(3O) and M′

=L(3O′) define the given embeddings of
E → P2

F and E ′
→ P2

F ; see also [Silverman 2009, Proposition III.3.1]. In particular, the condition on the
map γ can be replaced with the existence of a (not necessarily linear) isomorphism δ : E → E ′ such that

δ∗L′
= L and δ∗M′

= M. (5-2)

We now show that the existence of δ satisfying (5-2) is equivalent to the existence of an isomorphism
of elliptic curves ϕ : E → E ′ with the property that ϕ(P)= P ′. By using the symbol δ also for the map
Div(E)→ Div(E ′) that is induced by δ, we rewrite (5-2) as

δ∗L′
= L and L(3δ−1(O′))= δ∗L(3O′)= δ∗M′

= M = L(3O).

We derive from Lemma 4.1 that [3δ−1(O′)] = [3O], in other words [3(δ−1(O′) − 3O)] = 0. It now
follows from Abel’s theorem, i.e., Lemma 4.2, that [3](δ−1(O′)⊖O) = O and so δ−1(O′) belongs to
E[3](F). Let τ denote translation by δ−1(O′) on E . We then get that δ ◦ τ : E → E ′ is an isomorphism
of elliptic curves. Set ϕ = δ ◦ τ . To conclude the proof, we show that ϕ(P) = P ′. For this, note that
ϕ∗L = ϕ∗L(P −O)= L(ϕ−1(P)−ϕ−1(O)). As a consequence, (5-2) and Lemma 4.1 yield

[ϕ−1(P ′)−O] = [ϕ−1(P ′)−ϕ−1(O′)] = [P −O].

Abel’s theorem implies now that ϕ−1(P ′)= P, equivalently that ϕ(P)= P ′. □

Proof of Theorem A. Let t :U ×W → T and t ′
:U ′

×W ′
→ T ′ be the F-tensors defined by JE,P and JE ′,P ′ ,

respectively. By Theorem 2.13, the groups GE,P(F) and GE ′,P ′(F) are isomorphic if and only if there
exists an Fp-pseudoisometry between t and t ′. From Corollary 5.3, we know that Cent(t)∼= Cent(t ′)∼= F.
Thus, arguing as in the proof of Theorem 2.15, we get that 9IsomFp(t, t ′) can be considered as contained
in the set 9IsomF (t, t ′)× Gal(F/Fp). Therefore, t and t ′ are Fp-pseudoisometric if and only if there
exists σ ∈ Gal(F/Fp) such that σt and t ′ are F-pseudoisometric. The matrix of linear forms associated
to σt is Bσ(E),σ (P). Again by Theorem 2.13, the tensors σt and t ′ are F-pseudoisometric if and only if
gσ(E),σ (P)(F) and gE ′,P ′(F) are isomorphic F-Lie algebras. To conclude apply Theorem 5.6. □
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Remark 5.7 (the work of Ng). For a nice overview of the geometry of the 0-orbits of LC we refer to [Ng
1995, Section 2]. Theorem 5.6 is a specialized variation of Theorem 1 of [loc. cit.], which classifies the
complex 0-orbits in terms of triples (E, L1, L2) where L1 and L2 are particularly chosen line bundles
on E ; see (5-2). The study in [loc. cit.] goes beyond the smooth case classifying also singular cuboids up
to 0-equivalence. In future work, we hope to come back to the investigation of the class of groups arising
from this last family.

5.3. Automorphisms of elliptic groups and the proof of Theorem B. In this section we compute the size
of the automorphism group of a group arising from a tensor satisfying T (t)⩾ 2 and whose Pfaffian class
defines a cubic with a flex point over F. Indeed, using pseudoisometries, any such curve can be put in short
Weierstrass equation, and thus the group in question will be isomorphic to a group of the form GE,P(F).

Theorem 5.8. Let E be an elliptic curve in P2
F given by a Weierstrass equation, and let P ∈ E(F) \ {O}.

Assume that char(F)= p ⩾ 5. Then

|9IsomF (BE,P)| =
|AutO(E)|

|AutO(E) · P|
· |E[3](F)| ·

{
| GL2(F)| if P ∈ E[2](F),
2(q − 1)2 otherwise.

Proof. Let t : V × V → T be the tensor defined by BE,P ∈ Mat6(F[y1, y2, y3]) and let g = gt(F) be the
Lie algebra of Gt(F) via the Baer correspondence. We compute the order of 9IsomF (t). Following the
strategy in [Stanojkovski and Voll 2021], we work with the automorphism group Aut(g)= AutF (g) of
the F-algebra g. For this, let U,W be distinct elements of T (t) corresponding to the base choice yielding
BE,P and note that V = U ⊕ W. We define the following subgroups of Aut(g):

• AutV (g)= {α ∈ Aut(g) | α(V )= V }.

• Aut f
V (g)= {α ∈ Aut(g) | α(U )= U, α(W )= W }.

Since t is full, if (α, β) ∈ 9IsomF (t), then α uniquely determines β. In particular, we have that
9IsomF (t)∼= AutV (g). We now look at the action of AutV (g) on T (t). Using Lemmas 5.4 and 5.5, we
derive that this action is 2-transitive. It follows that the stabilizer of the pair (U,W ) is equal to Aut f

V (g)

and has index |T (t)|(|T (t)| − 1) in AutV (g). By Corollary 3.6, it thus holds that

|9IsomF (BE,P)| = |AutV (g)| = |Aut f
V (g)| ·

{
q(q + 1) if P ∈ E[2](F),
2 otherwise.

(5-3)

To determine |Aut f
V (g)| we note that, via Remark 2.10, an element

diag(X, Y, Z)=

X 0 0
0 Y 0
0 0 Z

 ∈ GL9(F), with X, Y, Z ∈ GL3(F),

belongs to Aut f
V (g) if and only if X t JE,P(Z y)Y = JE,P( y). Since the change of coordinates given by Z

maps E to itself, the following map is well-defined:

ϕ : Aut f
V (g)−→ Aut(E), diag(X, Y, Z) 7−→ Z .
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Thus, ϕ maps into the linear part of Aut(E), namely those automorphisms of E that extend to linear
transformations of P2

F . From the proof of Theorem 5.6, we know that

| imϕ| = |E[3](F)| ·
∣∣{ϕ ∈ AutO(E) | ϕ(P)= P}

∣∣ = |E[3](F)| ·
|AutO(E)|

|AutO(E) · P|
.

We claim that | kerϕ| = (q − 1)2. To prove this, we start by observing that

kerϕ = {diag(X, Y, cI3) | X, Y ∈ GL3(F), c ∈ F×, X t JE,P(c y)Y = JE,P( y)}.

The last equality in the definition of kerϕ can be rewritten as (cX t )JE,PY = JE,P , so since Y is invertible,
we get a map

kerϕ −→ Adj(JE,P), diag(X, Y, cI3) 7−→ (cX, Y −1).

All elements of the form (aI3, bI3, (ab)−1 I3) with a, b ∈ F× are elements of kerϕ, and as a consequence
of Proposition 5.1, the converse is also true. Indeed, if diag(X, Y, cI3) belongs to kerϕ, then (cX, Y −1) is
an element of Adj(JE,P)={(k I3, k I3) | k ∈ F}. In particular, there exists k ∈ F× such that cX = k I3 = Y −1.
It then follows that X = c−1k I3 and Y = k−1 I3. Thus, kerϕ = {(aI3, bI3, (ab)−1 I3) | a, b ∈ F×

}, and we
conclude that | kerϕ| = |F×

|
2
= (q − 1)2. Since | GL2(F)| = q(q + 1)(q − 1)2, the proof is complete. □

For an elliptic curve E in P2
F given by a short Weierstrass equation and P ∈ E(F) \ {O}, we write

GalE,P(F/Fp)= {σ ∈ Gal(F/Fp) :9Isom(BE,P ,Bσ(E),σ (P)) ̸= ∅}.

The following two corollaries follow in a straightforward way from Theorems 2.15 and 5.8. Note that the
denominators on the left side are | HomF (V, T )| and | HomFp(V, T )|, respectively.

Corollary 5.9. Let E be an elliptic curve in P2
F given by a Weierstrass equation. Moreover, let P ∈

E(F) \ {O}. Assume that char(F)= p ⩾ 5. Then

|AutF (gE,P(F))|
q18 = |E[3](F)| ·

|AutO(E)|
|AutO(E) · P|

·

{
| GL2(F)| if P ∈ E[2](F),
2(q − 1)2 otherwise.

Corollary 5.10. Let E be an elliptic curve in P2
F given by a Weierstrass equation and P ∈ E(F) \ {O}.

Assume that char(F)= p ⩾ 5 and |F | = pe. Then

|Aut(GE,P(F))|
p18e2 = | GalE,P(F/Fp)| · |E[3](F)| ·

|AutO(E)|
|AutO(E) · P|

·

{
| GL2(F)| if P ∈ E[2](F),
2(pe

− 1)2 otherwise.

Remark 5.11. Let E be an elliptic curve given by the Weierstrass equation (4-3) over F and let P =

(λ, µ, 1)∈ E(F). To compute the size of GalE,P(F/Fp) one can rely on Theorem 5.6 in the following way.
For σ to belong to GalE,P(F/Fp) a necessary and sufficient condition is that 9IsomF (BE,P ,Bσ(E),σ (P))
be nonempty. Thanks to Theorem 5.6 the last condition is equivalent to the existence of an isomorphism
of elliptic curves ϕ : E → σ(E) such that ϕ(P)= σ(P). With the aid of, for instance, [Silverman 2009,
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Table III.3.1, p. 45], one shows that such a ϕ is given by a map (x, y) 7→ (u2x, u3 y), where u ∈ F is
chosen such that (σ (λ), σ (µ))= (u2λ, u3µ) and

(u4, u6)=


(u4, σ (b)b−1) if a = 0 (equiv. j (E)= 0),
(σ (a)a−1, u6) if b = 0 (equiv. j (E)= 1728),
(σ (a)a−1, σ (b)b−1) otherwise.

Example 5.12. Let E be the elliptic curve defined over F5 by y2
= x3

− 2x and note that E[2](F5) =

{O, (0, 0)}, while, setting F = F5[
√

2], we get

E[2](F)= {O, (0, 0), (
√

2, 0), (−
√

2, 0)}.

The matrices JE,P corresponding to P ∈ E[2](F) \ {O} are equivalent to the Hessian matrices given in
[Stanojkovski and Voll 2021, Section 1.4], where δ is chosen to be 2. We show that for each choice
of P, the group GalE,P(F/Fp) coincides with Gal(F/Fp). For this, we note that in this case b = 0, so
we can identify AutO(E) with F×

5 ; see [Silverman 2009, Section III.10]. Following the notation from
Remark 5.11, we fill the following table:

σ u4 σ(0, 0) σ (
√

2, 0) σ (−
√

2, 0)

id 1 (0, 0) (
√

2, 0) (−
√

2, 0)
x 7→ x5 1 (0, 0) (−

√
2, 0) (

√
2, 0)

Taking u = 1 in the first row and u = 2 in the second yields the claim.

Example 5.13. Let f (x)= x2
− x +2 ∈ F5[x], which is irreducible. Set F = F5[x]/( f (x)), and let α ∈ F

be a root of f . Let E be the elliptic curve in P2
F given by y2

= x3
+αx +α. The j -invariant of E is α−1.

Let σ ∈ Gal(F/F5) be the map x 7→ x5 so that σ(E) is defined by y2
= x3

+α5x +α5. The j -invariant of
σ(E) is α5

−1 = −α, so the elliptic curves E and σ(E) are not isomorphic. Let now P = (α3, α)∈ E(F)
and note that σ(P)= (α15, α5) ∈ σ(E)(F). It follows that g = gE,P(F) and gσ = gσ(E),σ (P)(F) are not
isomorphic as F-Lie algebras — that is, there is no F-linear isomorphism g → gσ since E and σ(E) are
not isomorphic. However, (I9, σ ) ∈ GL9(F)⋊Gal(F/F5) yields an F-semilinear isomorphism g → gσ .
Thus, as F5-Lie algebras, g∼= gσ and, consequently, GE,P(F)∼= Gσ(E),σ (P)(F). To make this isomorphism
explicit, observe that

J = JE,P =

x−α3z y−αz 0
y+αz α3x+(α+α6)z x

0 x −z

 . (5-4)

Viewing F as a 2-dimensional vector space with basis {1, α} over F5, we rewrite J from (5-4) as an
F5-tensor F6

5 × F6
5 → F6

5. The associated matrix of linear forms is

J =



x1+2z1+z2 x2+3z1+3z2 y1−z2 y2+2z1−z2 0 0
x2+3z1+3z2 3x1+x2−z1+z2 y2+2z1−z2 3y1+y2+2z1+z2 0 0

y1+z2 y2+3z1+z2 3x1−x2+2z1+z2 2x1+2x2+3z1+3z2 x1 x2

y2+3z1+z2 3y1+y2+3z1−z2 2x1+2x2+3z1+3z2 x1−x2−z1+z2 x2 3x1+x2

0 0 x1 x2 −z1 −z2

0 0 x2 3x1+x2 −z2 2z1−z2


.
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We do the same construction for the matrix σ(J ) associated to σ(E) and σ(P):

σ(J )=



x1+3z1−z2 x2+2z1+2z2 y1−z1+z2 y2+3z1 0 0
x2+2z1+2z2 3x1+x2+z1−z2 y2+3z1 3y1+y2+3z2 0 0

y1+z1−z2 y2+2z1 2x1+x2+3z1−z2 3x1+3x2+2z1+2z2 x1 x2

y2+2z1 3y1+y2+2z2 3x1+3x2+2z1+2z2 −x1+x2+z1−z2 x2 3x1+x2

0 0 x1 x2 −z1 −z2

0 0 x2 3x1+x2 −z2 2z1−z2


.

To define the isomorphism corresponding to (I9, σ ), we define a 6 × 6 block diagonal matrix D =

diag(X, X, X) by setting

X =

(
1 1
0 −1

)
.

Note that X−1
= X . One can check that Dt J (Dx)D = σ(J ), implying that(

Dt 0
0 Dt

) (
0 J (Dx)

−J t(Dx) 0

) (
D 0
0 D

)
=

(
0 σ(J )

−σ(J )t 0

)
.

Thus, (diag(D, D), D) is an F5-pseudoisometry, and therefore, GE,P(F)∼= Gσ(E),σ (P)(F). This argument
also shows that the Galois part of Aut(GE,P(F)) must be trivial — otherwise one would for example get
that E and σ(E) are isomorphic. Theorem 2.15 yields

Aut(GE,P(F))∼= HomF5(F
12
5 , F6

5)⋊9IsomF (BE,P).

6. Isomorphism testing for E-groups

The main goal of this section is to prove Theorem E, which we do in Section 6.3. For this, we develop a
number of algorithms to recognize when a p-group is (isomorphic to) an E-group. We even consider
the more general situation computing an isotropic decomposition of alternating tensors with irreducible
Pfaffian in Section 6.2. We end with a discussion in Section 6.4 about our implementation of Theorem E
in Magma [Bosma et al. 1997], where we also provide some examples.

6.1. Computational models for finite groups. Common computational models for finite groups are given
by (small) sets of generators in either (1) matrix groups over finite fields [Luks 1992] or (2) permutation
groups [Seress 2003]. Although polycyclic and “power-commutator” presentations seem to work well in
practice, it is not known whether multiplication with these presentations can be done in polynomial time
[Leedham-Green and Soicher 1998].

Throughout, we work with the “permutation group quotient” model proposed in [Kantor and Luks 1990].
This avoids issues where the given p-group G can only be faithfully represented as a permutation group
on a set whose size is approximately |G|; see the example in [Neumann 1986]. The following proposition
ensures that we can efficiently go from groups to tensors using the permutation group quotient model. With
appropriate bounds for the prime p, one can achieve this for the matrix group model as well [Luks 1992].
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Proposition 6.1 [Kantor and Luks 1990, Section 4]. Given a group G as a quotient of a permutation
group, each of the following problems has an algorithm that runs in time polynomial in log |G|.

(1) Compute |G|.

(2) Given x, x1, . . . , xk ∈ G either write x as a word in {x1, . . . , xk}, or else prove x /∈ ⟨x1, . . . , xk⟩.

(3) Find generators for Z(G) and for [G,G].

(4) Decide if G is nilpotent of class 2.

(5) If G is nilpotent of class 2, construct the commutator tensor of G as a matrix of linear forms.

6.2. Isotropic decompositions. We depart from the focused setting of E-groups, and we consider the
more general setting of computing an isotropic decomposition for an alternating F-tensor t : V × V → T.

Theorem 6.2. Let B ∈ Mat2n(F[y1, . . . , yd ]1) be skew-symmetric. Then there exist Las Vegas algorithms,
using O(n6d + n2d5) and O(n6d) operations in F respectively, to do the following:

(1) Write B over C = Cent(B), provided C is a field, call it BC .

(2) Return X ∈ GL2n(F) such that X t BC X gives an isotropic decomposition whenever BC is decom-
posable with irreducible Pfaffian.

We prove Theorem 6.2 with the next two lemmas. Common to both algorithms, and also their bottleneck,
is computing a basis of a large system of linear equations.

Lemma 6.3. There exists a Las Vegas algorithm that, given B ∈ Matm×n(F[y1, . . . , yd ]1), decides
whether its centroid is a field extension C/F and, if so, returns the matrix of linear forms BC over C using
O(mnd(m2

+ n2
+ d2)2) operations in F.

Proof. Algorithm. Compute a basis for the centroid C = Cent(B) by solving a system of linear equations.
Use [Brooksbank and Wilson 2015, Theorem 1.3] to determine if C is a field or not, and if C is a field, then
find a generator X = (X1, X2, X3) of C as a unital F-algebra. If C is not a field, then just return B, so we
assume C is a field. Let V1 = Fm, V2 = Fn, and V3 = Fd. Find a maximal set of nonzero vectors Bi in Vi

which are all in different X i orbits. For each (u, v) ∈ B1 ×B2, write ut B v as
∑

w∈B3
f (w)u,v (X)w, where

f (w)u,v (z) ∈ F[z]. Return the matrix BC = ( f (w)u,v (X))u,v,w, running through all (u, v, w) ∈ B1 ×B2 ×B3.

Correctness. We only ever proceed beyond the construction of a basis for C if C is a field. In this case,
the Vi are C-vector spaces. The sets Bi are C-bases for the Vi .

Complexity. A basis for the centroid C is computed by solving a homogeneous system of mnd linear
equations in m2

+ n2
+ d2 variables over F. By [loc. cit., Theorem 1.3], determining whether or not C

is a field is done constructively in polynomial time using a Las Vegas algorithm, but this complexity is
dominated by the complexity to compute a basis for C . The complexity to find bases Bi and rewrite B
over C is also dominated by the complexity for the centroid. □

Lemma 6.4. There is an algorithm that, given B ∈ Mat2n(F[y1, . . . , yd ]1) skew-symmetric, returns
X ∈ GL2n(F) such that X t B X gives an isotropic decomposition whenever B is decomposable with
irreducible Pfaffian, using O(n6d) operations in F.
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Proof. Algorithm. Compute A = Adj(B). Determine if A is isomorphic to either X1(F) or S2(F). If
not, report that B is not isotropically decomposable with an irreducible Pfaffian. Otherwise, construct an
isomorphism of ∗-algebras ϕ : A → S, where S is either X1(F) or S2(F). Set

E =

{
{E11, E22} if S = S2(F),
{(1, 0), (0, 1)} if S = X1(F),

where Ei j is the matrix with 1 in the (i, j) entry and 0 elsewhere. For each e ∈ E , set (Y, Z)= ϕ−1(e)∈ A
and let Ue ⩽ Fn be the column span of Y. Let B a basis for F2n containing bases for Ue for all e ∈ E , and
return the transition matrix X ∈ GL2n(F).

Correctness. By Theorem 3.13, if B is isotropically decomposable with an irreducible Pfaffian, then A is
isomorphic to either X1(F) or S2(F). In both cases, E is a set of elements in S whose images induce
distinct, n-dimensional, totally isotropic subspaces; see the proof of Proposition 3.12. To show that Ue is
totally isotropic, set (Y, Z)= ϕ−1(e). For each u, v ∈ F2n one has u tY t B Yv = u t B ZYv = 0, proving
that Ue is totally isotropic.

Complexity. A basis for Adj(B) is constructed by solving n2d (homogeneous) linear equations in
2n2 variables. By [Brooksbank and Wilson 2012, Theorem 4.1], the complexity for the constructive
recognition of ∗-algebras is dominated by the cost of constructing a basis for Adj(B). □

Proof of Theorem 6.2. Use Lemma 6.3 for (1), and for (2), apply Lemma 6.4. □

6.3. Isomorphism testing of E-groups and the proof of Theorem E. Theorem 6.2 is almost enough to
prove the first two statements of Theorem E. The next lemma fills the gap by providing an algorithm to
find flex points on smooth cubics; see Remark 4.9.

Lemma 6.5. Given a homogeneous cubic f ∈ F[y1, y2, y3], there exists an algorithm that decides if f is
smooth and if so returns all a ∈ F3

\ {(0, 0, 0)} such that f (a)= 0 and a is a flex point of f , which uses
O(log q) field operations.

Proof. Algorithm. Compute a Gröbner basis G1 for the ideal

I1 = ⟨∂ f/∂y1, ∂ f/∂y2, ∂ f/∂y3, f ⟩ of F[y1, y2, y3]

using the lexicographical monomial order. Let g ∈ G1 be homogeneous with at most two variables. Factor
g using univariate algorithms [von zur Gathen and Gerhard 2013, Chapter 14], and use those solutions to
find all the solutions to the polynomial system determined by G1. If a solution exists, declare f “singular,”
and return a singular point. Otherwise f is smooth.

Compute the determinant of the Hessian matrix of f , which yields a homogeneous cubic H ∈

F[y1, y2, y3]. Construct a Gröbner basis G2 for the ideal I2 = ⟨ f, H⟩ using the lexicographical monomial
order. Return the set of solutions to the polynomial system determined by G2 in the same fashion as above.

Correctness. The algorithm to decide whether f is smooth is correct by definition and the fact that
⟨G1⟩ = I1. The existence of such a g ∈ G1 is the content of the elimination theorem [Cox et al. 2015,
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Section 3.1]. If the algorithm starts to compute the flexes, we know that f is, therefore, smooth. By
Bézout’s theorem the number of flex points is bounded above by 9. Thus, I2 is 0-dimensional and the
flexes are the solutions to the polynomial system determined by G2.

Complexity. Computing a Gröbner basis for a set of polynomials whose degree and number of variables
are constant is done using O(1) field operations. We can solve the polynomial systems determined by Gi

by calling a constant number of univariate factoring algorithms. Since the degrees are bounded by some
absolute constant, factoring is done using O(log q) field operations [von zur Gathen and Gerhard 2013,
Chapter 14]. □

Proof of Theorem E(i). By Corollary 5.3, if the Gi are elliptic groups, the Cent(tGi ) are finite extensions
of Fp. Write tGi as a matrix of linear forms B̃i ∈ Mat6m(Fp[y1, . . . , y3m]1). Use Theorem 6.2(1) to
express B̃i as a matrix of linear forms Bi ∈ Mat6(F[y1, y2, y3]1) over the centroid F of B̃i , using O(m7)

field operations. If the algorithm fails at any stage, then Gi is not an elliptic group. Otherwise compute
the Pfaffians of Bi . Then apply Lemma 6.5 to decide if the Pfaffians are elliptic curves containing flex
points; this uses O(log |F |)= O(m log p) field operations. If they are not, then Gi is not isomorphic to
some GE,P(F). □

Now our objective is to develop the algorithms that feed into the algorithm for Theorem 6.8, which
is the main algorithm for Theorem E(ii). We first describe some algorithms, which will be used in
Theorem 6.8, that use a constant number of field operations.

Lemma 6.6. Assume char(F) ⩾ 5. Given an elliptic curve E in short Weierstrass form, there is an
algorithm returning the set of automorphisms AutO(E) as a subgroup of GL3(F) using O(log q) field
operations.

Proof. Algorithm. Let µn(F) be the set of roots of xn
− 1 in F. Define R to be µ2(F), µ4(F), µ6(F)

respectively when j (E) ̸=0, 1728 or j (E)=1728 or j (E)=0. Return the subset {diag(ω2, ω3, 1) |ω∈R}

of GL3(F).

Correctness. It follows from [Silverman 2009, Theorem III.10.1].

Complexity. Factoring constant-degree univariate polynomials is done using O(log q) field operations
[von zur Gathen and Gerhard 2013, Chapter 14]. □

The following is relevant in view of Remark 2.10.

Proposition 6.7. Assume char(F)⩾ 5. Given an elliptic curve E in short Weierstrass form and P ∈ E(F),
there is an algorithm returning a generating set for AutoF (JE,P) using O(q1/4 log q) field operations.

Proof. Algorithm. Initialize X = ∅. Use Lemma 6.6 to construct AutO(E), and use Lemma 6.5 to
get the set R of flexes of E over F. For each � ∈ AutO(E) fixing P construct a nonzero (Xω, Yω) ∈

Adj(JE,P , JE,P(� y)) and include (Xω, Y −1
ω , �) in X . For each Q ∈ R, let τQ ∈ GL3(F) be the linear map

given by translation by Q on E , and construct a nonzero (X Q, YQ) ∈ Adj(JE,P , JE,P(τQ y)) and include
(X Q, Y −1

Q , τQ) in X . Find a ∈ F such that ⟨a⟩ = F×. Then return X ∪ {(aI3, I3, aI3), (I3, aI3, aI3)}.
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Correctness.As explained in Remark 4.9, the set R is equal to E[3](F). As is evident from Remark 2.10 and
the proof of Theorem 5.8, the map AutoF (JE,P)→ Aut f

V (gE,P(F)) given by (X, Y, Z) 7→ diag(X, Y, Z)
is an isomorphism, and thus correctness follows from the arguments there presented.

Complexity. The cardinalities of AutO(E) and E[3](F) = R are bounded from above by 6 and 9,
respectively. The complexity is dominated by the complexity to find a primitive element of F. From the
theorem of [Shparlinski 1996], finding a ∈ F× such that ⟨a⟩ = F× can be done in time O(q1/4 log q). □

Theorem 6.8. Assume char(F) = p ⩾ 5. There exists an algorithm that, given a subfield L ⊂ F and
isotropically decomposable B,B′

∈ Mat6(F[y1, y2, y3]1) whose Pfaffians define elliptic curves in P2
F with

flex points over L , returns the possibly empty coset 9IsomL(B,B′) using O(q) field operations.

Proof. Algorithm. Use Theorem 6.2(2) to rewrite B and B′ such that they are isotropically decomposed.
Let M,M′

∈ Mat3(F[y1, y2, y3]1) be the top right 3 × 3 blocks in B and B′, respectively. Construct
Z , Z ′

∈GL3(F)with the property that both f =det(M(Z y)) and f ′
=det(M′(Z ′ y)) yield short Weierstrass

forms of the curves E and E ′.
Set N = M(Z y) and N′

= M′(Z ′ y) and find P ∈ E(F) and P ′
∈ E ′(F) such that Adj(JE,P ,N) and

Adj(JE ′,P ′,N′) are nontrivial. Determine if there exists σ ∈ Gal(F/L) and an isomorphism ϕ : E ′
→σ(E)

of elliptic curves such that P ′
7→ σ(P). If no such σ exists, return ∅; otherwise, let ϕ be represented by

a matrix in GL3(F) as given in Lemma 6.6 and choose

• (X1, Y1) ∈ Adj(Jσ(E),σ (P),N) \ {0},

• (X2, Y2) ∈ Adj(JE ′,P ′,N′) \ {0}, and

• (X3, Y3) ∈ Adj(JE ′,P ′, Jσ(E),σ (P)(ϕ y)) \ {0}.

Set, moreover, α = diag(X2 X−1
3 σ X−1

1 , Y −1
2 Y3σY1) and β = (Z ′)−1ϕ−1σ Z . Now, use Proposition 6.7 to

construct a generating set X for AutoF (JE,P) and write

Y1 =

{((
X1γ X−1

1 0
0 Y −1

1 δY1

)
, Z−1εZ

) ∣∣∣∣ (γ, δ, ε) ∈ X
}
.

If P ∈ E[2](F), then set

Y2 =

{((
aI3 bX1Y1

cY −1
1 X−1

1 d I3

)
, (ad − bc)I3

) ∣∣∣∣ (
a b
c d

)
∈ GL2(F)

}
. (6-1)

If P /∈ E[2](F), then set

Y2 =

{((
0 X1 X0Y1

Y −1
1 X0 X−1

1 0

)
, Z−1 Z0 Z

) ∣∣∣∣ (X0, Z0)as in Lemma 5.4
}
. (6-2)

Return the generating set Y = Y1 ∪Y2 for 9IsomF (B) and (α, β) ∈9IsomL(B,B′).

Correctness. For the existence of the matrices Z and Z ′ use Remark 4.9. Assume there exists P ∈ E(F)
such that [N]= [JE,P ]. By definition, there exist X, Y ∈ GL3(F) such that X t N Y = JE,P . Thus, (A, B)∈
Adj(N, JE,P) if and only if (AX, Y −1 B)∈ Adj(JE,P). By Proposition 5.1, the latter is 1-dimensional and
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all nonzero elements are invertible. Thus, Adj(N, JE,P) is nontrivial if and only if [N] = [JE,P ]. Since
det(N)= 0 defines a short Weierstrass equation and char(F)⩾ 5, Proposition 4.7 ensures the existence
and uniqueness of such a P. A similar argument holds for N′ and JE ′,P ′ .

If there is no isomorphism of ϕ : E ′
→ σ(E) mapping P ′ to σ(P), then Theorem A guarantees

that B and B′ are not L-pseudoisometric. Otherwise, the isomorphism is linear being represented by
a matrix in GL3(F). Hence in this case, JE ′,P ′(ϕ y) is equivalent to Jσ(E),σ (P), and the adjoint algebra
Adj(JE ′,P ′(ϕ y), Jσ(E),σ (P)) is 1-dimensional by an argument similar to the one before. Proposition 6.7
and direct calculations show that Y ⊂9IsomF (B) and (α, β) ∈9IsomL(B,B′). That ⟨Y⟩ =9IsomF (B)
follows from the proof of Theorem 5.8.

Complexity. The complexity is dominated by listing and finding the unique points P and P ′. There are at
most O(q) points, and listing the points on an elliptic curve can be done using O(q) field operations. □

Proof of Theorem E(ii). We assume the algorithm for Theorem E(i) has already been carried out
successfully. Thus, the matrices B1 and B2 associated to tG1 and tG2 are written over their centroids, F,
and are decomposable. Now use the algorithm in Theorem 6.8 with L = Fp. □

6.4. Implementation. We have implemented the algorithms in this section in the computer algebra system
Magma [Bosma et al. 1997], and they are publicly available [Maglione 2022]. The plot in Figure 1 shows
the runtimes on an Intel Xeon Gold 6138 2.00 GHz running Magma V2.26-11.

We describe the process shown in Figure 1 from Section 1.6. For each prime-power q = pe up to 105,
avoiding integers with p ∈ {2, 3}, we construct an elliptic curve in short Weierstrass form y2

= x3
+ax +b,

by choosing (a, b) ∈ F2
q uniformly at random and discarding any pair (a, b) satisfying 4a3

+ 27b2
= 0.

For each elliptic curve E , we choose P ∈ E(Fq) \ {O} uniformly at random. After writing BE,P over Fp,
our tensor is still represented with convenient choices of bases. In order to remove this bias, we randomly
construct X ∈ GL6e(Fp) and Z ∈ GL3e(Fp), and set B = X t BE,P(Z y)X . We finally construct generators
for the automorphism group of GB(Fp) using Theorem E.

Theorem A gives us a characterization of the isomorphism classes of elliptic p-groups for p /∈ {2, 3}.
Such a characterization lends itself more easily to explicit computations. In Table 1, for each prime power
q ∈ [5, 97], with q not equal to 2e or 3e, we compute the number of isomorphism classes, denoted by Nq ,
of the G = GE,P(F) such that |G| = q9.

The data in Table 1 provides good evidence that the following conjecture seems true; in particular this
would imply that the function p 7→ Np is quasipolynomial.

q 5 7 11 13 17 19 23 25 29 31 37 41 43
Nq 31 57 131 185 307 381 551 385 871 993 1409 1723 1893

q 47 49 53 59 61 67 71 73 79 83 89 97
Nq 2255 1393 2863 3539 3785 4557 5111 5405 6321 6971 8011 9509

Table 1. The number of isomorphism classes Nq of the GE,P(F).
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Figure 2. The isomorphism type for the ∗-semisimple part of the adjoint algebra for randomly
constructed tensors.

Conjecture 6.9. For primes p ⩾ 5, we have

Np = p2
+ p − gcd(p − 2, 3)+ gcd(p − 1, 4).

It is clear that Conjecture 6.9 cannot be true for prime powers: for example,

N25 = 385 ̸= 653 = 252
+ 25 − gcd(25 − 2, 3)+ gcd(25 − 1, 4).

Question 6.10. For fixed e, is p 7→ Npe a quasipolynomial?

It may seem that the tensors we consider, namely BE,P , are somewhat rare in general. Indeed, the
existence of 3-dimensional totally isotropic subspaces of F6 should not occur “at random”. However,
this is not the case. Let B ∈ Mat6(F[y1, y2, y3]1) with Pfaffian defining an elliptic curve in P2

F . By
Corollary 3.6, there are four cases for |T (B)|, namely 0, 1, 2, and q +1. By Theorem 3.13, if |T (B)|⩾ 1,
then there are three different ∗-semisimple types: O1(F), X1(F), and S2(F). From computer evidence,
it seems that Adj(B)∼= U1(L), where L/F is a quadratic extension, whenever T (B)= ∅.

For primes p ∈ [3, 1000], we constructed 1000 matrices B ∈ Mat6(Fp[y1, y2, y3]1) where Pf(B) defines
an elliptic curve in P2

Fp
. Each B was constructed uniformly at random: there are 36 homogeneous linear

polynomials, so we chose 108 elements from Fp uniformly at random to build B, discarding matrices
until they satisfied the required condition. The outcome of the experiment is shown in Figure 2. It seems
that, as p → ∞, the probability of Adj(B)∼= X1(F) is equal to 0.5, which seems to also be equal to the
probability of Adj(B)∼= U1(L). In other words, it seems that for “random” B ∈ Mat6(Fp[y1, y2, y3]1), we
have either |T (B)| = 2 or |T (B)| = 0 at 50% of the time.
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Malle’s conjecture for fair counting functions
Peter Koymans and Carlo Pagano

We show that the naive adaptation of Malle’s conjecture to fair counting functions is not true in general.

1. Introduction

1.1. Malle’s conjecture. Number field counting has a rich history in number theory, going back to at
least Gauss counting quadratic extensions of Q. The leading conjecture in this field is due to Malle.

Conjecture 1.1 [Malle 2004]. Let G be a nontrivial finite group and let k be a number field. Then there
exists an integer a(G)≥ 1, an integer b(G, k)≥ 0 and a real number c(G, k) > 0 with

|{K/k : Gal(K/k)∼= G, Nk/Q(Disc(K/k))≤ X}| ∼ c(G, k)X1/a(G)(log X)b(G,k). (1-1)

If we let Cl(g) be the conjugacy class of an element g ∈ G −{id} and if we write g ∼ h if Cl(g) and Cl(h)
are equivalent under the cyclotomic action of k, then we have

b(G, k)= −1 + n, (1-2)

where n is the number of equivalence classes of G − {id} under ∼ consisting entirely of elements with
minimal order in G.

Although this conjecture has been exceptionally influential, numerous issues have come to light. One
problem with Malle’s conjecture is that it is not correct with the first counterexample due to Klüners
[2005]. However, there are also other undesirable features that are inherently tied with counting by
discriminant that we will now discuss.

One desirable feature of a counting function is that the leading constant c(G, k) is an Euler product.
This type of leading constants are frequent in rational points counting, and suggest a good compatibility
between global and local behavior. In the case of Sn , the leading constant c(G, k) is conjectured to be
an Euler product [Bhargava 2007], in which case we say that the Malle–Bhargava principle holds. It is
however not always the case that the leading constant is an Euler product. This problem already manifests
itself when dealing with quartic D4-extensions, see the work of Cohen, Diaz, y Diaz and Olivier [Cohen
et al. 2002] and of Altuğ, Shankar, Varma and Wilson [Altuğ et al. 2021]. In general, it is still unclear
when we expect the Malle–Bhargava principle to hold true.
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Another related undesirable feature of discriminant counting is the subfield problem. When counting
by discriminant, it may happen that a positive proportion of the fields counted share a common subfield.
This already happens for quartic D4-extensions, and is the main underlying cause for the failure of the
leading constant to be an Euler product.

1.2. Fair counting functions. The above reasons have led to an increasing interest in fair counting
functions, first introduced by Wood [2010]. We shall restrict ourselves to the product of ramified primes,
which is the most prominent fair counting function. We consider the following naive modification of
Malle’s conjecture. Write f(K/k) for the product of primes of k that ramify in K .

Conjecture 1.2 (folklore adaptation of Malle’s conjecture). Let G be a nontrivial finite group and let k
be a number field. Then there exists an integer b(G, k)≥ 0 and a real number c(G, k) > 0 such that

|{K/k : Gal(K/k)∼= G, Nk/Q(f(K/k))≤ X}| ∼ c(G, k)X (log X)b(G,k). (1-3)

If we let Cl(g) be the conjugacy class of an element g ∈ G −{id} and if we write g ∼ h if Cl(g) and Cl(h)
are equivalent under the cyclotomic action of k, then we have

b(G, k)= −1 + n, (1-4)

where n is the number of equivalence classes of G − {id} under ∼.

Maki [1993] proved this conjecture for abelian extensions, and Wood [2010] proved the same for
any fair counting function and arbitrary finite sets of local conditions. It is important to emphasize that
the leading constant c(G, k) is an Euler product and that the subfield problem also disappears in all
known cases. An additional benefit is that this counting function is much more natural from a geometric
perspective occurring prominently in function field counting, which is rife with geometric techniques.

Number field counting is intimately related to finding the distribution of class groups. Counting by
discriminant also leads to problems in this setting, as first uncovered in [Bartel and Lenstra 2020]. Bartel
and Lenstra give a counterexample to the Cohen–Martinet heuristics with the root cause being precisely
the subfield problem. These reasons strongly suggests that it may be preferable to count by fair counting
functions instead of the discriminant.

1.3. Results and conjectures. Our main result shows that Conjecture 1.2 is not correct.

Theorem 1.3. There exists an infinite family of nilpotent groups G of nilpotency class 2 such that
Conjecture 1.2 fails for the pair (G,Q). More precisely, the constant b(G,Q) in (1-4) is too small.

Although we have restricted to Q for simplicity, it is not difficult to adapt our arguments to find many
more counterexamples of a similar flavor showing that the above phenomenon persists in a wide number
of settings.

Our counterexample is of a genuinely different nature than Klüners’ counterexample. Firstly, Klüners
takes G = C3 ≀ C2, which is solvable but not nilpotent. Secondly, Klüners’ counterexample is no longer a
counterexample when counting by product of ramified primes, which was historically another important
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motivation to count by ramified primes. In fact, Koymans and Pagano [2023, Section 3.2] have previously
given strong heuristic evidence that Malle’s original conjecture, see Conjecture 1.1, is correct for nilpotent
extensions. Thirdly and perhaps most importantly, although both counterexamples proceed by fixing a
cyclotomic subextension, Klüners’ counterexample relies on the shrinking of the cyclotomic action, while
we fundamentally rely on a certain entanglement of Frobenius that shrinks the conjugation action.

A novel feature of our work is the first family of counterexamples when counting G-extensions in their
regular representation. This phenomenon has never been observed for discriminant counting. All known
modifications of Malle’s conjecture (such as [Türkelli 2015]) predict no counterexamples when counting
G-extensions by discriminant in their regular representation.

We still expect the veracity of the asymptotic in (1-3), but of course not with the naive choice of
b(G,Q) from (1-4). It is at present unclear what the right choice of b(G,Q) is in general. We will
however make several predictions. We have opted to restrict ourselves to nilpotent extensions as even
merely making predictions for number field counting has proven to be a deceptively difficult task.

To this end, let φ : G ↠ H be a surjective homomorphism, let χ(cyc) : GQ → (Z/|G|Z)∗ be the
cyclotomic character and let r : (Z/|G|Z)∗ ↠ H be a surjection. We define

Epi(H,φ)(GQ,G)

be the set of continuous surjective homomorphisms ψ : GQ ↠ G satisfying the equations

φ ◦ψ = r ◦χ(cyc), Q(ψ)∩ Q(ζ|G|)= Q(φ ◦ψ).

We write G ×H (Z/|G|Z)∗ ⊆ G × (Z/|G|Z)∗ for the subgroup consisting of pairs (g, α) such that
φ(g)= r(α). We let G × (Z/|G|Z)∗ act on ker(φ)−{id} by sending n to gnαg−1. We restrict this action
to the subgroup G ×H (Z/|G|Z)∗, and we denote by

b(H,φ)(G) := |(ker(φ)− {id})/(G ×H (Z/|G|Z)∗)|

the resulting number of equivalence classes.

Conjecture 1.4 (Conjecture 5.1). Let G be a nilpotent group. For each H, φ as above, there exists a
positive constant c(H,φ)(G) such that

|{ψ ∈ Epi(H,φ)(GQ,G) : f(ψ)≤ X}| ∼ c(H,φ)(G) · X · log(X)b(H,φ)(G)−1.

Conjecture 1.5 (Conjecture 5.5). Let G be a nilpotent group with |G| odd. Then the leading constant
c(H,φ)(G) satisfies the Malle–Bhargava principle.

For the precise computation of the leading constant provided by the Malle–Bhargava principle, we refer
to Conjecture 5.5. It is tempting to speculate that both conjectures are true in a much wider generality,
which we shall leave as an open question. However, Conjecture 5.5 does not hold when |G| is even, in
which case a rational correction factor is needed.
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We will now explicate Theorem 1.3, in particular the construction of the infinite family G. We
take Qn = Z/3Z ⊕ (Z/9Z)n . We let π0 : Qn → Z/3Z be the projection on the first Z/3Z and we let
πi : Qn → Z/3Z be the projection on the i-th Z/9Z composed with the quotient map Z/9Z → Z/3Z. We
introduce the 2-cocycles

θi (σ, τ ) := π0(σ ) ·πi (τ ) ∈ H 2(Qn,Z/3Z)

and θ := (θ1, . . . , θn) ∈ H 2(Qn, (Z/3Z)n). Given such a θ , we have a corresponding central exact
sequence given by

1 → (Z/3Z)n → Gn → Qn → 1.

In our proofs, we will choose the family (Gn)n≥2 for the infinite family of Theorem 1.3. In the process
we will also prove a special case of Conjectures 1.4 and 1.5.

Theorem 1.6 (Theorem 3.4). Let Gn be as above and write qn : Gn → Qn for the natural quotient map.
Let Hn := Z/3Z and let φ := π0 ◦ qn . Let ρ : GQ → Z/3Z be any character such that the fixed field of the
kernel equals Q(ζ9 + ζ−1

9 ). Then we have∑
ψ∈Epi(GQ,Gn)
π0◦qn◦ψ=ρ
f(ψ)≤X

1 ∼ 27n
·

X · (log X)α−1

3 ·0(α)
· c0,

where α := (9n
− 1)/3 + (27n

− 1)/6 and c0 equals the conditionally convergent Euler product

c0 :=

∏
p

(
1 +

(9n
− 1)1p≡4,7 mod 9 + (27n

− 1)1p≡1 mod 9

p

)(
1 −

1
p

)α
.

One pleasant feature is that ker(φ)∼= (Z/9Z)n ⊕ (Z/3Z)n is abelian despite the fact that Gn is not. It
is no coincidence that the logarithmic exponent matches exactly the logarithmic exponent when counting
(Z/9Z)n ⊕ (Z/3Z)n-extensions. In fact, once one fixes the subextension Q(ζ9 + ζ−1

9 ), we have the
remarkable property that any Gn/[Gn,Gn]-extension lifts to a Gn-extension. This is the crux of our
counterexample stemming from Lemma 2.1. Once we have proven Theorem 1.6 in Section 3, the
computation of b(Gn,Q) in Section 4 immediately gives Theorem 1.3.

In fact, it is plausible that one can use [Alberts and O’Dorney 2021, Theorem 1.1] or [Darda and Yasuda
2023, Theorem 1.3.3] to prove Conjectures 1.4 and 1.5 as soon as ker(φ) is abelian, with substantial work
required to deduce explicitly from those works the leading constant c0 and the logarithmic exponent α.
We have opted to give a different proof to keep our work completely self-contained.

We remark that if H and φ are trivial, then b(H,φ)(G) equals the right-hand side of (1-4). In particular,
we predict that the full Malle–Bhargava principle holds when counting tame, nilpotent G-extensions with
|G| odd. We emphasize that, once one accounts for the counterexamples found in Theorem 1.3, all good
properties of fair counting functions are restored again: the leading constant is an Euler product and the
subfield problem disappears.
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1.4. Comparison with previous results and conjectures. Malle’s original conjecture has been proven
over Q for a handful of specific groups namely for:

• Cubic S3-extensions [Davenport and Heilbronn 1971].

• Quartic S4-extensions and quintic S5-extensions [Bhargava 2005; 2010].

• Sextic S3-extensions [Belabas and Fouvry 2010; Bhargava and Wood 2008].

• Abelian extensions [Wright 1989].

• Direct products G × A with G ∈ {S3, S4, S5} and A abelian [Masri et al. 2020], building on the
earlier work [Wang 2021].

• Quartic D4-extensions [Cohen et al. 2002].

• Nonic Heisenberg extensions [Fouvry and Koymans 2021].

• Certain wreath products [Klüners 2012].

• Nilpotent groups such that all minimal order elements are central [Koymans and Pagano 2023].

In many situations we have upper and lower bounds for number field counting instead of asymptotics.
This comprises a vast literature as well, including work of Alberts [2021], Klüners and Malle [2004],
Ellenberg and Venkatesh [2006], Couveignes [2020] and Lemke Oliver and Thorne [2022].

Of particular relevance to our work is the recent spur of other modifications of Malle’s conjecture.
This was initiated by Türkelli [2015] for discriminant counting, who modified Conjecture 1.1 to account
for Klüners’ counterexample. Our prediction for b(H,φ)(G) is a direct parallel of Türkelli’s modification.

Gundlach [2022, Conjecture 1.5] proposed a variant of Malle’s conjecture where one counts by multiple
fair invariants. He avoids our counterexamples by demanding that this invariant lies in the range (δX, X)
for some δ > 0. Our conjecture however does not impose this condition, which necessitates a more
thorough treatment of the logarithmic exponent b(H,φ)(G).

Darda and Yasuda [2023, Conjecture 1.3.1] propose a far reaching conjecture for counting points on
stacks by a wide class of height functions. Their conjecture is similar in spirit than ours but substantially
less precise: our conjecture is more precise under what circumstances the logarithmic exponent may
increase and also more precise about the leading constant; with no prediction being made in [loc. cit.].
We remark that none of the aforementioned works [Darda and Yasuda 2023; Gundlach 2022; Türkelli
2015] make a prediction about the leading constant c(H,φ)(G).

1.5. Overview of the paper. The key result for our counterexample is Lemma 2.1. This lemma shows that
the group Gn has the key property that all Gn/[Gn,Gn]-extensions lift to a Gn-extension once one fixes
a suitable cyclotomic subextension. We will exploit Lemma 2.1 to show in Section 3 that the count of
ψ ∈ Hom(GQ,Gn), containing this suitably constructed cyclotomic subextension, equals the number of
abelian (Z/9Z)n ⊕ (Z/3Z)n-extensions. In Section 4 we will compute the naive Malle constant b(Gn,Q).
These results immediately give Theorem 1.3. In our final Section 5 we motivate Conjectures 1.4 and 1.5.
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2. The construction

We fix in the rest of the paper an algebraic closure Qsep of Q and for each place v an algebraic closure Q
sep
v

of Qv. We furthermore fix an embedding

iv : Qsep
→ Qsep

v ,

providing us with an embedding
i∗

v : GQv
→ GQ.

We denote by G(3) the pro-3 completion of a profinite group G. We fix a choice of the cyclotomic character

χcyc(3) : GQ ↠ Z3.

For each prime number p congruent to 1 modulo 3, we fix an element σ ′
p ∈ GQp such that its image in

GQp(3) is a topological generator of the inertia subgroup. We denote by σp the image of σ ′
p in GQ(3) by

applying i∗
p followed by the natural projection map GQ → GQ(3). We fix any element σ3 of GQ(3) with

χcyc(3)(σ3)= 1 and coming from the inertia subgroup of GQ3 in the manner just described above.
We define

G := {σp : p ≡ 1 mod 3} ∪ {σ3} ⊆ GQ(3).

For each p congruent to 1 modulo 3, we put χp : GQ → Z/3Z to be the unique character which ramifies
only at p and with χp(σp)= 1. We define χ3 to be the reduction modulo 3 of χcyc(3). Furthermore, for
each p congruent to 1 modulo 9, we put ψp : GQ → Z/9Z to be the unique character which ramifies only
at p and with ψp(σp)= 1. We set ψ3 to be the reduction modulo 9 of χcyc(3). Then the set

{χp : p ≡ 0, 1 mod 3}

is a basis for Hom(GQ(3),Z/3Z), which is dual to G. It follows that G is a minimal set of topological
generators for GQ(3).

For a continuous homomorphism ψ : GQ → G, where G is a profinite group, we define

Q(ψ) := (Qsep)ker(ψ).

In the case G is a finite group, we denote by f(ψ) the product of the finite rational primes ramifying
in Q(ψ)/Q. Likewise, for ψ : GQp → G, we define f(ψ) to be p in the case ψ is ramified and 1 in the
case ψ is unramified.

Consider Qn = Z/3Z⊕ (Z/9Z)n . Write π0 : Qn → Z/3Z for the projection on the first Z/3Z and write
πi : Qn →Z/3Z for the projection on the i-th Z/9Z followed by the quotient map Z/9Z→Z/3Z. We define

θi (σ, τ ) := π0(σ ) ·πi (τ ) ∈ H 2(Qn,Z/3Z)

and θ := (θ1, . . . , θn) ∈ H 2(Qn, (Z/3Z)n). Given such a θ , we may attach a central extension

1 → (Z/3Z)n → Gn → Qn → 1.

We will show, for sufficiently large n, that Gn is a counterexample.
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From now on we will consider all our abelian groups as discrete GQ-modules with trivial action. Given
φ ∈ Hom(GQ, Qn), we write θi,φ ∈ H 2(GQ,Z/3Z) and θφ ∈ H 2(GQ, (Z/3Z)n) for the inflation of θi and
θ to GQ using φ. The following lemma is the crux of the counterexample. Informally speaking, it shows
that any homomorphism φ : GQ → Qn satisfying π0 ◦φ ∈ {χ3, 2χ3}, i.e., Q(π0 ◦φ)= Q(ζ9 + ζ−1

9 ), lifts
to Gn . This will be the source of the abundance of Gn-extensions.

Lemma 2.1. Let φ ∈ Hom(GQ, Qn) be such that Q(π0 ◦ φ) = Q(ζ9 + ζ−1
9 ). Then there exists a homo-

morphism ψ : GQ → Gn lifting φ.

Proof. Note that Gn is isomorphic to (Z/3Z)n ×θ Qn , where multiplication is given by

(c1, a1) ∗θ (c2, a2)= (c1 + c2 + θ(a1, a2), a1 + a2).

Any lift ψ : GQ → Gn of φ is of the shape (ψ ′, φ) for some map ψ ′
: GQ → (Z/3Z)n . Imposing that ψ

is a homomorphism means precisely that θφ is trivial in H 2(GQ, (Z/3Z)n), which is the case if and only
if each θi,φ is trivial in H 2(GQ,Z/3Z).

Therefore it suffices to show that θi,φ is trivial in H 2(GQ,Z/3Z) for each i . By class field theory we
have an injection

H 2(GQ,Z/3Z)→

⊕
v

H 2(GQv
,Z/3Z).

Now let v be a place of Q. We will check that the restriction of θi,φ is trivial at v. If v is real, then
H 2(GQv

,Z/3Z) = 0. If v = (3), then we also have H 2(GQv
,Z/3Z) = 0 by a well-known result of

Shafarevich. Using local Tate duality as in [Neukirch et al. 2000, Theorem 7.2.6], Shafarevich’s result
follows immediately from H 2(GQ3,Z/3Z)∼= H 0(GQ3, µ3)= 0.

We define Ki to be the fixed field of π0,i ◦φ, where π0,i : Qn → (Z/3Z)2 is the homomorphism given
by

π0,i (a)= (π0(a), πi (a)).

If v is unramified in Ki , then the restriction of θi,φ to GQv
factors through the maximal unramified

extension of Qv, therefore giving a class in H 2(Ẑ,Z/3Z)= 0.
It remains to treat finite places v, coprime to 3, that are ramified in Ki . Recall that θi,φ is the class of

the 2-cochain c(σ, τ ) given by

(σ, τ ) 7→ π0(φ(σ )) ·πi (φ(τ)).

We claim that π0(φ(σ )) is the zero map when restricted to GQv
. This implies that c(σ, τ ) is also the

zero map when restricted to GQv
. In particular, θi,φ is trivial in H 2(GQv

,Z/3Z), and thus the lemma is a
consequence of the claim.

In order to prove the claim, observe that our assumptions imply that v ramifies in πi ◦ φ but not in
π0 ◦φ = ρ, which is ramified only at 3. Since v ̸= (3) and since πi ◦φ lifts to a Z/9Z-extension, class
field theory over Q shows that v ≡ 1 mod 9. But then v splits completely in Q(ζ9 + ζ−1

9 ), which gives
the claim. □
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3. Finding many lifts

Call qn : Gn → Qn the natural quotient map.

Definition 3.1. We define Gn,bad to be the set of tuples (vg)g∈Gn−{id} satisfying the following conditions:

• vg is a positive squarefree integer for every g ∈ Gn − {id}.

• vg and vh are coprime for every g, h ∈ Gn − {id} with g ̸= h.

• If p | vg for some g ∈ Gn − {id} satisfying π0(qn(g))= 0, then p ≡ 1 mod ord(g).

• We have ∏
g∈Gn−{id}

π0(qn(g)) ̸=0

vg = 3.

Lemma 3.2. Let g ∈ Gn and suppose that qn(g) ̸= 0. Then ord(g)= ord(qn(g)).

Proof. Write Gn = (Z/3Z)n ×θ Qn , write g = (c, qn(g)) and write m = ord(qn(g)). Then a calculation
using the group law on Gn given by θ shows that

gm
=

(m−1∑
j=1

θ(qn(g), qn(g) j ), 0
)
.

Now observe that
m−1∑
j=1

θ(qn(g), qn(g) j )=

(m−1∑
j=1

π0(qn(g)) ·π1(qn(g) j ), . . . ,

m−1∑
j=1

π0(qn(g)) ·πn(qn(g) j )

)
.

Since we have
∑m−1

j=1 πi (qn(g) j )= πi (qn(g))
∑m−1

j=1 j = 0, the lemma follows. □

Following the Koymans–Pagano parametrization technique [Koymans and Pagano 2023] yields the
following key result. For the convenience of the reader we give a direct proof of this special case from
scratch.

Theorem 3.3. There is a bijection Par between Gn,bad and the subset of ψ ∈ Hom(GQ,Gn) such that
Q(π0 ◦ qn ◦ψ)= Q(ζ9 + ζ−1

9 ). Writing f(ψ) for the product of ramified primes of a homomorphism ψ ,
we have

f(Par((vg)g∈Gn−{id}))=

∏
g∈Gn−{id}

vg. (3-1)

Furthermore, the homomorphism Par((vg)g∈Gn−{id}) : GQ → Gn is surjective if and only if

⟨qn({g ∈ Gn − {id} : vg ̸= 1})⟩ = Qn. (3-2)

Proof. Let us define Homn,bad to be the set of continuous homomorphisms ψ : GQ(3)→ Gn with the
property that

Q(π0 ◦ qn ◦ψ)= Q(ζ9 + ζ−1
9 ).
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We begin by constructing a map Ev : Homn,bad → Gn,bad in the following manner. Given ψ ∈ Homn,bad,
we consider the vector

(vg)g∈Gn−{id}

consisting of positive squarefree numbers divisible only by primes congruent to 0, 1 modulo 3 uniquely
defined through the property

p | vg ⇐⇒ ψ(σp)= g.

Let us check that Ev indeed maps Homn,bad to Gn,bad. Since ψ is a function, it follows that the vector
(vg)g∈Gn−{id} consists of pairwise coprime squarefree integers by construction. In other words, the first
two points of Definition 3.1 are taken care of. Let us verify the third point and distinguish for that purpose
two cases. Suppose first that qn(g)= 0. Then ord(g)= 3, so that the condition becomes p ≡ 1 mod 3,
which is automatically satisfied as primes p ≡ 2 mod 3 are unramified in 3-extensions. Suppose now
that qn(g) ̸= 0. Then by Lemma 3.2 we know that ord(g) = ord(qn(g)). Hence we need to show that
p ≡ 1 mod ord(qn(g)). The map qn ◦ψ ◦ i∗

p induces a continuous homomorphism

GQp → Gab
Qp

→ Qn,

sending σ ′
p to qn(g). But the order of the image of σ ′

p in an abelian extension of Qp is always a divisor
of p − 1 so that p ≡ 1 mod ord(qn(g)) as desired.

Let us now show that the vector (vg)g∈Gn−{id} satisfies the fourth point of Definition 3.1. Observe that
for each prime p ≡ 1 mod 3 we have π0 ◦ qn ◦ψ(σp) ∈ {χ3(σp), 2 · χ3(σp)} = {0}. It follows that the
variables vg, with π0(qn(g)) ̸= 0, are all equal to 1 or 3. Since we have shown that they are pairwise
coprime, at most one of them equals 3, namely ψ(σ3). This gives the desired fourth point of Definition 3.1.

We will now show that (3-1) holds. Indeed, 3 is certainly both a divisor of f(ψ) and
∏

g∈Gn−{id}
vg,

since the extension ramifies at 3 and we have just verified the fourth bullet point of Definition 3.1. For a
prime p ≡ 1 mod 3, we have that the ramification index of Qker(ψ)/Q at p equals precisely the order of
ψ(σp). Primes congruent to 2 modulo 3 are always unramified in a 3-extension.

We now observe that Ev(ψ) determines the value of ψ on G, which is a set of topological generators,
and therefore Ev(ψ) determines ψ . In other words, the map Ev is injective. Furthermore, the fact that G
is a set of topological generators gives at once that

im(ψ) := ⟨ψ(G)⟩ = ⟨{g ∈ Gn − {id} : vg ̸= 1}⟩.

In particular, ψ is surjective if and only if Gn = ⟨{g ∈ Gn − {id} : vg ̸= 1}⟩. Recall that a set generates a
nilpotent group if and only if it generates the abelianization. Then the elementary observation that Qn is
the abelianization of Gn yields (3-2).

We are only left with showing that Ev is surjective. We will proceed in 3 steps. Let (vg)g∈Gn−{id} be
in Gn,bad:
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Step 1: Define ψab
:= (ψab

i )
n
i=0 : GQ → Qn using the formula

ψab
i :=

{
π0(qn(g0)) ·χ3 for i = 0,∑

g∈Gn−{id}

∑
p | vg

µi (g) ·ψp for 1 ≤ i ≤ n,

where g0 is the unique element of Gn − {id} with vg0 = 3, where µi : Gn → Qn → Z/9Z is the
projection map, where ψp is defined in Section 2 and where · denotes the usual multiplication in Z/3Z,
respectively Z/9Z.

Step 2: We have π0 ◦ψab
= π0(qn(g0)) ·χ3 by construction. Therefore we have that ψab can be lifted to

a homomorphism ψ : GQ → Gn thanks to Lemma 2.1. The choice of such a lift consists precisely of the
choice of a vector of continuous 1-cochains (φi )

n
i=1 with each φi : GQ → Z/3Z fulfilling the property

dφi (σ, τ )= θi (ψ
ab(σ ), ψab(τ ))= θi,ψab(σ, τ ),

where dφi (σ, τ ) = φi (στ)− φi (σ )− φi (τ ). Indeed, such a vector completes the map ψab into a set-
theoretic map ((φi )

n
i=1, ψ

ab) : GQ → Gn , which is a group homomorphism precisely owing to the cocycle
equation. Conversely, given a lift ψ , we have that φi := ρi ◦ψ provides the desired 1-cochains, where
ρi : Gn → Z/3Z is the projection on the i-th Z/3Z in (Z/3Z)n ×θ Qn (note that ρi is not a group
homomorphism).

We next define

φi (clean) := φi −φi (σ3) ·χ3 −

∑
p≡1 mod 3

φi (σp) ·χp,

which now vanishes at all the elements of G (observe that the sum is finite, since φi vanishes on all but
finitely many σp by continuity).

Step 3: We now define

φi (twist) := φi (clean)+
∑

g∈Gn−{id}

ρi (g) ·
∑
p | vg

χp.

This gives us a homomorphism

ψ(twist) := ((φi (twist))ni=1, ψ
ab) : GQ → Gn

satisfying by construction that ψ(twist)(σp)= g if and only if p | vg. Therefore

Ev(ψ(twist))= (vg)g∈Gn−{id}.

This shows that the map Ev is also surjective. Putting Par := Ev−1 finishes the proof. □

The properties (3-1) and (3-2) are the core features of the Koymans–Pagano parametrization method
[Koymans and Pagano 2023]. Using [Granville and Koukoulopoulos 2019, Theorem 1], we get the
following result.
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Theorem 3.4. We have ∑
ψ∈Hom(GQ,Gn)
π0◦qn◦ψ∈{χ3,2χ3}

f(ψ)≤X

1 ∼ 2 · 27n
·

X · (log X)α−1

3 ·0(α)
· c0,

where

α :=

∑
g∈Gn−{id}

π0(qn(g))=0

1
ϕ(ord(g))

=
3n

− 1
2

+ 3n
·

(
9n

− 3n

6
+

3n
− 1
2

)
=

9n
− 1
3

+
27n

− 1
6

and c0 equals the conditionally convergent Euler product

c0 :=

∏
p

(
1 +

(9n
− 1)1p≡4,7 mod 9 + (27n

− 1)1p≡1 mod 9

p

)(
1 −

1
p

)α
.

The same result is true if Hom(GQ,Gn) is replaced by Epi(GQ,Gn).

Proof. We will first prove the Hom(GQ,Gn) case. By Theorem 3.3 we have∑
ψ∈Hom(GQ,Gn)
π0◦qn◦ψ∈{χ3,2χ3}

f(ψ)≤X

1 =

∑
(vg)g∈Gn−{id}∈Gn,bad∏

g∈Gn−{id}
vg≤X

1.

Recall that ∏
g∈Gn−{id}

π0(qn(g)) ̸=0

vg = 3.

Write Tn for the subset of g ∈ Gn −{id} with π0(qn(g))= 0. Since there are 2 ·27n elements g ∈ Gn −{id}

with π0(qn(g)) ̸= 0, we obtain that∑
(vg)g∈Gn−{id}∈Gn,bad∏

g∈Gn−{id}
vg≤X

1 = 2 · 27n
∑

(vg)g∈Tn∏
g∈Tn vg≤X/3

p | vg⇒p≡1 mod ord(g)

µ2
( ∏

g∈Tn

vg

)
.

Writing m :=
∏

g∈Tn
vg, this transforms the sum into

2 · 27n
∑

(vg)g∈Tn∏
g∈Tn vg≤X/3

p | vg⇒p≡1 mod ord(g)

µ2
( ∏

g∈Tn

vg

)
= 2 · 27n

∑
m≤X/3

f (m),

where f (m) is the multiplicative function supported on squarefree integers and given on primes by

f (p)= (9n
− 1)1p≡4,7 mod 9 + (27n

− 1)1p≡1 mod 9

thanks to Lemma 3.2. The average of f on primes is equal to α, and the theorem now follows from
[Granville and Koukoulopoulos 2019, Theorem 1].
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To deal with Epi(GQ,Gn), let S be a subset of Tn and consider the subsum

N1(X, S) :=

∑
(vg)g∈Tn∏

g∈Gn−{id}
vg≤X/3

p | vg⇒p≡1 mod ord(g)
vg=1⇐⇒g∈S

µ2
( ∏

g∈Tn

vg

)
. (3-3)

This dissects the original sum into 2|Tn | subsums. Furthermore, S determines whether the resulting map
will be surjective or not thanks to Theorem 3.3. Following the argument for the homomorphism case, one
may use [Granville and Koukoulopoulos 2019, Theorem 1] to extract an asymptotic for sums of the shape

N2(X, S) :=

∑
(vg)g∈Tn∏

g∈Gn−{id}
vg≤X/3

p | vg⇒p≡1 mod ord(g)
g∈S⇒vg=1

µ2
( ∏

g∈Tn

vg

)

for every subset S of Tn . By [loc. cit., Theorem 1], we see that

N2(X,∅)∼ 2 · 27n
·

X · (log X)α−1

3 ·0(α)
· c0

and N2(X, S)= o(X (log X)α−1) for S ̸= ∅. But the sums in (3-3) are linear combinations of such sums.
More precisely, there holds

N1(X, S)=

∑
S⊆S′

(−1)|S
′
|−|S|N2(X, S′).

This includes the term N2(X,∅) if and only if S = ∅. Therefore we also have

N1(X,∅)∼ 2 · 27n
·

X · (log X)α−1

3 ·0(α)
· c0

and N1(X, S)= o(X (log X)α−1) for S ̸= ∅. Since the number of epimorphisms is exactly equal to∑
S⊆Tn

Tn−S generates ker(π0◦qn)

N1(X, S),

this proves the theorem. □

4. Counting conjugacy classes

Define for g ∈ G and α ∈ (Z/ ord(g)Z)∗ the set

Sg,α := {h ∈ G : hgh−1
= gα}.
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Informally, one may think of Sg,α as the admissible Frobenius elements given that an inertia element
is sent to g and p ≡ α mod ord(g). Given g ∈ G and a number field k, we may canonically iden-
tify Gal(k(ζord(g))/k) as a subgroup of (Z/ ord(g)Z)∗. We will write this group as T (g, k). The next
proposition gives an explicit formula for the naive Malle constant in terms of Sg,α.

Proposition 4.1. We have

b(G, k) := −1 +

∑
g∈G−{id}

1
[k(ζord(g)) : k]

∑
α∈T (g,k)

|Sg,α|

|G|
. (4-1)

Proof. Observe that∑
g∈G−{id}

1
[k(ζord(g)) : k]

∑
α∈T (g,k)

|Sg,α|

|G|
=

∑
g∈G−{id}

|{α ∈ T (g, k) : Sg,α ̸= ∅}|

[k(ζord(g)) : k] · |Cl(g)|
.

For elements g, h ∈ G, recall that g ∼ h if Cl(g) is equivalent to Cl(h) under the cyclotomic action and
also recall that b(G, k) is the number of equivalence classes of ∼. We claim that

|{α ∈ T (g, k) : Sg,α ̸= ∅}|

[k(ζord(g)) : k] · |Cl(g)|
=

1
|[g]|

. (4-2)

But this follows from the Orbit-stabilizer theorem by letting T(g, k) act on the set X :={Cl(gα):α∈T (g,k)}.
Indeed, first observe that

|[g]| = |X | · |Cl(g)|.

Since the action is transitive by construction, we get for every x ∈ X

|X | = |Orb(x)| =
[k(ζord(g)) : k]

|Stab(x)|
.

Observing that |Stab(x)| = |Stab(Cl(g))| is precisely |{α ∈ T (g, k) : Sg,α ̸=∅}|, (4-2) follows. Therefore
the naive Malle constant is equal to

b(G, k)= −1 +

∑
g∈G−{id}

|{α ∈ T (g, k) : Sg,α ̸= ∅}|

[k(ζord(g)) : k] · |Cl(g)|
= −1 + |(G − {id})/∼ |,

as desired. □

We now calculate (4-1) in the special case of G = Gn and k = Q. Let g ∈ Gn . If qn(g)= 0, then we
have ord(g)= 3 and

Sg,α =

{
Gn if α ≡ 1 mod 3,
∅ otherwise.

(4-3)

Now suppose that qn(g) ̸= 0. If h ∈ Sg,α, we have by definition

hgh−1
= gα.
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Applying qn to the above expression and recalling Lemma 3.2, we see that Sg,α = ∅ unless α ≡

1 mod ord(g). Fixing g, we will now compute Sg,1 mod ord(g), which is precisely the set of h ∈ Gn

commuting with g.
Observe that the map fg : Qn → (Z/3Z)n given by lifting a ∈ Qn to an element h ∈ Gn and then

computing

hgh−1g−1

is a well-defined homomorphism, i.e., does not depend on the choice of lift. Writing out the multiplication
rule for Gn given by θ explicitly, we see that this homomorphism equals

a 7→
(
π0(a) ·πi (qn(g))−π0(qn(g)) ·πi (a)

)
1≤i≤n.

We will now distinguish two cases. If π0(qn(g)) ̸= 0, then the homomorphism fg is surjective. If instead
π0(qn(g))= 0, then the image of the homomorphism fg has dimension 0 if πi (qn(g))= 0 for all i and
dimension 1 otherwise.

Note that the homomorphism fg depends only on qn(g). Furthermore, we have the key identity

|Sg,1 mod ord(g)| = 3n
· |ker( fg)| =


3 · 9n if π0(qn(g)) ̸= 0,
27n if π0(qn(g))= 0 and ∃i : πi (qn(g)) ̸= 0,
3 · 27n if π0(qn(g))= 0 and ∀i : πi (qn(g))= 0.

(4-4)

Therefore we split the sum

∑
g∈Gn−{id}

1
ϕ(ord(g))

∑
α∈(Z/ ord(g)Z)∗

|Sg,α|

|Gn|
=

∑
g∈Gn−{id}

1
ϕ(ord(g))

·
|Sg,1 mod ord(g)|

|Gn|

in four pieces, namely the piece where qn(g) = 0, the piece where π0(qn(g)) ̸= 0, the piece where
π0(qn(g)) = 0 and πi (qn(g)) ̸= 0 for some i , and the piece where π0(qn(g)) = 0, qn(g) ̸= 0 and
πi (qn(g))= 0 for all i . The contribution from qn(g)= 0 equals

∑
g∈Gn−{id}

qn(g)=0

1
ϕ(ord(g))

·
|Sg,1 mod ord(g)|

|Gn|
=

3n
− 1
2

(4-5)

by (4-3). Using Lemma 3.2, we see that the number of elements of Gn with π0(qn(g)) ̸= 0 with order 3 is
2 ·3n

·3n , while the number of elements of order 9 is 2 ·3n
·(9n

−3n). The contribution from π0(qn(g)) ̸= 0
becomes

∑
g∈Gn−{id}

π0(qn(g)) ̸=0

1
ϕ(ord(g))

·
|Sg,1 mod ord(g)|

|Gn|
=

(
2 · 3n

·
9n

− 3n

6
+ 2 · 3n

·
3n

2

)
·

1
3n = 2 ·

9n
− 3n

6
+ 3n (4-6)
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by (4-4). Finally, we treat the contribution from π0(qn(g))= 0 but qn(g) ̸= 0. Firstly, if πi (qn(g))= 0
for all i , then ord(g)= 3. There are 3n

· (3n
− 1) such elements, and they contribute

∑
g∈Gn−{id}

qn(g) ̸=0
π0(qn(g))=0

∀i :πi (qn(g))=0

1
ϕ(ord(g))

·
|Sg,1 mod ord(g)|

|Gn|
= 3n

·
3n

− 1
2

(4-7)

to the total thanks to (4-4). Now suppose that πi (qn(g)) ̸= 0 for some i . Such g have order 9 and there
are 3n

· (9n
− 3n) such g. This yields

∑
g∈Gn−{id}

qn(g) ̸=0
π0(qn(g))=0

∃i :πi (qn(g))̸=0

1
ϕ(ord(g))

·
|Sg,1 mod ord(g)|

|Gn|
= 3n

·
9n

− 3n

6
·

1
3

(4-8)

once more due to (4-4). Adding up the contributions from (4-5), (4-6), (4-7) and (4-8) gives the following
theorem.

Theorem 4.2. For all n ≥ 1 there holds

b(Gn,Q)+ 1 =
3n

− 1
2

+ 2 ·
9n

− 3n

6
+ 3n

+ 3n
·

3n
− 1
2

+ 3n
·

9n
− 3n

6
·

1
3
. (4-9)

Observe that the logarithmic exponent of Theorem 3.4 is strictly larger than b(Gn,Q) for all n ≥ 2.
This immediately gives Theorem 1.3.

5. A modified Malle conjecture

Let G be a finite nilpotent group and suppose that we have the following diagram:

G

H

(Z/|G|Z)∗

φ

r

For the rest of this section, χ(cyc) : GQ → (Z/|G|Z)∗ denotes the cyclotomic character. We now define

Epi(H,φ)(GQ,G)

to be the set of continuous surjective homomorphisms ψ : GQ ↠ G satisfying the equations

φ ◦ψ = r ◦χ(cyc), Q(ψ)∩ Q(ζ|G|)= Q(φ ◦ψ),
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i.e., we are only considering those ψ with a fixed wildly ramified cyclotomic subextension. In particular,
we have the following diagram:

G

GQ H

(Z/|G|Z)∗

φψ

χ(cyc) r

We denote by G ×H (Z/|G|Z)∗ ⊆ G × (Z/|G|Z)∗ the subgroup consisting of pairs (g, α) satisfying

φ(g)= r(α).

The group G × (Z/|G|Z)∗ acts on ker(φ)− {id} by sending n to gnα
−1

g−1. Restricting this action to
G ×H (Z/|G|Z)∗, we denote by

b(H,φ)(G) := |(ker(φ)− {id})/(G ×H (Z/|G|Z)∗)|

the size of the quotient space. We propose the following conjecture. We thank Jiuya Wang for pointing
out that the counting function in Conjecture 5.1 can be zero in some circumstances.

Conjecture 5.1. Let G be a nilpotent group. For each H, φ as above, then either Epi(H,φ)(GQ,G) is
empty or there exists a positive constant c(H,φ)(G) such that

|{ψ ∈ Epi(H,φ)(GQ,G) : f(ψ)≤ X}| ∼ c(H,φ)(G) · X · log(X)b(H,φ)(G)−1.

In the following remark we compare this conjecture with the naive adaptation of Malle’s conjecture
and with Theorem 3.4.

Remark 5.2. (a) We can recover Malle’s original exponent as follows. If one takes H = {id}, one trivially
has that b(H,φ)(G)= b(G). In particular, Conjecture 5.1 predicts that one can rescue Malle’s conjecture
in the case one considers the family of extensions that are linearly disjoint from Q(ζ|G|).

(b) We have restricted ourselves to maps r : (Z/|G|Z)∗ ↠ H , but in principle one could consider maps
r : (Z/|G|

j Z)∗ ↠ H for every j ≥ 2 as well. Using that powering with elements α ≡ 1 mod |G| is the
identity map on G, one can check that this does not lead to higher logarithmic exponents than the ones in
our conjecture.

(c) We can recover the exponent in Theorem 3.4 as follows. Let H be the order-3 quotient of (Z/9Z)∗.
Fix an identification i : Z/3Z → H and let φ := i ◦ π0 ◦ qn . It is easy to verify that α in Theorem 3.4
equals exactly b(H,φ)(Gn).

(d) It is worthwhile to compare our conjecture with work of Alberts; see Section 3.4, and specifically
Conjecture 3.10, of [Alberts 2021]. Both conjectures predict that the correct logarithmic exponent is
the maximum of the logarithmic exponents obtained by fixing some collection of subextensions and
then applying Türkelli’s adaptation to each such subextension. The work of Alberts allows for arbitrary
groups G, while our conjecture is more restrictive on G. However, our conjecture is more precise about
both the leading constant and the set of subextensions to consider.
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We remark that one may reinterpret the exponents b(H,φ)(G) as an adaptation, to the product of ramified
primes, of Türkelli’s modification of Malle’s conjecture [Türkelli 2015]. Indeed, observe that the fibered
product G×H (Z/|G|Z)∗ certainly contains ker(φ)×{1}. Hence the G×H (Z/|G|Z)∗-equivalence relation
is a further equivalence relation on ker(φ)-conjugacy classes in ker(φ). This further equivalence relation is
obtained by acting on a ker(φ)-conjugacy class via a pair (g, α) with φ(g)= r(α). A moment’s reflection
shows that this comes down to the twisted (Z/|G|Z)∗-action on the set of ker(φ)-conjugacy classes of
ker(φ) given in [loc. cit., page 198].

Remark 5.3. A nilpotent group G is always the product of its p-Sylow subgroups G p. So the example
in Theorem 3.4 might give the misleading impression that b(H,φ)(G) > b(G,Q) can only occur by fixing
at G p some character ramified at p. However, choosing the central extension

0 → (Z/2Z)n → Gn → (Z/2Z)n+1
× (Z/3Z)n → 0,

given by the cocycles

θi (σ, τ ) := π0(σ ) ·πi (τ )

for 1 ≤ i ≤ n, also leads to examples. Here πi denotes the projection map on the i-th copy of Z/2Z.
Indeed, one may take H := Z/2Z, φ := π0 and r such that Q(r ◦χ(cyc))= Q(

√
−3). Then we have

b(H,φ)(Gn)=
12n

2
+ O(6n),

while

b(Gn,Q)=
12n

4
+ O(6n),

hence giving an example for n sufficiently large. We leave the details of this alternative example to the
interested reader.

Finally, we adapt the so-called Malle–Bhargava heuristic principle [Bhargava 2007] within the family
Epi(H,φ)(GQ,G), in order to specify the leading constant c(H,φ)(G) in the case |G| is odd. To this end,
for a prime number p and for G, H, φ as above, we denote by

Hom(H,φ)(GQp ,G)

the set of homomorphisms ψ : GQp → G such that φ ◦ψ = r ◦χ(cyc)◦ i∗
p. The Malle–Bhargava principle

states that if one writes the following Euler product

F(s) :=

∏
p

(
1

|ker(φ)|
·

∑
ψ∈Hom(H,φ)(GQp ,G)

f(ψ)−s
)
,

as a Dirichlet series

F(s) :=

∑
n≥1

f (n)
ns ,
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then one expects the asymptotic∑
n≤X

f (n)∼ |{ψ ∈ Epi(H,φ)(GQ,G) : f(ψ)≤ X}|.

With this principle in mind, let us now compute the left hand side. For g ∈ G and α ∈ (Z/|G|Z)∗, we
define

S(H,φ)(g, α) := {h ∈ G : hgh−1
= gα and φ(h)= r(α)}.

For a profinite group G, we denote by G(p) the pro-p completion of G. Likewise, for a continuous
homomorphism ϕ : G1 → G2 of profinite groups, we denote by ϕ(p) the induced map between pro-p
completions. We define G(non-p) to be the product of the pro-q completions of G as q runs over prime
divisors of |G| not equal to p. Given a continuous homomorphism ϕ : G1 → G2, there is a natural induced
homomorphism ϕ(non-p). Write f : H → H(p) and g : H → H(non-p) for the natural surjective maps
so that the product map ( f, g) is an isomorphism owing to the fact that H is nilpotent.

We fix for each prime number p a generator τp of the image of the inertia subgroup of GQp in the
quotient g ◦ r ◦χ(cyc) ◦ i∗

p: this is a cyclic group because tame inertia is cyclic.

Proposition 5.4. Notation as immediately above, we have that∑
n≤X

f (n)∼ c(H,φ)(G) · X · log(X)b(H,φ)(G)−1,

where c(H,φ)(G) is the conditionally convergent product

c(H,φ)(G) :=
1

0(b(H,φ)(G))
×α1 ×α2 ×α3,

where

α1 :=

∏
p | f(r◦χ(cyc))

(
|ker(φ(p))|

p

)
·

(∑
g∈φ(non-p)−1(τp)

|S(H(non-p),φ(non-p))(g, p)|

|ker(φ(non-p))|

)(
1 −

1
p

)b(H,φ)(G)

,

α2 :=

∏
p | |G|

p ∤ f(r◦χ(cyc))

(
1 +

|ker(φ(p))|
(∑

g∈ker(φ(non-p))|S(H(non-p),φ(non-p))(g,p)|
|ker(φ(non-p))|

)
− 1

p

)(
1 −

1
p

)b(H,φ)(G)

,

α3 :=

∏
p ∤ |G|

(
1 +

∑
g∈ker(φ)−{id}

|S(H,φ)(g, p)|

|ker(φ)| · p

)(
1 −

1
p

)b(H,φ)(G)

.

Proof. Note that f is supported on squarefree integers and multiplicative away from primes dividing |G|.
The proposition will ultimately follow from [Granville and Koukoulopoulos 2019, Theorem 1], with the
exponent of log(X) being the average of f on primes. Let us start by showing that this equals b(H,φ)(G).
We compute

1
|ker(φ)| ·ϕ(|G|)

·

∑
g∈ker(φ)−{id}

α∈(Z/|G|Z)∗

|S(H,φ)(g, α)|.



Malle’s conjecture for fair counting functions 1025

Observe that |ker(φ)| ·ϕ(|G|)= |G ×H (Z/|G|Z)∗|. We can therefore rewrite the sum as

1
|G ×H (Z/|G|Z)∗|

·

∑
(h,α)∈G×H (Z/|G|Z)∗

|{g ∈ ker(φ)− {id} : hgh−1
= gα}| = b(H,φ)(G)

by Burnside’s lemma.
It remains to examine the local factors of the leading constant. In [Granville and Koukoulopoulos

2019], the authors do so by rewriting F(s) as

F(s)=
F(s)

ζQ(s)b(H,φ)(G)
· ζQ(s)b(H,φ)(G),

in order to obtain the leading coefficient as a conditionally convergent Euler product. This is the reason
for the occurrence of the term (1 − 1/p)b(H,φ)(G) in our formulas. We now wish to explain the remaining
contributors:

The constant α1: Suppose that p | f(r ◦χ(cyc)). Then the local contribution is precisely

1
p · |ker(φ)|

· |Hom(H,φ)(GQp ,G)|.

Recalling that these are nilpotent groups, we see that we can split the count in the numerator Sylow by
Sylow. Therefore we have that

|Hom(H,φ)(GQp ,G)| = Tp × Tnon-p,

where Tp equals the number of continuous homomorphisms ψ : GQp → G(p) such that

φ(p) ◦ψ = f ◦ r ◦χ(cyc) ◦ i∗

p,

while Tnon-p equals the number of continuous homomorphisms ψ : GQp → G(non-p) such that

φ(non-p) ◦ψ = g ◦ r ◦χ(cyc) ◦ i∗

p.

Note that ψ : GQp → G(p) factors through GQp(p) and recall that GQp(p) is isomorphic to a free pro-p
group on 2 generators. It follows that Tp equals the number of pairs of elements in G(p) having prescribed
value of φ(p). Therefore

Tp = |ker(φ(p))|2.

Note that any map ψ : GQp → G(non-p) must factor through G tame
Qp

. Recall that

G tame
Qp

≃top.gr.

(∏
ℓ̸=p

Zℓ

)
⋊ Ẑ,

where the topological generator 1 of the group Ẑ acts by multiplication by p on
∏
ℓ̸=p Zℓ. Both groups in

this direct product are pro-cyclic. Hence the cardinality

Tnon-p
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equals the number of possible choices for two fixed generators. Once we prescribe that a generator of∏
ℓ̸=p Zℓ goes to an element g of φ(non-p)−1(τp) ∈ G(non-p), we have that the generator 1 of Ẑ has to

be sent in S(H(non-p),φ(non-p))(g, p)⊆ G(non-p). And conversely any choice of such a pair gives rise to a
valid homomorphism. This proves that

Tnon-p =

( ∑
g∈φ(non-p)−1(τp)

|S(H(non-p),φ(non-p))(g, p)|
)
,

which gives us the desired conclusion on α1.

The constant α2: Suppose that p | |G| and p ∤ f(r ◦χ). Then splitting the local factor

1
|ker(φ)|

·

∑
ψ∈Hom(H,φ)(GQp ,G)

f(ψ)−1,

into unramified and ramified ψ , we get precisely

1 +
|{ψ ramified and ψ ∈ Hom(H,φ)(GQp ,G)}|

p · |ker(φ)|
.

This is because there are precisely |ker(φ)| unramified ones. Indeed, the Galois group of the maximal
unramified extension of Qp is topologically free on one generator and therefore the unramified elements
of Hom(H,φ)(GQp ,G) correspond to the choices of an element of G with prescribed image under φ.

Now we can use again the count of unramified classes in Hom(H,φ)(GQp ,G) to obtain that

|{ψ ramified and ψ ∈ Hom(H,φ)(GQp ,G)}| = |Hom(H,φ)(GQp ,G)| − |ker(φ)|.

But we have computed in the evaluation of α1 that

|Hom(H,φ)(GQp ,G)| = |ker(φ(p))|2
( ∑

g∈φ(non-p)−1(τp)

|S(H(non-p),φ(non-p))(g, p)|
)
.

Since p ∤ f(r ◦ χ(cyc)), we have r ◦ χ(cyc) ◦ i∗
p(Ip) = {1} and thus φ(non-p)−1(τp) = ker(φ(non-p)).

This gives the desired formula.

The constant α3: Since p does not divide |G|, we now have that all the homomorphisms will be tame.
In particular, this implies that the image of a generator of tame inertia has to be in ker(φ). The total
contribution from unramified homomorphisms is again 1, as already articulated above. The one from
ramified ones comes precisely in the same way we have explained in the computation of α1. □

With the above in mind, we are ready to make the following conjecture.

Conjecture 5.5. Suppose G is odd and nilpotent. Then Conjecture 5.1 holds with

c(H,φ)(G) :=
1

0(b(H,φ)(G))
×α1 ×α2 ×α3,

where αi are as in Proposition 5.4.
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It is readily verified that Theorem 3.4 is a special case of Conjecture 5.5, with the choice of G, H, φ
as explained in Remark 5.2. The extra factor 2 in Theorem 3.4 accounts for the fact that one may also
choose another identification in Remark 5.2. The factor 27n

3 is the local factor at 3 and the constant c0

therein is the product of the tame factors along with the factor
( 2

3

)α.
The conjecture can be extended also for a finite prescribed set of local conditions by modifying

accordingly the local factors defining F(s), namely summing f(ψ)−s only among the prescribed local
homomorphisms ψ . In particular, if one runs only over tame extensions, one gets the simpler leading
constant ∏

p | |G|

(
1 −

1
p

)b(H,φ)(G)

×

∏
p ∤ |G|

(
1 +

∑
g∈ker(φ)−{id}

|S(H,φ)(g, p)|

|ker(φ)| · p

)(
1 −

1
p

)b(H,φ)(G)

.

We have excluded the groups of even cardinality from Conjecture 5.5, since one can prove that the same
conjecture would fail already for the dihedral group on 8 elements, and even among tamely ramified
extensions. In this case the leading constant is likely to be an Euler product times a rational correction
factor to account for quadratic reciprocity. If also wild extensions are considered, then even further
modifications may be needed by Grunwald–Wang-type of obstructions. These problems at 2 correspond
to the unspecified constant C(G) in [Bhargava 2007, Equation (8.6), page 17].
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Syzygies of tangent-developable surfaces and
K3 carpets via secant varieties

Jinhyung Park

We give simple geometric proofs of Aprodu, Farkas, Papadima, Raicu and Weyman’s theorem on syzygies
of tangent-developable surfaces of rational normal curves and Raicu and Sam’s result on syzygies of
K3 carpets. As a consequence, we obtain a quick proof of Green’s conjecture for general curves of genus g
over an algebraically closed field k with char(k)= 0 or char(k)≥ ⌊(g− 1)/2⌋. Our approach provides
a new way to study tangent-developable surfaces in general. Along the way, we show the arithmetic
normality of tangent-developable surfaces of arbitrary smooth projective curves of large degree.

1. Introduction

Let C be a smooth projective curve of genus g ≥ 3 over the field C of complex numbers. If Cliff(C)≥ 1,
i.e., C is nonhyperelliptic, then KC is very ample. In this case, Noether’s theorem says that the canonical
curve C ⊆ Pg−1 is projectively normal. Petri’s theorem states that if Cliff(C) ≥ 2, then the defining
ideal IC |Pg−1 of C in Pg−1 is generated by quadrics. To generalize classical theorems of Noether and Petri,
Green [1984, Conjecture 5.1] formulated a very famous conjecture that predicts

K p,2(C, KC)= 0 for 0≤ p ≤ Cliff(C)− 1.

By the Green–Lazarsfeld nonvanishing theorem [Green 1984, Appendix], we have K p,2(C, KC) ̸= 0 for
Cliff(C)≤ p ≤ g−3. Then Green’s conjecture determines the shape of the minimal free resolution of the
canonical ring R(C, KC)=

⊕
m∈Z H 0(C, mKC) (see [Aprodu and Nagel 2010, Remark 4.19]). Although

the conjecture is still open, Voisin [2002; 2005] resolved the general curve case in the early 2000s. To
prove the generic Green conjecture, it suffices to exhibit one curve of each genus for which the assertion
holds. If S ⊆ Pg is a K3 surface of degree 2g− 2, then its general hyperplane section is a canonical
curve C ⊆ Pg−1 and K p,2(S, OS(1)) = K p,2(C, KC). Based on the Hilbert scheme interpretation of
Koszul cohomology, Voisin accomplished sophisticated cohomology computations on Hilbert schemes of
K3 surfaces to show K p,2(S, OS(1))= 0. For an introduction to Voisin’s work; see [Aprodu and Nagel
2010]. Recently, Kemeny [2021] gave a simpler proof of Voisin’s theorem for even-genus case and a
streamlined version of her arguments for the odd-genus case.
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Prior to Voisin’s work, O’Grady and Buchweitz–Schreyer independently observed that one could
use the tangent-developable surface T ⊆ Pg of a rational normal curve of degree g to solve Green’s
conjecture for general curves of genus g (see [Eisenbud 1992]). Note that T ⊆ Pg is arithmetically
Cohen–Macaulay as for a K3 surface. One can actually view T as a degeneration of a K3 surface
(see [Aprodu et al. 2019, Remark 6.6]). A general hyperplane section of T is a canonically embedded
g-cuspidal rational curve C ⊆ Pg−1 of degree 2g− 2, which is a degeneration of a general canonical
curve C ⊆ Pg−1 with Cliff(C) = ⌊(g − 1)/2⌋. By the upper semicontinuity of graded Betti numbers,
K p,2(C, OC(1))= K p,2(T, OT (1))= 0 implies K p,2(C, KC)= 0 (see [loc. cit., Section 6]). The required
vanishing of K p,2(T, OT (1)) for confirming the generic Green conjecture was finally established by
Aprodu, Farkas, Papadima, Raicu and Weyman [loc. cit.] just a few years ago. Their important result
gives not only an alternative proof of the generic Green conjecture but also an extension to positive
characteristic. This circle of ideas is surveyed in [Ein and Lazarsfeld 2020]. In this paper, we give a
simple geometric proof of the main result of [Aprodu et al. 2019].

Theorem 1.1. Let T ⊆ Pg be the tangent-developable surface of a rational normal curve of degree g ≥ 3
over an algebraically closed field k with char(k)= 0 or char(k)≥ (g+ 2)/2. Then

K p,2(T, OT (1))= 0 for 0≤ p ≤ ⌊(g− 3)/2⌋.

The proof of Theorem 1.1 in [Aprodu et al. 2019] goes as follows. We have a short exact sequence

0−→ OT −→ ν∗OT̃ −→ ωP1 −→ 0,

where ν : T̃ = P1
×P1

→ T is a resolution of singularities. Then it is elementary to see that

K p,2(T, OT (1))= coker
(
K p,1(T, ν∗OT̃ ;OT (1))

γ
−→ K p,1(P

1, ωP1;OP1(g))
)
.

Let U := H 0(P1, OP1(1)), V := D p+2U, W := D2p+2U, and q := g− p− 3. The authors of [Aprodu
et al. 2019] devoted considerable effort to show that γ arises as the composition

Sq V ⊗W
idSq V ⊗1
−−−−−→ Sq V ⊗

∧2V δ
−→ ker(Sq+1V ⊗ V δ

−→ Sq+2V ), (1-1)

where 1 is the co-Wahl map and δ is the Koszul differential. To achieve this, they established an explicit
characteristic-free Hermite reciprocity for sl2-representations, and they carried out complicated algebraic
computations. Now, K p,2(T, OT (1)) is the homology of a complex

Sq V ⊗W γ
−→ Sq+1V ⊗ V δ

−→ Sq+2V .

This homology, denoted by Wq(V, W ), is the degree-q piece of the Koszul module (or Weyman module)
associated to (V, W ). It is enough to prove that

Wq(V, W )= 0 for q ≥ p. (1-2)

The vanishing result (1-2) was first proved in characteristic zero in [Aprodu et al. 2022] by an application
of Bott vanishing, and the argument is extended in [Aprodu et al. 2019] to positive characteristics.
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Our strategy to prove Theorem 1.1 is essentially the same as that of [Aprodu et al. 2019], but our
geometric approach utilizing the secant variety 6⊆Pg of a rational normal curve C of degree g provides a
substantial simplification of the proof. The tangent surface T is a Weil divisor on 6, and T̃ is a Cartier divi-
sor on B, where β : B→6 is the blow-up of 6 along C with the exceptional divisor Z =P1

×P1. Letting
MH := β∗MO6(1), we realize (1-1) as maps induced in cohomology of vector bundles on B (see (3-1)):

H 1(T̃ ,
∧p+2 MH |T̃

) α
−→ H 2(B,

∧p+2 MH ⊗ωB(Z)
) δ
−→ H 2(Z , ωP1 ⊠

∧p+2 ML ⊗ωP1
)
.

This was previously asked in [Aprodu et al. 2019, last paragraph on p. 666]. There is a rank-2 vector
bundle E on P2 such that B =P(E). If π : B→P2 is the canonical fibration, then Q :=π(T̃ ) is a smooth
conic and T̃ = P(E |Q). It is easy to check that α = idSq V ⊗1, where 1 is the dual of the restriction map
H 0(P2, OP2(p+ 1))→ H 0(Q, OQ(p+ 1)). Put ME := π∗MH and σ := π |Z . The map δ is naturally
factored as

H 2
(
B,

∧p+2 MH ⊗ωB(Z)
) idSq V ⊗ι

// H 2
(
Z , σ ∗

∧p+2 ME ⊗ (ωP1 ⊠ωP1)
) m⊗idV

// H 2
(
Z , ωP1 ⊠

∧p+2 ML ⊗ωP1
)

Sq V ⊗
∧2V Sq V ⊗ V ⊗ V Sq+1V ⊗ V

where ι is the canonical injection and m is the multiplication map identified with

H 1(Pp+2
×P1, OPp+2(q)⊠ωP1(−p− 2))−→ H 1(Pp+2

×P1, OPp+2(q + 1)⊠ωP1).

Without any lengthy computation, we quickly obtain the key part of [Aprodu et al. 2019] — the descriptions
of the maps in (1-1) (see Lemma 3.1). This provides a conceptual explanation of the difficult computation
in [loc. cit.] and a geometric understanding of syzygies of T in Pg as expected in [loc. cit., last paragraph
on p. 666]. Next, regarding V = H 0(Pp+2, OPp+2(1)), we give a direct proof of (1-2) using vector bundles
on Pp+2. This part of the proof is largely equivalent to the original proof in [Aprodu et al. 2019; 2022].1

Put MV := MO
Pp+2 (1). Then (1-1) can be identified with

W ⊗ H 0(Pp+2, OPp+2(q))−→
∧2V ⊗ H 0(Pp+2, OPp+2(q))−→ H 0(Pp+2, MV (q + 1)).

Under the assumption char(k)= 0 or char(k)≥ (g+2)/2, we show that W⊗OPp+2→MV (1) is surjective
and its kernel is (p+1)-regular in the sense of Castelnuovo and Mumford. This implies (1-2). Here the
characteristic assumption plays a crucial role (see Remark 3.3).

It is worth noting that the characteristic assumption on the field k in Theorem 1.1 cannot be improved.
If 2 ≤ char(k) ≤ (g+ 1)/2, then K⌊(g−3)/2⌋,2(T, OT (1)) ̸= 0 (see [Aprodu et al. 2019, Remark 5.17]).
Theorem 1.1 implies the generic Green conjecture for general curves of genus g when char(k) = 0 or
char(k)≥ (g+2)/2, but this is not optimal. Raicu and Sam [2022, Theorem 1.5] recently obtained a sharp
result that Green’s conjecture holds for general curves of genus g when char(k)=0 or char(k)≥⌊(g−1)/2⌋.
This confirms a conjecture of Eisenbud and Schreyer [2019, Conjecture 1.1]. For the failure of Green’s

1After writing the paper, the author learned from Claudiu Raicu [2021] that a similar argument proving (1-2) directly on
projective spaces is given in his lecture notes based on Robert Lazarsfeld’s suggestion.
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conjecture in small characteristic, see [Eisenbud and Schreyer 2019; Schreyer 1986]. It has long been
known that the generic Green conjecture would follow from the canonical ribbon conjecture [Bayer and
Eisenbud 1995]. A canonical ribbon is a hyperplane section of a K3 carpet X = X (a, b)⊆ Pa+b+1 for
integers b≥ a≥ 1, which is a unique double structure on a rational normal surface scroll S(a, b)⊆Pa+b+1

of type (a, b) such that ωX =OX and h1(X, OX )= 0 (see [Gallego and Purnaprajna 1997, Theorem 1.3]).
The K3 carpet X is a degeneration of a K3 surface of degree 2(a + b), and a canonical ribbon is a
degeneration of a general canonical curve C of genus a+b+1 with Cliff(C)= a. By extending algebraic
arguments of [Aprodu et al. 2019], Raicu and Sam [2022, Theorem 1.1] proved K p,2(X, OX (1))= 0 for
0≤ p ≤ a− 1 when char(k)= 0 or char(k)≥ a. This implies the canonical ribbon conjecture and hence
the generic Green conjecture (see [loc. cit., Section 6]). However, for settling Eisenbud and Schreyer
conjecture, we only need to consider the case a = ⌊(g− 1)/2⌋ and b = ⌊g/2⌋, and we recover [loc. cit.,
Theorem 1.1] for this case here.

Theorem 1.2. Let X = X (⌊(g− 1)/2⌋, ⌊g/2⌋) ⊆ Pg be a K3 carpet with g ≥ 3 over an algebraically
closed field k with char(k)= 0 or char(k)≥ ⌊(g− 1)/2⌋ and char(k) ̸= 2. Then

K p,2(X, OX (1))= 0 for 0≤ p ≤ ⌊(g− 3)/2⌋.

In particular, Green’s conjecture holds for general curves of genus g over k.

Recall that Schreyer [1986] verified Green’s conjecture for every curve of genus g ≤ 6 over an
algebraically closed field of arbitrary characteristic. In the theorem, if g≥7, then the condition char(k) ̸=2
is redundant. Our proof of Theorem 1.2 is essentially different from that of [Raicu and Sam 2022] but
surprisingly the same as that of Theorem 1.1. The key point is that the K3 carpet X in the theorem is a
Weil divisor linearly equivalent to the tangent-developable surface T on the secant variety 6. Thus X is
a degeneration of the tangent surface T. The proof of Theorem 1.1 works for X , and the characteristic
assumption on k for (1-2) with another W can be improved. Consequently, we obtain a very quick proof
of the generic Green conjecture and Eisenbud and Schreyer’s conjecture.

In view of Theorem 1.1, it is quite natural to study syzygies of tangent-developable surfaces of smooth
projective curves of genus g≥ 1. However, there was no research in this direction to the best of the author’s
knowledge. As a first step, we show the arithmetic normality, and compute the Castelnuovo–Mumford
regularity.

Theorem 1.3. Let C be a smooth projective curve of genus g ≥ 1 over an algebraically closed field of
characteristic zero, L be a line bundle on C with deg L ≥ 4g + 3, and T be the tangent-developable
surface of C embedded in Pr by |L|. Then T ⊆ Pr is arithmetically normal but not arithmetically
Cohen–Macaulay, and H i (T, OT (m)) = 0 for i > 0, m > 0 but H 1(T, OT ) ̸= 0, H 2(T, OT ) ̸= 0. In
particular, reg OT = 3, and reg IT |Pr = 4.

To prove the theorem, we develop new techniques based on the methods for secant varieties in [Ein
et al. 2020]. Along with our proof of Theorem 1.1, this provides a general framework for syzygies of
tangent-developable surfaces. First, we show that the dualizing sheaf ωT is trivial (Proposition 2.5). The
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hard part of the proof of Theorem 1.3 is to check the 2-normality of T ⊆ Pr, which is turned out to be
equivalent to H 1(C × C, (L ⊠ L)(−3D)) = 0, where D is the diagonal of C × C . This cohomology
vanishing was established by Bertram, Ein and Lazarsfeld [Bertram et al. 1991] when deg L ≥ 4g+ 3.
This degree condition is optimal: If deg L = 4g+ 2, then T ⊆ Pr is arithmetically normal if and only
if C is neither elliptic nor hyperelliptic (see Remark 4.4). We will discuss some conjectures on syzygies
of tangent-developable surfaces at the end of Section 4.

After setting notation and presenting basic facts in Section 2, we prove Theorems 1.1 and 1.2 in
Section 3 and Theorem 1.3 in Section 4. Throughout the paper, we work over an algebraically closed
field k of arbitrary characteristic unless otherwise stated.

2. Preliminaries

2.1. Syzygies. Let X be a projective scheme, B be a coherent sheaf on X , and L be a very ample line
bundle on X . Put V := H 0(X, L). The Koszul cohomology K p,q(X, B; L) is the cohomology of the
Koszul-type complex∧p+1V ⊗ H 0(X, B⊗ Lq−1)−→

∧pV ⊗ H 0(X, B⊗ Lq)−→
∧p−1V ⊗ H 0(X, B⊗ Lq+1).

When B = OX , we put K p,q(X, L) := K p,q(X, OX ; L) and κp,q(X, L) := dimk K p,q(X, L). Let S :=⊕
m≥0 Sm V. Then the graded S-module R(X, B; L) :=

⊕
m∈Z H 0(X, B ⊗ Lm) admits a minimal free

resolution

0←− R(X, B; L)←− E0←− E1←− · · · ←− Er ←− 0,

where E p =
⊕

q K p,q(X, B; L)⊗k S(−p− q). We may think that K p,q(X, B; L) is the space of p-th
syzygies of weight q . For a globally generated vector bundle E on X , we denote by ME the kernel of the
evaluation map H 0(X, E)⊗OX → E . The following is well known.

Proposition 2.1 (see [Park 2022, Proposition 2.1]). Assume that H i (X, B⊗ Lm)= 0 for i > 0 and m > 0.
For q ≥ 2, we have K p,q(X, B; L) = Hq−1

(
X,

∧p+q−1 ML ⊗ B ⊗ L
)
. If furthermore Hq−1(X, B) =

Hq(X, B)= 0, then K p,q(X, B; L)= Hq
(
X,

∧p+q ML ⊗ B
)
.

2.2. Castelnuovo–Mumford regularity. A coherent sheaf F on Pn is said to be m-regular if

H i (Pn, F (m− i))= 0

for i > 0. By Mumford’s theorem [Lazarsfeld 2004, Theorem 1.8.3], if F is m-regular, then F is
(m+1)-regular. The Castelnuovo–Mumford regularity reg F is the minimum m such that F is m-regular.
If F fits into an exact sequence · · · →F2→F1→F0→F → 0 of coherent sheaves on Pn and Fi is
(m+i)-regular for each i ≥ 0, then F is m-regular [loc. cit., Example 1.8.7]. If F is m-regular and E is an
m′-regular vector bundle on Pn, then F ⊗ E is (m+m′)-regular [loc. cit., Proposition 1.8.9]. We can think
of the regularity of a coherent sheaf G on a closed subscheme X ⊆ Pn by regarding G as a sheaf on Pn .
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2.3. Multilinear algebra. Let V be a finite-dimensional vector space over k. The symmetric group Sn

naturally acts on V⊗n by permuting the factors. The divided power DnV is the subspace

{ω ∈ V⊗n
| σ(ω)= ω for all σ ∈Sn} ⊆ T nV,

and the symmetric power SnV is the quotient of V⊗n by the span of σ(ω)−ω for all ω ∈ V⊗n and σ ∈Sn .
We have a natural identification DnV = (SnV∨)∨. By composing the inclusion of DnV into V⊗n with
the projection onto SnV, we get a natural map DnV → SnV. This is an isomorphism if char(k)= 0 or
char(k) > n, but it may be neither injective nor surjective in general. The wedge product

∧nV is the
quotient of V⊗n by the span of v1⊗· · ·⊗vn for all v1, . . . , vn ∈ V with vi = v j for some i ̸= j . We write
v1∧· · ·∧vn for the class of v1⊗· · ·⊗vn in the quotient. There is a natural inclusion

∧nV → V⊗n given
by v1∧· · ·∧vn 7→

∑
σ∈Sn

sgn(σ )σ (v1⊗· · ·⊗vn). This gives a splitting of the quotient map V⊗n
→

∧nV
if and only if char(k)= 0 or char(k) > n. We refer to [Aprodu et al. 2019, Section 3] for more details.

2.4. Projective spaces. Throughout the paper, we put U := H 0(P1, OP1(1)), and fix a basis 1, x of U. The
monomials 1, x, . . . , xd form a basis of SdU, and the divided power monomials x (0), x (1), . . . , x (d) form a
basis of DdU. Let 1, y be the dual basis of U∨ to 1, x . There is a natural identification U∨=

∧2U⊗U∨=U
sending 1, y to −x, 1. Then H 0(P1, OP1(d)) = SdU and H 1(P1, OP1(−d − 2)) = DdU. Note that
MO

P1 (d) = Sd−1U ⊗OP1(−1).
We may regard Pn as the symmetric product of P1. By permuting the components, Sn acts on the

ordinary product (P1)n, and the line bundle OP1(d)⊠n on (P1)n descends to a line bundle Tn,O
P1 (d)=OPn (d)

on Pn in such a way that q∗n Tn,O
P1 (d) = OP1(d)⊠n, where qn : (P

1)n
→ Pn is the quotient map. Then

H 0(Pn, OPn (d)) = Dn SdU. Since H 0(Pn, OPn (1)) = DnU, we get H 0(Pn, OPn (d)) = Sd DnU. This
gives Hermite reciprocity Dn SdU = Sd DnU. If the action of Sn on (P1)n is alternating, then OP1(d)⊠n

descends to Nn,O
P1 (d) = OPn (d − n + 1) and H 0(Pn, OPn (d − n + 1)) =

∧n SdU. This gives another
Hermite reciprocity ∧n SdU = Sd−n+1 DnU. (2-1)

See [Aprodu et al. 2019, Remark 3.2] and [Park 2022, Subsection 2.3]. Our Hermite reciprocity coincides
with the explicit map constructed in [Aprodu et al. 2019, Section 3] (see [Raicu and Sam 2021]), but we
will not use this fact.

Let Dn be the image of the injective map Pn−1
×P1

→ Pn
×P1 given by (ξ, z) 7→ (ξ + z, z). Note

that the effective divisor Dn on Pn
×P1 is defined by

n∑
i=0

(−1)i (x0
∧ · · · ∧ x̂ i ∧ · · · ∧ xn)⊗ x i

∈
∧n SnU ⊗ SnU = H 0(Pn

×P1, OPn (1)⊠OP1(n)).

Consider the short exact sequence

0−→ OPn (d − 1)⊠OP1(−n)
·Dn
−−→ OPn (d)⊠OP1 −→ OPn−1(d)⊠OP1(d)−→ 0. (2-2)

Pushing forward to P1 yields a short exact sequence

0−→
∧n MO

P1 (d+n−1) −→
∧n Sd+n−1U ⊗OP1 −→

∧n−1 MO
P1 (d+n−1)⊗OP1(d + n− 1)−→ 0.
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On the other hand, Dn can be also defined by
n∑

i=0
(−1)i x (n−i)

⊗ x i
∈ DnU ⊗ SnU = H 0(Pn

×P1, OPn (1)⊠OP1(n)).

Then we see that the map

H 1(Pn
×P1, OPn (d − 1)⊠ωP1(−n))

·Dn
// H 1(Pn

×P1, OPn (d)⊠ωP1)

Sd−1 DnU ⊗ DnU Sd DnU

(2-3)

is given by f ⊗ x (i)
7→ (−1)n f x (i). We simply regard this as the multiplication map.

2.5. Secant varieties. We recall the set-up of [Ein et al. 2020; 2021], and we present some preliminary
results. Let C be a smooth projective curve of genus g≥0, and L be a line bundle on C with deg L≥2g+3.2

We assume char(k)= 0 whenever g ≥ 1. We denote by C2
= C ×C the ordinary product of C and by

C2=C2/S2 the symmetric product of C . The quotient map σ :C2
→C2 is given by (x, y) 7→ x+y. If we

regard C2 as the Hilbert scheme of two points on C , then σ is the universal family. For any line bundle A
on C , there is a line bundle TA on C2 such that σ ∗TA= A⊠A. Let D be the diagonal of C2, and Q :=σ(D).
Then Q ∼= C unless g = 0 and char(k)= 2. We may write Q = 2δ for some divisor δ on C2. Note that
σ ∗δ = D and σ∗OC2 = OC2(−δ)⊕OC (see [Ein et al. 2020, Lemma 3.5]). We can write KC2 = TKC (−δ).
Consider the tautological bundle E := σ∗(OC ⊠ L) on C2. We have rank E = 2 and det E = TL(−δ). Let
B := P(E), and π : B→ C2 be the canonical fibration. As H 0(C2, E) = H 0(C, L) and E is globally
generated, |OP(E)(1)| induces a map β : B→ Pr

= PH 0(C, L). Then 6 := β(B) is the secant variety of
C in Pr, and β : B→6 is the blow-up of 6 along C (see [Ein et al. 2021, Theorem 1.1]). Unless g = 0
and deg L = 3 (in this case 6 = P3), Sing 6 = C and β : B→ 6 is a resolution of singularities. Let
Z := β−1(C)∼= C2. Then π |Z : Z→ C2 is just σ , and β|Z : Z = C ×C→ C is the second projection:

Z = C ×C �
�

//

σ
''

B = P(E)
β
//

π

��

6 ⊆ Pr

C2

Theorem 2.2 [Ein et al. 2020, Theorems 1.1 and 1.2]. 6 ⊆ Pr is arithmetically Cohen–Macaulay. If
g = 0, then 6 has rational singularities and reg O6 = 2. If g ≥ 1 and char(k)= 0, then 6 has normal
Du Bois singularities and reg O6 = 4.

Pick H ∈ |OP(E)(1)|. We may write K B =−2H +π∗TKC+L(−2δ) and Z = 2H −π∗TL(−2δ). Take
S ∈ |2δ|. Let S̃ := π−1(S)= P(E |S), and S := β(S̃). We are mostly interested in the case S = Q. In fact,
Q is a unique member in |2δ| when g ≥ 2. Note that dim |2δ| = 5 when g = 0 and dim |2δ| = 1 when
g = 1. Assume that char(k) ̸= 2 when g = 0. Note that ME |Q = N∨C |Pr ⊗ L and E |Q =P1(L) is the first

2It is assumed that char(k)= 0 in [Ein et al. 2020; 2021], but everything works when g = 0 and char(k)≥ 0 (see also [Raicu
and Sam 2021]).
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jet bundle. By [Kaji 1986, Corollary 1.18], P1(L) is the unique nontrivial extension of L by ωC ⊗ L
when char(k) ∤ deg L . Let T̃ := π−1(Q). Then T := β(T̃ ) is the tangent-developable surface of C in Pr,
and T has cuspidal singularities along C . Note that ν := β|T̃ : T̃ → T is a resolution of singularities and
T is Cohen–Macaulay.

Proposition 2.3. deg S = 2 deg L + 2g− 2.

Proof. We have deg S = (H |S̃)
2
= (det E) · S = 2 deg L + 2g− 2. □

Recall from [Ein et al. 2020, Theorem 5.2] that β∗OB(−Z)=IC |6 and R1β∗OB(−Z)= 0.

Lemma 2.4. β∗OB(−S̃− Z)=IS|6 and R1β∗OB(−S̃− Z)= 0.

Proof. As β∗OZ (−S̃) = 0, we have β∗OB(−S̃ − Z) = β∗OB(−S̃) = IS|6 . For the second assertion,
following [loc. cit., proof of Theorem 5.2(2)], we show that R1β∗OB(−S̃− Z)x = 0 for any x ∈ C ⊆6.
Let F := β−1(x)∼= C . By the formal function theorem, it suffices to prove that

H 1(F, OB(−S̃− Z)⊗OB/I m
F |B)= 0 for m ≥ 1.

It is enough to check that

H 1(F, OB(−S̃− Z)⊗I m
F |B/I m+1

F |B )= 0 for m ≥ 0.

As (−S̃ − Z)|Z = (L ⊠−L)(−4D) and F is a fiber of the second projection Z = C × C → C , we
have OB(−S̃ − Z)|F = L(−4x). Note that I m

F |B/I m+1
F |B = Sm N∨F |B . Recall from [Ein et al. 2020,

Proposition 3.13] that N∨F |B = OC ⊕ L(−2x). The problem is then reduced to verifying that

H 1(C, (m+ 1)L + (−4− 2m)x)= 0 for m ≥ 0.

This vanishing holds since deg((m+ 1)L + (−4− 2m)x)≥ (m+ 1)(2g+ 3)− 4− 2m ≥ 2g− 1. □

Consider the following commutative diagram with short exact sequences:

0

��

0

��

0 // OB(−S̃− Z)
·Z
// OB(−S̃) //

·S̃
��

OZ (−2D) //

��

0

0 // OB(−S̃− Z)
·S̃+Z

// OB //

��

OS̃+Z
//

��

0

OS̃

��

OS̃

��

0 0

(2-4)

By Lemma 2.4, applying β∗ to the second-row exact sequence in (2-4), we find β∗OS̃+Z = OS and
R1β∗OS̃+Z = R1β∗OB = H 1(C, OC)⊗OC , and we get a short exact sequence

0−→ β∗OB(−S̃− Z)−→ O6 −→ OS −→ 0. (2-5)
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Note that

R1β∗OS̃+Z = R1β∗OB = R1(β|Z )∗OZ = R1(β|Z )∗OZ (−D).

The kernel of the map R1(β|Z )∗OZ (−2D)→ R1(β|Z )∗OZ (−D) is OD(−D|D)= ωC . By applying β∗

to the rightmost vertical exact sequence in (2-4), we get a short exact sequence

0−→ OS −→ β∗OS̃ −→ ωC −→ 0. (2-6)

Proposition 2.5. The dualizing sheaf ωS is trivial.

Proof. Consider two short exact sequences

0−→ ωB −→ ωB(Z)−→ ωZ −→ 0 and 0−→ ωB −→ ωB(S̃)−→ ωS̃ −→ 0. (2-7)

By Theorem 2.2 for g = 0 and Grauert–Riemenschneider vanishing for g ≥ 1, we have R1β∗ωB = 0.
Then R1β∗ωB(Z)= R1β∗ωZ = ωC and R1β∗ωB(S̃)= 0. By taking −⊗OB(S̃) to the left of (2-7), we
see that R1β∗ωB(S̃+ Z) = 0. When g = 0, we have β∗ωB(Z) = β∗ωB = ω6 by Theorem 2.2. When
g ≥ 1, Theorem 2.2 and [Kovács et al. 2010, Theorem 1.1] show that β∗ωB(Z)= ω6 . As ωS̃(Z |S̃)= OS̃ ,
applying β∗ to the short exact sequence with the consideration of (2-6),

0−→ ωB(Z)
·S̃
−→ ωB(S̃+ Z)−→ OS̃ −→ 0,

we obtain a short exact sequence

0−→ ω6 −→ β∗ωB(S̃+ Z)−→ OS −→ 0.

On the other hand, applying Hom6(−, ω6) to (2-5), we get a short exact sequence

0−→ ω6 −→Hom6(β∗OB(−S̃− Z), ω6)−→ ωS −→ 0

since 6 is Cohen–Macaulay. Notice that

Hom6(β∗OB(−S̃− Z), ω6)=Hom6(β∗OB(−S̃), ω6)= β∗ωB(S̃+ Z).

Hence we conclude that ωS = OS . □

Remark 2.6. When g= 0 and S= T is the tangent-developable surface, the above proposition was shown
in [Aprodu et al. 2019, Corollary 5.16]. When g = 1 and deg L = 5, applying the Serre construction
to the tangent-developable surface T in P4, Hulek [1986, Chapter VII] gave a new construction of the
Horrocks–Mumford bundle on P4.

2.6. Rational curve case. Assume that char(k) ̸=2. Let C⊆Pg be a rational normal curve of degree g≥3,
and L := OP1(g). When we consider a rational normal curve, g is not the genus but the degree. Note that
C2 =P2 and OP2(δ)=OP2(1). We have TO

P1 (d) =OP2(d), and put NO
P1 (d) := TO

P1 (d)(−δ)=OP2(d−1).
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Then σ ∗TO
P1 (d) =OP1(d)⊠OP1(d) and σ ∗NO

P1 (d) =OP1(d−1)⊠OP1(d−1). Note that π∗OB(−Z)= 0
and R1π∗OB(−Z)= OP2(−δ). By applying π∗ to the short exact sequence

0−→ OB(−Z)
·Z
−→ OB −→ OZ −→ 0, (2-8)

we get a splitting short exact sequence

0−→ OP2 −→ σ∗OZ −→ OP2(−δ)−→ 0.

Then we obtain the following canonically splitting short exact sequence:

0 // H 0(P2, TO
P1 (d)) // H 0(P1

×P1, OP1(d)⊠OP1(d)) // H 0(P2, NO
P1 (d)) // 0

D2SdU SdU ⊗ SdU
∧2SdU

(2-9)

Lemma 2.7. ME = Sg−2U ⊗OP2(−1).

Proof. Recall that there is an injective map D2 = P1
×P1

→ P2
×P1. Let p1 : P

2
×P1

→ P2 be the first
projection. Then (p1)|D2 = σ . By applying p1,∗ to the short exact sequence

0−→ OP2(−1)⊠OP1(g− 2)
·D2
−−→ OP2 ⊠OP1(g)−→ OP1 ⊠OP1(g)−→ 0,

we get a short exact sequence

0−→ Sg−2U ⊗OP2(−1)−→ SgU ⊗OP2 −→ E −→ 0,

where H 0(P2, E)⊗OP2 = SgU ⊗OP2 → E is the evaluation map. Thus the lemma follows. □

Proposition 2.8. (1) K B + S̃+ Z = 0.

(2) S ⊆ Pg is arithmetically Cohen–Macaulay and reg OS = 3.

(3) The Hilbert function of S ⊆ Pg is given by HS(t)= (g− 1)t2
+ 2 for t ≥ 1.

Proof. The assertion (1) follows from the direct computation

K B + S̃+ Z = (−2H +π∗OP2(g− 4))+π∗OP2(2)+ (2H −π∗OP2(g− 2))= 0.

As β∗OB(−S̃− Z)= β∗ωB = ω6 by Theorem 2.2, the short exact sequence (2-5) is

0−→ ω6 −→ O6 −→ OS −→ 0. (2-10)

By Theorem 2.2, we readily obtain (2). Now, HT (t) agrees with the Hilbert polynomial PS(t) for t ≥ 1.
Note that det PS(t)= 2 and the leading coefficient of PT (t) is (deg S)/2= g−1. As PS(0)= χ(OS)= 2
and PS(1)= g+ 1, we get (3). □

When S = T is the tangent-developable surface, Proposition 2.8(2) was first shown by Schreyer [1983,
Proposition 6.1] (see also [Aprodu et al. 2019, Theorem 5.1]). Observe that S ⊆ Pg has the same Hilbert
polynomial with a K3 surface of degree 2g− 2 in Pg.
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Suppose that S= Q. Here Q=σ(D) is a smooth conic in P2. When char(k)= 0 or char(k)≥ (g+2)/2,
[Kaji 1986, Corollary 1.18] implies that E |Q = OP1(g− 1)⊕OP1(g− 1). In this case, T̃ = P1

×P1, and
OT̃ (H |T̃ )= OP1(g− 1)⊠OP1(1). When char(k) | g, [loc. cit., Corollary 1.18] implies that T̃ ̸= P1

×P1.
However, we always have Z = P1

×P1. Now, consider the following short exact sequence:

0 // H 0(P2, OP2(d − 1))
·Q
// H 0(P2, OP2(d + 1)) // H 0(Q, OQ(d + 1)) // 0

∧2SdU
∧2Sd+2U S2d+2U

(2-11)

Since σ ∗Q = 2D and the diagonal D of P1
×P1 is defined by

x ⊗ 1− 1⊗ x ∈U ⊗U = H 0(P1
×P1, OP1(1)⊠OP1(1)),

the inclusion H 0(P2, OP2(d − 1))→ H 0(P2, OP2(d + 1)) in (2-11) is∧2SdU −→
∧2Sd+2U, x i

∧ x j
7−→ x i+2

∧ x j
− 2x i+1

∧ x j+1
+ x i
∧ x j+2.

The surjection H 0(P2, OP2(d + 1))→ H 0(Q, OQ(d + 1)) in (2-11) is

µd+2 :
∧2Sd+2U −→ S2d+2U, x i

∧ x j
7−→ (i − j)x i+ j−1, (2-12)

which is the Wahl map (or the Gaussian map). See [Bertram et al. 1991; Wahl 1990] for details on Wahl
maps.

Suppose that S = 2ℓ, where ℓ ⊆ P2 is a line meeting Q at two distinct points. We may write
E |ℓ=OP1(a)⊕OP1(b) for some integers b≥ a ≥ 1. As det E = NL =OP2(g−1), we have a+b= g−1.
Note that σ−1(ℓ) = P1 and σ |σ−1(ℓ) : σ

−1(ℓ)→ ℓ is a two-to-one map. By restricting the short exact
sequence

0−→ OP1(g− 1)⊠OP1(−1)−→ σ ∗E −→ OP1 ⊠OP1(g)−→ 0

to σ−1(ℓ), we get a short exact sequence

0−→ OP1(g− 2)−→ OP1(2a)⊕OP1(2b)−→ OP1(g)−→ 0.

It follows that (a, b)= (⌊(g−1)/2⌋, ⌊g/2⌋). Then S is a double structure on a rational normal surface scroll
S(a, b)=P(E |ℓ)⊆Pg. Recall that H 1(S, OS)= 0 and ωS =OS . Thus S = X (⌊(g−1)/2⌋, ⌊g/2⌋)⊆Pg

is a K3 carpet (see [Gallego and Purnaprajna 1997, Definition 1.2 and Theorem 1.3]3). On the other hand,
consider the following short exact sequence:

0 // H 0(P2, OP2(d − 1))
·2ℓ
// H 0(P2, OP2(d + 1)) // H 0(2ℓ, O2ℓ(d + 1)) // 0

∧2SdU
∧2Sd+2U

(2-13)

3The proof of [Gallego and Purnaprajna 1997, Theorem 1.3] also works in positive characteristic.
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We may assume that σ−1(ℓ) in P1
×P1 is defined by

x ⊗ 1+ 1⊗ x ∈U ⊗U = H 0(P1
×P1, OP1(1)⊠OP1(1)).

Then the inclusion H 0(P2, OP2(d − 1))→ H 0(P2, OP2(d + 1)) in (2-13) is∧2SdU −→
∧2Sd+2U, x i

∧ x j
7−→ x i+2

∧ x j
+ 2x i+1

∧ x j+1
+ x i
∧ x j+2.

It is a direct summand of the inclusion

H 0(P1
×P1, OP1(d)⊠OP1(d))

·2σ−1(ℓ)
−−−−→ H 0(P1

×P1, OP1(d + 2)⊠OP1(d + 2))

whose cokernel is S2d+2U⊕S2d+4U. The surjection H 0(P2, OP2(d+1))→ H 0(2ℓ, O2ℓ(d+1)) in (2-13)
factors through

τd+2 :
∧2Sd+2U −→

S2d+2U
⊕

S2d+4U
, x i

∧ x j
7−→

{
((−1)i (i − j)x i+ j−1, 0) if i ≡ j (mod 2),

(0, (−1)i x i+ j ) if i ̸≡ j (mod 2),
(2-14)

in such a way that im(τd+2) injects into H 0(2ℓ, O2ℓ(d + 1)).

3. Proofs of Theorems 1.1 and 1.2

Assume that char(k) ̸= 2. Let C ⊆ Pg be a rational normal curve of degree g ≥ 3, and L := OP1(g). We
use the notation in Section 2. From (2-10), we see that

K p,2(S, OS(1))= coker
(
K p,2(6, K6;O6(1))

ρp+2
−−→ K p,2(6, O6(1))

)
.

Thus K p,2(S, OS(1))= 0 if and only if ρp+2 is surjective. Recall from Theorem 2.2 that 6 has rational
singularities. As β∗MO6(1) = MH , by Proposition 2.1, we find

K p,2(6, K6;O6(1))= H 2(6,
∧p+2 MO6(1)⊗ω6

)
= H 2(B,

∧p+2 MH ⊗ωB
)
,

K p,2(6, O6(1))= H 2(6,
∧p+2 MO6(1)

)
= H 2(B,

∧p+2 MH
)
.

In (2-4), we have −S̃ − Z = K B , −S̃ = K B + Z , −2D = K Z . Then ρp+2 fits into the following
commutative diagram with exact sequences induced from (2-4):

H 1
(
S̃,

∧p+2 MH |S̃
)

� _

αp+2
��

γp+2

++

H 2
(
B,

∧p+2 MH ⊗ωB
) � � //

ρp+2 **

H 2
(
B,

∧p+2 MH ⊗ωB(Z)
)

δp+2

//

����

H 2
(
Z , ωP1 ⊠

∧p+2 ML ⊗ωP1
)

H 2
(
B,

∧p+2 MH
)

(3-1)

It is easy to check that ρp+2 is surjective if and only if γp+2 = δp+2 ◦ αp+2 surjects onto im(δp+2).
We shall prove the latter for 0 ≤ p ≤ ⌊(g− 3)/2⌋ when S = T is the tangent-developable surface and
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S = X (⌊(g − 1)/2⌋, ⌊g/2⌋) is a K3 carpet. To this end, we first describe γp+2 = δp+2 ◦ αp+2. Let
q := g− p− 3, V := D p+2U , W := H 1(S, OS(−p− 2)).

Lemma 3.1. The map γp+2 is the composition

Sq V ⊗W αp+2
−−→ Sq V ⊗

∧2V δp+2
−−→ Sq+1V ⊗ V

such that δp+2 is the Koszul differential given by f ⊗ (x (i)
∧ x ( j)) 7−→ f x (i)

⊗ x ( j)
− f x ( j)

⊗ x (i) and
αp+2 = idSq V ⊗1p+2, where 1p+2 fits into the short exact sequence4

0−→ H 1(S, OS(−p− 2))
1p+2
−−→ H 2(P2, OP2(−p− 2)(−S))

·S
−→ H 2(P2, OP2(−p− 2))−→ 0.

Proof. First, we give a description of αp+2. As π∗MH = ME , we have a short exact sequence

0−→ π∗ME −→ MH −→ OB(−H)⊗π∗NL −→ 0. (3-2)

Then we get π∗
∧p+2 MH =

∧p+2 ME and R1π∗
∧p+2 MH = 0. By restricting (3-2) to S̃, we also get

(π |S̃)∗
∧p+2 MH |S̃ =

∧p+2 ME |S and R1(π |S̃)∗
∧p+2 MH |S̃ = 0. Recall from Lemma 2.7 that ME =

Sg−2U ⊗OP2(−1). Thus we find

H 1(S̃,
∧p+2 MH |S̃

)
= H 1(S,

∧p+2 ME |S

)
=

∧p+2Sg−2U⊗H 1(S,OS(−p−2)),

H 2(B,
∧p+2 MH⊗ωB(Z)

)
= H 2(P2,

∧p+2 ME⊗OP2(−S)
)
=

∧p+2Sg−2U⊗H 2(P2,OP2(−p−2)(−S)),

H 2(B,
∧p+2 MH

)
f = H 2(P2,

∧p+2 ME
)
=

∧p+2Sg−2U⊗H 2(P2,OP2(−p−2)).

By considering the vertical short exact sequence in (3-1), we obtain αp+2 = id∧p+2 Sg−2U ⊗1p+2. By
Hermite reciprocity (2-1), we have

∧p+2Sg−2U = Sq V.
To describe δp+2, we restrict (3-2) to Z to get a short exact sequence

0 // σ ∗ME // OP1 ⊠ ML // (OP1 ⊠−L)⊗ σ ∗NL // 0

MO
P1 (g−1) ⊠OP1(−1) Sg−1U ⊗OP1 ⊠OP1(−1) OP1(g− 1)⊠OP1(−1)

where the maps are the identity on OP1(−1) and the map Sg−1U ⊗OP1 → OP1(g− 1) is the evaluation
map. The induced map H 2

(
Z , σ ∗

∧p+2 ME ⊗ωZ
)
→ H 2

(
Z , ωP1 ⊠

∧p+2 ML ⊗ωP1
)

can be written as
δ′p+2⊗ idV , where

δ′p+2 : H
1(P1,

∧p+2 MO
P1 (g−1)⊗ωP1

)
−→

∧p+2Sg−1U ⊗ H 1(P1, ωP1)

and V = D p+2U = H 1(P1, ωP1(−p − 2)). By considering the push-forward of (2-2) to P1, we can
identify δ′p+2 with

H 1(Pp+2
×P1, OPp+2(g− p− 3)⊠ωP1(−p− 2))

·Dp+2
−−−→ H 1(Pp+2

×P1, OPp+2(g− p− 2)⊠ωP1).

4 When S = T, one can easily confirm that the map γ in the Introduction coincides with the map γp+2 by replacing the range
by im(δp+2)= K p,1(P1, ωP1 ;OP1(g)). In this case, 1p+2 can be thought of as the dual of the Wahl map µp+2.
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This is the map (2-3) with n = p+ 2 and d = g− p− 2 = q + 1, so δ′p+2 : S
q V ⊗ V → Sq+1V is the

multiplication map, where we use Hermite reciprocity (2-1) to have that

H 1(P1,
∧p+2 MO

P1 (g−1)⊗ωP1
)
=

∧p+2Sg−2U ⊗ D p+2U = Sq V ⊗ V,∧p+2Sg−1U ⊗ H 1(P1, ωP1)=
∧p+2Sg−1U = Sq+1V .

Now, consider the following commutative diagram with short exact sequences:

0 // π∗ME ⊗OB(−Z)
·Z

//

��

π∗ME //

��

σ ∗ME //

��

0

0 // MH ⊗OB(−Z)
·Z

// MH // OP1 ⊠ ML // 0

The top row is (Sg−2U ⊗π∗OP2(−1))⊗ (2-8). The diagram induces the following commutative diagram:

H 2
(
B, π∗

∧p+2 ME ⊗ωB(Z)
) � � idSq V ⊗ιV

// H 2
(
Z , σ ∗

∧p+2 ME ⊗ωZ
)

δ′p+2⊗idV
��

H 2
(
B,

∧p+2 MH ⊗ωB(Z)
)

δp+2

// H 2
(
Z , ωP1 ⊠

∧p+2 ML ⊗ωP1
)

Recalling ωB(Z)= π∗ωP2(1) and
∧p+2Sg−2U = Sq V, we have

H 2(B, π∗
∧p+2 ME ⊗ωB(Z)

)
= Sq V ⊗ H 0(P2, OP2(p+ 1))∨,

H 2(Z , σ ∗
∧p+2 ME ⊗ωZ

)
= Sq V ⊗ H 0(Z , OP1(p+ 2)⊠OP1(p+ 2))∨.

By considering (2-8), we see that the upper horizontal injection in the above commutative diagram can be
written as idSq V ⊗ιV , where

ιV : H 2(P2, ωP2(−p− 1))−→ H 2(Z , (OP1(−p− 2)⊠OP1(−p− 2))⊗ωZ
)

is the dual of the canonical surjection in (2-9) with d= p+2. In other words, the map ιV :
∧2V→V⊗V is

given by ιV (x (i)
∧x ( j))= x (i)

⊗x ( j)
−x ( j)

⊗x (i). Hence we conclude that δp+2= (δ′p+2⊗idV )◦(idSq V ⊗ιV ) :

Sq V ⊗
∧2V → Sq+1V ⊗ V is the Koszul differential. □

From now on, we consider γp+2 :W⊗Sq V→ im(δp+2) (the target Sq+1V⊗V is replaced by im(δp+2)).
Our aim is to show the surjectivity of γp+2 for 0≤ p ≤ ⌊(g− 3)/2⌋.5 Viewing V = H 0(Pp+2, OPp+2(1))

and putting MV := MO
Pp+2 (1), we have a short exact sequence

0−→
∧2 MV −→

∧2V ⊗OPp+2 −→ MV (1)−→ 0.

Consider the composition

W ⊗OPp+2

1p+2⊗idO
Pp+2

−−−−−−−−−→
∧2V ⊗OPp+2 −→ MV (1). (3-3)

5 The Koszul complex Sq V ⊗
∧2

V → Sq+1V ⊗ V → Sq+2V is exact, so im(δp+2)= ker(Sq+1V ⊗ V → Sq+2V ). Thus
the surjectivity of γp+2 for 0≤ p ≤ ⌊(g− 3)/2⌋ is equivalent to (1-2): Wq (V, W )= 0 for q = g− p− 3≥ p ≥ 0.
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Lemma 3.2. Assume that char(k) = 0 or char(k) ≥ ⌊(g− 1)/2⌋. If the composition (3-3) is surjective,
then γp+2 is surjective for 0≤ p ≤ ⌊(g− 3)/2⌋.

Proof. We can form a short exact sequence

0−→ K −→W ⊗OPp+2
(3-3)
−−→ MV (1)−→ 0, (3-4)

where K is a vector bundle with rank K = p+ 1 and det K = OPp+2(−p− 1). Notice that γp+2 is the
k = q case of the map

γ ′k :W ⊗ H 0(Pp+2, OPp+2(k))−→ H 0(Pp+2, MV (k+ 1)).

As q = g− p− 3≥ p, it suffices to show the surjectivity of γ ′k for k ≥ p. To this end, consider the dual
of (3-4):

0−→ M∨V (−1)−→W∨⊗OPp+2 −→ K∨ −→ 0.

Since M∨V (−1) is 1-regular and W∨⊗OPp+2 is 0-regular, it follows that K∨ is 0-regular. Then (K∨)⊗p is
0-regular, and so is

∧p K∨ because char(k)=0 or char(k)≥⌊(g−1)/2⌋≥ p+1. Thus K =
∧p K∨⊗det K

is (p+1)-regular, and hence, γ ′k is surjective for k ≥ p. □

It only remains to prove that the composition (3-3) is surjective. The second map in (3-3) is just the
globalization of the map ∧2V −→ Vh, x (i)

∧ x ( j)
7−→ a j x (i)

− ai x ( j),

where Vh is the kernel of a nonzero linear functional h :=
∑p+2

i=0 ai yi
∈ V∨ = S p+2U∨. We now regard

h=
∑p+2

i=0 bi x i
∈ S p+2U, where bi = (−1)i ap+2−i . The surjectivity of (3-3) is equivalent to the injectivity

of the composition of the dual maps

V∨h −→
∧2V∨

1∨p+2
−−−−→W∨. (3-5)

The image of V∨h in
∧2V∨ is spanned by v j := x j

∧ h for j = 0, . . . , d − 1, d + 1, . . . , p+ 2, where
d := deg h. Recall that 1∨p+2 is the restriction map H 0(P2, OP2(p+ 1))→ H 0(S, OS(p+ 1)).

Proof of Theorem 1.1. We consider the case S = Q. In this case, 1∨p+2 = µp+2 (see (2-12)). We
have 1∨p+2(v j ) =

∑d
i=0( j − i)bi x i+ j−1. As char(k) = 0 or char(k) ≥ (g + 2)/2 ≥ p + 3, we get

deg(1∨p+2(v j ))= d + j − 1. This implies that

1∨p+2(v0), . . . ,1
∨

p+2(vd−1), 1
∨

p+2(vd+1), . . . ,1
∨

p+2(vp+2) are linearly independent.

Thus the composition (3-5) is injective. □

Proof of Theorem 1.2. We consider the case S = 2ℓ. In this case, 1∨p+2 factors through τp+2 (see (2-14)).
Write τp+2(v j ) = (u j , w j ). By Proposition 2.8 (2), we only need to deal with the case p ≥ 1. As
char(k)= 0 or char(k)≥ ⌊(g− 1)/2⌋ ≥ (p+ 3)/2, we have

deg u j = d + j − 1 and deg w j ≤ d + j − 1 when d ≡ j (mod 2),

deg u j ≤ d + j − 2 and deg w j = d + j when d ̸≡ j (mod 2).
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This implies

τp+2(v0), . . . , τp+2(vd−1), τp+2(vd+1), . . . , τp+2(vp+2) are linearly independent.

Thus the composition (3-5) is injective. □

Remark 3.3. The characteristic assumption in Theorem 1.1 is used to prove the injectivity of (3-5). If
k := char(k)≤ p+2, then (3-5) is not injective for h = 1. Indeed, xk

∧1 ̸= 0 in
∧2V∨ is sent to 0 in W∨.

The characteristic assumption in Theorem 1.2 is used in Lemma 3.2.

Remark 3.4. By the duality theorem, K p,q(S, OS(1)) = Kg−p−2,3−q(S, OS(1))∨. In the situation of
Theorem 1.1 or Theorem 1.2, we have

K p,1(S, OS(1))= 0 for p ≥ ⌊g/2⌋.

As K p+1,1(S, OS(1))= ker(ρp+2)= ker(γp+2) and γp+2 is surjective for 0 ≤ p ≤ ⌊(g− 3)/2⌋, we can
compute κp,1(S, OS(1)) for 0≤ p ≤ ⌊(g− 1)/2⌋. Note that K p,0(S, OS(1)) ̸= 0 if and only if p = 0. In
this case, κ0,0(S, OS(1))= 1. Thus we can completely determine all graded Betti numbers κp,q(S, OS(1)).

4. Proof of Theorem 1.3

Assume that char(k) = 0. Let C ⊆ Pr be a smooth projective curve of genus g ≥ 1 embedded by |L|,
where L is a line bundle on C with deg L ≥ 2g + 3. We use the notation in Section 2. Recall from
Theorem 2.2 that 6 ⊆ Pr is arithmetically Cohen–Macaulay and H 3(6, O6(m)) = 0 for m > 0. By
considering (2-5) and Lemma 2.4, we see that

H i (T, OT (m))= H i+1(B, OB(m H − T̃ − Z)) for i ≥ 1, m ≥ 1,

T ⊆ Pr is m-normal ⇐⇒ H 1(B, OB(m H − T̃ − Z))= 0.
(4-1)

Note that m H − T̃ − Z = (m− 2)H +π∗TL(−4δ). Thus R1π∗OB(m H − T̃ − Z)= 0 for m ≥ 1. When
m = 1, we have H j (B, OB(H − T̃ − Z))= 0 for j > 0 since π∗OB(H − T̃ − Z)= 0. When m = 2, we
have H j (B, OB(2H− T̃ − Z))= H j (C2, TL(−4δ)) for j > 0. Recall that σ∗OZ =OC2⊕OC2(−δ). Then
we have σ∗(L ⊠ L)(−k D)= TL(−(k+ 1)δ)⊕ TL(−kδ).

Lemma 4.1. H i (T, OT (m))= 0 for i > 0, m > 0, and h1(T, OT )= 2g, h2(T, OT )= 1. In particular,
reg OT = 3.

Proof. By (2-6) and Proposition 2.5, h1(T, OT ) = 2g and h2(T, OT ) = 1. It suffices to prove that
H i (T, OT (m))= 0 for i = 1, m = 1, 2 and i = 2, m = 1. Indeed, this implies reg OT = 3. By (4-1), we
need to check that H j (B, OB(m H − T̃ − Z))= 0 for j = 2, m = 1, 2 and j = 3, m = 1. As the required
vanishing is trivial when m = 1, it is enough to show that H 2(C2, (L ⊠ L)(−3D)) = 0. Observe that
R1 p∗(L ⊠ L)(−3D)= 0, where p : C ×C→ C is a projection map. Then

H 2(C2, (L ⊠ L)(−3D))= H 2(C, p∗(L ⊠ L)(−3D))= 0. □
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As T ⊆ Pr is linearly normal and h1(T, OT ) = 2g, a general hyperplane section of the tangent-
developable surface T ⊆ Pr is obtained from an isomorphic projection of an (r+g)-cuspidal curve of
geometric genus g canonically embedded in Pr+2g−1.

Lemma 4.2. Suppose deg L ≥ 3g+ 2. Then 2-normality of T ⊆ Pr is equivalent to

H 1(C ×C, (L ⊠ L)(−3D))= 0.

Proof. By (4-1), 2-normality of T ⊆ Pr is equivalent to H 1(C2, TL(−4δ)) = 0. By [Bertram et al.
1991, Theorem 1(i)], H 1(C2, (L ⊠ L)(−2D)) = 0. It follows that H 1(C2, TL(−3δ)) = 0. Then
H 1(C2, TL(−4δ))= 0 if and only if H 1(C2, (L ⊠ L)(−3D))= 0. □

Proposition 4.3. K p,3(T, OT (1))= 0 for 0≤ p ≤ r − 3, and κr−2,3(T, OT (1))= 1.

Proof. By Proposition 2.1 and Lemma 4.1, K p,3(T, OT (1))= H 2
(
T,

∧p+2 MOT (1)⊗OT (1)
)
. Note that

ωT = OT (Proposition 2.5) and
∧p+2 M∨OT (1) =

∧r−p−2 MOT (1)⊗OT (1). By Serre duality, we have

H 2(T,
∧p+2 MOT (1)⊗OT (1)

)
= H 0(T,

∧p+2 M∨OT (1)⊗OT (−1)
)∨
= H 0(T,

∧r−p−2 MOT (1)

)∨
.

Then the proposition immediately follows. □

Proof of Theorem 1.3. By Lemma 4.1, it suffices to show that T ⊆Pr is m-normal for m = 1, 2, 3. Indeed,
this together with reg OT = 3 implies reg IT |Pr = 4, and thus, T ⊆ Pr is m-normal for m ≥ 1. In view of
(4-1), T ⊆ Pr is trivially 1-normal. For the 2-normality, we assume that deg L ≥ 4g+ 3. Then [Bertram
et al. 1991, Theorem 1.7(i)] says that H 1(C ×C, (L ⊠ L)(−3D)) = 0, so the 2-normality of T ⊆ Pr

follows from Lemma 4.2. Now, 3-normality of T ⊆ Pr is equivalent to K0,3(T, OT (1))= 0, but this is a
special case of Proposition 4.3. □

Remark 4.4. In Theorem 1.3, the degree condition deg L ≥ 4g+ 3 is only used to show that T ⊆ Pr is
2-normal. If deg L = 4g+2, then by Lemma 4.2 and [Bertram et al. 1991, Theorem 1.7(ii), (iii)], T ⊆Pr

is 2-normal (and arithmetically normal) if and only if g ≥ 3 and C is nonhyperelliptic. More generally,
using the results in [Bertram et al. 1991, Section 1] and [Pareschi 1995, Theorem 3.8(b)], one can prove
that if deg L ≥ 4g+ 3−Cliff(C), then T ⊆ Pr is arithmetically normal.

Corollary 4.5. Suppose that deg L ≥ 4g+ 3. Then the Hilbert function of T ⊆ Pr is given by HT (t)=
(deg L + g− 1)t2

+ 2− 2g for t ≥ 1. In particular, κ1,1(T, OT (1))= (r − 2)(r − 3)/2− 6g.

Proof. By Theorem 1.3, HT (t) coincides with the Hilbert polynomial PT (t) for t ≥ 1. We know that
deg PT (t)=2 and the leading coefficient of PT (t) is (deg T )/2=deg L+g−1. As PT (0)=χ(OT )=2−2g
and PT (1) = h0(C, L) = deg L − g + 1, we easily get the assertion. The last assertion follows from
κ1,1(T, OT (1))= h0(Pr , IT |Pr (2))=

(r+2
2

)
− HT (2). □

Assume that deg L ≥ 4g+ 3. Notice that (see Proposition 4.3)

K p,0(T, OT (1)) ̸= 0 ⇐⇒ p = 0 (κ0,0(T, OT (1))= 1),

K p,3(T, OT (1)) ̸= 0 ⇐⇒ p = r − 2 (κr−2,3(T, OT (1))= 1).
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It would be exceedingly interesting to study vanishing/nonvanishing behaviors of K p,1(T, OT (1)) and
K p,2(T, OT (1)) as the positivity of L grows. For a possible generalization of Theorem 1.1 (see also
Remark 3.4), one may hope the following.

Conjecture 4.6. K p,1(T, OT (1))= 0 for p ≥ ⌊(deg L − 3g)/2⌋.

We have κp,1(T, OT (1)) ≤ κp,1(C, L). Thus K p,1(T, OT (1)) = 0 at least for p ≥ r − 1 (or for
p ≥ r − gon(C)+ 1 by [Rathmann 2016, Theorem 1.1]). We find

κr−2,2(T, OT (1))= 2g(r + 1), κr−1,2(T, OT (1))= 2g.

If Conjecture 4.6 holds, then we can compute κp,2(T, OT (1)) for ⌊(deg L − 3g− 2)/2⌋ ≤ p ≤ r − 1.
Concerning vanishing of K p,2(T, OT (1)), in view of Theorems 1.1 and 1.3, one may ask whether

K p,2(T, OT (1))= 0 for 0≤ p ≤ ⌊(deg L − 4g− 3)/2⌋. (4-2)

Suppose that g = 1. Observe that T has the same Hilbert polynomial with an abelian surface of
degree 2 deg L and T is a degeneration of an abelian surface with polarization (1, deg L) (see [Gross
and Popescu 1998, Theorem 3.1]). Notice that (4-2) is similar to Gross and Popescu’s conjecture [1998,
conjecture on p. 375]. However, Example 4.8(1) shows that (4-2) is not true even for g = 1 and p = 1.
The correct expectation might be the following.

Conjecture 4.7. Suppose that g = 1. Then K p,2(T, OT (1))= 0 for 0≤ p ≤ ⌊(deg L − 7)/3⌋.

This conjecture would imply that a general (1, d)-polarized abelian surface satisfies the property Np

for 0≤ p ≤ ⌊(d − 7)/3⌋.
In general, it is tempting to guess that

K p,2(T, OT (1))= 0 for 0≤ p ≤ ⌊(deg L − 4g− 3)/(g+ 2)⌋, (4-3)

but it is hard to make a precise prediction at this moment.

Example 4.8. Let q1, . . . , qm be minimal generators of the ideal IC |Pr ⊆ k[x0, . . . , xr ]. Then T̃ is defined
by qi and

∑r
j=0(∂qi/∂x j )y j for 1 ≤ i ≤ m in Pr

×Pr, and T = q(T̃ ) ⊆ Pr , where q : Pr
×Pr

→ Pr

is the second projection. Using Macaulay2, we can compute the Betti table of T in Pr whenever r is
reasonably not so big.

(1) Let C := Z(z3
0−z0z2

2−z2
1z2)⊆P2 be an elliptic curve. There is a point x ∈C such that OC(1)=OC(3x).

Consider the embedding C ⊆ Pd−1 given by |OC(dx)| for d ≥ 3. The computation of the Betti table of
the tangent-developable surface T of C in Pd−1 confirms Conjectures 4.6 and 4.7 when 7≤ d ≤ 16. For
these cases, the predictions are sharp. The Betti tables of T in Pd−1 for d = 9, 10 are as follows:

0 1 2 3 4 5 6 7

0 1 - - - - - - -
1 - 9 3 - - - - -
2 - 6 81 171 165 81 18 2
3 - - - - - - 1 -

0 1 2 3 4 5 6 7 8

0 1 - - - - - - - -
1 - 15 20 - - - - - -
2 - - 70 252 350 260 105 20 2
3 - - - - - - - 1 -



Syzygies of tangent-developable surfaces and K3 carpets via secant varieties 1047

(2) Let C ⊆ P1
×P1 be a smooth projective curve of genus 2 defined by

x2
⊗ (x3

+ 1)+ 1⊗ (x2
− x) ∈ S2U ⊗ S3U = H 0(P1

×P1, OP1(2)⊠OP1(3)).

Consider the embedding C ⊆ P11 given by |(OP1(3)⊠OP1(2))|C |. Note that deg C = 13. The Betti table
of the tangent-developable surface T of C in P11 is the following:

0 1 2 3 4 5 6 7 8 9 10
0 1 - - - - - - - - - -
1 - 24 48 - - - - - - - -
2 - - 153 864 1848 2304 1827 928 288 48 4
3 - - - - - - - - - 1 -

We can confirm Conjecture 4.6 and (4-2) for this case, and we see that the expectation (4-3) is not sharp
when g ≥ 2.
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