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Semistable representations
as limits of crystalline representations

Anand Chitrao, Eknath Ghate and Seidai Yasuda

We construct an explicit sequence Vkn ,an of crystalline representations of exceptional weights converging
to a given irreducible two-dimensional semistable representation Vk,L of Gal(Qp/Qp). The convergence
takes place in the blow-up space of two-dimensional trianguline representations studied by Colmez and
Chenevier. The process of blow-up is described in detail in the rigid-analytic setting and may be of indepen-
dent interest. Also, we recover a formula of Stevens expressing the L-invariant as a logarithmic derivative.

Our result can be used to compute the reduction of Vk,L in terms of the reductions of the Vkn ,an . For
instance, using the zig-zag conjecture we recover (resp. extend) the work of Breuil and Mézard and
Guerberoff and Park computing the reductions of the Vk,L for weights k at most p− 1 (resp. p+ 1), at
least on the inertia subgroup. In the cases where zig-zag is known, we are further able to obtain some
new information about the reductions for small odd weights. Finally, we explain some apparent violations
to local constancy in the weight of the reductions of crystalline representations of small weight.
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1. Introduction

Let p be an odd prime. Let E be a finite extension of Qp containing
√

p. Let Dst be Fontaine’s functor
inducing an equivalence of categories between semistable representations of the Galois group Gal(Qp/Qp)

over E and admissible filtered (ϕ, N )-modules over E . We introduce two kinds of representations using
this functor.
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For every integer k ≥ 2 and ap ∈ E of positive valuation, there is an irreducible two-dimensional crys-
talline representation Vk,ap over E of Gal(Qp/Qp) with Hodge–Tate weights (0, k−1) and Dst(V ∗k,ap

)=

Dk,ap , where Dk,ap = Ee1⊕ Ee2 is the filtered ϕ-module defined by{
ϕ(e1)= pk−1e2,

ϕ(e2)=−e1+ ape2
and Fili Dk,ap =


Dk,ap if i ≤ 0,
Ee1 if 1≤ i ≤ k− 1,
0 if i ≥ k.

Similarly, for every integer k ≥ 2 and L ∈ P1(E) (called the L-invariant), there is a two-dimensional
semistable representation Vk,L over E of Gal(Qp/Qp)with Hodge–Tate weights (0, k−1) and Dst(V ∗k,L)=
Dk,L, where Dk,L = Ee1⊕ Ee2 is the filtered (ϕ, N )-module defined by

{
ϕ(e1)= p

1
2 ke1,

ϕ(e2)= p
1
2 (k−2)e2

and Fili Dk,L =


Dk,L if i ≤ 0,
E(e1+Le2) if 1≤ i ≤ k− 1 and L ̸= ∞,
E(e1+ e2) if 1≤ i ≤ k− 1 and L=∞,
0 if i ≥ k,

and {
N (e1)= e2,

N (e2)= 0
if L ̸= ∞, and N = 0 if L=∞.

If k ≥ 3, then the semistable representation Vk,L is irreducible and when L =∞ is isomorphic to the
representation Vk,ap with ap = pk/2

+ p(k−2)/2.
This paper studies several relationships between the crystalline representations Vk,ap and the semistable

representations Vk,L for k ≥ 3.
In particular, we show how information about the reductions of the former representations implies

information about the reductions of the latter. In general, computing the reductions of Galois representa-
tions has applications to computing deformation rings, to the weight part of Serre’s conjecture, to the
Breuil–Mézard conjecture and to modularity lifting theorems.

1.1. Notation.

• p is an odd prime and
√

p is a fixed square root of p.

• E is a p-adic number field, i.e., a finite extension of Qp.

• vp is the p-adic valuation normalized such that vp(p)= 1.

• ζp−1 is a fixed primitive (p−1)-th root of unity in Q∗p.

• log is the p-adic logarithm, normalized by setting log(p)= 0.

• T is the rigid-analytic space parametrizing continuous characters of Q∗p.

• x i
∈ T (Qp) for i ≥ 0 is the character Q∗p→Q∗p that sends an element to its i-th power.

• χ ∈ T (Qp) is the p-adic cyclotomic character Q∗p→Q∗p which maps p to 1 and which is the identity
on Z∗p.

• Characters of the form x iχ for i ≥ 0 are called exceptional characters.
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• µλ is the character of Q∗p sending p to λ ∈ F∗p or Q∗p and Z∗p to 1.

• Normalize the map Q∗p→ Gal(Qp/Qp)
ab of class field theory by sending p to a geometric Frobenius.

We sometimes think of χ and µλ as characters of Gal(Qp/Qp).

• Let 0 = Gal(Qp(µp∞)/Qp). We also think of χ as a character 0 −→∼ Z∗p. From Section 3.1, we fix a
topological generator γ of 0 such that χ(γ )= ζ a

p−1(1+ p) for a fixed integer a.

• IQp is the inertia subgroup of Gal(Qp/Qp).

• ω is the fundamental character of IQp of level 1; it has a canonical extension to Gal(Qp/Qp).

• ω2 is the fundamental character of IQp of level 2; choose an extension of ω2 to Gal(Qp/Qp2) so
that for an integer c with p+ 1 ∤ c the representation ind(ωc

2) obtained by inducing this extension from
Gal(Qp/Qp2) to Gal(Qp/Qp) has determinant ωc.

• RA is the Robba ring with coefficients in A for A an affinoid algebra.

• RA(δ) for δ ∈ T (A) is the (ϕ, 0)-module of rank 1 over RA with action of ϕ and 0:

ϕ f (T )= δ(p) f ((1+ T )p
− 1) and γ f (T )= δ(χ(γ )) f ((1+ T )χ(γ )− 1) for γ ∈ 0.

• k is an integer greater than or equal to 2 and r = k− 2.

• v− and v+ are the largest and smallest nonnegative integers, respectively, such that v− < 1
2(k−2) < v+

for k ∈ [3, p+ 1].

• H0 = 0 and Hl =
∑l

i=1(1/ i) is the l-th partial harmonic sum for l ≥ 1; write H± = Hv± .

• ν = vp(L− H−− H+) is the p-adic valuation of L in a finite extension of Qp shifted by the partial
harmonic sums H− and H+. Note ν equals vp(L) if either quantity is negative.

• P(V ) is the projectivization of a vector space V.

• φ is Euler’s totient function.

• φn(T ) for n ≥ 1 is the pn-th cyclotomic polynomial.

1.2. Limits of crystalline representations. Colmez [2008] and Chenevier [2013] have constructed a
moduli space of nonsplit trianguline (ϕ, 0)-modules of rank 2 over the Robba ring (assuming that the
quotient of the characters occurring in the triangulation is not of a certain kind). The first goal of this
paper is to construct for k ≥ 3 an explicit sequence of crystalline representations converging in this space
to the (dual of the) semistable representation Vk,L for a prescribed L-invariant L. We will use this in
conjunction with a local constancy result to study the reductions of semistable representations.

In order to state our result, let us recall the definition of the rigid-analytic space constructed by Colmez
and Chenevier. Let T be the parameter space for characters of Q∗p. Let x : Q∗p → Q∗p be the identity
character. Let χ :Q∗p→ Z∗p is the p-adic cyclotomic character, sending p to 1 and such that χ |Z∗p is the
identity character. We call the characters x iχ for i ≥ 0 exceptional. For each i ≥ 0, let Fi and F ′i be the
closed analytic subvarieties of T × T such that, for every finite extension E of Qp, we have
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Fi (E)= {(δ1, δ2) ∈ T (E)× T (E) | δ1δ
−1
2 = x iχ},

F ′i (E)= {(δ1, δ2) ∈ T (E)× T (E) | δ1δ
−1
2 = x−i

}.

Let F =
⋃

i≥0 Fi and F ′ =
⋃

i≥0 F ′i . The Colmez–Chenevier space T̃2 is the blow-up of (T × T ) \ F ′

along F in the category of rigid-analytic spaces. Our first main theorem is the following:

Theorem 1.1. Let k ≥ 3, r = k− 2 and L ∈ P1(E). For n ≥ 1, let

(kn, an)=

{(
k+ pn(p− 1), p

1
2 r(1+ 1

2Lpn(p− 1)
))

if L ̸= ∞,
(k+ pn2

(p− 1), p
1
2 r (1+ pn)) if L=∞.

(1)

Then

V ∗kn,an
→ V ∗k,L,

i.e., the sequence of points in T̃2 associated to the crystalline representations V ∗kn,an
converges to the point

in T̃2 associated to the semistable representation V ∗k,L.

Remarks. (1) The weights kn appearing in the theorem are for sufficiently large n exceptional in the
sense that they are two more than twice the valuation vp(an) of an modulo (p− 1) [Ghate 2021]. This
will be of key importance in what follows. In fact, if (kn, an) is an arbitrary sequence of points such
that V ∗kn,an

→ V ∗k,L, then the kn are eventually exceptional weights. Indeed, it is not hard to see that
(kn, an)→ (k, pr/2) and kn ≡ k mod p− 1 for large n.

(2) In the case L ̸= ∞, the sequence of points (kn, an) in Theorem 1.1 lies on the line ap(l) =
pr/2

(
1+ 1

2L(l − k)
)
. Clearly

L= 2
a′p(k)

ap(k)
. (2)

In Section 6.2, we show that (2) holds more generally for an arbitrary sequence (kn, an) of points on any
smooth curve ap(l) such that V ∗kn,an

→ V ∗k,L in the blow-up space T̃2. The formula (2) is a variant of a
classical formula initially proved by Greenberg and Stevens [1993, Theorem 3.18] for elliptic curves with
split multiplicative reduction (a weight-2, slope-0 case) and extended by Stevens [2010, Theorem B]
(see also [Bertolini, Darmon, and Iovita 2010, Theorem 4]) to higher weights and slopes. Further
generalizations were proved by Colmez [2010, Théorème 0.5, Corollaire 0.7], Benois [2010, Theorem 2]
and others. This classical formula was a key local ingredient in the proof of the Mazur–Tate–Teitelbaum
conjecture for elliptic curves due to Greenberg and Stevens. Our proof of (2) is essentially geometric.
Recall the classical picture in algebraic geometry of the blow-up of A2 at a point shown in Figure 1.

The strict transform of the curve y = f (x) passing through the origin (0, 0) in A2 passes through
the exceptional divisor P1 above the origin at “height” the derivative of f at 0. The proofs of (2) and
Theorem 1.1 are based on an analogous principle in a rigid-analytic setting.

(3) The techniques used to prove Theorem 1.1 can also be used to prove that the limit of a sequence of irre-
ducible two-dimensional crystalline representations of Gal(Qp/Qp) with Hodge–Tate weights belonging
to an interval [a, b] is also irreducible crystalline with Hodge–Tate weights in [a, b], at least if the difference
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x

y

(0, 0)

x•

0

y

•∞

•

y = f (x)

•

b
a
=

f (x)
x

∴ f ′(0)

{(x, y) ∈ A2
}

{(x, y, a : b) ∈ A2
×P1

: xb = ya}

Figure 1. Blow-up of A2 at (0, 0).

of the Hodge–Tate weights of the representations in the sequence is at least 2 infinitely often. This gives
another (geometric) proof of a special case of a general result of Berger [2004, Théorème 1] (see Section 8).

1.3. Computing the L-invariant. In this section, we now explain the techniques involved in proving
Theorem 1.1. The discussion should also serve as an overview of the contents of Sections 2 to 6.

Let E be a finite extension of Qp. Let RE be the Robba ring over E consisting of bidirectional power
series having coefficients in E that converge on the elements of Qp with valuation in ]0,M] for some
M > 0. For a more precise description, see Section 3.

The E-valued points of T̃2 are tuples (δ1, δ2, L) where δ1, δ2 are E∗-valued characters of Q∗p (with
δ1δ
−1
2 ̸= x− j for any j ≥ 0) and L ∈ P1(E) is the L-invariant of the (ϕ, 0)-module associated to the

isomorphism class of the nonsplit extension

0→RE(δ1)→∗→RE(δ2)→ 0,

when δ1δ
−1
2 = x iχ for i ≥ 0 is an exceptional character, and is taken to be∞ otherwise (more precisely,

in the former case, L is the L-invariant defined by Colmez — see Section 3 — of this extension twisted
by δ−1

2 ).
The functor Drig sets up an equivalence of categories between the category of E-linear representations

of Gal(Qp/Qp) and the category of (ϕ, 0)-modules over RE of slope 0. Let k ≥ 3 and r = k− 2, and,
for n ≥ 1, let (kn, an) be as in (1). By [Berger 2012, Proposition 3.1], Drig(V ∗kn,an

) is an extension

0→RE(µyn )→ Drig(V ∗kn,an
)→RE(µ1/ynχ

1−kn )→ 0,

where
yn =

1
2(an +

√
a2

n − 4pkn−1). (3)

This allows us to associate to (the dual of) Vkn,an the point (µyn , µ1/ynχ
1−kn ,∞) of the blow-up T̃2. We

claim that for n ≥ 1 this sequence of points converges in the blow-up to the point
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(µpr/2, µ1/pr/2χ1−k,−L) if L ̸= ∞,

(µpr/2, µ1/pr/2χ1−k,∞) if L=∞.

It turns out that the corresponding (ϕ, 0)-module is étale (for any L) and that the corresponding Galois
representation is the semistable representation V ∗k,L (see the end of Section 6.1). In the L=∞ case, the
representation V ∗k,L is in fact crystalline. This proves Theorem 1.1.

It remains to prove the claim. Let T̃ be the blow-up of T \ {x− j
} j≥0 at {x iχ}i≥0. The E-valued

points of T̃ are tuples (δ, L), where δ is an E∗-valued character of Q∗p (with δ ̸= x− j for any j ≥ 0) and
L ∈ P1(E) is the L-invariant (defined by Colmez, see Section 3) of the (ϕ, 0)-module associated to the
isomorphism class of the nonsplit extension

0→RE(δ)→∗→RE → 0,

when δ = x iχ for i ≥ 0 is an exceptional character, and is taken to be∞ otherwise. Now a sequence of
points (δ1,n, δ2,n, Ln) in T̃2 converges to a point (δ1, δ2, L) in T̃2 if and only if

• δ1,n and δ2,n converge to δ1 and δ2, respectively, in T , and

• (δ1,nδ
−1
2,n, Ln) converges to (δ1δ

−1
2 , L) in T̃ .

That is, with respect to the commutative diagram

T̃2 T̃

T × T \ F ′ T \ {x− j
} j≥0

where the bottom map is the restriction of the twisting map T × T → T sending (δ1, δ2) to δ1δ
−1
2 , the

top map sends (δ1, δ2, L) to (δ1δ
−1
2 , L) and the vertical maps are the blow-up maps at F and {x iχ}i≥0,

respectively, the sequence (δ1,n, δ2,n, Ln) converges to (δ1, δ2, L) in T̃2 if and only if the projections
of this sequence under the left vertical map and the top horizontal map converge to the corresponding
projections of (δ1, δ2, L). Indeed, the top map is obtained from the universal property of the blow-up map
on the right (this can be checked on charts using the definition of the map g constructed after Lemma 2.3),
so there is an induced map from T̃2 to the fiber product of T × T \ F ′ and T̃ over T \ {x− j

} j≥0 which is
a closed immersion [Schoutens 1995, Proposition 3.1.2], and hence induces an inclusion on points T̃2(E)
to the fiber product of (T × T \ F ′)(E) and T̃ (E) over (T \ {x− j

} j≥0)(E) with closed image, and then
this is the definition of convergence in the last fiber product.

An easy check shows that the characters µyn and µ1/ynχ
1−kn converge to the characters µpr/2 and

µ1/pr/2χ1−k respectively. The ratio of these characters is the exceptional character µprχ k−1
= xrχ . Thus,

if the sequence (µyn , µ1/ynχ
1−kn ,∞) converges in T̃2, then it converges to a point in the fiber over Fr .

Thus, it remains to check that (µy2
n
χ kn−1,∞) converges in T̃ to

(xrχ,−L) if L ̸= ∞,

(xrχ,∞) if L=∞.
(4)
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In order to prove (4), we set up local coordinates Ur around the point xrχ , describe the blow-up Ũr of
this coordinate patch with center at the exceptional character xrχ explicitly (see Section 2 for details)
and compute the limit in Ũr . Let ζp−1 be a fixed primitive (p−1)-th root of unity. Associating the tuple
(δ(p), δ(ζp−1), δ(1+ p)− 1) to a character δ ∈ T (Qp) identifies T (Qp) with Q∗p×µp−1× pZp. Under
this identification, the exceptional character µprχ k−1 goes to the tuple (pr, ζ k−1

p−1, (1+ p)k−1
− 1). The

set pr Z∗p×{ζ
k−1
p−1}× pZp is a neighborhood of µprχ k−1 in T (Qp). This leads us to consider the affinoid

algebra
Ur = Sp Qp⟨S1, S2, T1, T2, T3⟩/(pr T1− S1, 1− T1T2, pT3− S2)

as a neighborhood of µprχ k−1 in T because clearly Ur (Qp)= pr Z∗p× pZp. The variable S1 corresponds
to the first factor and S2 to the second factor. From now on, by fixing the tame part of the characters
under consideration, we identify Ur (E) with the subset prO∗E × {ζ

k−1
p−1} × pOE of T (E), where OE is

the ring of integers of E .
The character µprχ k−1

= xrχ corresponds to the maximal ideal

m = (S1− pr, S2− ((1+ p)k−1
− 1))

of O(Ur ). The blow-up Ũr of Ur at the maximal ideal m turns out to have the following standard
description (see (5)):

Ũr (E)= {(s1, s2, ξ1 : ξ2) ∈Ur (E)×P1(E) | (s1− pr )ξ2 = (s2− ((1+ p)k−1
− 1))ξ1}.

For large n, the points (µy2
n
χ kn−1,∞) in T̃ lie in Ũr . We prove that the sequence converges in the

blow-up Ũr to the point (see Section 6.1)(
pr, (1+ p)k−1

− 1,L
pr

(1+ p)k−1 log(1+ p)
: 1

)
if L ̸= ∞,

(pr, (1+ p)k−1
− 1, 1 : 0) if L=∞,

where log is normalized so that log(p)= 0. The proof of (4) then follows immediately from Theorem 5.2,
a technical but important formula for the L-invariant of a point in the exceptional fiber, noting that the
fudge factor there cancels with the extra factor appearing in the third coordinate of the limit point above
when L ̸= ∞ and flips the sign.

Theorem 5.2 is proved as follows. Given a point in the exceptional fiber, we convert it to a tangent direc-
tion in Ur at the point (pr, (1+p)k−1

−1), i.e., an element of P(Hom(m/m2
⊗Qp E, E)). This is done using

the map in Proposition 2.5. We then explicitly describe the isomorphism P(Hom(m/m2
⊗Qp E, E))→

P(H 1(RE(xrχ))) stated in [Chenevier 2013, Theorem 2.33], using some preparatory material on the
cohomology of “big” (ϕ, 0)-modules in Section 4. The image of the given point in the exceptional fiber
under the composition of these two maps yields a cohomology class in H 1(RE(xrχ)) (up to scalars). The
corresponding (ϕ, 0)-module (up to isomorphism) is referred to as “the (ϕ, 0)-module” associated to the
given point (Definition 5.1). We then represent this cohomology class as an explicit linear combination of
the basis elements of H 1(RE(xrχ)) studied by Benois [2011, Proposition 1.5.4]. The original formula
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for the L-invariant due to Colmez is, however, in terms of a different basis of H 1(RE(xrχ)), namely,
the one constructed in [Colmez 2008, Proposition 2.19] (see Section 3). Restating the formula for the
L-invariant in terms of Benois’ basis (Definition 3.6) allows us to give a formula for the L-invariant of
the given point in the exceptional fiber.

1.4. Reductions of semistable representations. Chenevier [2013, Proposition 3.9] proved that points
of the space T̃2 lie in families of (ϕ, 0)-modules. By [Kedlaya and Liu 2010, Theorem 0.2], such a
family comes from a family of Galois representations at least affinoid locally around an étale point.
Furthermore (see, e.g., the discussion on [Chenevier 2013, p. 1513], which uses results of [Chenevier
2014] on pseudorepresentations), the semisimplification of the reduction of Galois representations living
in connected families are isomorphic. This means that if the points in T̃2 corresponding to two Galois
representations are close, then the semisimplifications of the reductions of the two Galois representations
are the same. Moreover, the dual of the reduction of a lattice in a p-adic representation is the same as the
reduction of the dual lattice in the dual representation. Using these facts, along with Theorem 1.1, we see
that if one knows the reductions of the crystalline representations appearing in Theorem 1.1, then one can
compute the reduction of Vk,L for any k ≥ 3 and L ̸= ∞ (the case k = 2 is not as interesting since the
reduction is always reducible).

More generally, the above method allows one to compute the reduction of any irreducible two-
dimensional noncrystalline semistable representation with distinct Hodge–Tate weights. Indeed, suppose V
is such a semistable representation. Twisting by χa for some integer a, we may assume that the Hodge–
Tate weights of the semistable representation V ⊗χa are (0, k− 1) for an integer k ≥ 2. By, for instance,
[Guerberoff and Park 2019, Lemma 3.1.2(3)], the filtered (ϕ, N )-module Dst((V ⊗χa)∗) is the module
D(λ,L) described in [Guerberoff and Park 2019, Example 3.1.1] with λ = up(k−2)/2 for some unit u
(since r there is equal to k− 1). Now V ⊗χa

⊗µu is isomorphic to Vk,L, as can be seen by comparing
the corresponding filtered (ϕ, N )-modules. By [loc. cit., Lemma 3.1.2(4)], we must have k ≥ 3.

This approach to computing the reduction of semistable representations using crystalline representations
is of some importance because the reductions of these two classes of representations are nowadays largely
studied by completely different methods: the crystalline case uses the compatibility of reduction between
the p-adic and mod p local Langlands correspondences, or computes the reduction of the corresponding
Wach module, whereas the reductions in the semistable case are determined by studying the reductions of
the corresponding strongly divisible modules. In our experience, the former methods, while quite intricate,
are not as complicated as the latter method. Thus, in view of the remarks above, the techniques used in
the crystalline case may be brought to bear on the study of the reductions of semistable representations.
We note, however, that the former method is only available for two-dimensional representations of
Gal(Qp/Qp), whereas the latter method is available in principle for representations of Gal(Qp/Qp) of
any dimension (though in practical terms only for those of small Hodge–Tate weights).

Let us illustrate this with some examples. The reductions of semistable representations have been
computed completely for even weights in the range [2, p− 1] by Breuil and Mézard [2002], and for
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odd weights in the same range by Guerberoff and Park [2019] at least on inertia. In [Ghate 2021], the
second author made the following conjecture called the zig-zag conjecture1 describing the reductions
of crystalline representations of exceptional weights and half-integral slopes in terms of an alternating
sequence of reducible and irreducible mod p representations.

Conjecture 1.2 (Zig-zag conjecture). Say that k ≡ k0 = 2v(ap) + 2 mod (p − 1) is an exceptional
congruence class of weights for a particular half-integral slope 1

2 ≤ vp(ap)∈
1
2 Z≤ 1

2(p−1). Let r = k−2
and r0 = k0− 2. Define two parameters

τ = vp

(a2
p −

(r−v−
v+

)(r−v+
v−

)
pr0

pap

)
and t = vp(k− k0),

where v− and v+ are the largest and smallest integers such that v(ap) lies in (v−, v+). Then, for all
weights k > k0 with t sufficiently large, the (semisimplification of the) reduction Vk,ap of the crystalline
representation Vk,ap on the inertia subgroup IQp is given by

Vk,ap |IQp
∼



ind(ωr0+1
2 ) if τ < t,

ωr0 ⊕ω if τ = t,
ind(ωr0+p

2 ) if t < τ < t + 1,
ωr0−1

⊕ω2 if τ = t + 1,
ind(ωr0+2p−1

2 ) if t + 1< τ < t + 2,
ωr0−2

⊕ω3 if τ = t + 2,
...

...

ind(ω
r0+1+ 1

2 (r0−2)(p−1)
2 )

ω
1
2 (r0+2)

⊕ω
1
2 r0

ind(ω
r0+1+ 1

2 r0(p−1)
2 )

if t + 1
2(r0− 4) < τ < t + 1

2(r0− 2),
if τ = t + 1

2(r0− 2),
if τ > t + 1

2(r0− 2),

}
and r0 is even

or

ind(ω
r0+1+ 1

2 (r0−1)(p−1)
2 )

ω
1
2 (r0+1)

⊕ω
1
2 (r0+1)

if t + 1
2(r0− 3) < τ < t + 1

2(r0− 1),
if τ ≥ t + 1

2(r0− 1)

}
and r0 is odd.

This conjecture has been verified for some small slopes
(
see [Buzzard and Gee 2013] for slope 1

2 , [Bhat-
tacharya, Ghate, and Rozensztajn 2018] for slope 1 and [Ghate and Rai 2025] for slope 3

2

)
even with t =0.2

This “crystalline” conjecture is intimately connected to the “semistable” results in [Breuil and Mézard
2002, Theorem 1.2; Guerberoff and Park 2019, Theorem 5.0.5]. More precisely, the zig-zag conjecture
and Theorem 1.1 can be used to completely recover the description of the reductions of semistable
representations in these theorems when k ̸= 2, and even (conjecturally) extend it to the cases k = p+ 1
and k = p, respectively, at least on the inertia subgroup (see Theorem 1.3 below). Moreover, in the

1This version is mildly different from [Ghate 2021, Conjecture 1.1] in that there we require k to be sufficiently far away from
some weights which are strictly larger than p+1, whereas here k is required to be sufficiently close to the weights 3≤ k0 ≤ p+1.

2The condition that t is sufficiently large is required for larger slopes due to some numerical observations made by Rozensztajn.
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odd-weight cases for which the zig-zag conjecture has been proved, we obtain new information about the
reductions of semistable representations on the full Galois group Gal(Qp/Qp).

To elaborate further, let us set up some notation. For an integer k in the interval [3, p+ 1], define v−
and v+ to be the largest and smallest integers, respectively, such that v− < 1

2(k− 2) < v+. For l ≥ 1, let

Hl =

l∑
i=1

1
i

be the l-th partial harmonic sum and set H0 = 0. For convenience, write H− = Hv− and H+ = Hv+ . For
any L in a finite extension of Qp, let

ν= vp(L−H−−H+)

be the p-adic valuation of the L-invariant shifted by the partial harmonic sums H− and H+. Let ω and
ω2 denote the mod p fundamental characters of levels 1 and 2, respectively, on the inertia group IQp .
The character ω may be thought of as a character of Gal(Qp/Qp); we choose an extension of ω2 to
Gal(Qp/Qp2) such that for any integer c with p+ 1 ∤ c, the representation ind(ωc

2) obtained by inducing
ωc

2 from Gal(Qp/Qp2) to Gal(Qp/Qp) has determinant ωc. Let µλ be the unramified character of
Gal(Qp/Qp) mapping a geometric Frobenius element at p to λ ∈ F∗p or Q∗p. Normalizing local class field
theory by sending p to a geometric Frobenius element at p, we obtain the character µλ of Q∗p taking p
to λ and Z∗p to 1 used in Section 1.3. Our second main theorem is the following:

Theorem 1.3. If the zig-zag conjecture is true, then for any weight k satisfying 3 ≤ k ≤ p + 1, we
have the following (k−1)-fold description of the (semisimplification of the) reduction of the semistable
representation Vk,L for L ∈ P1(Qp) on the inertia subgroup:

Vk,L|IQp
∼



ωk−1
2 ⊕ω

p(k−1)
2 if ν < 1− 1

2(k− 2),
ωk−2
⊕ω if ν = 1− 1

2(k− 2),
ω

k−2+p
2 ⊕ω

p(k−2)+1
2 if 1− 1

2(k− 2) < ν < 2− 1
2(k− 2),

ωk−3
⊕ω2 if ν = 2− 1

2(k− 2),
...

...

ω
1
2 k+1+p( 1

2 k−2)
2 ⊕ω

1
2 k−2+p( 1

2 k+1)
2

ω
1
2 k
⊕ω

1
2 (k−2)

ω
1
2 k+p( 1

2 k−1)
2 ⊕ω

1
2 k−1+ 1

2 pk
2

if −1< ν < 0,
if ν = 0,
if ν > 0,

}
and k is even

or

ω
1
2 (k+1)+p( 1

2 (k−3))
2 ⊕ω

1
2 (k−3)+p( 1

2 (k+1))
2

ω
1
2 (k−1)

⊕ω
1
2 (k−1)

if −1
2 < ν <

1
2 ,

if ν ≥ 1
2

}
and k is odd.

Remark. The theorem holds when L=∞ even without assuming the zig-zag conjecture by the work of
Fontaine and Edixhoven [1992], since, by convention, vp(∞)=−∞.
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A generalization of the ν < 1− 1
2(k− 2) case of Theorem 1.3 has recently been proved for all weights

k ≥ 4 (and odd primes p) by [Bergdall, Levin and Liu 2023, Theorem 1.1]. Note that the term vp((k−2)!)
in their result vanishes in our setting.

Also Theorem 1.3 above indeed matches with the results in [Breuil and Mézard 2002; Guerberoff and
Park 2019] for L ̸= ∞ and for k ∈ [3, p− 1]:

Even k ∈ [3, p − 1]: Breuil and Mézard [2002, Theorem 1.2] have computed the reduction of Vk,L in
terms of the valuations vp(a) and vp(L), where

a = (−1)
1
2 k

(
−1+ k

2

(k
2
− 1

)
(−L+ 2H 1

2 k−1)
)
.

Since k ∈ [3, p− 1], we see that vp
( 1

2 k
( 1

2 k− 1
))
= 0, and therefore

vp(a)= vp

(
−1(1

2 k
)(1

2 k− 1
) + (−L+ 2H 1

2 k−1)

)
= vp

(
1

1
2 k
−

1
1
2 k− 1

−L+ 2

1
2 k−1∑
i=1

1
i

)

= vp

(
−L+

1
2 k∑

i=1

1
i
+

1
2 k−2∑
i=1

1
i

)
= vp(L− H 1

2 k − H 1
2 k−2)= ν,

where we have used k is even in the last equality. Now:

• If ν > 0, then Theorem 1.3 yields

Vk,L|IQp
∼ ω

1
2 k+p( 1

2 k−1)
2 ⊕ω

1
2 k−1+ 1

2 pk
2 ,

which agrees with [Breuil and Mézard 2002, Theorem 1.2(ii)].

• If ν = 0, then Theorem 1.3 yields

Vk,L|IQp
∼ω

1
2 k
⊕ω

1
2 (k−2),

which agrees with [loc. cit., Theorem 1.2(i)].

• So assume ν < 0. Then ν = vp(L). If ν < 2− 1
2 k, then Theorem 1.3 yields Vk,L|IQp

∼ ωk−1
2 ⊕ω

p(k−1)
2 ,

which agrees with [loc. cit., Theorem 1.2(iii)]. Now if 2 − 1
2 k ≤ ν < 0 and ν ∈ Z, then [loc. cit.,

Theorem 1.2(iii)] yields

Vk,L|IQp
∼ ω

1
2 k−ν
⊕ω

1
2 k+ν−1,

which is the same as the reduction computed in Theorem 1.3. Finally, if 2− 1
2 k ≤ ν < 0 and ν ̸∈ Z, then

[loc. cit., Theorem 1.2(iii)] yields

Vk,L|IQp
∼ ω

1
2 k−⌊ν⌋+p( 1

2 k+⌊ν⌋−1)
2 ⊕ω

1
2 k+⌊ν⌋−1+p( 1

2 k−⌊ν⌋)
2 ,

which matches with the reduction computed in Theorem 1.3.

Remark. Since the zig-zag conjecture has already been proved for p ≥ 5 and slope 1 in [Bhattacharya,
Ghate, and Rozensztajn 2018, Theorem 1.1], even on Gal(Qp/Qp), we recover the following result of
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Breuil and Mézard when k = 4 (see [Breuil and Mézard 2002, Theorem 1.2]):3 if p ≥ 5 and k = 4, then

Vk,L ∼


ind(ω3

2) if ν < 0,
µλω

2
⊕µλ−1ω if ν = 0,

ind(ω2+p
2 ) if ν > 0,

where
λ=−2

(
L− 3

2

)
.

If all nearby étale points in T̃2 close to a given étale point, which has a lattice with nonsplit reduction,
also have lattices with isomorphic reduction (an assumption which is stronger than the reductions being
isomorphic up to semisimplification, and which might follow by extending results of [Chenevier 2014]
from pseudorepresentations to Galois representations), then one can read off more subtle information
about whether the representation Vk,L is peu or très ramifiée (when it is reducible and λ = ±1) from
the corresponding information of a sufficiently close crystalline representation Vkn,an , which, in turn, is
controlled by the size of vp(un − εn) in the notation of [Bhattacharya, Ghate, and Rozensztajn 2018,
Theorem 1.3]. Indeed, in the middle case of the trichotomy above, we have vp(3− 2L)= 0, putting us
in part (i) of [Breuil and Mézard 2002, Theorem 1.2]. Note that an/p = 1 and kn − 2 = 2. There are
now two cases to consider depending on whether εn =±1. If vp(L− 2)= 0, then a small check shows
that εn = 1, so by [Bhattacharya, Ghate, and Rozensztajn 2018, Theorem 1.3(1a)], the reduction Vk,L

(without semisimplification) is peu ramifiée. If vp(L− 2) > 0, then another small check shows that
εn = −1 and that vp(un − εn) = vp(L− 2). Thus, by [loc. cit., Theorem 1.3(1b)], the reduction Vk,L

(without semisimplification) is peu ramifiée if and only if vp(L−2) < 1, at least if L lies in an unramified
extension of Qp. Both these conclusions are consistent with the corresponding conclusions in [Breuil and
Mézard 2002, Theorem 1.2(i)]!

Odd k ∈ [3, p − 1]: Guerberoff and Park [2019, Theorem 5.0.5] computed the reduction of Vk,L in terms
of the valuation vp(L− a(k− 1)), where

a( j)= H j/2+ H j/2−1

for j ≥ 1. We clearly have a(k− 1)= H−+ H+. Therefore, the regions used to classify the reductions in
Theorem 1.3 match with those used in [loc. cit., Theorem 5.0.5]. Now:

• If ν < 1− (k− 2)/2, then Theorem 1.3 yields

Vk,L|IQp
∼ ωk−1

2 ⊕ω
p(k−1)
2 ,

which agrees with the reduction computed in [loc. cit., Theorem 5.0.5(2)].

• Assume − 1
2 − l < ν < 1

2 − l for some l ∈
{
0, 1, . . . , 1

2(k− 5)
}
. This region can be written as(

−l + 1
2(k− 3)

)
−

1
2(k− 2) < ν <

(
−l + 1

2(k− 1)
)
−

1
2(k− 2).

3The computation ā(ap/p) = (−1+ 2(−L+ 2))(p/p) = −2
(
L− 3

2
)

shows that the reduction agrees with the reduction
computed in [Breuil and Mézard 2002, Theorem 1.2].
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Theorem 1.3 yields

Vk,L|IQp
∼ ω

(k−1)+(p−1)(−l+ 1
2 (k−3))

2 ⊕ω
p((k−1)+(p−1)(−l+ 1

2 (k−3)))
2 ,

which agrees with the reduction computed in [Guerberoff and Park 2019, Theorem 5.0.5(1)].

• Assume ν =− 1
2 − l for some l ∈

{
0, 1, . . . , 1

2(k− 5)
}
. This can be written as

ν =
(
−l + 1

2(k− 3)
)
−

1
2(k− 2).

Theorem 1.3 yields

Vk,L|IQp
∼ ωk−1−(−l+ 1

2 (k−3))
⊕ω(−l+ 1

2 (k−3)),

which agrees with the reduction computed in [loc. cit., Theorem 5.0.5].

• Finally, if ν ≥ 1
2 , then Theorem 1.3 yields

Vk,L|IQp
∼ ω

1
2 (k−1)

⊕ω
1
2 (k−1),

which agrees with the reduction computed in [loc. cit., Theorem 5.0.5].

For the small weights k = 3 and 5, we may in fact improve on [loc. cit., Theorem 5.0.5] by computing
the reductions Vk,L on the full Galois group Gal(Qp/Qp) (by giving formulas for λ). Indeed, since
zig-zag has been proved for slopes 1

2 and 3
2 in [Buzzard and Gee 2013, Theorem A; Ghate and Rai 2025,

Theorem 1.1], respectively, we obtain the following theorems.

Theorem 1.4. Let p≥3 and k=3. We have the following dichotomy for the shape of the semisimplification
of the reduction of the semistable representation Vk,L:

Vk,L ∼

{
ind(ω2

2) if ν < 1
2 ,

µλω⊕µλ−1ω if ν ≥ 1
2 ,

where

λ+
1
λ
=−p−

1
2 (L− 1).

Theorem 1.5. Let p ≥ 5 and k = 5. We have the following tetrachotomy for the shape of the semisimplifi-
cation of the reduction of the semistable representation Vk,L:

Vk,L ∼


ind(ω4

2) if ν <− 1
2

µλ1ω
3
⊕µλ−1

1
ω if ν =− 1

2 ,

ind(ω3+p
2 ) if − 1

2 < ν <
1
2 ,

µλ2ω
2
⊕µλ−1

2
ω2 if ν ≥ 1

2 ,

where the constants λi are given by

λ1 =−3p
1
2
(
L− 5

2

)
, λ2+

1
λ2
= 2p−

1
2
(
L− 5

2

)
.
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Remark. We remark that recently the second author noticed that it is possible to reverse the arguments
used to prove Theorem 1.3 to give a proof of the zig-zag conjecture, at least on inertia and for all
half-integral slopes 0< vp(ap)≤

1
2(p− 3), [Ghate 2022, v1] (these restrictions can be removed [Ghate

2022, v2] using very recent work of the first two authors [Chitrao and Ghate 2023] which computes Vk,L

directly on Gal(Qp/Qp) using the Iwahori mod p local Langlands correspondence [Chitrao 2025]).

1.5. Relation with local constancy. Berger [2012] proved the following theorem on the local constancy
in the weight of the semisimplification of the reduction of crystalline representations.

Theorem 1.6 [Berger 2012, Theorem B]. Let ap ̸= 0 and k > 3vp(ap)+α(k− 1)+ 1, where

α( j)=
∑
n≥1

⌊
j

pn−1(p− 1)

⌋
.

Then there exists m = m(k, ap) such that Vk′,ap = Vk,ap if k ′ ≥ k and k ′− k ∈ pm−1(p− 1)Z.

This local constancy result does not extend to small weights k in the sense that the bound in the theorem
is sharp. This was noticed in [Ghate 2021] using the following examples.

• Let k = 4 and ap = p ≥ 5. Then 4 ̸> 3(1)+ 1 and the crystalline representation Vk,ap does not satisfy
Berger’s bound on the weight. Now let k ′ = 4+ pn(p− 1) for large n. If the above local constancy result
were to hold for Vk,ap , then we would have Vk′,ap ∼ Vk,ap . However, Vk,ap is irreducible as k belongs to
the range [2, p+ 1] treated by Fontaine and Edixhoven [1992], but Vk′,ap ∼ µ3ω

2
⊕µ3−1ω is reducible

by [Bhattacharya, Ghate, and Rozensztajn 2018, Theorem 1.1].

• Let k = 5 and ap = p3/2 for p ≥ 7. Then 5 ̸> 3(1.5)+ 1 and the crystalline representation Vk,ap again
does not satisfy the bound on the weight. Now let k ′ = 5+ pn(p− 1), for large n. If the above local
constancy result were to hold for Vk,ap , then we would have Vk′,ap ∼ Vk,ap . However, Vk,ap ∼ ind(ω4

2)

since k belongs to the Fontaine–Edixhoven range, but Vk′,ap ∼ ind(ω3+p
2 ) by [Ghate and Rai 2025,

Theorem 1.1].

However, we have the following corollary to Theorem 1.1.

Corollary 1.7. For k ≥ 3, the sequence of crystalline representations V ∗k+pn(p−1),pr/2 converges to the
semistable representation V ∗k,L for L= 0.

Therefore, for large n the reductions of the crystalline representations Vk+pn(p−1),pr/2 in the examples
above should be isomorphic to the reduction of the semistable representation Vk,L with L= 0, and not
necessarily to the reduction of the crystalline representation Vk,pr/2 (though all may be the same, as is the
case when k = 3). Indeed, one checks that

• if k = 4 and p ≥ 5, then by [Breuil and Mézard 2002, Theorem 1.2], the reduction of the semistable
representation V4,L for L= 0 is µ3ω

2
⊕µ3−1ω, and,

• if k = 5 and p ≥ 7, then by [Guerberoff and Park 2019, Theorem 5.0.5] (or, better, by Theorem 1.5),
the reduction of the semistable representation V5,L for L= 0 is ind(ω3+p

2 ).
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Thus, there is no apparent contradiction to local constancy in the weight for the reductions of the
crystalline representations above when k is small if one works in the Colmez–Chenevier space which
includes semistable representations of weight k.

2. The blow-up of Ur

In this section, we provide details about blow-ups in the rigid-analytic setting which may be of independent
interest. This is inspired by [Schoutens 1995], but we carefully work out the details and also do not work
over algebraically closed fields. For background on rigid-analytic geometry, see [Bosch, Güntzer, and
Remmert 1984]. We also recall the important Proposition 2.5, which for each finite extension E of Qp

establishes a bijection between the E-valued points of Ũr that lie above (pr, (1+ p)k−1
− 1) and the

tangent directions in Ur at the exceptional point.

2.1. The blow-up as a rigid-analytic variety. The blow-up of Ur consists of a rigid-analytic variety Ũr

and a map π : Ũr → Ur satisfying the properties given in [Schoutens 1995, Definition 1.2.1]. In this
subsection, we will construct Ũr .

Recall that Ur = SpO(Ur ), where

O(Ur )=Qp⟨S1, S2, T1, T2, T3⟩/(pr T1− S1, 1− T1T2, pT3− S2).

The Qp-valued point (pr, (1+ p)k−1
−1) corresponds to the maximal ideal m = ( f1, f2) of O(Ur ), where

f1 = S1− pr and f2 = S2− ((1+ p)k−1
−1). By the blow-up of Ur at (pr, (1+ p)k−1

−1), we mean the
blow-up at the maximal ideal m.

We will construct Ũr by a patching argument. Let Q1, Q2, Q′1 and Q′2 be indeterminates. For
i = 0, 1, . . . , consider the affinoid algebra

Ai =O(Ur )⟨pi Q1⟩/( f2− Q1 f1),

which describes the subset of Ur where | f2| ≤ pi
| f1|. Sending pi+1 Q1 to p · pi Q1 and X to pi Q1

induces an isomorphism Ai+1⟨X⟩/(pX − pi+1 Q1)∼= Ai , showing that Sp Ai is the affinoid subdomain
(hence an open subvariety) of Sp Ai+1 consisting of maximal ideals m such that |Q1 mod m| ≤ pi. We
therefore get a sequence of inclusions Sp A0→ Sp A1→ Sp A2→ · · · associated to the sequence of
affinoid algebra homomorphisms · · · → A2→ A1→ A0. Using [Bosch, Güntzer, and Remmert 1984,
Proposition 9.3.2/1] we paste together the Sp Ai for i ≥ 0 to get a rigid-analytic variety Ṽ1. The same
proposition also states that {Sp Ai }i≥0 is an admissible cover of Ṽ1. Similarly, for i ≥ 0, we define

Bi =O(Ur )⟨pi Q2⟩/( f1− Q2 f2)

and glue the corresponding affinoid spaces to get a rigid-analytic variety Ṽ2. The blow-up Ũr is the
rigid-analytic variety obtained by gluing Ṽ1 and Ṽ2 along certain open subvarieties.

We describe these open subvarieties now. For each i ≥ 0, consider the affinoid algebra

A′i =O(Ur )⟨pi Q1, pi Q′1⟩/( f2− Q1 f1, 1− Q1 Q′1),
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Sp Ai

Sp A′i = Sp B ′i
Sp Bi

Figure 2. Exceptional fiber of the blow-up in the rigid setting.

which describes a Laurent subdomain Sp A′i of Sp Ai given by the condition |Q1| ≥ p−i. Since we have
an isomorphism A′i+1⟨X, Y ⟩/(pX − pi+1 Q1, pY − pi+1 Q′1)∼= A′i (sending X to pi Q1 and Y to pi Q′1),
we see that Sp A′i is an affinoid subdomain (and hence an open subvariety) of Sp A′i+1. Using [Bosch,
Güntzer, and Remmert 1984, Proposition 9.3.2/1], we paste together Sp A′i for i ≥ 0 to get a rigid-
analytic variety Ṽ ′1. Moreover, using [loc. cit., Proposition 9.3.3/1], we see that the canonical inclusions
Sp A′i→ Sp Ai induce an inclusion Ṽ ′1 ↪→ Ṽ1, identifying Ṽ ′1 as a subvariety of Ṽ1. Similarly, we construct
a subvariety Ṽ ′2 of Ṽ2 by gluing all the Sp B ′i together, where

B ′i =O(Ur )⟨pi Q2, pi Q′2⟩/( f1− Q2 f2, 1− Q2 Q′2).

It turns out that Sp A′i and Sp B ′i are the intersections of Sp Ai and Sp Bi in the blow-up Ũr that we will
soon construct. The spaces above are summarized by Figure 2.

The space Ṽ1 corresponds to the surface of the sphere except the south pole in Figure 2, whereas Ṽ2

corresponds to the surface of the sphere except the north pole.
We claim that Ṽ ′j is an open subvariety of Ṽ j for j = 1, 2. Without loss of generality, assume j = 1.

To prove this claim, we need to show that Ṽ ′1∩Sp Ai is an admissible open subset of Sp Ai for each i ≥ 0.
Write Ṽ ′1 ∩ Sp Ai =

⋃
∞

k=i (Sp A′k ∩ Sp Ai ). If k ≥ i , then Sp A′k ∩ Sp Ai is the set of maximal ideals m

of Ai satisfying |Q1 mod m| ≥ p−k. Therefore Ṽ ′1 ∩Sp Ai is the set of maximal ideals m of Ai such that
|Q1 mod m| > 0. In other words, it is the complement of the vanishing set of Q1 in Sp Ai ; i.e., it is a
Zariski open subset. Since Zariski open subsets are admissible open, we have proved the claim.

To glue Ṽ1 and Ṽ2, we define an isomorphism φ : Ṽ ′1→ Ṽ ′2 as follows. Recall that, for i ≥ 0,

A′i =O(Ur )⟨pi Q1, pi Q′1⟩/( f2− Q1 f1, 1− Q1 Q′1),

B ′i =O(Ur )⟨pi Q2, pi Q′2⟩/( f1− Q2 f2, 1− Q2 Q′2).

Consider an isomorphism of affinoid algebras B ′i → A′i given by

pi Q2→ pi Q′1,

pi Q′2→ pi Q1.
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This isomorphism gives rise to an isomorphism φi : Sp A′i → Sp B ′i of the corresponding affinoid spaces.
For i, j ≥ 0, these maps clearly restrict to the same map on Sp A′i ∩Sp A′j . Therefore applying [Bosch,
Güntzer, and Remmert 1984, Proposition 9.3.3/1], we get an isomorphism of rigid-analytic varieties
φ : Ṽ ′1→ Ṽ ′2.

Define Ũr to be the rigid-analytic variety obtained by gluing Ṽ1 and Ṽ2 along Ṽ ′1 and Ṽ ′2, respectively,
using the isomorphism φ. This rigid-analytic variety is analogous to the blow-up in the classical algebraic
geometry setting.

We see this by computing its E-valued points for any finite extension E of Qp. Since Ũr is covered by
Ṽ1 and Ṽ2, we compute Ṽ1(E) and Ṽ2(E) first. Recall, for i ≥ 0,

Ai =O(Ur )⟨pi Q1⟩/( f2− Q1 f1).

We identify the set of E-valued points of Sp Ai with

{(s1, s2, q1) ∈Ur (E)× E | (1+ s2− (1+ p)k−1)= q1(s1− pr ), |q1| ≤ pi
}.

The first condition is a consequence of the relation f2 = Q1 f1. For i ≥ j , the gluing map Ai → A j

induces the canonical inclusion map on E-valued points Sp A j (E)→ Sp Ai (E). Therefore, the set of
E-valued points of Ṽ1 is the union of all the Sp Ai (E), i.e.,

Ṽ1(E)= {(s1, s2, q1) ∈Ur (E)× E | (1+ s2− (1+ p)k−1)= q1(s1− pr )}.

We similarly have

Ṽ2(E)= {(s1, s2, q2) ∈Ur (E)× E | (s1− pr )= q2(1+ s2− (1+ p)k−1)}.

We can now describe Ũr (E). If P is an E-valued point of Ṽ1∩Ṽ2, it is an E-valued point of Sp Ai∩Sp Bi =

Sp A′i for some i ≥ 0. Being a point of Sp Ai , it is of the form (s1, s2, q1) for some s1, s2, q1 ∈ E . Since
the gluing map between B ′i and A′i takes S1 to S1, S2 to S2 and Q2 to the inverse of Q1 in A′i , we
see that (s1, s2, q−1

1 ) represents P as an E-valued point of Sp Bi (the condition |q−1
1 | ≤ pi is satisfied

because P ∈ Sp A′i implies |q1| ≥ p−i ). We can therefore identify (s1, s2, q1) ∈ Ṽ1(E) with the point
(s1, s2, 1 : q1)∈Ur (E)×P1(E) and (s1, s2, q2)∈ Ṽ2(E) with the point (s1, s2, q2 : 1)∈Ur (E)×P1(E), so
that a point in the intersection goes to the same point in Ur (E)×P1(E) under both of these identifications.
As a result of this discussion, we see that

Ũr (E)= {(s1, s2, ξ1 : ξ2) ∈Ur (E)×P1(E) | (s1− pr )ξ2 = (1+ s2− (1+ p)k−1)ξ1} (5)

exactly as in the classical algebraic geometry setting.

2.2. The blow-up map π : Ũr → Ur . In this subsection, we define a candidate for the blow-up map
π : Ũr →Ur using [Bosch, Güntzer, and Remmert 1984, Proposition 9.3.3/1].

To define π , we first define its restrictions πi to Ṽi for i = 1, 2. We first define the map π1 : Ṽ1→Ur .
For each i ≥ 0, consider the map Sp Ai →Ur associated to the canonical homomorphism

O(Ur )→O(Ur )⟨pi Q1⟩/( f2− Q1 f1)= Ai .
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These maps clearly restrict to the same map on Sp Ai ∩ Sp A j for i, j ≥ 0. So using [Bosch, Güntzer,
and Remmert 1984, Proposition 9.3.3/1], we glue these maps together to get a map π1 : Ṽ1→ Ur of
rigid-analytic varieties. The other map π2 : Ṽ2→Ur is constructed similarly.

Now, to get a map π : Ũr →Ur , we have to check that π1 and π2 agree on the intersection of Ṽ1 and
Ṽ2 in Ũr . Since this intersection is equal to Ṽ ′1 (∼= Ṽ ′2), we have to check that the following diagram
commutes:

Ṽ ′1

Ur

Ṽ ′2

π1|Ṽ ′1

φ

π2|Ṽ ′2

Since φ is obtained by pasting the maps φi : Sp A′i → Sp B ′i , the commutativity of the diagram above is
equivalent to the commutativity of the following diagram for all i ≥ 0:

Sp A′i

Ur

Sp B ′i

π1|Sp A′i

φi

π2|Sp B′i

The commutativity of the diagram above can be checked by reversing all the arrows and noting that the re-
sulting maps are O(Ur )-algebra homomorphisms. This shows that π1 and π2 agree on the intersection of Ṽ1

and Ṽ2 in Ũr . Therefore, we glue π1 and π2 using [loc. cit., Proposition 9.3.3/1] to get a map π : Ũr→Ur .

2.3. Proof that π : Ũr → Ur is the blow-up. In this subsection, we prove that the map π : Ũr → Ur

defined in the previous subsection is the blow-up of Ur at the maximal ideal m = ( f1, f2). To prove this,
we need to check that π satisfies the two properties stated in [Schoutens 1995, Definition 1.2.1], namely
the invertibility of a certain sheaf, and a corresponding universal property.

We first show that the ideal sheaf on Ur corresponding to the ideal m of O(Ur ) extends to an invertible
ideal sheaf on Ũr in the sense of [loc. cit., Definition 1.1.1]. Since this is a local criterion (this means that
the criterion can be checked over an admissible cover), we need to check that, for all i ≥ 0, the maps
π |Sp Ai : Sp Ai → Ur and π |Sp Bi : Sp Bi → Ur satisfy the same property. Let us prove this statement
for π |Sp Ai : Sp Ai →Ur . In this case, the extended ideal sheaf corresponds to the ideal m Ai on Sp Ai .
Moreover, [loc. cit., Proposition 1.1.4] states that the invertibility of this sheaf is equivalent to the
invertibility of the ideal m Ai,m of Ai,m for all maximal ideals m of Ai , where Ai,m is the localization
of Ai at m. To show this, it is enough to prove that m Ai is generated by a regular element of Ai because
regular elements go to regular elements under flat base change.

Since m Ai is generated by f1, we prove that f1 is not a zero divisor in Ai for i ≥ 0. Note that we only
need to prove this statement for i = 0 because of the injections Ai ↪→ A0.
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Lemma 2.1. f1 is not a zero divisor in A0 =O(Ur )⟨Q1⟩/( f2− Q1 f1).

Proof. Recall that

O(Ur )=Qp⟨S1, S2,T1,T2,T3⟩/(pr T1−S1,1−T1T2, pT3−S2).

To prove that f1 is not a zero divisor in A0, it is enough to prove that f1 is not a zero divisor in
Qp⟨S1, S2, Q1⟩/( f2− Q1 f1). Indeed, since Sp A0 is an affinoid subdomain (a Laurent subdomain) of
Sp Qp⟨S1, S2, Q1⟩/( f2−Q1 f1), the canonical map Qp⟨S1, S2, Q1⟩/( f2−Q1 f1)→ A0 is flat by [Bosch,
Güntzer, and Remmert 1984, Corollary 7.3.2/6]. Therefore, if f1 is not a zero divisor in the former then,
by flatness, it is not a zero divisor in the latter.

So let us now prove that f1 is not a zero divisor in Qp⟨S1, S2, Q1⟩/( f2− Q1 f1). Assume that there
exists h ∈Qp⟨S1, S2, Q1⟩ such that f2− Q1 f1 divides f1h. We know that

f2− Q1 f1 = 1+ S2− (1+ p)k−1
− Q1(S1− pr )

is S2-distinguished of degree 1 (see [loc. cit., Definition 5.2.1/1]). Applying the Weierstrass division
theorem (see [loc. cit., Theorem 5.2.1/2]) to h and f2 − Q1 f1, we see that there exist unique power
series q ∈Qp⟨S1, S2, Q1⟩ and r ∈Qp⟨S1, Q1⟩ (note that S2 does not appear in r because f2− Q1 f1 is
of degree 1 in S2) such that h = q( f2 − Q1 f1)+ r . The fact that f2 − Q1 f1 divides f1h implies that
f2− Q1 f1 divides f1r . This is possible only if r = 0, i.e., only if f2− Q1 f1 divides h. Therefore h = 0
in Qp⟨S1, S2, Q1⟩/( f2− Q1 f1). □

Having checked the first property of blow-ups for π , we now check the second property. Using
[Schoutens 1995, Lemma 1.2.4], we note that it is enough to check it for affinoid spaces. In other words,
given any affinoid space Y = Sp R and a map of rigid-analytic varieties f : Y →Ur such that the ideal
sheaf on Y associated to the ideal m R is invertible, we prove that there exists a unique map g : Y → Ũr

such that the following diagram commutes:

Ũr

Y Ur

π

f

g

For i = 1, 2, define ai = ( f ∗( fi )R : m R) and let Yi = Y \ V (ai ). We prove two lemmas about the Yi .

Lemma 2.2. For i = 1, 2, a point y ∈ Y belongs to Yi if and only if mOY,y = f ∗( fi )OY,y .

Proof. We thank one of the referees for pointing out the useful [Atiyah and Macdonald 1969, Corol-
lary 3.15], which shortens the proof. Let y be a point in Y and my be the corresponding maximal ideal
of R. Fix i = 1, 2. Using [loc. cit., Corollary 3.15], we see that ai Rmy = ( f ∗( fi )Rmy : m Rmy ). Now,

y ∈ Yi ⇐⇒ ai Rmy = Rmy ⇐⇒ m Rmy = f ∗( fi )Rmy .
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Using [Bosch, Güntzer, and Remmert 1984, Proposition 7.3.2/3], we have a map Rmy →OY,y , which
induces an isomorphism R̂my ≃ ÔY,y . We conclude that

m Rmy = f ∗( fi )Rmy ⇐⇒ mOY,y = f ∗( fi )OY,y .

Indeed, the forward implication is obtained by extending scalars and the reverse implication follows by
extending scalars to the completion ÔY,y and using the fact that Rmy → R̂my is faithfully flat. □

Using [Schoutens 1995, Lemma 1.1.2] and the lemma above one easily checks that Y = Y1 ∪ Y2. The
sets Y1 and Y2, being Zariski open subsets of Y, are admissible open and form an admissible cover of Y.

Before proving the next lemma, we remark that, by [loc. cit., Lemma 0.4], we have aiO(Yi )=O(Yi ),
which implies that mO(Yi )= f ∗( fi )O(Yi ) for i = 1, 2.

Lemma 2.3. Let i = 1, 2. Then, f ∗( fi ) is not a zero divisor in O(Y ′) for any admissible open subset Y ′

of Y contained in Yi .

Proof. The proof has three steps. In the first step, we prove that f ∗( fi ) is not a zero divisor in OY,y for
any y ∈ Y ′. In the second step, we prove that the canonical map O(Y ′)→

∏
y∈Y ′ OY,y is injective. In the

third step, we use these two facts to conclude that f ∗( fi ) is not a zero divisor in O(Y ′). Let i = 1 or 2.

• Using the remark preceding this lemma, we get mO(Y ′)= f ∗( fi )O(Y ′). Extending to the stalks, we
get mOY,y = f ∗( fi )OY,y for each y ∈ Y ′. Since the sheaf associated to the ideal mO(Y ) is invertible, we
see that mOY,y is generated by a regular element of OY,y for each y ∈ Y. Therefore f ∗( fi ) is not a zero
divisor in OY,y for each y ∈ Y ′.

• Consider the map O(Y ′)→
∏

y∈Y ′ OY,y . Let a be an element of O(Y ′) that maps to 0 in OY,y for each
y ∈ Y ′. Choose an admissible cover {U j } j∈J of Y ′ by affinoid subdomains of Y. For any j ∈ J, the image
of a in OY,y is 0 for each y ∈U j . Using [Bosch, Güntzer, and Remmert 1984, Corollary 7.3.2/4], we see
that the restriction of a to O(U j ) is 0 for each j ∈ J. Since the cover {U j } j∈J is admissible, we see that
a = 0 in O(Y ′).

• Suppose there exists a b ∈O(Y ′) such that f ∗( fi )b = 0. This means that f ∗( fi )b = 0 in OY,y for each
y ∈ Y ′. Using the fact that f ∗( fi ) is not a zero divisor in OY,y for y ∈ Y ′, we see that the image of b in
OY,y is 0. The injectivity of the map O(Y ′)→

∏
j∈J OY,y implies that b = 0 in O(Y ′). Therefore f ∗( fi )

is not a zero divisor in O(Y ′). □

We now construct g : Y → Ũr . In order to do this, we use the above lemmas to define the restrictions
of g to the elements of a refinement of the cover Y = Y1∪Y2 and then apply the usual patching argument.

As f ∗( f2)∈mO(Y1)= f ∗( f1)O(Y1), there exists a q1 ∈O(Y1) such that f ∗( f2)=q1 f ∗( f1). Similarly,
there exists a q2 ∈ O(Y2) such that f ∗( f1) = q2 f ∗( f2). Furthermore, q1 and q2 are unique because of
Lemma 2.3.

Since Y1 is an admissible open subset of Y, there exists an admissible cover {Y1,m}m∈I of Y1 by
affinoid subdomains Y1,m of Y. Here and just below m is an element of the indexing set I and should
not confused with the maximal ideal m of O(Ur ) used throughout this paper. For each m ∈ I , there



Semistable representations as limits of crystalline representations 1069

is a restriction map O(Y1)→ O(Y1,m) and so we can think of q1 as an element of O(Y1,m). For each
m ∈ I , fix a natural number m such that |pmq1| ≤ 1. Consider the affinoid algebra map f ∗ : O(Ur )→

O(Y ) and compose it with the restriction map O(Y )→ O(Y1,m). Extend this composition to a map
O(Ur )⟨pm Q1⟩ →O(Y1,m) by sending pm Q1 to pmq1. This is possible because of [Bosch, Güntzer, and
Remmert 1984, Corollary 1.4.3/2]. Since we have the relation f ∗( f1)= q1 f ∗( f2) in O(Y1,m), we see
that this extension factors through an affinoid algebra map Am → O(Y1,m). Let g1,m : Y1,m → Sp Am

be the corresponding map of affinoid spaces. Similarly, there is an admissible cover {Y2,n}n∈J of Y2 by
affinoid subdomains Y2,n of Y and, for each n ∈ J, a fixed natural number n such that |pnq2| ≤ 1 and
a map of affinoid spaces g2,n : Y2,n→ Sp Bn associated to the map of affinoid algebras Bn→ O(Y2,n)

sending pn Q2 to pnq2. Since g∗1,m and g∗2,n are O(Ur )-algebra homomorphisms, we see that π ◦g1,m = f
on Y1,m and π ◦ g2,n = f on Y2,n for m ∈ I , n ∈ J.

Note that {Y1,m, Y2,n}m∈I,n∈J is an admissible cover of Y. To obtain g : Y → Ũr , we glue all the maps
g1,m and g2,n . Without loss of generality, assume m ≥ m′. Then, g1,m and g1,m′ agree on Y1,m ∩ Y1,m′

because the following diagram commutes:

Am′

O(Y1,m ∩ Y1,m′)

Am

g∗1,m′

g∗1,m

A similar argument shows that g2,n and g2,n′ agree on Y2,n ∩ Y2,n′ .
We check that the maps g1,m and g2,n agree on Y1,m ∩Y2,n . Let N ≥m, n. Think of g1,m as a map from

Y1,m to Sp AN (by composing with the map Sp Am→Sp AN ) and g2,n as a map from Y2,n to Sp BN (by com-
posing with the map Sp Bn→ Sp BN ). We claim that g1,m maps Y1,m∩Y2,n into Sp A′N and that g2,n maps
Y1,m∩Y2,n into Sp B ′N . To show this, we first prove that q1 is the inverse of q2 in O(Y1,m∩Y2,n). Transfer the
relations f ∗( f2)=q1 f ∗( f1) and f ∗( f1)=q2 f ∗( f2) from O(Y1) and O(Y2), respectively, to O(Y1,m∩Y2,n)

by the restriction maps. Substituting the first relation into the second relation, we get f ∗( f1)=q2q1 f ∗( f1).
Using Lemma 2.3, we cancel f ∗( f1) to see that q1 is indeed the inverse of q2 in O(Y1,m ∩ Y2,n).

Compose g∗1,m : AN → O(Y1,m) with the restriction map O(Y1,m)→ O(Y1,m ∩ Y2,n). Extend this
composition to a map AN ⟨pN Q′1⟩→O(Y1,m ∩Y2,n) by sending pN Q′1 to pN q2. This is possible because
|pN q2| ≤ 1 since the intersection of two affinoid subdomains of an affinoid space is again an affinoid
space and because under the homomorphism O(Y2,n)→O(Y1,m ∩Y2,n) of affinoid algebras, the image of
an element has norm at most the norm of the element itself. Using the fact that q2 is the inverse of q1 in
O(Y1,m∩Y2,n), we may further extend the above map to A′N to obtain the following commutative diagram:

AN =O(Ur )⟨pN Q1⟩/( f2− Q1 f1) O(Y1,m)

A′N =O(Ur )⟨pN Q1, pN Q′1⟩/( f2− Q1 f1, 1− Q1 Q′1) O(Y1,m ∩ Y2,n)

g∗1,m
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This shows that the affinoid algebra map AN → O(Y1,m ∩ Y2,n) factors through the map AN → A′N .
Reversing the arrows, we see that the restriction of g1,m to Y1,m ∩ Y2,n factors through the inclusion
Sp A′N → Sp AN . In other words, g1,m maps Y1,m ∩ Y2,n into Sp A′N . Similarly, we can prove that g2,n

maps Y1,m ∩ Y2,n into Sp B ′N .
Now we can prove that g1,m and g2,n agree on Y1,m ∩Y2,n . Indeed, this statement is equivalent to the

commutativity of the following diagram:

A′N

O(Y1,m ∩ Y2,n)

B ′N

g∗1,m

φ∗N

g∗2,n

where the vertical map is the gluing map. This diagram commutes because under the top two maps
Q2 7→ Q′1 7→ q2 and Q′2 7→ Q1 7→ q1, and these are exactly the images under the lower map.

By [Bosch, Güntzer, and Remmert 1984, Proposition 9.3.3/1], there exists a map of rigid-analytic
spaces g : Y → Ũr such that the following diagram commutes:

Ũr

Y Ur

π

f

g

To prove that π : Ũr →Ur is the blow-up of Ur at the ideal m = ( f1, f2), it remains to check that g is
unique in making the above diagram commute. Suppose g′ : Y → Ũr is another candidate. We prove that
g = g′. We need:

Lemma 2.4. For i = 1, 2, we have g′−1(Ṽi )= Yi .

Proof. Without loss of generality, assume that i = 1.

• We prove that g′−1(Ṽ1) ⊆ Y1. Recall that Ṽ1 =
⋃

i≥0 Sp Ai . Therefore it is enough to prove that
Y1,i := g′−1(Sp Ai )⊆ Y1 for each i ≥ 0. (The notation Y1,i here and Y2,i below are local to this proof.)
Fix i ≥ 0. Consider the following commutative diagram:

Sp Ai

Y1,i = g′−1(Sp Ai ) Ur

π
g′

f

We know that m Ai = f1 Ai . Extending this ideal from Ai to O(Y1,i ) using g′∗, we see that mO(Y1,i )=

g′∗( f1)O(Y1,i ) = f ∗( f1)O(Y1,i ). Let y ∈ Y1,i . Noting that Y1,i is an admissible open subset of Y, we
have mOY,y = f ∗( f1)OY,y . By Lemma 2.2, we see that y ∈ Y1.

• We prove that Y1 ⊆ g′−1(Ṽ1). This is equivalent to proving g′−1(Ũr \ Ṽ1)⊆ Y \ Y1. Recall that Ũr is
covered by Ṽ1 and Ṽ2. Since Ṽ2 =

⋃
i≥0 Sp Bi , we have

Ũr \ Ṽ1 =
⋃
i≥0

(Sp Bi \ Ṽ1).
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Thus, it is enough to prove that Y2,i := g′−1(Sp Bi \ Ṽ1)⊆ Y \Y1 for each i ≥ 0. Fix i ≥ 0. We prove that
if y ∈ Y2,i , then y ̸∈ Y1. We do so by proving that the ideal mOY,y of OY,y is not generated by f ∗( f1) (see
Lemma 2.2). So, let y ∈ Y2,i map to Sp Bi \ Ṽ1 under g′. Assume towards a contradiction that y ∈ Y1. By
Lemma 2.2, we see that mOY,y is generated by f ∗( f1). By the analog of the first bullet point, Y2,i ⊆ Y2,
so we also have mOY,y = f ∗( f2)OY,y . Therefore there exists a unit u ∈OY,y such that f ∗( f1)= u f ∗( f2).
Consider the following commutative diagram:

Sp Bi

Y2,i = g′−1(Sp Bi \ Ṽ1) Ur

π
g′

f

Note that Y2,i is an admissible open subset of Y. We obtain the relation f ∗( f1)= g′∗(Q2) f ∗( f2) in OY,y

by pushing the relation f1 = Q2 f2 from Bi to O(Y2,i ) using g′∗ and then from O(Y2,i ) to OY,y . Since
f ∗( f2) is not a zero divisor in OY,y , we see that g′∗(Q2) = u, which is a unit of OY,y . We prove that
this is a contradiction. We know that Sp Bi ∩ Ṽ1 is the set of maximal ideals m of Bi satisfying the
extra condition |Q2 mod m| > 0. Therefore Sp Bi \ Ṽ1 is the set of maximal ideals m of Bi satisfying
|Q2 mod m| = 0. Since g′(y) ∈ Sp Bi \ Ṽ1, we see that Q2 vanishes at g′(y). In other words, if we denote
the maximal ideal of OŨr ,g′(y) by mg′(y), then we have Q2 mod mg′(y) = 0. If ny is the maximal ideal of
OY,y , then using the commutative diagram

OŨr ,g′(y) OY,y

OŨr ,g′(y)/mg′(y) OY,y/ny

g′∗

we get g′∗(Q2) mod ny = 0. This means that g′∗(Q2) is contained in the maximal ideal of OY,y . In other
words, g′∗(Q2) is not a unit. This is a contradiction. Therefore y ̸∈ Y1. □

To show that g = g′, we prove that their restrictions to Y1,m and Y2,n are equal for all m ∈ I and n ∈ J.
We prove that g and g′ agree on Y1,m . Using the definition of g, we see that the restriction of g to Y1,m

factors as Y1,m→ Sp Am→ Ũr . Since g′ maps the affinoid space Y1,m to Ũr and {Sp Ai ,Sp B j }i, j≥0 is
an admissible cover of Ũr , we deduce that g′ maps Y1,m into the union of finitely many Sp Ai and Sp B j .
By Lemma 2.4, we see that g′ : Y1,m → Ũr factors as Y1,m → Sp Ai → Ũr for some i ≫ 0. We may
assume that i ≥m. To check that g and g′ agree on Y1,m , it is therefore enough to check that the following
diagram commutes:

Sp Ai

Y1,m

Sp Am .

g′

g
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In other words, we have to check that the following diagram commutes:

Ai

O(Y1,m)

Am

g′∗

g∗

Since both g∗ and g′∗ are equal to f ∗ on O(Ur ), we only need to check that g∗(Q1)= g′∗(Q1). Pushing
the relation f2= Q1 f1 from Ai to O(Y1,m) under g′∗, we get f ∗( f2)= g′∗(Q1) f ∗( f1). Similarly, pushing
the same relation from Am to O(Y1,m) under g∗, we get f ∗( f2)= g∗(Q1) f ∗( f1). Using Lemma 2.3, we
get g∗(Q1) = g′∗(Q1). This proves the commutativity of the diagram above. In other words, g and g′

agree on Y1,m . A similar argument shows that g and g′ agree on Y2,n . Therefore g = g′ on Y. This finally
proves that π : Ũr →Ur is the blow-up of Ur at the maximal ideal ( f1, f2).

2.4. Points in the exceptional fiber as tangent directions. The following standard fact allows us to
realize E-valued points of the fiber over the exceptional point (pr, (1+ p)r+1

− 1) as tangent directions
in Ur at this point. Recall that the maximal ideal m of O(Ur ) corresponding to this exceptional point is
the ideal generated by f1 = S1− pr and f2 = S2− ((1+ p)k−1

− 1).

Proposition 2.5. There is a bijection

π−1(pr, (1+ p)r+1
− 1)(E)→ P(Hom(m/m2

⊗Qp E, E))

between the E-valued points of the fiber over the point (pr, (1+ p)k−1
−1) and the elements of the projec-

tivization of the tangent space Hom(m/m2
⊗Qp E,E) over E , which sends a point (pr, (1+p)k−1

−1,a :b)∈
Ũr (E) to the class in P(Hom(m/m2

⊗Qp E, E)) represented by v, where

v( f̄1⊗ 1)= a and v( f̄2⊗ 1)= b,

with bar denoting image modulo m2.

Proof. Let P = (pr, (1+ p)k−1
− 1, a : b) be an E-valued point in the fiber above the exceptional point.

Assume b ̸= 0. Write P = (pr, (1+ p)k−1
− 1, a/b : 1). From the construction of Ũr , we see that

P ∈ Ṽ2(E). Therefore P is an E-valued point of Sp Bi for some i ≥ 0. Let gP be the homomorphism
Bi → E associated with P. The discussion at the end of Section 2.1 implies that gP is defined by
gP(S1) = pr, gP(S2) = (1+ p)k−1

− 1 and gP(Q2) = a/b. Let m P be the kernel of gP . The map
O(Ur )→ Bi induces an E-linear surjection

(m/m2)⊗Qp E→ f2 Bi/ f2 Bi m P ⊗Bi ,gP E,

given by
f̄1⊗ 1 7→ f̄2⊗ (a/b),

f̄2⊗ 1 7→ f̄2⊗ 1,
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where the bars over the elements on the left denote their images modulo m2 and the bars over the elements
on the right denote their images modulo f2 Bi m P , and where we have used f̄1⊗1= f̄2 Q2⊗1= f̄2⊗(a/b)
in the codomain. The codomain of this map can be identified with E up to multiplication by a nonzero
scalar. The class of the above map in P(Hom(m/m2

⊗Qp E, E)) is the same as that of the map v, where
v( f̄1⊗ 1)= a and v( f̄2⊗ 1)= b. A similar construction works if a ̸= 0. One checks immediately that
the resulting assignment P 7→ v is well-defined and a bijection. □

3. Explicit bases of H1(RQ p(x rχ)) and L-invariants

Let 0 = Gal(Qp(µp∞)/Qp) and think of the cyclotomic character χ as a character χ : 0→ Z∗p. In this
section, we study two explicit bases of the first Fontaine–Herr cohomology group H 1(RQp(x

rχ)) and the
corresponding formulas for the L-invariant. Here RQp(x

rχ) is the Robba ring over Qp in the variable T,
with the standard actions of ϕ and 0 twisted by xrχ .

Colmez [2008, Proposition 2.19] has constructed two power series G(|x |, r + 1) and G ′(|x |, r + 1)
in RQp , which he uses to define a basis of H 1(RQp(x

rχ)). In the first subsection, we explicitly compute
G(|x |, r + 1). In the second subsection, we give a partial description of G ′(|x |, r + 1). In the third sub-
section, we state Colmez’s formula for the L-invariant of a nonzero element of H 1(RQp(x

rχ)) expressed
as a linear combination in this basis. In the same subsection, we describe another basis of H 1(RQp(x

rχ))

studied by Benois [2011, Proposition 1.5.4]. Finally, we find the change of basis matrix between these
two bases and restate the formula for the L-invariant in terms of Benois’ basis (Definition 3.6).

We first recall that the Fontaine–Herr cohomology groups H i (D) of a (ϕ, 0)-module D over RQp for
i = 0, 1, 2 are defined to be the cohomology groups of the complex

0→ D→ D⊕ D→ D→ 0, (6)

where the second map is x 7→ ((ϕ− 1)x, (γ − 1)x) and the third map is (y, z) 7→ (γ − 1)y− (ϕ− 1)z
for γ a fixed topological generator of 0. We note that this complex is as in [Chenevier 2013, Section 2.1]
and is a bit different from the one in [Colmez 2008, Section 2.1].

We now recall some standard facts about Robba rings. For M > 0, let E ]0,M]E be the set of bidirectional
power series in the variable T with coefficients in E that converge on the elements of Qp with valuation
belonging to (0,M]. More precisely, it is the set of the series

∑
∞

n=−∞ anT n satisfying

lim
n→±∞

vp(an)+ ns→∞ for all 0< s ≤ M.

For each 0< s ≤ M, there is a valuation vp( · , s) on E ]0,M]E defined by

vp

( ∞∑
n=−∞

anT n, s
)
= inf{vp(an)+ ns | n ∈ Z}.

Any sequence in E ]0,M]E that is Cauchy with respect to vp( · , s) for each 0 < s ≤ M is convergent in
E ]0,M]E (see [Kedlaya 2006, Definition 2.5.1]). Moreover, choosing a sequence 0< rl ≤ M converging
to 0 with r1 = M, we get a countable family of valuations vp( · , rl) on E ]0,M]E . Note that if rl ≤ s ≤ M
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for some l ≥ 1, then vp( f (T ), s) ≥ inf{vp( f (T ), rl), vp( f (T ),M)}. Therefore to check if a sequence
in E ]0,M]E is convergent, we only need to check that it converges to a common limit with respect to the
valuations vp( · , rl) for l ≥ 1. In particular, E ]0,M]E is a Fréchet space with respect to the valuations
vp( · , rl). For the space E ]0,1/(p−1)]

E , we set rl = 1/φ(pl), where φ is Euler’s totient function.
The Robba ring over E is defined to be RE =

⋃
M>0 E

]0,M]
E . It is endowed with commuting actions of

an operator ϕ and the group 0 via ϕT = (1+ T )p
− 1 and γ T = (1+ T )χ(γ )− 1 for γ ∈ 0, respectively.

We recall some facts from [Lazard 1962]. Let φn(T ) for n ≥ 1 be the pn-th cyclotomic polynomial
defined by

φn(T )=
(1+ T )pn

− 1
(1+ T )pn−1

− 1
= 1+ (1+ T )pn−1

+ · · ·+ (1+ T )(p−1)pn−1
. (7)

The polynomials φn(T ) are (1/φ(pn))-extremal in the sense of [loc. cit., Definition 2.7]. This means that
vp(φn(T ), 1/φ(pn)) is attained at the constant and leading terms:

vp(a0)= vp

(
φn(T ),

1
φ(pn)

)
= vp(apn−1(p−1))+

pn−1(p− 1)
φ(pn)

= 1, (8)

where φn(T ) = a0+ a1T + · · · + apn−1(p−1)T pn−1(p−1), with a0 = p and apn−1(p−1) = 1. For n ≥ 1, we
also have

ϕ(φn(T ))= φn+1(T ). (9)

Let t = log (1+ T ) ∈ E ]0,1/(p−1)]. The following formula relates t and the cyclotomic polynomials:

t = T
∏
n≥1

φn(T )
p

. (10)

We also have
ϕ(t)= pt (11)

and
γ (t)= χ(γ )t (12)

for all γ ∈ 0.
Let r ≥ 0. By [Colmez 2008, Proposition 2.16(i)], there is an isomorphism

E]0,
1

p−1 ]/tr+1
→

∏
n≥1

E]0,
1

p−1 ]/φr+1
n . (13)

By [loc. cit., Proposition 2.16(ii)], for n ≥ 1, there is a 0-equivariant isomorphism

ιn : E]0,
1

p−1 ]/φr+1
n →Qp(ζpn )[t]/tr+1

obtained by sending T to ζpn et/pn
− 1. Thus the 0-equivariant homomorphism

E]0,
1

p−1 ]/tr+1
→

∏
n≥1

Qp(ζpn )[t]/tr+1 (14)

induced by the maps ιn for n ≥ 1 is an isomorphism.
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For the rest of the paper, we fix a topological generator γ of 0 such that χ(γ )= ζ a
p−1(1+ p) for some

fixed integer a.

3.1. An explicit description of G(|x|, r + 1). Let r ≥ 1. The first basis vector of H 1(RQp(x
rχ))

constructed by Colmez is represented by the element

c1 =
(
t−(r+1)(p−1ϕ− 1)G(|x |, r + 1), t−(r+1)(γ − 1)G(|x |, r + 1)

)
in RQp(x

rχ)⊕RQp(x
rχ) (for the untwisted action of ϕ and γ ); see [Colmez 2008, Proposition 2.19].

Here G(|x |, r + 1) is any power series f (T ) in E ]0,1/(p−1)] mapping to
∏

n≥1 1/pn under the map (13)
(see [loc. cit., Section 2.6]). In other words, G(|x |, r + 1) satisfies the system of congruences

f (T )≡ 1
p

mod φ1(T )r+1,

f (T )≡ 1
p2 mod φ2(T )r+1,

...

f (T )≡ 1
pn mod φn(T )r+1,

...

The goal of this section is to write down G(|x |, r + 1) explicitly.

Definition 3.1. For each n ≥ 1 and r ≥ 1, define

Gn,r+1(T ) :=
[

1−
(
φn(T )

p

)r+1]r+1 1
pn

∏
i>n

[
1−

(
1−

φi (T )
p

)r+1]r+1

.

To check Gn,r+1(T ) is well-defined, we need to show that the infinite product converges. We prove
that for any n, r ≥ 1 the product

∏
i>n(1− (1− (φi (T )/p))r+1) converges.

Lemma 3.2. For any c = 1, 2, . . . , p− 1 and any j = 1, 2, . . . , cpi−1, we have

vp

((cpi−1

j

))
= i − 1− vp( j).

Proof. We leave this as an exercise for the reader. □

Lemma 3.3. For any i ≥ 1, we have

vp

(
1−

φi (T )
p

,
1

φ(pi )

)
= 0

and, for l ≥ 1, we have

vp

(
1−

φi (T )
p

,
1

φ(pl)

)
> i − l − 1.
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Proof. Since φi (T ) is (1/φ(pi ))-extremal, we see that by (8), vp(φi (T ), 1/φ(pi )) = 1. Since all
the terms except the constant terms of the polynomials φi (T ) and φi (T ) − p are the same, we get
vp(φi (T )− p, 1/φ(pi ))= 1. Therefore vp(1−φi (T )/p, 1/φ(pi ))= 0.

Write φi (T )− p = a1T + a2T 2
+ · · · + aφ(pi )T φ(pi ). By expanding the powers of (1+ T ) in φi (T ),

we see that

a j =

( pi−1

j

)
+

(2pi−1

j

)
+ · · ·+

(
(p−1)pi−1

j

)
.

By Lemma 3.2,

vp(a j )+
j

φ(pl)
≥ i−1−vp( j)+

pvp( j)

φ(pl)
= i−1−vp( j)+

pvp( j)−(l−1)

p− 1
> i−1−vp( j)+vp( j)−(l−1)= i−l.

Therefore

vp

(
1−

φi (T )
p

,
1

φ(pl)

)
= vp

(
φi (T )− p,

1
φ(pl)

)
− 1> i − l − 1. □

We now prove that the product
∏

i>n(1−(1−(φi (T )/p))r+1) converges in E ]0,1/(p−1)] for n, r ≥1. Con-
sider the polynomials 1− (1− (φi (T )/p))r+1 as elements of E ]0,∞]. By [Lazard 1962, Proposition 4.11],
the product

∏
i>n(1− (1−φi (T )/p)r+1) converges in E ]0,∞] if and only if

vp

((
1−

φi (T )
p

)r+1

, s
)
→∞ as i→∞ (15)

for each s > 0. Fix s > 0 and pick ls ≥ 1 such that 1/φ(pls ) < s. As (1− φi (T )/p)r+1 contains no
negative power of T, we have

vp

((
1−

φi (T )
p

)r+1

, s
)
≥ (r + 1)vp

(
1−

φi (T )
p

,
1

φ(pls )

)
> (r + 1)(i − ls − 1),

by Lemma 3.3, whence (15) holds. Therefore the product
∏

i>n(1− (1− (φi (T )/p))r+1) converges in
E ]0,∞] ⊆ E ]0,1/(p−1)].

Our candidate for G(|x |, r + 1) is
∑
∞

n=1 Gn,r+1(T ). To see that the infinite sum is well-defined, we
prove the following theorem.

Theorem 3.4. For any positive integer l, the sequence Gn,r+1(T ) converges to 0 with respect to the
valuation vp( · , 1/φ(pl)).

Proof. Fix l ≥ 1. We need to show

vp

(
Gn,r+1(T ),

1
φ(pl)

)
→∞ as n→∞.

Consider

vp

(
Gn,r+1(T ),

1
φ(pl)

)
= (r + 1)vp

(
1−

(
φn(T )

p

)r+1

,
1

φ(pl)

)
− n+ (r + 1)

∑
i>n

vp

(
1−

(
1−

φi (T )
p

)r+1

,
1

φ(pl)

)
.
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Note that

1−
(
φn(T )

p

)r+1

=

(
1−

φn(T )
p

)(
1+

φn(T )
p
+ · · ·+

(
φn(T )

p

)r )
.

Now if n ≥ l, then

vp

(
φn(T ),

1
φ(pl)

)
= 1.

Indeed, since φn(T )= a0+ a1T + · · ·+ aφ(pn)T φ(pn) is (1/φ(pn))-extremal, we have

vp(ai )+
i

φ(pl)
≥ vp(ai )+

i
φ(pn)

≥ vp(a0)= 1 for any i.

Hence

vp

(
φn(T ),

1
φ(pl)

)
= vp(a0)= 1.

Thus

vp

(
(φn(T )/p) j ,

1
φ(pl)

)
= 0 for any j ≥ 0.

Therefore

vp

(
1−

(
φn(T )

p

)r+1

,
1

φ(pl)

)
≥ vp

(
1−

φn(T )
p

,
1

φ(pl)

)
> n− l − 1,

where the last inequality is a consequence of Lemma 3.3. On the other hand, writing

1−
(

1−
(
φi (T )

p

))r+1

= a′0+ a′1T + · · ·+ a′
(r+1)φ(pi )

T (r+1)φ(pi ),

we observe that a′0 = 1 and a′1T + · · ·+ a′
(r+1)φ(pi )

T (r+1)φ(pi )
=−(1− (φi (T )/p))r+1. By Lemma 3.3,

vp

(
−

(
1−

φi (T )
p

)r+1

,
1

φ(pl)

)
> 0 if i > l.

We also know that vp(a′0)= 0. Therefore

vp

(
1−

(
1−

φi (T )
p

)r+1

,
1

φ(pl)

)
= 0.

Using these estimates together, we see that, for n ≥ l,

vp

(
Gn,r+1(T ),

1
φ(pl)

)
> (r + 1)(n− l − 1)− n = nr − (r + 1)l − (r + 1).

Letting n→∞, we see that vp(Gn,r+1(T ), 1/φ(pl))→∞, as desired. Therefore the sequence Gn,r+1(T )
converges to 0 with respect to the valuation vp( · , 1/φ(pl)) for each l > 0. □

Using the theorem above, we see that the series G(|x |, r+1)=
∑
∞

n=1 Gn,r+1(T ) converges. It is easily
checked, using φi (T )≡ p mod φn(T ) for i > n, that it is a solution to the system of congruences that we
started with:

G(|x |, r + 1)≡ 1
pn mod φn(T )r+1 for all n ∈ N.

Therefore, we have written down G(|x |, r + 1) explicitly.
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3.2. A partial description of G′(|x|, r + 1). Let r ≥ 1. The second basis vector of H 1(RQp(x
rχ))

constructed by Colmez is represented by the element

c2 =
(
t−(r+1)(p−1ϕ− 1)(log T −G ′(|x |, r + 1)), t−(r+1)(γ − 1)(log T −G ′(|x |, r + 1))

)
in RQp(x

rχ)⊕RQp(x
rχ) (for the untwisted action of ϕ and γ ); see [Colmez 2008, Proposition 2.19].

Here G ′(|x |, r + 1) is an element of E ]0,1/(p−1)] mapping to
∏

n≥1 log(ζpn et/pn
− 1) under the map (14)

(see [loc. cit., Section 2.7]).
We wish to compute G ′(|x |, r + 1) explicitly, just as we did for G(|x |, r + 1). We are only able to

determine G ′(|x |, r + 1) modulo t but this is sufficient for our purposes.
Consider the element

g′(T )=
log γ
γ − 1

log T − log T −
logχ(γ )t
χ(γ )− 1

∈ E]0,
1

p−1 ]. (16)

In the proof of his Theorem 1.5.7, Benois [2011] relates g′(T ) (which he calls y) to the element
d1 =−t−1

∇0(log T )+ (χ(γ )− 1)−1 of RQp [log T, 1/t] using the equation

d1 =− log(χ(γ ))−1t−1(log T + g′(T )), (17)

where
∇0 =

1
logχ(γ )

log γ
γ − 1

.

We claim that ιn(−g′(T ))≡ log(ζpn et/pn
− 1) mod t . Indeed,

ιn(g′(T ))= ιn

(
log γ
γ − 1

log T − log T −
logχ(γ )t
χ(γ )− 1

)
≡

log γ
γ − 1

log (ζpn − 1)− log(ζpn − 1) mod t

≡
1+ γ + · · ·+ γ pn−1(p−1)−1

pn−1(p− 1)
log γ pn−1(p−1)

γ pn−1(p−1)− 1
log(ζpn − 1)− log(ζpn − 1) mod t.

Since γ pn−1(p−1) log(ζpn − 1)= log(ζpn − 1), we get

ιn(g′(T ))≡
1+ γ + · · ·+ γ pn−1(p−1)−1

pn−1(p− 1)
log(ζpn − 1)− log(ζpn − 1) mod t

≡
1

pn−1(p− 1)
log(NQp(ζpn )/Qp(ζpn − 1))− log(ζpn − 1) mod t

≡− log(ζpn − 1) mod t

≡− log(ζpn et/pn
− 1) mod t.

Since the images of −g′(T ) and G ′(|x |, r + 1) under the isomorphism (14) are equal (with r there
equal to zero!), there exists g′′(T ) ∈ E ]0,1/(p−1)] such that

G ′(|x |, r + 1)=−g′(T )+ tg′′(T ). (18)

This determines G ′(|x |, r + 1) explicitly modulo t .



Semistable representations as limits of crystalline representations 1079

3.3. Another basis of H1(RQ p(x rχ)). Let r ≥ 1. In this section, we consider a different basis
{ᾱr+1, β̄r+1} of H 1(RQp(x

rχ)) described in [Benois 2011, Proposition 1.5.4] which is more suitable for
computations. Here bar denotes class in H 1(RQp(x

rχ)). By [loc. cit., Corollary 1.5.5], for any class in
H 1(RQp(x

rχ)) represented by (a, b) ∈RQp(x
rχ)⊕RQp(x

rχ), we have

(a, b)= λ′ · ᾱr+1+µ
′
· β̄r+1, where λ′ = res(atr dt) and µ′ = res(btr dt). (19)

We want to compute the change of basis relation between Colmez’s basis and Benois’ basis. This
allows us to state the formula for the L-invariant of a nonzero cohomology class in terms of certain
residues.

Proposition 3.5. Let

c1 =
(
t−(r+1)(p−1ϕ− 1)G(|x |, r + 1), t−(r+1)(γ − 1)G(|x |, r + 1)

)
,

c2 =
(
t−(r+1)(p−1ϕ− 1)(log T −G ′(|x |, r + 1)), t−(r+1)(γ − 1)(log T −G ′(|x |, r + 1))

)
be elements of RQp(x

rχ)⊕RQp(x
rχ) representing Colmez’s basis of H 1(RQp(x

rχ)). Then

c̄1 =−
p− 1

p
· ᾱr+1, c̄2 = log(χ(γ )) · β̄r+1.

Proof. We prove the proposition using (19). We therefore need to compute the four residues

res
(
t−1(p−1ϕ− 1)G(|x |, r + 1) dt

)
, res

(
t−1(γ − 1)G(|x |, r + 1) dt

)
,

res
(
t−1(p−1ϕ− 1)(log T −G ′(|x |, r + 1)) dt

)
, res

(
t−1(γ − 1)(log T −G ′(|x |, r + 1)) dt

)
.

We shall use the following formulas: for any f (T ) ∈RQp , we have

res(ϕ( f (T )) dt)= res( f (T ) dt), (20)

res(γ ( f (T )) dt)= χ(γ )−1 res( f (T ) dt). (21)

• Recall that G(|x |, r + 1)=
∑
∞

n=1 Gn,r+1(T ), where

Gn,r+1(T )=
[

1−
(
φn(T )

p

)r+1]r+1 1
pn

∏
i>n

[
1−

(
1−

φi (T )
p

)r+1]r+1

.

Using equation (9), we see that (p−1ϕ)Gn,r+1(T )= Gn+1,r+1(T ). Therefore

(p−1ϕ− 1)G(|x |, r + 1)=−G1,r+1(T ).

Hence res
(
t−1(p−1ϕ− 1)G(|x |, r + 1) dt

)
=− res(t−1G1,r+1(T ) dt). Now

res(t−1G1,r+1(T ) dt)= res
(

t−1
[

1−
(
φ1(T )

p

)r+1]r+1 1
p

∏
i>1

[
1−

(
1−

φi (T )
p

)r+1]r+1

dt
)

(10)
= res

(
T−1

(
φ1(T )

p

)−1[
1−

(
φ1(T )

p

)r+1]r+1 1
p

f (T ) dt
)
,
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where

f (T )=
∏
i>1

(
φi (T )

p

)−1[
1−

(
1−

φi (T )
p

)r+1]r+1

.

An argument similar to those above shows that f (T ) ∈ E ]0,1/(p−1)]. Moreover, since the value of
φ(T )/p at T = 0 is 1, we see that f (T ) ∈ 1+ T Qp[[T ]]. Using (9), we see that there exists g(T ) ∈
1+ T Qp[[T ]] ∩ E ]0,1/(p−1)] such that f (T )= ϕ(g(T )). We therefore have

res(t−1G1,r+1(T ) dt)= res
(

T−1
(
φ1(T )

p

)−1[
1−

(
φ1(T )

p

)r+1]r+1 1
p
ϕ(g(T )) dt

)
.

Adding and subtracting 1 from the term [1− (φ1(T )/p)r+1
]
r+1, we get

res(t−1G1,r+1(T ) dt)

(7)
= res

(
1

(1+ T )p − 1
ϕ(g(T )) dt

)
+ res

(
T−1

(
φ1(T )

p

)−1([
1−

(
φ1(T )

p

)r+1]r+1

− 1
)

1
p
ϕ(g(T )) dt

)
.

The first term is equal to res(ϕ(g(T )/T ) dt), which by (20), equals res(g(T )/T dt) = 1, since the
constant term of g(T ) is 1. For the second term, we see that φ1(T )/p divides [1− (φ1(T )/p)r+1

]
r+1
− 1

as polynomials. Also, the constant term of(
φ1(T )

p

)−1([
1−

(
φ1(T )

p

)r+1]r+1

− 1
)
ϕ(g(T ))

is −1. Hence, the second residue is −1/p. Therefore,

res
(
t−1(p−1ϕ− 1)G(|x |, r + 1) dt

)
=

1
p
− 1.

• We prove res
(
t−1(γ − 1)G(|x |, r + 1) dt

)
= 0, by showing that, for all n ≥ 1,

res(t−1(γ − 1)Gn,r+1(T ) dt)= 0.

Again by (9), we see that (p−1ϕ)Gn,r+1(T )= Gn+1,r+1(T ). Therefore

res(t−1(γ − 1)Gn,r+1(T ) dt) = res(t−1(γ − 1)(p−1ϕ)n−1G1,r+1(T ) dt)
(11)
= res(ϕn−1t−1(γ − 1)G1,r+1(T ) dt)

(12)
= res(ϕn−1(χ(γ )γ − 1)(t−1G1,r+1(T )) dt),

which vanishes by (20) and (21).

• Using (18), we get log T −G ′(|x |, r + 1) = log T + g′(T )− tg′′(T ), whereas rearranging the terms
in (17), we get log T + g′(T )=− log(χ(γ ))td1. These two equations imply

log T −G ′(|x |, r + 1)=− log (χ(γ ))td1− tg′′(T ).

Therefore we have

t−1(p−1ϕ− 1)(log T −G ′(|x |, r + 1))
(11)
= − log (χ(γ ))(ϕ− 1)d1− (ϕ− 1)g′′(T ).
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By the discussion on [Benois 2011, p. 1604, p. 1601], res(((ϕ− 1)d1) dt)= 0. By (20), we get

res(t−1(p−1ϕ− 1)(log T −G ′(|x |, r + 1)) dt)= 0.

• Similarly, we have

t−1(γ − 1)(log T −G ′(|x |, r + 1))
(12)
= − log (χ(γ ))(χ(γ )γ − 1)d1− (χ(γ )γ − 1)g′′(T ).

Using (χ(γ )γ − 1)d1 =−1/T (see the proof of [loc. cit., Theorem 1.5.7(iiib)]) and using (21), we get

res(t−1(γ − 1)(log T −G ′(|x |, r + 1)) dt)= logχ(γ ).

Using (19), we see that c̄1 is −((p− 1)/p) · ᾱr+1 and c̄2 is log (χ(γ )) · β̄r+1. □

Let us state the formula for the L-invariant using [Colmez 2008, Definition 2.20]. Let (a, b) represent
a nonzero element of H 1(RQp(x

rχ)). Writing (a, b) = λ · c̄1 +µ · c̄2, where the bar over an element
denotes its class in H 1(RQp(x

rχ)), Colmez defines the L-invariant associated to the class of (a, b) to be
((p− 1)/p)(λ/µ) ∈ P1(Qp).4 Using Proposition 3.5, we can restate the formula for the L-invariant in
terms of Benois’ basis.

Definition 3.6. If (a, b)= λ′ · ᾱr+1+µ
′
· β̄r+1 ̸= 0, where (a, b) is the class of (a, b) in H 1(RQp(x

rχ)),
then the L-invariant associated to this class is

L=− log(χ(γ )) ·
λ′

µ′
.

4. Cohomology of mRO(Ur )(δUr )

The aim of this section is to find a generator of H 1(mRO(Ur )(δUr )) for the tautological character δUr :

Q∗p→O(Ur )
∗, which will be defined in the first subsection. This generator is an essential ingredient in

the proof of Theorem 5.2.

4.1. The tautological character δUr : Q∗
p → O(Ur)

∗. Define δUr by the equations

δUr (p)= S1,

δUr (ζp−1)= ζ
r+1
p−1,

δUr (1+ p)= 1+ S2.

(22)

This character is tautological in the following sense. If δ is an E-valued character of Q∗p and if
(δ(p), δ(ζp−1), δ(1+ p)− 1) ∈Ur (E), then we have the following commutative diagram:

4The sign is the opposite of the one in [Colmez 2008, Definition 2.20]. We believe that this choice of sign is correct.
Indeed, consider the image of p(1+ p) under the Kummer map κ :Q∗p→ H1(Qp,Qp(1)). By the discussion in [Benois 2011,
Section 1.5.6], we see that with the original choice of sign, the L-invariant associated to the image of κ(p(1+ p)) under the
canonical isomorphism H1(Qp,Qp(1)) ≃ H1(RQp (x |x |)) is − log(1+ p). However, using Tate’s formula, the L-invariant
associated to κ(p(1+ p)) is equal to log(p(1+ p))/(vp(p(1+ p)))= log(1+ p). The original sign is also incompatible with
our results in the Introduction.



1082 Anand Chitrao, Eknath Ghate and Seidai Yasuda

O(Ur )
∗

Q∗p E∗

δUr

δ

where the vertical map is induced by the affinoid algebra map O(Ur )→ E associated to the E-valued
point (δ(p), δ(ζp−1), δ(1+ p)− 1) of Ur .

We prove that δUr is bien plaçé in the sense of [Chenevier 2013, Definition 2.31].

Lemma 4.1. The character δUr is bien plaçé.

Proof. • Given any i ∈ Z, we have to check that 1− δUr (p)p
i
= 1− S1 pi is not a zero divisor in O(Ur ).

But this follows immediately from the fact that Qp⟨S1, S2⟩ is a domain and Qp⟨S1, S2⟩ →O(Ur ) is flat
[Bosch, Güntzer, and Remmert 1984, Corollary 7.3.2/6].

• Given any i ≥ 0, we have to check that the image of

1− δUr (χ(γ ))χ(γ )
1−i
= 1− ζ a(r+2−i)

p−1 (1+ S2)(1+ p)1−i

in the quotient O(Ur )/(1− δUr (p)p
−i ) is not a zero divisor. This again follows from the facts that

Qp⟨S1, S2⟩/(1− δUr (p)p
−i )→O(Ur )/(1− δUr (p)p

−i )

is flat [loc. cit., Corollary 7.3.2/6], that the above element is nonzero on the left (easy to check) and
that the ring on the left is a domain (indeed, if f (S1, S2)g(S1, S2)= (1− S1 p−i )h(S1, S2), then applying
the Weierstrass division theorem [loc. cit., Corollary 5.2.1/2], we have f = q(1 − S1 p−i ) + r and
g= q ′(1− S1 p−i )+r ′ for some q, q ′ ∈Qp⟨S1, S2⟩ and r, r ′ ∈Qp⟨S2⟩, so that (1− S1 p−i )|rr ′ and hence
one of r or r ′ must be zero). □

4.2. Computation of H1(mRO(Ur )(δUr )). In this section, we make explicit some facts in [Chenevier
2013] about the first Fontaine–Herr cohomology groups of certain “big” (ϕ, 0)-modules.

Let RO(Ur )(δUr ) be the Robba ring over O(Ur ) in the variable T, with the standard actions of ϕ and 0
twisted by δUr : ϕT = δUr (p)((1+ T )p

− 1) and γ T = δUr (χ(γ ))((1+ T )χ(γ )− 1). Let ψ be the usual
left inverse of ϕ, twisted by δUr (p

−1). Let R+O(Ur )
(δUr ) be the power series in RO(Ur )(δUr ) consisting of

nonnegative powers of T.
We work with two different versions of the Fontaine–Herr cohomology groups for (ϕ, 0)-modules D

over the Robba ring RO(Ur ), namely, the (ϕ, 0)-version H 1
(ϕ,0)(D) and the (ψ, 0)-version H 1

(ψ,0)(D).
The former groups are defined as usual as the cohomology groups of the complex (6). For the definition
of the latter groups, one replaces ϕ by ψ in the maps in the complex (6). There is a map η from the
(ϕ, 0)-complex to the (ψ, 0)-complex

0 D D⊕ D D 0

0 D D⊕ D D 0

η0 η1 η2
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where
η0(x)= x, η1(x, y)= (−ψ(x), y) and η2(x)=−ψ(x).

If γ − 1 is bijective on Dψ=0, then η induces an isomorphism on cohomology: H 1
(ϕ,0)(D)≃ H 1

(ψ,0)(D)
(see [Chenevier 2013, Section 2]).

By [loc. cit., Theorem 2.33], the cohomology group H 1
(ϕ,0)(RO(Ur )(δUr )) is a free module of rank 1

over O(Ur ). First, we compute an O(Ur )-generator of H 1
(ϕ,0)(RO(Ur )(δUr )). By [loc. cit., Theorem 2.33],

the inclusion mRO(Ur )(δUr )→RO(Ur )(δUr ) induces an isomorphism

H 1
(ϕ,0)(mRO(Ur )(δUr ))→ H 1

(ϕ,0)(RO(Ur )(δUr )).

Second, we use this isomorphism to lift the O(Ur )-generator of H 1
(ϕ,0)(RO(Ur )(δUr )) to an O(Ur )-generator

of H 1
(ϕ,0)(mRO(Ur )(δUr )) (see Definition 4.5).

Let D =RO(Ur )(δUr ). In Section 4.1, we showed that δUr is bien plaçé. By [loc. cit., Proposition 2.32]
we have the isomorphisms

C(D+)/(γ − 1)−→ C(D)/(γ − 1)←− Dψ=1/(γ − 1)−→ H 1
(ψ,0)(D),

where C(D) = (1− ϕ)Dψ=1, D+ =R+O(Ur )
(δUr ) and C(D+) = (1− ϕ)(D+)ψ=1, and where we recall

that the actions of ϕ and ψ are the usual ones twisted by δUr . The first map is induced by the canonical
injection of D+ into D. The second map is induced by f (T ) 7→ (1−ϕ) f (T ). The third map is induced
by f (T ) 7→ (0, f (T )). We emphasize that the cohomology group appearing in the display above is in
the sense of (ψ, 0)-modules.

We wish to find an O(Ur )-generator of H 1
(ψ,0)(D). We do so by finding an O(Ur )-generator of

C(D+)/(γ −1) and then using the isomorphisms above to get an O(Ur )-generator of H 1
(ψ,0)(D). To find

an O(Ur )-generator of C(D+)/(γ − 1), we prove a couple of lemmas.

Lemma 4.2. C(D+)= (D+)ψ=0.

Proof. By definition, C(D+) is the image of the map 1−ϕ : (D+)ψ=1
→ (D+)ψ=0. Applying [Chenevier

2013, Lemma 2.9(vi)] with λ = S1 and N = 0 (r ≥ 1⇒ |S1| < 1), we see that this map is a bijection.
The lemma follows. □

Lemma 4.3. S1(1+ T ) generates (D+)ψ=0/(γ − 1) as a free O(Ur )-module of rank 1.

Proof. In order to prove this, we apply [loc. cit., Proposition 2.14]. We know that D+ is a free R+O(Ur )
-

module of rank 1, say with basis w. To check that D+ is 0-bounded in the sense of [loc. cit., Section 1.8],
we choose the following model of O(Ur ):

A= Zp⟨S1, S2, T1, T2, T3⟩/(pr T1− S1, 1− T1T2, pT3− S2).

Then for γ ′ ∈ 0 we have Mat(γ ′)= [δUr (χ(γ
′))] ∈ M1(A[[T ]]), so D+ is 0-bounded. Using [loc. cit.,

Proposition 2.14], we see that {S1(1+ T )w} is a basis of (D+)ψ=0 over R+O(Ur )
(0) (see [loc. cit., Sec-

tion 2.12] for the definition of the last ring). Now R+O(Ur )
(0)/(γ−1)∼=O(Ur ). Therefore (D+)ψ=0/(γ−1)

is a free O(Ur )-module of rank 1 generated by S1(1+ T )w. □
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For the remainder of section, we drop w when we talk about the O(Ur )-generator S1(1+ T )w of
(D+)ψ=0/(γ − 1). Using these lemmas, we see that the quotient C(D+)/(γ − 1) is generated by
S1(1+ T ) as a free O(Ur )-module. Pushing this generator to C(D)/(γ − 1) under the first isomorphism
C(D+)/(γ − 1)→ C(D)/(γ − 1), we see that S1(1+ T ) is an O(Ur )-generator of C(D)/(γ − 1). Now
we want a generator of Dψ=1/(γ − 1).

Lemma 4.4. The element y = S1
∑
∞

n=0 Sn
1 (1+ T )pn

is the preimage of S1(1+ T ) under the isomorphism
1−ϕ : Dψ=1/(γ − 1)→ C(D)/(γ − 1).

Proof. Note y ∈ Dψ=1 (for the twisted ψ). To see this, write (for the twisted ϕ)

S1

∞∑
n=0

Sn
1 (1+ T )pn

= ϕ

(
S1

∞∑
n=0

Sn
1 (1+ T )pn

)
+ (1+ T )ϕ(1).

From the definition of ψ (see [Chenevier 2013, Section 2.1]), we see that y ∈ Dψ=1. Clearly (1−ϕ)y =
S1(1+ T ). □

Finally, consider the third isomorphism Dψ=1/(γ − 1)→ H 1
(ψ,0)(D) induced by sending f (T ) to

(0, f (T )). Using this isomorphism, we see that the class of (0, y) is a generator of H 1
(ψ,0)(D) as a free

O(Ur )-module. We repeat that this cohomology group is in the sense of (ψ, 0)-modules. In order to get
a generator of the (ϕ, 0)-cohomology group, we note that D is a rank-1 module so it is tautologically
trianguline, so γ − 1 is bijective on Dψ=0 by [loc. cit., Corollary 2.5], so

H 1
(ϕ,0)(D)

(−ψ,id)
−−−−→ H 1

(ψ,0)(D)

is an isomorphism of cohomology groups, by the discussion at the beginning of this section. Since
y ∈ Dψ=1, we have (ϕ− 1)y ∈ Dψ=0. Since γ − 1 is bijective on Dψ=0, there exists a unique x ∈ Dψ=0

such that (γ − 1)x = (ϕ− 1)y. Therefore (x, y) represents a class in H 1
(ϕ,0)(D). Moreover, the class of

(x, y) maps to the class of (0, y) under the isomorphism above. Therefore, the class of (x, y) generates
H 1
(ϕ,0)(D) as a free O(Ur )-module.
For the rest of this paper, every cohomology group that we write will be the (ϕ, 0)-version, and we

drop the subscript “(ϕ, 0)” from the notation.
We conclude this section by describing an O(Ur )-generator of H 1(mRO(Ur )(δUr )).
Using the isomorphism H 1(m D)→ H 1(D), we see that the class of (x, y) is represented by elements

of m D: there exists a d ∈ D such that x − (ϕ− 1)d, y− (γ − 1)d ∈ m D.

Definition 4.5. We denote by e the class of (x − (ϕ− 1)d, y− (γ − 1)d) in H 1(m D).

Thus e is an explicit generator of the free O(Ur )-module H 1(mRO(Ur )(δUr )) of rank 1.

5. The L-invariant of the limit point

Recall that the fiber in the blow-up Ũr of Ur over the exceptional point (pr, (1+ p)r+1
−1) corresponding

to the maximal ideal m = ( f1, f2) is parametrized by P1(Qp). The main theorem in this section gives us
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a formula for the L-invariant (in the sense of Definition 3.6) of the (ϕ, 0)-module associated to a general
E-valued point (pr, (1+ p)r+1

−1, a :b) in the exceptional fiber. Fix such a point (pr, (1+ p)r+1
−1, a :b).

Let v ∈Hom(m/m2
⊗Qp E, E) be a tangent vector representing the tangent direction associated with this

point by Proposition 2.5. Recall that D=RO(Ur )(δUr ). Consider the specialization map v∗ : E⊗Qp m D→
RE(xrχ) induced by the composition of maps

m D→ m⊗ D→ m/m2
⊗Qp D/m D v

−→ E ⊗Qp RQp(x
rχ)=RE(xrχ)

given by
f g 7→ f ⊗ g 7→ f̄ ⊗ ḡ 7→ v( f̄ )ḡ

for all f ∈ m, g ∈ D, where the first map is the inverse of the multiplication map m⊗ D→ m D (which
is an isomorphism since RO(Ur ) is flat over O(Ur ) by [Chenevier 2013, Lemma 1.3(v)]), and the second
map is the map obtained by going mod m on each factor. In particular, we have

v∗( f1g1+ f2g2)= v( f̄1)ḡ1+ v( f̄2)ḡ2,

where g1, g2 ∈ D are arbitrary, ḡ1, ḡ2 are their images in D/m D, and f̄1, f̄2 are the images of f1= S1− pr

and f2 = 1+ S2− (1+ p)r+1 in m/m2, respectively.
The map v∗ yields a specialization map H 1(v∗) : E ⊗Qp H 1(m D)→ H 1(RE(xrχ)) induced by

H 1(v∗)(η1, η2)= (v
∗(η1), v

∗(η2))

for (η1, η2) ∈ m D⊕m D representing a cohomology class in H 1(m D). Recall that e is represented by

(x − (δUr (p)ϕ− 1)d, y− (δUr (χ(γ ))γ − 1)d) ∈ m D⊕m D

and is an O(Ur )-generator of H 1(m D), where now ϕ and γ are the usual untwisted operators (see
Definition 4.5). Here we have rewritten e in terms of these untwisted operators since this explicit formula
for e will be needed below. We make the following definition.

Definition 5.1. The (ϕ, 0)-module associated5 to the point (pr, (1+ p)r+1
−1, a : b) is the image of e in

H 1(RE(xrχ)) under H 1(v∗).

Note that the generator e and the tangent vector v are only well-defined up to scalars, but the isomorphism
class of this (ϕ, 0)-module is unchanged under multiplication by scalars. The theorem below gives us a
formula for the L-invariant of the (ϕ, 0)-module associated to (pr, (1+ p)r+1

−1, a : b) in the exceptional
fiber in terms of a and b. Note that the L-invariant only depends on the projective image of the cohomology
class H 1(v∗)(e).

Theorem 5.2. The L-invariant of the (ϕ, 0)-module associated to the E-valued point in the exceptional
fiber with coordinates (pr, (1+ p)r+1

− 1, a : b) is

L=−
(1+ p)r+1 log(1+ p)

pr ·
a
b
∈ P1(E).

5There is a more conceptual definition of this (ϕ, 0)-module in terms of a cover Ui of Ũr as the module (Di )z , with notation
as in the proof of [Chenevier 2013, Proposition 3.9], but this definition coincides with the more computational one given here by
[loc. cit., Theorem 2.33] (see the remarks at the end of that proof).
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Proof. We compute the L-invariant of the (ϕ, 0)-module given by H 1(v∗)(e) using Definition 3.6. For
convenience of notation, let Res( f (T ))= res( f (T ) dt) for f (T ) ∈RE ,RO(Ur ). Write

H 1(v∗)(e)= λv · ᾱr+1+µv · β̄r+1,

where, by (19),

λv = Res(trv∗(x − (δUr (p)ϕ− 1)d)), µv = Res(trv∗(y− (δUr (χ(γ ))γ − 1)d)).

To compute these residues, we first note that the following square commutes:

m D⊗Qp E RE(xrχ)

m⊗Qp E E

v∗

Res(tr _) Res(tr _)

v

where we write v again for the map m⊗E −→m/m2
⊗E v
−→ E . Indeed, given any element f1g1+ f2g2 ∈

m D, we have
Res(trv∗( f1g1+ f2g2))= Res(tr (v( f̄1)ḡ1+ v( f̄2)ḡ2))

= v( f̄1)Res(tr ḡ1)+ v( f̄2)Res(tr ḡ2)

= v(Res(tr g1) f1+Res(tr g2) f2)

= v(Res(tr ( f1g1+ f2g2))).

Now we prove that Res(tr x)= 0 and Res(tr y)= 0. We use the following formulas, which are similar
to (20) and (21). For any f (T ) ∈RO(Ur ), we have

Res(ϕ( f (T )))= Res( f (T )), (23)

Res(γ ( f (T )))= χ(γ )−1 Res( f (T )). (24)

Using the definition of x and y (see the discussion before Definition 4.5), we get

(δUr (χ(γ ))γ − 1)x = (δUr (p)ϕ− 1)y =−S1(1+ T ),

by Lemma 4.4. Multiplying by tr and taking residues, by (12) and (11), we get

Res((δUr (χ(γ ))χ(γ )
−rγ − 1)tr x)= Res(−tr S1(1+ T ))= 0,

Res((δUr (p)p
−rϕ− 1)tr y)= Res(−tr S1(1+ T ))= 0.

Applying (24) and (23) to the terms on the left, we get Res(tr x)= 0= Res(tr y).
Thus, using the commutativity of the diagram above, we get

λv = v(Res(tr (x − (δUr (p)ϕ− 1)d)))

= −v(Res(tr (δUr (p)ϕ− 1)d))
(11)
= −v(Res((δUr (p)p

−rϕ− 1)tr d)).
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Using (23), we get

λv = −v((δUr (p)p
−r
− 1)Res(tr d))

(22)
= −v((S1− pr )p−r Res(tr d))

= −v( f1 p−r Res(tr d)) = −p−rv( f1 Res(tr d)).

The expression in the brackets belongs to m. Recall that v : m⊗ E→ E is the composition of the maps
: m→ m/m2 and v : m/m2

⊗ E→ E . We therefore get

λv =−p−r Res(tr d) · v( f̄1)=−p−r Res(tr d) · a.

Similarly,

µv = v
(
Res(tr (y− (δUr (χ(γ ))γ − 1)d))

)
= −v

(
Res(tr (δUr (χ(γ ))γ − 1)d)

)
(12)
= −v

(
Res((δUr (χ(γ ))χ(γ )

−rγ − 1)tr d)
)
.

Using (24), we get
µv =−v

(
(δUr (χ(γ ))χ(γ )

−(r+1)
− 1)Res(tr d)

)
.

Since χ(γ )= ζ a
p−1(1+ p), for some a, we get

µv
(22)
= −v

(
(ζ

a(r+1)
p−1 (1+ S2)ζ

−a(r+1)
p−1 (1+ p)−(r+1)

− 1)Res(tr d)
)

= −v( f2(1+ p)−(r+1) Res(tr d))

= −(1+ p)−(r+1)v( f2 Res(tr d)).

The expression inside the brackets is an element of m. As above, we get

µv =−(1+ p)−(r+1)Res(tr d) · v( f̄2)=−(1+ p)−(r+1)Res(tr d) · b.

Both λv and µv cannot be equal to 0 simultaneously because H 1(v∗)(e) ̸= 0. So Res(tr d) ̸= 0. By
Definition 3.6 (or directly by [Benois 2011, Proposition 2.3.7]), the L-invariant of H 1(v∗)(e) is

− log(χ(γ )) ·
λv

µv
=−

(1+ p)r+1 log(1+ p)
pr ·

a
b
. □

6. Proof of Theorem 1.1 and generalizations

6.1. Proof of Theorem 1.1. Let k≥ 3 and let r = k−2. Let (kn, an) for n≥ 1 be as in (1). These quantities
depend on L ∈ P1(Qp). We prove that the sequence of crystalline representations V ∗kn,an

converges to the
semistable representation V ∗k,L.

We recall some facts from Section 1.3. Recall that the ordered pair of characters (δ1,n, δ2,n) is associated
to the representation V ∗kn,an

and the sequence of characters δ1,nδ
−1
2,n = µy2

n
χ kn−1, where yn is as in (3),

converges to the exceptional character xrχ . Moreover, the characterµy2
n
χ kn−1 corresponds to the following

point of Ũr :
(y2

n , (1+ p)kn−1
− 1, y2

n − pr
: (1+ p)kn−1

− (1+ p)k−1). (25)
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We compute the limit of the above points in Ũr as n→∞ using the following lemmas.

Lemma 6.1. We have

lim
n→∞

y2
n − pr

pn(p− 1)
=

{
Lpr if L ̸= ∞,
2pr/(p− 1) if L=∞.

Proof. Assume L ̸= ∞. We have

y2
n − pr

=

(
an +

√
a2

n − 4pkn−1

2

)2

− pr
= a2

n

(
1+
√

1− 4pkn−1a−2
n

2

)2

− pr .

For large n, the valuation of an = pr/2
+

1
2Lpn+r/2(p − 1) is equal to 1

2r . Therefore for large n, the
expression inside the second radical sign is an element of 1+ p1+pn(p−1)OE , where OE is the ring of
integers of E . Since taking square roots is an automorphism of this group, we see that

√

1− 4pkn−1a−2
n ∈

1+ p1+pn(p−1)OE . Therefore we can write

1+
√

1− 4pkn−1a−2
n

2
= 1+ up1+pn(p−1)

for some u ∈OE . Substituting this in the previous equation, we get

y2
n − pr

=
(

pr
+Lpn+r (p− 1)+ 1

4L
2 p2n+r (p− 1)2

)
(1+ 2up1+pn(p−1)

+ u2 p2+2pn(p−1))− pr

= pr
+Lpn+r (p− 1)+ p2n(u′)− pr

for some u′ whose valuation is bounded below. So

lim
n→∞

y2
n − pr

pn(p− 1)
= Lpr .

The limit in the case L=∞ is computed similarly. □

Lemma 6.2. We have

lim
n→∞

(1+ p)kn−1
− (1+ p)k−1

pn(p− 1)
=

{
(1+ p)k−1 log (1+ p) if L ̸= ∞,
0 if L=∞.

Proof. Assume L ̸= ∞. Since

(1+ p)kn−1
− (1+ p)k−1

= (1+ p)k−1
[(1+ p)pn(p−1)

− 1],

we see that

lim
n→∞

(1+ p)kn−1
− (1+ p)k−1

pn = (1+ p)k−1 lim
n→∞

(1+ p)pn(p−1)
− 1

pn

= (1+ p)k−1 lim
n→∞

{1+ [(1+ p)(p−1)
− 1]}p

n
− 1

pn

(10)
= (1+ p)k−1 log (1+ p)p−1.

The limit in the case L=∞ is proved similarly. □
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Write the sequence (25) as(
y2

n , (1+ p)kn−1
− 1,

y2
n − pr

pn(p− 1)
:
(1+ p)kn−1

− (1+ p)k−1

pn(p− 1)

)
.

Using Lemmas 6.1 and 6.2, we see that the sequence above converges to the point{(
pr, (1+ p)k−1

− 1,Lpr
: (1+ p)k−1 log (1+ p)

)
if L ̸= ∞,

(pr, (1+ p)k−1
− 1, 1 : 0) if L=∞.

Assume L ̸=∞. By Theorem 5.2, the L-invariant of the (ϕ, 0)-module associated to this limit point is
−L. By [Colmez 2008, Théorème 0.5(i)], this (ϕ, 0)-module is also étale since (µpr/2, µ1/pr/2χ1−k,−L)∈
S∗\S

ncl
∗

in the notation of [loc. cit.] since 1
2r− 1

2r = 0, 1
2r > 0 and 1

2r ̸> k−1. The corresponding Galois
representation is V (µpr/2, µ1/pr/2χ1−k,−L) in the notation of [loc. cit.]. Comparing the filtered (ϕ, N )-
module associated to V ∗k,L given in the Introduction with the one associated to V (µpr/2, µ1/pr/2χ1−k,−L)
using [loc. cit., Section 4.6] (more specifically, [loc. cit., Proposition 4.18] with a = 1 − k, b = 0,
α = µpk/2 , and L replaced by −L), we see that V (µpr/2, µ1/pr/2χ1−k,−L)≃ V ∗k,L. Thus the sequence of
crystalline representations V ∗kn,an

converges to the semistable representation V ∗k,L for L ∈ E .
Now assume we are in the L = ∞ case. By Theorem 5.2, the L-invariant associated to the above

limit point is∞. The corresponding Galois representation is V (µpr/2, µ1/pr/2χ1−k,∞) in the notation
of [loc. cit.]. Comparing the filtered ϕ-module associated to V ∗k,∞ in the Introduction with the one
associated to V (µpr/2, µ1/pr/2χ1−k,∞) in [loc. cit., Section 4.5] (more precisely, take a = 1 − k,
b = 0, β = µpr/2 and α = µpk/2 in the second isomorphism in [loc. cit., Proposition 4.13]), we
see that V (µpr/2, µ1/pr/2χ1−k,∞) ≃ V ∗k,∞. (Alternatively, the corresponding Galois representation is
V (µpr/2, µ1/pr/2χ1−k) in the notation of [Berger 2012] and, by Proposition 3.1 of that work, this last
representation is isomorphic to the crystalline representation V ∗k,ap

with ap = pk/2
+ pk/2−1, which as men-

tioned in the Introduction, is isomorphic to V ∗k,∞.) Thus, the sequence of crystalline representations V ∗kn,an

again converges to the (crystalline) representation V ∗k,∞.

6.2. L-invariants as logarithmic derivatives. In this subsection, all L-invariants are finite.
We prove formula (2) from the Introduction showing that L is twice the logarithmic derivative of ap.

More precisely, we prove that if ap :Zp→ E is a differentiable function of l with ap(k)= pr/2 for r = k−2
and k ≥ 3, then the crystalline representations V ∗l,ap(l) converge in T̃2 to the semistable representation V ∗k,L
with

L= 2ap(k)−1a′p(k)

as l tends to k in the p-adic topology through integers l ≡ k mod (p− 1) with l ̸= k. The condition l ≡
k mod (p− 1) is necessary because V ∗l,ap(l) converges to V ∗k,L implies that (the tame part of) det V ∗l,ap(l) =

χ1−l converges to (the tame part of) det V ∗k,L = χ
1−k.

This formula is a variant of a classical formula due to [Greenberg and Stevens 1993, Theorem 3.18;
Stevens 2010, Theorem B; Bertolini, Darmon, and Iovita 2010, Theorem 4; Colmez 2010, Théorème 0.5,
Corollaire 0.7; Benois 2010, Theorem 2] and others (see Remark 6.6). Our proof of the formula seems
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new. It uses some elementary p-adic analysis (see the two lemmas below) and Theorem 5.2, which in
turn uses some geometry (the blow-up space T̃2) and some algebra (the interpretation of this space in
terms of trianguline (ϕ, 0)-modules over the Robba ring).

Recall that for integer l ≥ 2, the (ϕ, 0)-module Drig(V ∗l,ap(l)) is an extension of RE(µ1/y(l)χ
1−l) by

RE(µy(l)), where

y(l)=
ap(l)+

√
ap(l)2− 4pl−1

2
.

Let δ1(l)= µy(l) and δ2(l)= µ1/y(l)χ
1−l. Since l ≡ k mod (p− 1), the characters δ1(l)δ2(l)−1 converge

to the exceptional character xrχ as l→ k. Therefore the characters δ1(l)δ2(l)−1 eventually belong to Ũr .
Moreover, δ1(l)δ2(l)−1 corresponds to the following point of Ũr :(

y(l)2, (1+ p)l−1
− 1, y(l)2− pr

: (1+ p)l−1
− (1+ p)k−1). (26)

We compute the limit of these points in Ũr as l→ k using the following two lemmas.

Lemma 6.3. We have

lim
l→k

y(l)2− pr

l − k
= 2ap(k)a′p(k).

Proof. The statement generalizes that of Lemma 6.1 in the case L ̸= ∞ and we give a slightly different
proof. Note that

y(l)2− pr
=

2ap(l)2+ 2ap(l)
√

ap(l)2− 4pl−1− 4pl−1

4
− pr

=
ap(l)2− pr

2
+

ap(l)2
√

1− 4ap(l)−2 pl−1− pr

2
− pl−1.

Therefore

y(l)2− pr

l − k
=

ap(l)2− pr

2(l − k)
+

ap(l)2− pr

2(l − k)

√
1− 4ap(l)−2 pl−1

+ pr

√
1− 4ap(l)−2 pl−1− 1

2(l − k)
−

pl−1

l − k
.

By the definition of the derivative, the first and the second summands in the equation above converge
to ap(k)a′p(k) as l→ k. The last summand clearly converges to 0. The third summand also converges to
0. Indeed, as l→ k, the valuation of ap(l) becomes 1

2r . Therefore for such l ≥ k we can write√
1− 4ap(l)−2 pl−1

=

∞∑
i=0

(1
2
i

)
(−4ap(l)−2 pl−1)i .

Using the fact that pl−1/l − k converges to 0 as l→ k, we see that

lim
l→k

√
1− 4ap(l)−2 pl−1− 1

2(l − k)
= 0.

Putting everything together, we see that

lim
l→k

y(l)2− pr

l − k
= 2ap(k)a′p(k). □
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Lemma 6.4. We have

lim
l→k

(1+ p)l−1
− (1+ p)k−1

l − k
= (1+ p)k−1 log(1+ p).

Proof. This is the same as Lemma 6.2 in the case L ̸= ∞, so we give a slightly different proof. Write

(1+ p)l−1
− (1+ p)k−1

l − k
= (1+ p)k−1 [(1+ p)l−k

− 1]
l − k

= (1+ p)k−1
[ ∞∑

i=1

1
i

( l−k−1
i−1

)
pi

]
.

Since
(
−1
i−1

)
= (−1)i−1, taking the limit as l→ k we obtain

lim
l→k

(1+ p)l−1
− (1+ p)k−1

l − k
= (1+ p)k−1 log(1+ p). □

Now rewrite the point (26) in the blow-up as(
y(l)2, (1+ p)l−1

− 1,
y(l)2− pr

l − k
:
(1+ p)l−1

− (1+ p)k−1

l − k

)
.

Using Lemmas 6.3 and 6.4, we see that as l→ k, the points above converge to(
pr, (1+ p)k−1

− 1, 2ap(k)a′p(k) : (1+ p)k−1 log(1+ p)
)
.

By Theorem 5.2, we see that the L-invariant of the (ϕ, 0)-module associated to this limit point is
−2ap(k)−1a′p(k). Working as at the end of Section 6.1, we see that the corresponding Galois representation
is V (µpr/2, µ1/pr/2χ1−k,−L) with L= 2ap(k)−1a′p(k), so the crystalline representations V ∗l,ap(l) converge
to the semistable representation V ∗k,L with L= 2ap(k)−1a′p(k).

Remark 6.5. We thank one of the referees for pointing out the following simplification to the computation
of the limits in Lemmas 6.1 and 6.3. Assume as above that ap : Zp → E is a differentiable function
of l with ap(k) = pr/2 with r = k − 2 and k ≥ 3. If we replace the crystalline representations V ∗l,ap(l)

by V ∗l,ap(l)+pl−1/ap(l)
, then the limit computation in Lemma 6.3 becomes easier. Indeed, the y(l) for

the crystalline representation V ∗l,ap(l)+pl−1/ap(l)
is equal to ap(l). Therefore, for l close to k and l ≡

k mod (p− 1), the point in T̃ associated to V ∗l,ap(l)+pl−1/ap(l)
belongs to Ũr and is given by(

ap(l)2, (1+ p)l−1
− 1, ap(l)2− pr

: (1+ p)l−1
− (1+ p)k−1).

To evaluate the limit of these points in the third coordinate, we have to evaluate the limit

lim
l→k

l≡k mod p−1

ap(l)2− pr

l − k
.

But, this limit is just the derivative of ap(l)2 at l= k and so is immediately equal to 2ap(k)a′p(k). Similarly,
for the limits in Lemma 6.1. In principle, since the limit of the above sequence is the same as that of
the original sequence, the crystalline representations Vl,ap(l)+pl−1/ap(l) can also be used to compute the
reduction of the semistable representation Vk,L. Note that V l,ap(l)+pl−1/ap(l) ≃ V l,ap(l) for l close to k by
[Berger 2012, Theorem A].
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Also, Lemmas 6.2 and 6.4 follow immediately by differentiating the function f : Zp→Qp defined by
f (x)= (1+ p)x−1 at x = k.

Remark 6.6 (relation to work of Greenberg and Stevens, etc.). Our formula (2) is slightly different
from the classical formula due to [Greenberg and Stevens 1993; Stevens 2010; Colmez 2010; Bertolini,
Darmon, and Iovita 2010; Benois 2010] and others. We thank D. Benois for pointing this out.

Let us explain the difference. In the classical setting, one starts with a newform f of weight k ≥ 2
for the subgroup 00(N p), where (N , p) = 1 (for simplicity, we assume that the nebentypus at N is
trivial) with Up-eigenvalue αp( f )= p(k−2)/2 (as opposed to −p(k−2)/2 for simplicity). Then one takes
the Hida family F if f is ordinary (equivalently k = 2), or the Coleman family F if f has positive slope
(equivalently k > 2), passing through f with Up-eigenvalue αp, which is an analytic function of the
weight. Note that αp(k)= αp( f ). The classical formula states that the L-invariant of the form f is

L( f )=−2
α′p(k)

αp(k)
.

Incidentally, the above authors use various definitions of the L-invariant of the form f but these are all
equal (see [Colmez 2005] for a survey comparing these alternative definitions).

For l ≡ k mod (p− 1), the nebentypus of the weight l member Fl of the family F is trivial. Since
forms living in a Hida or Coleman family have the same slope and since the slope of the Up-eigenvalue
of a 00(N p)-newform of weight l is equal to 1

2(l − 2), we see that f = Fk is the unique classical
member in the family F of weight l ≡ k mod (p−1) that is p-new. In fact, any classical member Fl with
l ≡ k mod (p−1) and l ̸= k arises as a p-stabilization of a form F̃l that is only N -new. The Up-eigenvalue
αp(l) of Fl is a root of

x2
− ap(l)x + pl−1,

where ap(l) is the Tp-eigenvalue of the form F̃l . The local Galois representation

ρFl |Gal(Qp/Qp)
≃ ρF̃l

|Gal(Qp/Qp)

is isomorphic to the crystalline representation Vl,ap(l). Moreover, ρ f |Gal(Qp/Qp)
is isomorphic to the

semistable representation Vk,L with L = −L( f ). The change in sign is because the L-invariant in the
filtration on Dk,L given in the Introduction is the negative of the one in the filtration on the filtered module
in [Mazur 1994]. Therefore in the classical setup,

L=−L( f )= 2
α′p(k)

αp(k)
.

In our setup, we have a smooth function ap : Zp→ E such that ap(k)= p(k−2)/2. We prove that the
sequence of crystalline representations V ∗l,ap(l) converge to the semistable representation V ∗k,L, with

L= 2
a′p(k)

ap(k)
.
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Note that there does not seem to be a common framework within which one may compare these two
formulas. Since the functions ap(l) and αp(l) associated to the Hida or Coleman families above are
related by the formula

ap(l)= αp(l)+
pl−1

αp(l)
,

the ap(l) above cannot be interpolated by a smooth function ap : Zp → E . Indeed, pl−1 is not even
defined on the whole of Zp. However, we can obtain the classical formula above using the trick in
Remark 6.5. Indeed, suppose αp : Zp→ E is a differentiable function of l with αp(k)= p(k−2)/2 with
k ≥ 3. Consider the crystalline representations V ∗l,αp(l)+pl−1/αp(l)

for integer l ≡ k mod (p− 1) with l ̸= k.
The y(l) for these representations is αp(l). Therefore, for l close to k and l ≡ k mod (p− 1), the point in
T̃ associated to V ∗l,αp(l)+pl−1/αp(l)

belongs to Ũr and is given by(
αp(l)2, (1+ p)l−1

− 1, αp(l)2− pr
: (1+ p)l−1

− (1+ p)k−1).
Arguing as in Remark 6.5 (with ap(l) there replaced by αp(l)), we see that as l tends to k the limit of the
above sequence of points is(

pr, (1+ p)k−1
− 1, 2αp(k)α′p(k) : (1+ p)k−1 log(1+ p)

)
.

Using Theorem 5.2, we see that the L-invariant of the (ϕ, 0)-module associated to the limit point is −L
with

L= 2
α′p(k)

αp(k)
.

In the notation of [Colmez 2008], the corresponding Galois representation is V (µpr/2, µ1/pr/2,−L), which
is isomorphic to V ∗k,L as explained at the end of Section 6.1.

7. Proof of Theorem 1.3

In this section, we use Theorem 1.1 along with local constancy for the reduction and the zig-zag conjecture
to compute the reductions of semistable representations Vk,L with weights k in the range [3, p+ 1] for
p odd.

Consider the crystalline representation Vkn,an , with (kn, an) as in (1). Since vp(an)=
1
2r for r = k− 2,

for n sufficiently large, the weight kn is an exceptional weight with respect to the half-integral slope
0< v = 1

2r ≤ 1
2(p− 1) in the sense of [Ghate 2021, Section 1], namely kn ≡ 2v+ 2 mod (p− 1) for n

large. Therefore, we can apply Conjecture 1.2 to compute the reduction of Vkn,an for large n. The zig-zag
conjecture specifies the reduction in terms of an alternating sequence of irreducible and reducible mod p
representations depending on the relative size of a rational parameter τ with respect to (certain integer
shifts of) another integer parameter t .

For Vkn,an , the formula for τ (see [Ghate 2021, (1.1)]), which we call τn , is

τn = vp

(a2
n −

(kn−2−v−
v+

)(kn−2−v+
v−

)
pr

pan

)
,
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where v− and v+ are the largest and the smallest integers, respectively, such that v− < v < v+. Let us
simplify this. We first treat the case L ̸= ∞. We have

τn = vp

( pr
(
1+ 1

2 pn(p− 1)L
)2
−

(k+pn(p−1)−2−v−
v+

)(k+pn(p−1)−2−v+
v−

)
pr

p1+ 1
2 r(1+ 1

2 pn(p− 1)L
) )

.

For large n, we have v−+ v+ = k− 2, so(k+ pn(p−1)−2−v−
v+

)
=
(1+ pn(p− 1))(2+ pn(p− 1)) · · · (v++ pn(p− 1))

v+!

= 1+ pn(p− 1)H++ terms involving p2n

for the harmonic sum6 H+ =
∑v+

i=1 1/ i . Similarly,(k+ pn(p−1)−2−v+
v−

)
= 1+ pn(p− 1)H−+ terms involving p2n

for H− =
∑v−

i=1(1/ i) (if v− ≥ 1; H− = 0 if v− = 0). Substituting, we get

τn = r+vp
((

1+1
2Lpn(p−1)

)2
−[1+pn(p−1)(H−+H+)+terms involving p2n

]
)

−vp
(

p1+ 1
2 r(1+ 1

2Lpn(p−1)
))

= r+vp(Lpn(p−1)−(H−+H+)pn(p−1)+terms involving p2n)−
(
1+1

2r
)
−vp

(
1+ 1

2Lpn(p−1)
)
.

Thus, for large n,
τn =

1
2r − 1+ n+ vp(L− H−− H+)

if L ̸= H−+ H+ (and τn ≥
1
2r − 1+ 2n+ c for some c ∈Q independent of n if L= H−+ H+).

As mentioned above, the zig-zag conjecture involves another parameter t which for Vkn,an we call tn .
We have

tn = vp(kn − 2− r)= n.

These formulas for τn and tn show that for large n the parameter τn − tn lies, independently of n,
in one of the intervals (which may possibly be a point) that appear in the statement of [Ghate 2021,
Conjecture 1.1]. This interval is determined by the size of ν = vp(L−H−−H+) (and is the rightmost one
when ν =∞). The conjecture accordingly specifies the exact shape of the reductions of the crystalline
representations Vkn,an for large n in terms of the size of ν. Since taking duals commutes with taking
reduction, we obtain the reductions of the V ∗kn,an

for large n in terms of the size of ν. Using Theorem 1.1
and local constancy for the reduction, we get the reduction of the limiting semistable representation V ∗k,L
in terms of the size of ν. Finally, taking duals again, we obtain Theorem 1.3 for L finite.

Now assume we are in the case L = ∞. Then a computation similar to the one above shows that
τn =

1
2r − 1+ n and tn = n2, so that for large n we have τn < tn (and so τn − tn is in the leftmost interval

6Thus, the provenance of the harmonic sums that are prevalent in all the computation of the reductions of semistable
representations in the literature can now be traced back to the p-adic expansions of the binomial coefficients appearing in the
zig-zag conjecture.
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appearing in the conjecture). Using [Ghate 2021, Conjecture 1.1] and Theorem 1.1 again, we see that
Vk,∞ ∼ ind(ωk−1

2 ), at least on the inertia subgroup IQp . Thus Theorem 1.3 also holds for L = ∞ as
ν =−∞ (but as remarked after the theorem, the result in this case is classical by [Edixhoven 1992] and
even holds without assuming zig-zag!).

8. Bounded Hodge–Tate weights

In this section, we use the techniques of this paper to give a proof of the fact that the limit of a sequence
of two-dimensional (irreducible) crystalline representations Vn for n ≥ 1 with Hodge–Tate weights in
an interval [a, b] such that the difference of the Hodge–Tate weights is at least 2 infinitely often is also
(irreducible) crystalline with Hodge–Tate weights in the interval [a, b]. However, note that Berger [2004,
Théorème 1] has proved more generally that the limit of subquotients of crystalline representations with
bounded Hodge–Tate weights belonging to [a, b] is also crystalline with Hodge–Tate weights in [a, b].

Twisting by a fixed power of the cyclotomic character, we may assume that infinitely often the Hodge–
Tate weights of Vn are (0, kn − 1) with kn ≥ 3. This sequence of integers kn is not to be confused with
the one defined in (1). Then there exists a sequence of unramified characters µn for n ≥ 1 such that
Vn ≃ Vkn,an ⊗µn for some an with vp(an) > 0. For each n ≥ 1, consider the ordered pair of characters
(δ1,n, δ2,n) associated with V ∗n under triangulation. We have δ1,n = µyn ·µ

−1
n and δ2,n = µ1/ynχ

1−kn ·µ−1
n ,

where yn is as in (3). The assumption that the sequence Vn converges means that the associated sequence of
points in T̃2 converge to a point in T̃2. Say that the sequence (δ1,n, δ2,n) converges to (δ1, δ2) in (T ×T )\F ′.

First assume that δ1δ
−1
2 is not of the form xrχ for r ≥ 0. Then, by convention, the L-invariant associated

to the limit point is∞. Using the convergence of (the unramified parts of) δ1,nδ2,n and δ1,nδ
−1
2,n , we see

that µ−2
n converges to µα2 for some α ∈ Q∗p and µy2

n
converges to µy2 for some y ∈ Q∗p. Therefore

δ1,n =µyn ·µ
−1
n converges to δ1 =µ±αy . Similarly, δ2,n converges to δ2 =µ±α/yχ

1−k for some k. So the
sequence V ∗n converges to V (µ±αy, µ±α/yχ

1−k,∞), for some k, in the notation of [Colmez 2008]. Now
kn is a bounded sequence of integers converging to k. Therefore kn = k for large n. In particular, k ≥ 3.
But V (µ±αy, µ±α/yχ

1−k,∞) is equal to the crystalline representation V ∗k,y+pk−1/y ⊗µ±α . Taking duals,
we see that the sequence Vn converges to the crystalline representation Vk,y+pk−1/y ⊗µ

−1
±α. Untwisting

by the fixed power of the cyclotomic character, the original sequence Vn also converges to a crystalline
representation with Hodge–Tate weights in [a, b].

Now assume that δ1δ
−1
2 = xrχ for some r ≥ 0. This means that δ1,nδ

−1
2,n = µy2

n
χ kn−1 converges to

xrχ in the neighborhood Ur of xrχ in T . Let k = r + 2. Since kn is a bounded sequence of integers,
the convergence implies that kn = k for all but finitely many n. In particular, we have k ≥ 3. The point
corresponding to the character µy2

n
χ k−1 in the blow-up Ũr of Ur is

(y2
n , (1+ p)k−1

− 1, y2
n − pr

: 0)= (y2
n , (1+ p)k−1

− 1, 1 : 0),

at least if y2
n ̸= pr (if y2

n = pr , then it is also the last point since this is the only crystalline point in the
fiber above xrχ ). Since y2

n converges to pr, this sequence converges to the point (pr, (1+ p)k−1
−1, 1 : 0)



1096 Anand Chitrao, Eknath Ghate and Seidai Yasuda

in Ũr . By Theorem 5.2, we see that the L-invariant associated with this limit point is∞. So the limit of
the sequence V ∗n is V (δ1, δ2,∞) in the notation of [Colmez 2008].

Now δ1δ
−1
2 = xrχ = µpr/2 · (µ1/pr/2χ1−k)−1 implies that there is a character δ such that δ1 = δ ·µpr/2

and δ2= δ ·µ1/pr/2χ1−k. Using [loc. cit., Proposition 4.4(i)], we see that (δ1δ2)(p) is a unit. Hence δ(p) is
a unit. Consequently, V (δ1, δ2,∞)≃ V (µpr/2, µ1/pr/2χ1−k,∞)⊗δ. Therefore the limit of the crystalline
representations V ∗n is the crystalline representation V ∗k,∞⊗ δ. Taking duals, we see that the limit of the
Vn is Vk,∞⊗ δ

−1. Note that the δ1,n = µyn ·µ
−1
n are unramified characters converging to δ1 = δ ·µpr/2 .

This forces δ to be unramified and hence crystalline. Therefore Vk,∞ ⊗ δ
−1 is crystalline. The last

representation has Hodge–Tate weights (0, k − 1). Untwisting by the fixed power of the cyclotomic
character, we see that the Hodge–Tate weights of the limit representation of the original sequence again
lie in [a, b].
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We develop new methods for counting integral orbits having bounded invariants that lie inside the cusps
of fundamental domains for coregular representations. We illustrate these methods for a representation
of cardinal interest in number theory, namely that of the split orthogonal group acting on the space of
quadratic forms.
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1. Introduction

A coregular representation .G;W / consists of a reductive algebraic group G, defined over Z, and a
finite-dimensional representation W of G, also defined over Z, such that the ring of polynomial invariants
for the action of the semisimplification of G on W is freely generated (say by the elements p1; : : : ; pk).
We then say that U D Affk is the space of relative invariants, and note that for any ring R we have
the natural map W.R/! U.R/ given by w 7! .p1.w/; : : : ; pk.w//

1 is freely and finitely generated
over Z. Many objects of interest in number theory and arithmetic geometry admit natural parametrizations
in terms of integral orbits of coregular representations. Typically, these parametrizations impose the
following three pieces of structure on the pair .G;W / and the associated invariant space U :

(1) an algebraic notion of nondegeneracy for the orbits of G on W ;

(2) a natural notion of height on U.R/, which then lifts to a G.R/-invariant notion of height on W.R/;

(3) an arithmetic notion of irreducibility for the orbits of G.Z/ on W.Z/.

We note that prehomogeneous representations, i.e., representations whose rings of invariants are generated
by a single element, are all coregular. In that case, the single generating invariant (usually termed the
discriminant) is the height that is used.

MSC2020: primary 11R29, 11R45; secondary 11H55, 11E76.
Keywords: geometry-of-numbers, coregular representations, fundamental domain, cusps, irreducibility.

1More algebrogeometrically, the ring of relative invariants is ZŒW �G, while the space of relative invariants is U WDW ==G D

Spec.ZŒW �G/.
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A landmark result of Borel and Harish-Chandra [19] implies that the number of nondegenerate G.Z/-
orbits on W.Z/ having bounded height is finite. In light of this result, it is natural to ask the following
fundamental question: what are the asymptotics for the number of nondegenerate G.Z/-orbits on W.Z/
having bounded height? Answering this question for just those integral orbits that are irreducible has
proven to be a problem with significant applications in arithmetic statistics, the study of distributions of
arithmetic objects. Indeed, counting integral irreducible orbits of coregular representations played a key
role in the proofs of many breakthrough results, from determining asymptotics for Sn-number fields of
small fixed degree ordered by discriminant (see [2; 4; 24; 29]), to computing average sizes of p-class
groups in certain families of number fields for small primes p (see [2; 14; 15; 24; 31; 46; 47; 49]), to
calculating average n-Selmer ranks of elliptic curves and hyperelliptic Jacobians for small n (see [6; 7; 8;
9; 10; 15; 32; 33; 40; 43]), and many more.

More recently, counting reducible integral orbits of coregular representations has emerged as a problem
of significant interest in its own right, yielding applications toward determining the sizes of the 3-torsion
in the class groups of quadratic orders [11; 45], counting octic D4-number fields ordered by Artin conduc-
tor [1] and by discriminant [42], studying families of elliptic curves ordered by conductor [44], and carrying
out squarefree sieves on families of polynomials [16] and binary n-ic forms [17]. However, in all of these
applications, the counts of reducible orbits were obtained using ad hoc methods. Furthermore, the latter
three results cited above do not actually prove asymptotics, and merely obtain upper bounds on the number
of reducible orbits of bounded height. This is in stark contrast with the case of irreducible orbits, for which
systematic methods have been developed to obtain precise asymptotics with power-saving error terms.

The purpose of this article is to devise new systematic techniques for counting reducible orbits. We
illustrate our techniques for a representation that features prominently in the literature on arithmetic
statistics, namely the action of the orthogonal group of the split n-ary quadratic form on the space of
quadratic forms in n variables, where n � 3 is an arbitrary fixed integer. In particular, we provide a
complete answer to the fundamental question stated above for each representation in this infinite family
indexed by n; see Section 1.3 for precise statements of our main theorems. Before proving these general
theorems, we provide the reader with a gentle introduction to our new method by illustrating how it
applies in the context of a low-dimensional example, namely the action of PGL2 on the space Sym4.2/
of binary quartic forms; see Section 2.

1.1. Background on orbit-counting, and relation to earlier work. In this section, we summarize the
orbit-counting methods that feature in the literature on arithmetic statistics leading up to the present
article, and we describe the context for our new methods of counting reducible orbits.

The critical dichotomy. Let .G;W / be a coregular representation with space of relative invariants U, and
suppose that a family of arithmetic objects can be parametrized in terms of certain G.Z/-orbits on W.Z/.
We note that a natural source of examples of such coregular representations are prehomogeneous represen-
tations, i.e., the ring of relative invariants is generated by a single element, usually called the discriminant.
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Further suppose that the space U.R/ admits a natural notion of height, and define the height of
(the G.R/-orbit of) an element w 2 W.R/ to be the height of the image of w under the natural map
W.R/! U.R/. In the prehomogeneous case, this height is usually taken to be the absolute value of the
discriminant. Under the above assumptions, the problem of counting arithmetic objects in the family
with bounded height can be translated into the problem of counting lattice points of bounded height in a
fundamental domain D for the action ofG.Z/ onW.R/. This latter problem is complicated by the fact that
the fundamental domain D is usually not compact, even for the subset DX of points in D with height less
thanX. Indeed, the height-bounded fundamental domain DX typically consists of a bounded region known
as the main body, along with one or more cusps, which are long tentacle-like regions going off to infinity.

Surprisingly, in most of the coregular representations considered in the literature thus far, the following
dichotomy holds:

(1) A proportion of 100% of irreducible orbits lie in the main body; and a proportion of 100% of points
in the main body are irreducible.

(2) A proportion of 100% of reducible orbits lie in the cusp; and a proportion of 100% of points in the
cusp are reducible.

If properties (1) and (2) above hold, then the count of points in the main body of DX gives an asymptotic
for the number of irreducible G.Z/-orbits on W.Z/ having height less than X. This main body count can
be determined in a systematic way: using geometry-of-numbers methods, the count can be expressed in
terms of the volume of the main body, and this volume can then be computed by performing a suitable
change-of-variables. The difficulty in counting the reducible orbits, which predominate in the cusp(s)
of DX , is that geometry-of-numbers methods do not directly apply in such regions. In fact, the asymptotic
count of reducible orbits is not given in terms of the volume of the corresponding cuspidal regions. In the
examples treated in this paper, we find that the volume of the cuspidal region is an underestimate, and
that the actual answer is given in terms of a certain weighted volume.

Historical context. The development and use of the orbit-counting strategy summarized above goes back
centuries. Mertens [34] and Siegel [48] studied the action of GL2 on the space Sym2.2/ of binary quadratic
forms, which has a unique polynomial invariant, namely the discriminant. They developed geometry-
of-numbers methods to count the number of GL2.Z/-orbits on Sym2 Z2 with bounded discriminant,
resolving conjectures of Gauss on the average sizes of class numbers of quadratic orders. In the series of
papers [22; 23], Davenport considered the action of GL2 on the space .Sym3.2//� of binary cubic forms,
which also has the discriminant as its unique polynomial invariant. Using the strategy described above,
he obtained asymptotics for the number of irreducible GL2.Z/-orbits on .Sym3 Z2/� having bounded
discriminant, and in collaboration with Heilbronn, he combined these asymptotics with results from class
field theory and sieve methods to determine the density of discriminants of cubic fields [24].

The main obstruction to generalizing the work of Mertens, Siegel, and Davenport–Heilbronn to other
representations was proving that the number of irreducible points in the cusps is negligible. A pioneering
advance was made by Bhargava (see [4]), who introduced an “averaging” method that has the effect



1102 Arul Shankar, Artane Siad, Ashvin A. Swaminathan and Ila Varma

of thickening the cusps, making them a bit more amenable to doing geometry-of-numbers. Bhargava’s
averaging method, which applies to general coregular representations, gives a systematic way to bound
the number of points in cuspidal regions and thus opened the door to study the distributions of a wide
variety of arithmetic objects. However, the averaging method has, until the present paper, only been used
to obtain upper bounds in the cusp and new methods are needed to obtain precise asymptotics.

1.2. Notation and setup. We first study a concrete representation in Section 2, before proceeding to our
main results on families of representations. The concrete representation we consider is that of PGL2
acting on binary quartic forms. The notation in this case is quite manageable, and largely follows that
of [9]. In this section, we introduce the other (family of) representations studied in this paper, and we
set up the notation necessary to state our main results. Let A be the antidiagonal n�n matrix with all
antidiagonal entries equal to 1; if viewed as a quadratic form, we note that A is split (i.e., it has a maximal
isotropic space defined over Q) and unimodular.

The representation. We first define the group G, which is slightly different for n odd and n even:

� When n is odd, we take G WD SOA to be the split special orthogonal group scheme over Z corre-
sponding to A. That is, we have G.R/D fg 2 SLn.R/ W gtAg DAg for any Z-algebra R.

� When n is even, we take G WD OA =�2 to be the split projective orthogonal group scheme over Z

corresponding to A. That is, we take G to be the cokernel of the inclusion �2 ,! OA of group
schemes over Z, where OA WD fg 2 GLn.R/ W gtAg DAg for any Z-algebra R.

We now define the representationW ofG. LetW denote the affine Z-scheme whoseR-points consist of the
set of n�n symmetric matrices with entries in R (i.e., classically integral quadratic forms over R). Then
W has a natural structure as a G-representation, where the (left) action is given by g �B D .g�1/tBg�1

for g 2G and B 2W . We note that W can also be interpreted as the space of self-adjoint operators for A
over R by identifying a self-adjoint operator T with B D�AT 2W .

The orbits of the representation of G on W have been studied extensively in the literature. For example,
Bhargava and Gross [6] (resp. Shankar and Wang [43]) obtained asymptotics for the number of irreducible
orbits of G.Z/ on W.Z/ having bounded height when n is odd (resp., when n is even). These asymptotics
have yielded a striking array of applications: they were utilized by the aforementioned authors to bound
the average sizes of the 2-Selmer groups of monic hyperelliptic Jacobians of any given dimension, by
Swaminathan to prove that most odd-degree binary forms fail to primitively represent a square [50], and by
Siad [46; 47] to bound the average size of the 2-torsion subgroup of the class groups of monogenic fields of
any given degree. Furthermore, by proving an upper bound on the reducible orbits of this representation,
Bhargava, Shankar, and Wang [16] determined the probability that a monic integral polynomial has
squarefree discriminant.

The invariants. Let U denote the affine Z-scheme whose R-points consist of monic degree-n polynomials
with coefficients in R. For any element B 2W.R/, the monic degree-n polynomial

inv.B/ WD .�1/b
n
2
c det.xACB/ 2 U.R/ (1)
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is invariant under the action ofG.R/; in fact, by [20, Section 8.3, part (VI) of Section 13.2], its coefficients
freely generate the ring of polynomial invariants for the action of G on W . Given f 2 U.R/, we write

inv�1.f / WD fB 2W.R/ W inv.B/D f g:

The notion of nondegeneracy. Let R be an integral domain. Then we say that a monic polynomial with
coefficients in R is nondegenerate if it has nonzero discriminant. We say that an element B 2W.R/ is
nondegenerate if the monic polynomial inv.B/ has nonzero discriminant.

When RD Z or R, it is convenient to partition the set of nondegenerate elements in U.R/ according
to the number of real roots, and to lift this partition to W.R/. To this end, let 0 < r � n be odd if n is
odd, and let 0� r � n be even if n is even. For RD Z or R, we define

U.R/.r/ WD ff 2 U.R/ W f is nondegenerate and exactly r real rootsg;

W.R/.r/ WD fB 2W.R/ W inv.B/ 2 U.R/.r/g:

The height. We order elements of U.R/ and W.R/ by height. Given a polynomial

f .x/D xnC

nX
iD1

fix
n�i
2 U.R/;

we define its height H.f / by
H.f / WD max

1�i�n
fjfi j

1=i
g;

and given B 2W.R/, we define its height by H.B/ WD H.inv.B//. For any X > 0, we write

N .r/.X/ WD #ff 2 U.Z/.r/ W H.f / < Xg:

Notice that we have

N .r/.X/� V.r/.X/ WD Vol.ff 2 U.R/.r/ W H.f / < Xg/�XdimW
DX

n2Cn
2 ;

where the volume is computed with respect to the Euclidean measure on U.R/, normalized so that U.Z/
has covolume 1.

The notion of reducibility. When R is a principal ideal domain with field of fractions K, we can partition
the nondegenerate elements inW.R/ into two natural G.R/-invariant subsets. We call (the G.R/-orbit of)
a nondegenerate element B 2W.R/ reducible if:

� A and B , viewed as quadratic forms, share a maximal isotropic subspace over K if n is odd, or

� B has an isotropic subspace of dimension n�2
2

overK contained within a maximal isotropic subspace
for A over K if n is even.

We say that B 2 W.R/ is irreducible if it is nondegenerate and not reducible. There are a few good
arithmetic reasons to think of such elements as reducible. For example, pairs .A; B/ correspond to triples
.R0; I; ı/, where R0 is a rank n ring over R, I is an ideal in R0, and ı 2L�=L�2, where LDR0˝K, such
that I 2� .ı/ andN.I /2DN.ı/. Then it was proven in [46; 47] that .A; B/ is reducible if and only if ı�1.
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As another example, pairs .A; B/ also correspond to classes � 2H 1.K; J Œ2�/, where J is the Jacobian
of the monic hyperelliptic curve y2 D˙ det.ACB/, and .A; B/ is reducible if and only if � is trivial.

Write the coordinates of W as Œbij �1�i�j�n. Let W0 be the subscheme of W obtained by setting
bij D 0 for all .i; j / with iC j < n. Observe that, if R is a principal ideal domain, then every element of
W0.R/ is reducible; for this reason, we call W0 the reducible hyperplane. The reducible hyperplane is
sent to itself under the action of the lower-triangular subgroup P �G, and so we obtain a well-defined
representation of P on W0. In what follows, for a Z-algebra R and any subset S �W.R/, we sometimes
write S0 � S to denote the subset S \W0.R/.

1.3. Statements of main theorems. Having set up the notation, we are now in position to state our first
main result. Define the constants C fin

n and C inf
n;r as

C fin
n WD

8<:
Qbn

2
c

iD1 �.2i/ if 2 −n,

�
�
n
2

�Qn�2
2

iD1 �.2i/ if 2 jn,
C inf
n;r WD

�
V.r/.1/ if 2 −n,
2�

n
2 V.r/.1/ if 2 jn.

Then we have the following result, which gives the total count of reducible G.Z/-orbits on W.Z/.r/:

Theorem 1. The number of reducible G.Z/-orbits on W.Z/.r/ having height up to X is given by

C fin
n � .C

inf
n;r �X

n2Cn
2 /C o.X

n2Cn
2 /:

Remark. The factor C inf
n;r �X

.n2Cn/=2 occurring in Theorem 1 is an asymptotic for the number of invariant
polynomials that arise from orbits of height up to X. Notice that C inf

n;r �X
.n2Cn/=2 �N .r/.X/ when n is

odd and that C inf
n;r �X

.n2Cn/=2 � 2�n=2N .r/.X/ when n is even. The extra factor of 2�n=2 occurs when
n is even because, for any B 2W.Z/, the xi -coefficient of inv.B/ is divisible by 2 for every odd number
i 2 f1; 3; : : : ; n� 1g (see [47, Theorem 80]).

As mentioned above, the corresponding asymptotics for the irreducible G.Z/-orbits on W.Z/.r/ have
been obtained previously in [6, Theorem 10.1 and equation (10.27)] when n is odd and in [43, Theorem 20
and equation (38)] when n is even. The main term exponents for the irreducible and reducible cases are the
same, and remarkably, the asymptotics for both cases have the same leading constant C fin

n , up to a rational
factor! Even more surprisingly, the manner in which C fin

n arises is completely different for the irreducible
and reducible counts. In the irreducible case, this constant arises from the fundamental volume of the
group G—i.e., the volume with respect to a suitably normalized Haar measure of G.Z/nG.R/. However,
in the reducible case considered in this paper, it arises from a summation of volumes of lower-dimensional
slices of the cuspidal regions of a fundamental domain for G.Z/ on W.R/. These slices have negligible
volume unless they are very high up in the cusp. Thus, they do not detect most of the main body volume,
and this appears to be a genuinely different way of obtaining the constant C fin

n .
In light of the above discussion, we are led to pose the following natural question, which we have

answered in the affirmative for the action of G on W :
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Question 2. Let .G;W / be a coregular representation with natural notions of nondegeneracy, height, and
reducibility. Let N irr.X/ .resp., N red.X// denote the number of irreducible .resp., reducible/ G.Z/-orbits
on W.Z/ having height less than X.

(a) Is it true that as X tends to infinity we have N irr.X/�N red.X/?

(b) If so, then is it true that limX!1.N irr.X/=N red.X// is a rational constant?

We note that the answers to both parts of Question 2 are also “yes” for the action of GL2 on Sym3.2/
by work of Shintani [45, Chapter 2, Section 7, Remark 2] and Bhargava and Varma [11, Section 4.1.2].
It follows by combining our results in Section 2 with the irreducible count obtained by Bhargava and
Shankar in their paper on binary quartic forms [9] that the answers are also “yes” for the action of GL2
on Sym4.2/. On the other hand, the answer to the first part of Question 2 is “no” for the action of SLn on
2˝ Sym2.n/, where n � 4 is an arbitrary even integer; indeed, it was shown in work of Bhargava [5]
that N red.X/D o.N irr.X// for this representation. The situation is more complicated for the action of
GL2 �SL3 on 2˝Sym2.3/. Bhargava proved in [2, Theorem 7] that N irr.X/�X, and it is well known
that N red.X/ � X logX. However, the reducible orbits of this representation can be partitioned into
several natural subsets, and as was shown by Swaminathan [51] using the methods developed in the
present paper, the answers to both parts of Question 2 are “yes” if we restrict to one of these subsets.

Our next main results concern families defined by certain infinite sets of congruence conditions. We
call a subset S �W.Z/ a big family if S DW.Z/.r/ \

T
p Sp, where the sets Sp �W.Zp/ satisfy the

following properties:

(1) Sp is G.Zp/-invariant and is the preimage under reduction modulo pj of a nonempty subset of
W.Z=pjZ/ for some j > 0 for each p; and

(2) Sp contains all (G.Zp/-orbits of) elements B 2 W0.Zp/ such that, for all p � 1, we have that
bi.n�i/.B/ is a p-adic unit for some i .

Note that a big family S is necessarily G.Z/-invariant.
Our first result on reducible orbits in big families is stated in terms of a polynomial function � on the

reducible hyperplane W0, defined explicitly by

�.B/ WD

8<:
Qbn

2
c

iD1 bi.n�i/.B/
2i�1 if 2 −n,

bn
2

n
2
.B/

n�2
2

Qn�2
2

iD1 bi.n�i/.B/
2i�1 if 2 jn.

(2)

Given this definition of �, we have the following asymptotic formula:

Theorem 3. Let S be a big family. Then the number of reducible G.Z/-orbits on S of height up to X is
given by

C inf
n;r �

�Y
p

�
1�

1

p

��bn
2
c
Z
B2.Sp/0

j�.B/jp dB

�
�X

n2Cn
2 C o.X

n2Cn
2 /;

where dB denotes the Euclidean measure on W0.Zp/, normalized so that W0.Zp/ has volume 1, and
where j � jp denotes the usual p-adic absolute value.
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Our second result on reducible orbits in big families, which is equivalent to Theorem 3, is stated in
terms of a product of local orbit counts for the action of P on W0:

Theorem 4. Let S be a big family. Then the number of reducible G.Z/-orbits on S of height up to X is
given by �Y

p

Z
f 2U.Zp/

#
�

inv�1.f /\ .Sp/0
P.Zp/

�
df

�
�N .r/.X/C o.X

n2Cn
2 /; (3)

where df denotes the Euclidean measure on U.Zp/, normalized so that U.Zp/ has volume 1.

The local product in (3) looks similar to many other mass formulas in related works with one major
difference: the group in question, P , is not reductive. To prove Theorem 4, it is therefore necessary for us
to get some control over orbits of this nonreductive group, which we do in, e.g., Section 6.3.

1.4. Methods of proof. To prove our main results, we introduce two new methods of determining
asymptotics for reducible orbits, and we describe them both as follows.

Method I. Our first method proceeds by directly counting points in the cusp(s) of an “averaged” fun-
damental domain D for the action of G.Z/ on W.R/. This suffices to get the count of reducible orbits
because, by the results in [6; 43], properties (1) and (2) in Section 1.1 are satisfied for the action of G
on W . This method requires us to construct fundamental domains D for the action of G.Z/ on W.R/,
which in turn requires us to construct a fundamental domain F for the action of G.Z/ on G.R/. Unlike in
most previous situations, it is simply not enough for us to invoke the work of Borel and Harish-Chandra
[18; 19], who constructed fundamental domains for general semisimple groups. Indeed, our argument
relies on F being box-shaped at infinity, meaning that F looks like a Siegel domain in a neighborhood of
the cusp. We prove the existence of such fundamental domains for our groups G.

The region D is too skewed for a direct geometry-of-numbers argument to give anything better than an
upper bound for the number of points it contains. To resolve this issue, we cut up the region D into a
countable collection of nicer-looking slices. Within each slice, we prove that the count of the integral
points is asymptotic to the volume of the slice. Summing up over all slices yields the desired total
asymptotic. Our slicing method constitutes the first higher-dimensional generalization of an argument
developed in [13], which treated the simpler case of the cusps arising from the group GL2.

Summing up the volumes of the slices gives us the desired asymptotic in terms of weighted volumes
of certain sets in the reducible hyperplane W0.R/�W.R/, where the volumes are computed with respect
to the weight � defined in (2). We evaluate these weighted volumes by proving a Jacobian change-of-
variables formula that transforms the measure � on W0 into the product of the Euclidean measure on
U.R/ with the Haar measure on the lower-triangular subgroup P.R/�G.R/. Such change-of-variable
results have previously been proven when the group under consideration is unimodular (see, e.g., [9,
Section 3.4]), but the fact that the group P fails to be unimodular presents significant new challenges.

Method I, as applied to the representation of G on W , requires very complicated indexing and notation.
To make Method I more readily comprehensible for the reader, we begin in Section 2 by illustrating the
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method in the case of PGL2 acting on Sym4.2/, before proceeding with the parallel, but much more
complicated, case of G acting on W starting in Section 3. We note that Section 2 can be read more or
less independently of the rest of the paper.

Method II. Our second method proceeds by means of the following four steps. First, we claim that the
asymptotics for the number of reducible G.Z/-orbits on W.Z/ are the same as the asymptotics for the
number of P.Z/-orbits on W0.Z/. This claim is an immediate corollary of the following two facts:

(a) If B1; B2 2W0.Z/ are equivalent under G.Z/ but not under P.Z/, then B1 and B2 have nontrivial
stabilizer in G.Q/, but as we establish in Proposition 32, all but negligibly many G.Z/-equivalence
classes on W0.Z/ have trivial stabilizer in G.Q/.

(b) As shown in [6, Proposition 10.7] and [43, Proposition 23], all but negligibly many reducible
G.Z/-orbits on W.Z/ have a representative lying on the reducible hyperplane W0.Z/.

The second step is to develop the reduction theory for the action of P on W0. Specifically, we prove
that, for any field K, the group P.K/ acts simply transitively on the set of elements in W0.K/ having any
fixed nondegenerate invariant polynomial. Using the fact that the group P has class number 1 over Q, we
then deduce that the orbits of P.Z/ on W0.Z/ satisfy the following strong local-to-global principle:

Theorem 5. Let f 2 U.Z/ be a nondegenerate monic degree-n polynomial, and when n is even, suppose
that the xi -coefficient of f is divisible by 2 for each odd i . For each prime p, choose Bp 2 W0.Zp/
such that inv.B/ D f . Then there exists B 2 W0.Z/, unique up to the action of P.Z/, such that B is
P.Zp/-equivalent to Bp for each prime p.

In fact, we prove a more general version of Theorem 5, namely Theorem 34, applying to representations
of groups having class number 1 over Q.

By Theorem 5, the number of P.Z/-orbits on W0.Z/ with nondegenerate invariant polynomial f is
simply the product over all primes p of the number of P.Zp/-orbits on W0.Zp/ lying above f . The
third step is to sum this local product formula over all invariant polynomials of bounded height. A key
ingredient for evaluating the sum is to verify that there are not too many orbits with large value of �. This
was verified in [16], where an upper bound of roughly the correct order of magnitude was obtained for
the number of P.Z/-orbits on W0.Z/ with large value of �.2 We thus arrive at the surprising conclusion
that, at least for the representation of G on W , an upper bound on the number of reducible orbits can be
indirectly used to deduce a precise asymptotic!

The resulting asymptotic for the total count of reducible orbits is now expressed in terms of a product
of local orbit counts, as in Theorem 4. The fourth and final step is to evaluate this product. We do this by
using the previously mentioned Jacobian change-of-variables formula in reverse! This expresses the local
orbit count at a prime p as a certain p-adic integral, thus yielding Theorem 3; evaluating each of these
integrals and multiplying them all together yields the total asymptotic in Theorem 1.

2An even stronger upper bound for the number of orbits with large value of � can be obtained using Method I, by simply
summing over those slices with large value of �; see Theorem 33 (to follow).
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Remark. For the coregular representations considered in this paper, both of the above methods are
sufficient to obtain asymptotics for the number of reducible elements. Method I gives a direct proof
of Theorem 3, while Method II gives a direct proof of Theorem 4. Moreover, the main terms in these
two theorems can be related to each other using a Jacobian change-of-variables. However, for certain
representations such as those considered in [51; 36], Method II can be directly applied while applying
Method I seems more complicated. Moreover, for certain representations such as those considered in [1],
Method II is inapplicable, while Method I can be used.

1.5. Other applications of our methods. We expect that both of the methods that we introduce in this
paper can be used to count reducible orbits for other representations.

Our methods have already been used to derive arithmetic applications beyond the results of this paper.
Swaminathan [51] counted reducible orbits for the action of SLn on 2˝Sym2.n/, where n is odd, and
used this to prove asymptotics for counts of 2-torsion in the ideal class groups of cubic orders in the
case nD 3. (A similar application could be pursued for counting quintic rings, which also correspond
to integral orbits of a coregular representation via a parametrization of Bhargava [3].) Also, Oller [36]
counted reducible orbits in all the Vinberg representations in Thorne’s thesis [52], and also carried out
squarefree sieves in all these cases.

One possible line of inquiry is to study the action of GL2 on the space of binary n-ic forms for n� 5.
We carry out the case nD 4 in Section 2; the nD 3 case is similar and would give a simpler proof of the
results of Shintani and Bhargava–Varma mentioned previously. The spaces are not coregular for n� 5, but
when integral orbits are ordered by Julia invariant, Bhargava and Yang [12] determined asymptotics for the
number of irreducible orbits. We expect the methods introduced in this paper to have applications towards
counting the reducible orbits, ordered by Julia invariant, for these spaces. Other arithmetically interesting
families of coregular representations for which the question of counting reducible orbits remains open
may be found in the thesis of Ho [30].

2. Counting reducible integral orbits on binary quartic forms

In this section, we determine asymptotics for the number of reducible orbits of bounded height for the
action of PGL2 on the space of integral binary quartic forms. Our purpose is to illustrate Method I (see
Section 1.4) in the context of a low-dimensional example, with the view of making the higher-dimensional
application treated in Sections 3–6 more readily comprehensible.

This section can be read more or less independently of the rest of the paper. We remark that some of
the notation used within this section is recycled in subsequent sections to denote different but analogous
objects. As none of the objects introduced in this section are used in subsequent sections, we do not
expect this to cause ambiguity.

Setup. Let V denote the affine Z-scheme whose R-points consist of binary quartic forms with coefficients
in R; i.e., we have

V.R/ WD ff .x; y/D ax4C bx3yC cx2y2C dxy3C ey4 W a; b; c; d; e 2Rg:



Geometry-of-numbers methods in the cusp 1109

The group PGL2 acts on V via .g �f /.x; y/ WD .detg/�2 �f ..x; y/ �g/. The ring of invariants for the
action of PGL2 on V is freely generated by two invariants, denoted by I and J. For the form f .x; y/

written as above, these invariants are given explicitly by

I.f /D 12ae� 3bd C c2; J.f /D 72aceC 9bcd � 27ad2� 27eb2� 2c3:

For convenience, we define inv W V ! A2 to be the map that sends f to .I.f /; J.f //. The image of this
map over Z is not all of A2.Z/, but is defined by congruence conditions modulo 27; see [9, Theorem 1.7].

We define a PGL2.R/-invariant height H on V.R/ via H.f / WDmaxfjI.f /j3; J.f /2=4g. We say that
a binary quartic form f is nondegenerate if its discriminant �.f / WD .4I.f /3�J.f /2/=27 is nonzero.
More generally, we say that a pair .I; J / is nondegenerate if the quantity �.I; J / WD .4I 3�J 2/=27 is
nonzero (so a binary quartic form is nondegenerate if and only if its invariants are nondegenerate). For
i 2 f0; 1; 2g and RD Z or R, we let V.R/.i/ denote the set of nondegenerate elements in V.R/ having
i pairs of complex conjugate roots and 4� 2i real roots in P1.C/.

A nondegenerate binary quartic form f 2V.R/ is said to be reducible if it factors overR. It follows from
[9, Lemma 2.3] that the number of reducible orbits on V.Z/ having height bounded by X and factoring
into the product of two irreducible quadratic forms isO.X2=3C�/, and thus negligible. That is, 100% of re-
ducible orbits have at least one rational (and thus at least one real) linear factor. Therefore, for the purposes
of this section, it suffices to restrict our attention to counting orbits of binary quartic forms that possess a
rational linear factor, which amounts to counting reducible integral orbits in the sets V.R/.0/ and V.R/.1/.

Let V0.R/� V.R/ be the “reducible hyperplane” consisting of those forms f with aD 0 (i.e., those
forms f that are divisible by y). The reducible hyperplane is sent to itself under the action of the
lower-triangular subgroup P � PGL2,3 and so we obtain a well-defined representation of P on V0. In
what follows, for a Z-algebra R and any subset S � V.R/, we sometimes write S0 � S to denote the
subset S \V0.R/.

Main results. Given the above setup, the main result of this section is as follows, by analogy with
Theorem 1:

Theorem 6. The number of reducible PGL2.Z/-orbits on V.Z/.i/ having height less than X is

�.2/ �
�
8C24i
135
�X

5
6

�
CO�.X

3
4
C�/:

Remark. The factor 8C24i
135

�X5=6 occurring in Theorem 6 is an asymptotic for the number of pairs
.I; J / that arise as invariants of orbits of height up to X (see [9, Proposition 2.10]). The factor of 8C24i

135

comprises two parts: the first is a factor of 8C24i
5

, which is the volume of the space of invariants of height
at most 1 in V.R/.i/, and the second is a factor of 1

27
, which occurs because not every pair .I; J / 2R2

arises as the set of invariants of a binary quartic form in V.R/.

3More precisely, for a ring R, we define P.R/ to be the image of the subgroup of lower triangular matrices in GL2.R/ under
the map GL2.R/! PGL2.R/.
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Next, we consider subsets of V.Z/ cut out by certain (possibly) infinite sets of congruence conditions.
We call S � V.Z/ a big family if S D V.Z/.i/\

T
p Sp , for i 2 f0; 1g, where the sets Sp � V.Zp/ satisfy

the following properties:

(1) Sp is PGL2.Zp/-invariant and is the preimage under reduction modulo pj of a nonempty subset of
V.Z=pjZ/ for some j > 0 for each p.

(2) For all p� 1, the set Sp contains (all PGL2.Zp/-orbits of) all elements f .x; y/ 2 V.Zp/ such that
a.f /D 0 and b.f / is a p-adic unit, where a.f / and b.f / denote the x4- and x3y-coefficients of
f .x; y/, respectively.

We then have the following result, by analogy with Theorem 3:

Theorem 7. Let S � V.Z/.i/ be a big family. Then the number of reducible PGL2.Z/-orbits on S of
height less than X is�

8C24i
135
�X

5
6

�
�

Y
p

.1�p�1/�1
Z
f 2.Sp/0

jb.f /jp df CO�.X
3
4
C�/:

Finally, by analogy with Theorem 4, we have the following result, which is equivalent to Theorem 7:

Theorem 8. Let S � V.Z/.i/ be a big family. Then the number of reducible PGL2.Z/-orbits on S of
height less than X is�Y

p

Z
.I;J /2Z2

p

#
�

inv�1.I; J /\ .Sp/0
P.Zp/

�
dI dJ

�
�
�
8C24i
5
�X

5
6

�
CO�.X

3
4
C�/:

2.1. Reduction theory for the action of PGL2.Z/ on V.R/. To count orbits of PGL2.Z/ on V.Z/, we
realize these orbits as lattice points in fundamental sets for the action of PGL2.Z/ on V.R/. In this section,
we construct such fundamental sets by means of a two-step process: first, in Section 2.1.1, we describe
a fundamental domain F for the action of PGL2.Z/ on PGL2.R/; subsequently, in Section 2.1.2, we
combine F with fundamental sets for the action of PGL2.R/ on V.R/.

2.1.1. A box-shaped fundamental domain for PGL2.Z/Õ PGL2.R/. We start by recalling Gauss’ funda-
mental domain for the action of PGL2.Z/ on PGL2.R/, rephrased in terms of the Iwasawa decomposition
of PGL2.R/, which we now recall. Let N be the (algebraic) subgroup of PGL2 consisting of lower
triangular unipotent matrices

�
1
u
0
1

�
, let T be the maximal torus defined by T D

˚�
t�1

0
0
t

�
W t 2 R>0

	
, and

let K D SO2.R/=f˙ idg. We often abuse notation by writing u and t for the corresponding elements of
N.R/ and A. If we let T 0 D ft 2 T W t � 4

p
3=
p
2g, then for each t 2 T 0, there exists a compact subset

N 0.t/�
�
�
1
2
; 1
2

�
such that the set

fut W u 2N 0.t/; t 2 T 0g �K (4)

is a fundamental domain F for the action of PGL2.Z/ on PGL2.R/. It is well known thatN 0.t/D
�
�
1
2
; 1
2

�
for all t � 1; consequently, we say that this fundamental domain is box-shaped at infinity. This property
of the fundamental domain is essential for our proof.
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We denote elements of K by � . With respect to the coordinates u on N.R/, t on T, and � on K, the
Haar measure dg on PGL2.R/ is given by

dg D d� du.t�2 d�t /; (5)

where d�t D dt=t . Above, d� is normalized so that
R
�2K d� D 1, and du is normalized so that N.Z/

has covolume 1 in N.R/.

2.1.2. Fundamental sets for PGL2.R/ Õ V.R/ and PGL2.Z/ Õ V.R/. The action of PGL2.R/ on
V.R/.0/tV.R/.1/ has one orbit per set of nondegenerate invariants — i.e., a pair of invariants .I; J /2R2

such that �.I; J / WD 4I 3 � J 2 ¤ 0. This orbit belongs to V.R/.0/ when �.I; J / > 0 and to V.R/.1/

when �.I; J / < 0. Consider the function �0 given by

�0 W R
2
X f�D 0g ! V.R/; .I; J / 7! x3y � 1

3
Ixy3� 1

27
Jy4: (6)

It is easy to check that �0 is a section of the map inv, meaning that the invariants of �0.I; J / are I and J.
For i 2 f0; 1g, we take our fundamental sets for the action of PGL2.R/ on V.R/ to be

R.i/ WD R>0 � f�0.I; J / W .�1/
i�.I; J / > 0; H.I; J /D 1g:

Finally, we note that the stabilizer StabPGL2.R/.F / is independent of the choice of f 2 V.R/.i/; letting
ni WD # StabPGL2.R/.f / for any f 2 V.R/.i/, one readily verifies that n0 D 4 and n1 D 2.

We conclude that the multiset F �R.i/ is a cover for a fundamental domain for the action of PGL2.Z/ on
V.R/.i/. More precisely, every PGL2.Z/-orbit of f 2 V.R/.i/ is represented exactly ni=# StabPGL2.Z/.f /

times in F �R.i/.

2.2. The action of the subgroup P on the reducible hyperplane V0. In this section, we examine the
action of the lower-triangular (parabolic) subgroup P on the reducible hyperplane V0. Specifically, in
Section 2.2.1, we show that over many interesting base rings R, the action of P.R/ on the set of forms in
V0.R/ lying over a given nondegenerate pair of invariants is simply transitive. Then, in Section 2.2.2, we
prove a Jacobian change-of-variables formula relating the Euclidean measure on V0.R/ to the product
of the Haar measure on P.R/ with the Euclidean measure on R2. This formula will be applied in
Sections 2.3.3–2.3.4.

2.2.1. Reduction theory for the action of P on V0. Let R be a field or Zp for some prime p. Then we
have the following result, which classifies the orbits and stabilizers of P.R/ on V0.R/:

Proposition 9. Let R be as above, and let .I; J / 2 R2 be such that �.I; J / is a unit. Then the set of
binary quartic forms in V0.R/ with invariants I and J is either empty or consists of a single P.R/-orbit,
and the stabilizer of any element in this orbit is trivial.

Proof. Given a form f .x; y/D bx3yCcx2y2Cdxy3Cey4 2 V0.R/ having invariants I and J, we first
note that b2 j�.f /D�.I; J /. Thus, if �.I; J / is a unit, then so is b. As a consequence, by replacing
f .x; y/ with a P.R/-translate, we can arrange that b D 1. When R ¤ Z3, we have that 3 2 R�, and
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hence by replacing f with the P.R/-translate f .x�c=3y; y/, we may assume that cD 0. When RDZ3,
we may similarly replace f with a P.R/-translate to arrange that c 2 f0; 1; 2g (depending on the residue
classes of I modulo 9 and J modulo 27). Once this has been done, the values of d and e are respectively
determined by I and J (since aD 0 implies linear relations between .I; J / and .d; e/). This proves that
the set of elements in V0.R/ with invariants I and J (if nonempty) form a single P.R/-orbit.

Next, we prove the claim regarding the stabilizer in P.R/ of f 2 V0.R/. Suppose that an element
g 2 P.R/, represented by a matrix with coefficients 1 and u on the diagonal and n in the lower left
coordinate, fixes f . First note that since b is a unit, the x2y2-coefficient of g �f .x; y/ will change unless
nD 0. Assume thus that nD 0. Next note that the x3y-coefficient of g �f .x; y/ is u�1b, implying that
uD 1, as needed. �

The above result has the following immediate consequence by specializing to the case RD R.

Lemma 10. Let .I; J / 2 R2 be nondegenerate. Then the set ff 2 inv�1.f /0 W b.f / > 0g consists of a
single N.R/T -orbit.

2.2.2. A Jacobian change-of-variables formula. Proposition 9 implies that when R D R or Zp for a
prime p, the space V0.R/ is a fibration over R2, where the generic fiber can be identified with P.R/, so
long as it is nonempty. Thus, the Euclidean measure on V0.R/ should be related to the product of the
Haar measure on P.R/ with the Euclidean measure on R2. The following proposition gives a Jacobian
change-of-variables formula relating these measures:

Proposition 11. Let R D R or Zp for some prime p, and let � W V0.R/! R be a measurable function.
Then we haveZ

f 2V0.R/

�.f /jb.f /j df D
2

27

Z
.I;J /2R2

�.I;J /¤0

� X
f 2

inv�1.I;J /0
P.R/

Z
h2P.R/

�.h �f / dh

�
dI dJ;

where df , dI, and dJ are Euclidean measures, where dh is the right Haar measure on P given by
dhD t du dt , and where j � j denotes the usual absolute value on R.

Proof. First note that the result for RD R implies the result for RD Zp by the principle of permanence
of identities, so it suffices to treat the case R D R. Recall the construction of the section �0 in (6).
Proposition 9 implies that we have

V0.R/D P.R/ � �0.f.I; J / 2 R2 W�.I; J /¤ 0g/:

Thus, the theorem follows from the equalityZ
f 2P.R/��0.R2Xf�D0g/

�.f /jb.f /j df D
2

27

Z
.I;J /2R2

Z
h2P.R/

�.h � �0.I; J // dh dI dJ; (7)

which in turn is a consequence of the following Jacobian change-of-variables computation. First note that
a typical element of the region of integration on the left-hand side of (7) is given by

.tu/ � �0.I; J /D
1

t2
x3yC 3ux2y2C

�
3u2t2�

I t2

3

�
xy3C

�
u3t4�

Iut4

3
�
J t4

27

�
y4:
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By taking partial derivatives with respect to t , u, I, and J of the coefficients of the binary quartic form
on the right-hand side above and arranging these partials into matrix form, we find that the Jacobian
determinant relating the measures df and dt du dI dJ is given byˇ̌̌̌

ˇ̌̌̌
ˇ
�2t�3 0 6u2t � 2

3
I t 4u3t3� 4

3
Iut3� 4

27
J t3

3 6ut2 3u2t4� 1
3
I t4

�
1
3
t2 �

1
3
ut4

�
1
27
t4

ˇ̌̌̌
ˇ̌̌̌
ˇD�

2
27
t3:

Therefore, we have

df D 2
27
t3 dt du dI dJ:

Equation (7) then follows, since b..tu/ � �0.I; J //D t�2. �

2.3. Counting reducible PGL2.Z/-orbits on V.Z/. Let i 2 f0; 1g. In this section, we obtain asymptotics
for the number of reducible orbits of PGL2.Z/ on V0.Z/.i/ of bounded height, thus proving Theorems 6–8.
To simplify the exposition in the rest of this section, we introduce the following notation:

� For any set S � V.Z/, let Sred � S be the subset of forms in S having a rational linear factor; for
X > 0, let

SX WD fB 2 S WH.B/ < Xg;

and as before, let S0 WD S \V0.Z/ be the set of elements of S that lie on the reducible hyperplane.

� Let G0 � PGL2.R/ be a fixed nonempty open bounded set such that G�10 D G0 and G0 is left- and
right-invariant under the group K 0 generated by K together with the diagonal matrix having diagonal
entries 1 and �1. Such a set can be constructed by starting with a nonempty open bounded set G00 and
taking G0 DK 0.G00[G

0�1
0 /K 0.

� Define the multiset B1 by

B1 WDG0 �R.i/\V0.R/:

Set B WD .B1/1, and note that by the construction of R, we have .B1/X DX1=6B.

� We define the quantity C.B/ by

C.B/ WD
1

Qni Vol.G0/
�

Z
f 2B
jb.f /j df; (8)

where the volume of G0 is computed using the Haar measure dg, and where Qni D 2ni , with ni as defined
in Section 2.1.2.

� For a finite set † of PGL2.Z/-orbits on V.Z/, let #0† be the number of elements of †, where each
f 2† is counted with weight 1=# StabPGL2.Z/.f /.

2.3.1. Averaging over fundamental domains. We begin by applying Bhargava’s averaging technique,
developed in [2; 4]. By an argument identical to [9, Theorem 2.5], which involves averaging over translates
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of the fundamental domain F by elements of G0 and performing a suitable change-of-variables, we have

#0
�
.V .i/.Z/red/X

PGL2.Z/

�
D
1

ni
� #.Fh �R.i/\ .V .Z/red/X /

D
1

ni Vol.G0/

Z
g2F

#.gG0 �R
.i/
X \V.Z/red/ dg; (9)

Then we have the following result:

Proposition 12. We have

#
�
.V .i/.Z/red/X

PGL2.Z/

�
D

1

ni Vol.G0/

Z 1
tD1

Z 1
2

uD� 1
2

#.utX
1
6B\V0.Z//t�2 dud�t CO�.X

3
4
C�/; (10)

where B is the multiset

B WD .B1/1 WDG0 �R
.i/
1 \V0.R/:

Proof. The number of reducible (and irreducible) PGL2.Z/-orbits on V.Z/ that have nontrivial integral
stabilizer was proven in [9, Lemma 2.4] to be bounded O.X3=4C�/. Thus, we may replace the #0 in (9)
with # at the cost of an error of O.X3=4C�/. We split the fundamental domain F as

F D F 0 t
˚
utk W u 2

�
�
1
2
; 1
2

�
; t � 1; k 2K

	
;

where F 0 is absolutely bounded. When the integral over F is restricted to the compact region F 0, it is clear
that the number of forms with vanishing x4-coefficient is bounded by O.X2=3/. By [9, Lemma 2.3], the
number of reducible forms with nonzero x4-coefficient is bounded by O�.X2=3C�/. These error terms
are sufficiently small. The proposition then follows upon noting that, by the left K-invariance of G0, the
set gG0R.i/ is independent of � when g is written as g D ut� in Iwasawa coordinates. �

2.3.2. Slicing. Throughout this subsection we set Y WDX1=6. The integrand of the right-hand side of (10)
is the number of integral points in the region utY B\V0.R/. This region is typically quite skewed: indeed,
whenever t is high up in the cusp, the x3y-coefficient is small, so the volumes of the projections of the
set utY B away from this coefficient have the same order of magnitude as the volume of utY B itself.
Furthermore, the region where t is high up in the cusp contributes most of the lattice points that we are
interested in counting! We resolve this issue in this section by fibering the region utY B\V0.R/ by the
x3y-coefficient and using a result of Davenport to estimate the number of lattice points on each fiber.

We now partition the region utY B into slices, one for each possible value of the x3y-coefficient. For
any b 2 RX f0g, and any S � V.R/, let Sjb denote the slice of S at b, i.e., the subset of forms in S
with x4-coefficient equal to 0 and x3y-coefficient equal to b. Then we can express the integrand of the
right-hand side of (10) as

#
�
utY B\V0.Z/

�
D

X
b2Z; b¤0

#
�
.utY B/jb \V.Z/

�
D

X
b2Z; b¤0

Vol..utY B/jb/.1CO.Y �1//; (11)

where the final estimate is a consequence of the following proposition, due to Davenport:
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Proposition 13 [21]. Let R be a bounded, semialgebraic multiset in Rn having maximum multiplicity m
that is defined by at most k polynomial inequalities, each having degree at most `. Let R0 denote the
image of R under any .upper or lower/ triangular, unipotent transformation of Rn. Then the number of
integer lattice points .counted with multiplicity/ contained in the region R0 is given by

Vol.R/CO.maxfVol.R/; 1g/;

where Vol.R/ denotes the greatest d -dimensional volume of any projection of R onto a coordinate
subspace obtained by equating n�d coordinates to zero, where d ranges over all values in f1; : : : ; n�1g.
The implied constant in the second summand depends only on n, m, k, and `.

Now, since unipotent transformations preserve both the value of b and the volume, we have

Vol..utY B/jb/D Vol..tY B/jb/:

Combining (11) with Proposition 12 yields

#
�
.V .i/.Z/red/X

PGL2.Z/

�
D

1

ni Vol.G0/

X
b2ZXf0g

Z
1�t�Y 1=2=jbj1=2

Vol..tY B/jb/.1CO.Y �1//t�2 dud�t CO�.X
3
4
C�/: (12)

The bound in the region of integration above is obtained by noting that the value of jbj is bounded above
by O.Y /, and, for each fixed b ¤ 0, the range of t goes up to Y 1=2=

p
jbj, since the x3y-coefficients of

elements in utY B are� t�2Y . We bound the error term in the right-hand side of (12) by

� Y �1 Vol..tY B/jb/�
O.Y /X
bD1

Z O.Y 1=2=
p
b/

tD1

Y 2t6
d�t

t2
� Y 4

O.Y /X
bD1

b�2�X
2
3 : (13)

Substituting the estimate (13) into (12) yields

#
�
.V .i/.Z/red/X

PGL2.Z/

�
D

1

ni Vol.G0/

X
b2ZXf0g

Z
1�t�Y 1=2=jbj1=2

Vol..tY B/jb/
d�t

t2
CO�.X

3
4
C�/: (14)

We now manipulate the integrand in (14) to extract its dependence on the slicing index b. Because unipo-
tent transformations leave volumes unchanged, and the action of t on V.R/ scales the xiyj -coefficient
by t i�j, we have

Vol..tY B/jb/D Y 3 Vol..tB/jb=Y /D t6X1=2 Vol.Bjt2b=Y /: (15)

Since G0 is left-K 0-invariant and since the diagonal matrix with entries 1 and �1 belongs to K 0, it follows
that Vol.Bjˇ /D Vol.Bj�ˇ / for any ˇ 2 RX f0g. Hence, setting ˇ D t2b=Y (which gives d�ˇ D 2d�t ),
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we obtain

#
�
.V .i/.Z/red/X

PGL2.Z/

�
D

X1=2

2ni Vol.G0/

X
b2ZXf0g

b�2
Z
jbj=Y�ˇ�1

Y 2ˇ2 Vol.Bjˇ / d�ˇCO�.X
3
4
C�/

D
X5=6

ni Vol.G0/

1X
bD1

b�2
Z
ˇ�0

ˇVol.Bjˇ / dˇCO�.X
3
4
C�/; (16)

where the second line above follows since Bjˇ is a bounded set and Vol.Bjˇ /� 1. It therefore follows that

#
�
.V .i/.Z/red/X

PGL2.Z/

�
D �.2/ �C.B/ �X

5
6 CO�.X

3
4
C�/; (17)

where C.B/ was defined in (8). Note that while going from (14) to (17), we pick up a factor of 1
2

from
d�ˇ D 2d�t , a factor of 2 from restricting the sum over b 2 Z to the sum over b > 0, and another factor
of 1

2
by replacing the integral over ˇ � 0 to the integral over all ˇ in the definition of C.B/ (which is

equivalent to the integral over all f 2 B).

2.3.3. Computing the constant. In this section, we compute the value of C.B/. Recall that we defined B
to be the multiset B WDG0 �R

.i/
1 \V0.R/. Since G0 is right K 0-invariant, we may write G0 D SK 0 for

some S �N.R/T. Hence, we have

B D SK 0 �R.i/1 \V0.R/D S � .K 0R.i/1 /0:

We then have the following lemma concerning the multiplicity of the fiber of .K 0R.i//0 over
inv.V .R/.i//� R2:

Lemma 14. The map inv W .K 0R.i//0! finv.V .R/.i// is Qni to 1.

Proof. We begin by noting the map is certainly surjective since the invariants I and J of x3yCdxy2Cey3

are linear in d and e, respectively. It thus suffices to prove that the map

inv W ff 2 .K 0R.i//0 W b.f / > 0g ! inv.V .R/.i//

is ni to 1. This is a consequence of the following two facts: first, the stabilizer in PGL2.R/ of any element
in the image has size ni , and second, the group N.R/T acts simply transitively on inv�1.I; J /\V0.R/
for any .I; J / 2 inv.V .R/.i// by Lemma 10. Indeed, given f 2 R.i/ having invariants .I; J /, and
p� 2 StabPGL2.R/.f / with p 2N.R/T and � 2K 0, the element �f D p�1f belongs to .K 0R.i//0 and
has invariants .I; J /. This association yields the result. �

We are now in position to compute the constant C.B/:

Proposition 15. We have

C.B/D 1
27

Volf.I; J / 2 R2 W .�1/i�.I; J / > 0; H.I; J / < 1g:
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Proof. We have

C.B/D
1

Qni Vol.G0/

Z
f 2B
jb.f /j df D

1

Qni Vol.G0/

Z
f 2S�.K0R.i/

1 /0

jb.f /j df

D
2

27Vol.G0/

Z
.I;J /2R2

.�1/i�.I;J />0
H.I;J /<1

Z
h2S

dh dI dJ

D
2Volright.S/Volf.I; J / 2 R2 W .�1/i�.I; J / > 0; H.I; J / < 1g

27Vol.SK 0/
; (18)

where the second line follows by applying the Jacobian change-of-variables established in Proposition 11
along with Lemma 14. In the third line, Volright.S/ denotes the volume of S with respect to the right Haar
measure on P.R/. But since Vol.K/ is normalized to be equal to 1, we have that Volright.S/D 1

2
Vol.K 0S/,

where the volume is computed with respect to the Haar measure on G.R/. The next lemma demonstrates
that Vol.K 0S/D Vol.SK 0/:

Lemma 16. We have K 0S D SK 0, and in particular Vol.K 0S/D Vol.SK 0/.

Proof of Lemma 16. Since G0 D SK 0 is left-K 0-invariant and inversion-invariant, it follows that

K 0S �K 0SK 0 D SK 0 DG0 DG�10 DK
0S�1: (19)

Since the Iwasawa decomposition of PGL2.R/ is unique, (19) implies that S � S�1, and hence also that
S D S�1. Thus, SK 0 DK 0S�1 DK 0S, as desired. �

Combining (18) with the result of Lemma 16 completes the proof of Proposition 15. �

2.3.4. Congruence conditions. We now prove Theorem 7. Let S � V.Z/.i/ be a big family, and suppose
for now that S is defined by congruence conditions at finitely many places (i.e., suppose that Sp D V.Zp/
for all primes p� 1). For each b 2 Zp X f0g, let

.Sp/0jb WD ff 2 .Sp/0 W b.f /D bg;

and for each b 2 ZXf0g, let �.S0jb/ WD
Q
p Vol..Sp/0jb/ denote the density of the slice S0jb in V0.Z/jb;

here, each p-adic volume Vol..Sp/0jb/ is computed with respect to the Euclidean measure on V0.Zp/jb ,
normalized so that V0.Zp/jb has volume 1. Then an argument identical to the one used to obtain (14)
yields the asymptotic formula

#
�
.Sred/X

PGL2.Z/

�
D

1

ni Vol.G0/

X
b2ZXf0g

�.S0jb/

Z
t�1

Vol..tY B/jb/t�2 d�t CO�.X
3
4
C�/: (20)

Note that the upper bound on t in (14) can be omitted, since if t > cY 1=2=b1=2 for some sufficiently
large constant c, then .tY B/jb is empty. The PGL2.Z/-invariance of S implies that �.S0jb/D �.S0jjbj/
for all b. Hence, the argument used to deduce (16) and (17) yields the estimate

#
�
.Sred/X

PGL2.Z/

�
D C.B/ �

� 1X
bD1

�.S0jb/

b2

�
�X

5
6 CO�.X

3
4
C�/: (21)
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To evaluate the sum over b on the right-hand side of (21), we use the following property, which is a
consequence of the fact that S is a big family: if p is a prime and b; b0 2 Zp Xf0g are elements such that
jbi jp D jb

0
i jp for each i , then Vol..Sp/0jb/DVol..Sp/0jb0/. By repeatedly using this property, we obtain

the chain of equalities
1X
bD1

�.S0jb/

b2
D

Y
p

1X
iD0

Vol..Sp/0jpi /

p2i

D

Y
p

�
1�

1

p

��1 Z
b2Zp

b¤0

jbjp Vol..Sp/0jb/ db

D

Y
p

�
1�

1

p

��1 Z
f 2.Sp/0

jb.f /jp df;

where the second line above follows by partitioning the region of integration Zp Xf0g into level sets for
the integrand and summing over all such level sets, and where the last line above follows just as in (17).

It remains to handle the case where S is a big family defined by congruence conditions at infinitely
many places. This case follows by using an inclusion-exclusion sieve4 in conjunction with the following
bound on the number of PGL2.Z/-equivalence classes of forms f with large b.f /-value:

Theorem 17. Fix a real number M > 0. Then the number of PGL2.Z/-equivalence classes of (or
equivalently, P.Z/-orbits of ) elements of the set ff 2 V0.Z/ WH.f / < X; jb.f /j �M g is bounded by
O.X5=6=M/CO�.X

3=4C�/, where the implied constant is independent of M.

Proof. The required bound follows immediately from the proof of Theorem 6 by simply summing (16)
over only those b such that jbj �M. �

This concludes the proof of Theorem 7. We finish by noting that Theorem 8 follows from Theorem 7
by applying the Jacobian change-of-variables result in Proposition 11 to each p-adic integral.

3. Reduction theory for the action of G.Z/ on W.R/

Fix an integer n � 3. In this section, we construct finite covers of a fundamental set for the action of
G.Z/ on W.R/. As in Section 2.1, we achieve this in two steps: first, in Sections 3.1–3.2, we choose a
certain fundamental domain F for the action of G.Z/ on G.R/, and then in Section 3.3, we combine F
with fundamental sets for the action of G.R/ on W.R/ to construct our required covers.

Note that it suffices to construct a fundamental domain for OA.Z/ on OA.R/, as such a domain would
also be a fundamental domain for G.Z/ on G.R/. Indeed, when n is odd, this follows because OA.Z/

contains an element of determinant �1, namely, the negative of the identity matrix. When n is even, this
follows because the 2-torsion elements of OA.R/ are contained in OA.Z/. Thus, in Sections 3.1–3.2, we
work with the group OA. Furthermore, for our counting purposes, we cannot simply use any fundamental

4We do not flesh out the sieving argument here to avoid being repetitive, because in Section 6.3 (to follow), we use the same
sort of argument to prove Theorem 4.
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domain F for the action of OA.Z/ on OA.R/; rather, we require that F be box-shaped at infinity, and we
prove that such a choice of fundamental domain exists in Section 3.2.

3.1. A coordinate system for OA. We begin by recalling the Iwasawa decomposition

OA.R/DN.R/TK;

where N denotes the (algebraic) group of lower triangular unipotent matrices in OA, T denotes the set of
diagonal matrices with positive entries contained in OA.R/, and K denotes a maximal compact subgroup
of OA.R/. We note that T is a maximal torus of OA.R/, and that the elements of T normalize N.R/.

A calculation shows that the elements of N.R/ are parametrized as26666666666666666666664

1

u21 1

u31 u32 1
:::

:::
:::

: : :

u.dn
2
e�1/1 u.dn

2
e�1/2 u.dn

2
e�1/3 � � � 1

udn
2
e1 udn

2
e2 udn

2
e3 � � � udn

2
ebn

2
c 1

u.dn
2
eC1/1 u.dn

2
eC1/2 u.dn

2
eC1/3 � � � �

1
2
u2
dn

2
ebn

2
c
C� �udn

2
ebn

2
c 1

:::
:::

::: : :
: :::

:::
:::
: : :

u.n�2/1 u.n�2/2 �
1
2
u2
dn

2
e3
C� � � � � � � � � � 1

u.n�1/1 �
1
2
u2
dn

2
e2
C� � � � � � � � � � � �u32 1

�
1
2
u2
dn

2
e1
C� � � � � � � � � � � � � �u21 1

37777777777777777777775

; (22)

266666666666666666666664

1

u21 1

u31 u32 1
:::

:::
:::

: : :

u.n�2
2
/1 u.n�2

2
/2 u.n�2

2
/3 � � � 1

un
2
1 un

2
2 un

2
3 � � � un

2
.n�2

2
/ 1

u
.nC2

2
/1
u
.nC2

2
/2
u
.nC2

2
/3
� � � u

.nC2
2
/.n�2

2
/
0 1

u
.nC4

2
/1
u
.nC4

2
/2
u
.nC4

2
/3
� � � � � �un

2
.n�2

2
/ 1

:::
:::

::: : :
: :::

:::
:::

:::
: : :

u.n�2/1 u.n�2/2 � � � � � � � � � � � 1

u.n�1/1 � � � � � � � � � � � � �u32 1

� � � � � � � � � � � � � � �u21 1

377777777777777777777775

; (23)

where the uij 2R for i 2 f2; : : : ; n�1g and j 2 f1; : : : ;minfi � 1; n� igg are free parameters, and where
the symbol “�” is shorthand and is read as follows: if the “�” occurs in the row-i , column-j entry, then
it denotes “some polynomial of positive degree in the variables fui 0j 0 W i 0 � j 0 � i � j g with integer
coefficients and no constant term” (the polynomial being abbreviated depends on the matrix entry in
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which it occurs). We often abbreviate the tuple�
uij W i 2 f2; : : : ; n� 1g; j 2 f1; : : : ;minfi � 1; n� igg

�
by u and abuse notation by writing u for the corresponding element of N.R/.

Elements of T have the form s D diag.t1; : : : ; tn/, with ti tn�iC1 D 1 for i 2
˚
1; : : : ;

˙
n
2

�	
. (Note in

particular that when n is odd, we have t.nC1/=2D1.) In the sequel, it will be convenient to use the following
alternative coordinates for T. Define the coordinates .s1; : : : ; sbn=2c/ to be such that .t1; : : : ; tbn=2c/ is
equal to �bn

2
cY

iD1

s�1i ;

bn
2
cY

iD2

s�1i ; : : : ; s�1
bn

2
c

�
if 2 −n, (24)

�
s�1n �

n�4
2Y
iD1

s�1i ; s�1n �

n�4
2Y
iD2

s�1i ; : : : ; s�1n � s
�1
n�4

2

; s�1n ; s�1n � sn�2
2

�
if 2 jn, (25)

where si > 0 for each i and where sn WD
p
s.n�2/=2s.n/=2 when n is even.

We denote the elements of K by � . With respect to the coordinates u on N.R/, s on T, and � on K,
the Haar measure dg on OA.R/ is given by

dg D d� du.ı.s/ d�s/; (26)

where

du WD

dn
2
eY

iD1

i�1Y
jD1

duij ; d�s WD

bn
2
cY

iD1

dsi

si
; ı.s/ WD

8<:
Qbn

2
c

iD1 s
i2�2ibn

2
c

i if 2 −n,

.sn�2
2
sn

2
/�

n2�2n
8

Qn�4
2

iD1 s
i2�i.n�1/
i if 2 jn.

Above, d� is normalized so that
R
�2f˙ idgnK d� D 1, and du is normalized so that N.Z/ has covolume 1

in N.R/.

3.2. A box-shaped fundamental domain for OA.Z/ Õ OA.R/. A fundamental domain F is said to be
box-shaped at infinity if it can be sandwiched as S1 � F � S2, where S1 � S2 are nested generalized
Siegel sets5 satisfying the following conditions:

(a) There exists an open subset U1 �S1 of full measure such that every OA.Z/-orbit on OA.R/ meets
U1 at most once.

(b) Every OA.Z/-orbit on OA.R/ meets S2 at least once.

(c) The set S2 XS1 is empty “sufficiently high in the cusp,” in the sense that, for some c > 0, the set
Tc WD fs D .s1; : : : ; sbn=2c/ 2 T W si > c for all ig has the property that S1\NTcK D S2\NTcK.

5Here, a fundamental domain F �OA.R/ is defined to be a measurable subset such that there exists a subset M�OA.R/ of
full measure with the property that every g 2M is OA.Z/-equivalent to a unique element of F. By a generalized Siegel set, we
mean a finite union of Siegel sets.
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Because they are defined by simple equations in the cusp, box-shaped fundamental domains are particularly
amenable to explicit computations. For instance, we use the box-shaped property to evaluate a certain
integral that arises in the proof of Theorem 1 (see (35)). As another example of the utility of box-shaped
fundamental domains, see [27; 28], where Grenier proved the analogue of Theorem 18 for the group SLn
and remarked that his result could be used to compute certain integrals of Eisenstein series that arise
when generalizing Selberg’s trace formula to the group SLn.Z/. Grenier’s work has had a number of
applications in the literature (see, e.g., [26; 38; 53]), and as explained in Section 3.2 (to follow), it plays a
central role in our proof of Theorem 18.

In this subsection, we construct a box-shaped fundamental domain for the action of OA.Z/ on OA.R/.
Specifically, we prove the following result:

Theorem 18. There exists a fundamental domain for the action of OA.Z/ on OA.R/ that is box-shaped
at infinity.

Our proof of Theorem 18 occurs over the next five subsubsections and is structured as follows:

� First, in Section 3.2.1, we show that it suffices to construct the nested generalized Siegel sets S1 � S2
satisfying the properties (a)–(c) enumerated above.

� Next, in Section 3.2.2, we construct S2 in terms of a certain compact subset N � N.R/, and in
Section 3.2.3, we make a convenient explicit choice for the set N.

� It then remains to construct S1, which we do using the aforementioned work of Grenier. Specifically,
in Section 3.2.4, we recall the construction of Grenier’s domain, and in Section 3.2.5, we use his result to
construct S1.

3.2.1. Reduction to constructing S1 and S2. The following lemma reduces the problem of constructing
the desired fundamental domain F into the simpler problem of constructing S1 and S2:

Lemma 19. Let ƒ be a discrete subgroup of a Lie group G and denote by B.G/ the Borel � -algebra of G.
Suppose that S and S 0 are sets in B.G/ with the property that the maps S! G=ƒ and S 0! G=ƒ induced
by s 7! sƒ are, respectively, injective and surjective. Then there is a fundamental domain F in B.G/ for
the action of ƒ on G such that S � F � S 0.

Proof. The argument is analogous to the proof of [35, Lemma 4.1.1]. Since ƒ is discrete, we can find a
nonempty open subset U � G such that U�1U \ƒD fidg. Since G is second countable, we can find a
sequence of elements fgng � G such that G D

S1
nD1 gnU. Let S 00 D S 0 XSƒ and set

F 0 D
1[
nD1

�
gnU \S 00 X

[
i<n

.giU \S 00/ƒ
�
:

Lastly, define F D S [F 0 and note that this union is disjoint. Then F 2 B.G/ since all the operations
used in its construction keep us in the �-algebra. It is simple to check that the induced map F ! G=ƒ
sending x to xƒ is bijective. We conclude that F is a fundamental domain. �
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3.2.2. Constructing S2. We now construct S2 in terms of a certain compact subset N � N.R/, to be
chosen explicitly in the next subsubsection. This construction is in essence due to Borel and Harish-
Chandra (see [6, Section 9.2] and [43, Section 4.1], which specialize the results of [18; 19] for semisimple
groups to the case of the group SOA). By [18, Théorème 2.4 and Exemple 2.5], there exist a constant
c2 > 0 and a compact set N �N.R/ such that if we take

T2 WD fs D .s1; : : : ; sbn=2c/ 2 T W si > c2 for all ig;

then the set
S2 WDN T2 .f˙ idgnK/ (27)

meets every orbit of OA.Z/ on OA.R/ at least once (hence satisfying property (b) above), where f˙ idgnK
denotes some strict fundamental domain for the action of the group f˙ idg by left-multiplication on K
(where “strict” means that every coset of f˙ idg has a unique representative).6

3.2.3. Choosing N. Having constructed S2 in terms of N, we now make an explicit choice of N that
will be convenient in what follows. Let N �N.R/ be the subset defined as

N WD

(˚
u 2N.R/ W juij j � 1 for i D

˙
n
2

�
, juij j � 1

2
for i ¤

˙
n
2

�	
if n is odd,˚

u 2N.R/ W juij j �
1
2

for all i; j
	

if n is even.

The following lemma implies that by chopping N into pieces and translating them via elements of
N.R/\OA.Z/, we can replace N with a subset of N :

Lemma 20. Let u 2 N.R/. Then there exists Nu 2 N.R/\OA.Z/ such that Nuu 2 N . Moreover, there
exists an open subset U3 �N.R/ of full measure such that for any u 2 U3 there is precisely one element
Nu 2N.R/\OA.Z/ such that Nuu 2N .

Proof. We construct Nu inductively. Upon inspecting the coordinate system on N provided in Section 3.1,
we arrive at the following observation: if k 2 f0; : : : ; n�3g is an integer and u0 2N.R/ is an element such
that u0ij D 0 for all i; j such that i � j � k, then .u0u/ij D u0ij Cuij for all i; j such that i � j D kC 1.
By the observation, we may choose u1 2 N.R/\OA.Z/ such that j.u1/i.i�1/C ui.i�1/j � 1

2
for each

i 2
˚
2; : : : ;

�
n
2

˘	
and such that, for n odd, we have j.u1/dn=2ebn=2cCudn=2ebn=2cj � 1. Suppose for

some k 2 f0; : : : ; n� 4g we have chosen u` 2N.R/\OA.Z/ for each ` 2 f1; : : : ; kC 1g; then, by the
observation, we may choose ukC2 2N.R/\OA.Z/ such that j.u1/i.i�k�2/Cui.i�k�2/j � 1

2
for each

i 2
˚
k C 3; : : : ;

�
nCkC2
2

˘	
, unless n is odd and i D

˙
n
2

�
, in which case we can only arrange for

j.u1/dn=2e.dn=2e�k�2/Cudn=2e.dn=2e�k�2/j � 1. Having constructed u` for each ` 2 f1; : : : ; n� 2g, we
then take NuD

Qn�2
`D1 un�2�`.

As for uniqueness on an open subset of full measure, it suffices to show that Nu is unique when u lies in
the interior of N, for then we can take U3 to be the union of all .N.R/\OA.Z//-translates of the interior

6A priori, [18, Théorème 2.4] states that a finite number � of translates of Siegel sets can be found such that their union meets
every orbit of OA.Z/ on OA.R/=K at least once; here, � D #.OA.Z/nOA.Q/=P.Q//. But since the algebraic group OA has
class number 1, it follows from [37, Propositions 5.4 and 5.10] that � D 1.
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of N. So take u 2 N . If Nuu 2 N for some Nu 2 N.R/\OA.Z/, then the aforementioned observation,
together with the fact that u lies in the interior of N, implies that Nui.i�1/ D 0 for each i . Proceeding
inductively as we did to prove existence, we find that NuD id. �

By Lemma 20, we may assume that N �N. We next show that N can be chosen to lie within an even
smaller subset of N. Let � � OA.Z/ denote the subgroup of diagonal matrices with integer entries. One
readily verifies that � satisfies the following properties:

� � is a subgroup of K of order 2dn=2e centralizing T ;

� Conjugation by elements of � defines a group action on N with the property that for any � 2 � and
u 2N, we have j.� �u/ij j D juij j for all i; j .

� The orbit of every element of N under the action of � has a representative u such that for every nwe have
ui.i�1/2

�
0; 1
2

�
for each i 2

˚
2; : : : ;

�
n
2

˘	
and such that for odd nwe have udn=2ebn=2c2

�
�1;�1

2

�
[
�
0; 1
2

�
.

The representative u is unique if each uij lies in the interior of the corresponding interval or union of
intervals.

It follows that we can take N to lie within the subset

zN WD
n
u 2N W ui.i�1/ 2

�
0; 1
2

�
for each i 2

˚
2; : : : ;

�
n
2

˘	
; udn

2
ebn

2
c 2

�
�1;�1

2

�
[
�
0; 1
2

�
for odd n

o
:

By possibly expanding N, we may in fact choose N to be equal to zN.

3.2.4. Grenier’s domain. In the following subsubsection, we shall deduce the construction of the set S1
from a slight reformulation of Grenier’s explicit box-shaped fundamental domain F for the action of
SL˙n .Z/ on SL˙n .R/ (see [28]). To state this reformulation, we must introduce some notation. Let
N � SL˙n .R/ denote the subgroup of lower-triangular unipotent matrices; for an element u 2N , we
denote by uij the row-i , column-j entry of u. Let N be the set defined by

N WD
˚
u 2N W juij j �

1
2

for all i; j
	
:

Let T � SL˙n .R/ denote the subgroup of diagonal matrices with positive entries; for an element s 2 T ,
we denote by si the quotient of the row-.iC1/, column-.iC1/ entry of s by the row-i , column-i entry.
Let K � SL˙n .R/ denote a maximal compact subgroup containing K.

Consider the subset N 0 �N defined as

N 0
WD

n
u 2N W ui.i�1/ 2

�
0; 1
2

�
for each i 2

˚
2; : : : ;

˙
n
2

�	
,

ui.i�1/ 2
�
�
1
2
; 0
�

for each i 2
˚˙
n
2

�
C 2; : : : ; n

	
,

u.dn
2
eC1/dn

2
e 2

�
�
1
2
; 0
�

if 2 −n, u
.nC2

2
/n

2

2
�
�
1
2
; 1
2

�
if 2 jn

o
:

Let T 0 WD fs 2 T W si > c1 for all ig for a sufficiently large constant c1 > c2. Let "n 2 K denote the
identity matrix when n is odd, and the diagonal matrix whose diagonal entries are given by n

2
copies of

�1 followed by n
2

copies of 1 when n is even, and let f˙ id;˙"ngnK denote some strict fundamental
domain for the action of the group f˙ id;˙"ng by left-multiplication on K.
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We are now in position to state our reformulation of Grenier’s result:

Lemma 21. For every sufficiently large c1 > 0, the following property holds: If

us�; u0s0� 0 2N 0 T 0 .f˙ id;˙"ngnK /

are SL˙n .Z/-equivalent elements such that si ; s0i > c1 for all i and such that u; u0 lie in the interior of N 0,
then us� D u0s0� 0.

Proof. In [27], Grenier constructed a fundamental domain F � N T for the action of SL˙n .Z/ on
SL˙n .R/=K . The domain F has the property that no two points in its interior are SL˙n .Z/-equivalent. In
[28, Theorem 1], Grenier established that, for every sufficiently large c1 > 0, we have N 00T 0 �F, where
N 00D

˚
u2N 0 Wu..nC2/=2/.n=2/ 2

�
0; 1
2

�	
. Consequently, the set F .f˙ idgnK / is a fundamental domain

for the action of SL˙n .Z/ on SL˙n .R/ containing N 00T 0.f˙ idgnK /. Since "nN 00"nDN 0, it follows that
there is a fundamental domain for the action of SL˙n .Z/ on SL˙n .R/ containing N 0T 0.f˙ id;˙"ngnK /.
If we have two distinct SL˙n .Z/-equivalent elements us�; u0s0� 0 2 N 0T 0.f˙ id;˙"ngnK / such that
u; u0 lie in the interior of N 0, then one can find two distinct elements of the interior of F that are
SL˙n .Z/-equivalent, which is a contradiction. �

3.2.5. Constructing S1. Let T1 WD fs 2 T W si > c1 for all ig, where the constant c1 > 0 is to be chosen
shortly. We then take

S1 WDN T1 .f˙ idgnK/:

It is evident that S1 and S2 satisfy property (c) above. The following lemma states that we can choose c1
so that S1 lies within S2 and satisfies property (a) above:

Lemma 22. There exists a constant c1 > 0 for which .1/ S1 � S2 and .2/ there exists an open subset
U1 � S1 of full measure such that every orbit of OA.Z/ on OA.R/ meets U1 at most once.

Proof. Let U1 be an open subset of full measure contained in the interior of S1 consisting of elements
us� satisfying the following two properties:

� The stabilizer under left-multiplication by OA.Z/ of us� 2 OA.R/=K is given by f˙ idg.

� There exists a unique element u0 2N \SL˙n .Z/ such that u0u lies in the interior of N 0.

To see why we can arrange for the first property above to hold on a open subset of full measure, we use
the following lemma:

Lemma 23. There exists an open subset U � OA.R/=K of full measure such that the stabilizer in OA.Z/

of any g 2 U is given by K \f˙ idg.

Proof of Lemma 23. Let F be any fundamental domain for OA.Z/ on OA.R/=K, and let g be an element
of the interior of F . If 
 2 OA.Z/ stabilizes g, then there is an open neighborhood U 3 g contained in
the interior of F such that 
 �U is contained in the interior of F , implying in fact that 
 stabilizes every
element of U. Since left-multiplication by 
 defines a real-analytic function on OA.R/=K, and since



Geometry-of-numbers methods in the cusp 1125

OA.R/=K is connected (as K meets both of the two connected components of OA.R/), it follows that 

stabilizes all of OA.R/=K.

Now, the stabilizer in OA.R/ of any element h 2 OA.R/=K is given by hKh�1. Since 
 stabilizes all
of OA.R/=K, it follows that 
 2 K WD

T
h2OA.R/

hKh�1. But because K is a compact normal subgroup
of OA.R/, it follows that K is discrete. Let KC denote the intersection of K with the identity component
OA.R/

C of OA.R/. Then KC is a discrete normal subgroup of the connected group OA.R/
C, and so KC

is central in OA.R/
C. It follows that KC�f˙ idg, and hence that KC is central in OA.R/. If 
 0 2KXKC,

then 
 0 commutes with elements of both connected components of OA.R/, so 
 0 is central in OA.R/

since K is normal. Thus, K � f˙ idg, and so 
 D˙ id.
Finally, let U be the union of all OA.Z/-translates of the interior of F . Then U is an open subset of

full measure, and we have shown above that the stabilizer in OA.Z/ of any g 2 U is contained in f˙ idg,
as desired. This completes the proof of Lemma 23. �

As for the second property, observe that by the definitions of N and N 0, the desired element u0 must be
such that .u0/i.i�1/ D 0 for each i . Then, by proving the analogue of Lemma 20 for the group SL˙n , one
finds that there exists at least one u0 2N \SL˙n .Z/ such that u0u 2N 0. By our explicit characterization
of the elements of N (see (22) and (23)), the row-i , column-j entry of u is a nonconstant polynomial in
the unipotent coordinates for every pair .i; j / with i > j C 1. Thus, there exists an open subset U2 �N
of full measure such that for any u 2 U2 and u0 2N \SL˙n .Z/, the row-i , column-j entry of u0u is not
an integer multiple of 1

2
for every pair .i; j / with i > j , unless i C 1D j D n

2
, in which case uij D 0.

In particular, if for u 2 U2 and u0 2N \ SL˙n .Z/ we have u0u 2N 0, then u0u must in fact lie in the
interior of N 0, and imitating the proof of uniqueness in Lemma 20 yields that u0 must be unique.

Having defined U1, take any us�; u0s0� 0 2U1 such that g �us� D u0s0� 0 for some g 2OA.Z/. Let "; "0 2
f˙ id;˙"ng be such that "�; "0� 0 2 f˙ id;˙"ngnK . Let u0; u00 2N \ SL˙n .Z/ be the unique elements
such that u0."u"/; u00."

0u0"0/ lie in the interior of N 0. Since si ; s0i >c1 for all i , it follows from Lemma 21
that u0."u"/s."�/D u00."

0u0"0/s0."0� 0/. By the uniqueness of the Iwasawa decomposition, we must have

u0."u"/D u
0
0."
0u0"0/; s D s0; "� D "0� 0: (28)

The third equality in (28) implies that ""0 2K, so since "n 62K when n is even, it follows that ""0 D˙ id.
But .f˙ idg/nK contains either � or �� and not both, meaning that ""0D id. Combining this with the first
equality in (28) yields that u is a translate of u0 by an element of N \SL˙n .Z/, and hence by an element of
N\OA.Z/. The uniqueness statement in Lemma 20 then implies that uDu0. We conclude that us�Dus0� 0.

This completes the proof of Lemma 22, and hence also that of Theorem 18. �

3.3. Fundamental sets for G.R/ Õ W.R/ and G.Z/ Õ W.R/. Let r and s be nonnegative integers with
r C 2s D n. We define U.R/.r/ to be the set of monic polynomial f .x/ of degree n with r distinct real
roots and s distinct pairs of complex conjugate roots. We let W.R/.r/ denote inv�1.U.R/.r//, and let
W.R/.r/;red be the set of elements in W.R/.r/ that are reducible over R. Let f be an element in U.R/.r/.
From [6, Section 9] and [43, Section 4], we know that the set fB 2W.R/.r/;red W inv.B/D f g consists of
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a single G.R/-orbit, and also that the quantity

�r WD # StabG.R/.B/ (29)

is independent of the choice of B 2W.R/.r/.
We next exhibit an explicit representative of the reducible G.R/-orbit of inv�1.f / for polynomials

f 2U.R/. Denote the coefficients of f by f .x/DxnCf1xn�1C�� �Cfn, and define �0 WU.R/!W0.R/ by

�0.f / WD

266666666666666664

1 0

: :
:

0

1

1 0

1 f1 �
f2

2

1 0 �f2

2
�f3

: : :

: :
: : : :

: : : �
fn�3

2

1 0 �
fn�3

2
�fn�2 �

fn�1

2

0 �
fn�1

2
�fn

377777777777777775
if n is odd, and by

�0.f / WD

26666666666666666664

1 0

: :
:

0

1

1 0

1 �
f1

2

1 �f1

2

f 2
1

4
�f2 �

f3

2

1 0 �
f3

2
�f4

: : :

: :
: : : :

: : : �
fn�3

2

1 0 �
fn�3

2
�fn�2 �

fn�1

2

0 �
fn�1

2
�fn

37777777777777777775
if n is even. These sections are constructed and used in [16, equations (11) and (27)]. It is easy to check
that we have inv.�0.f // D f , and so �0 is indeed a section. This explicit section �0 is useful in the
proof of Proposition 27 (to follow), for its image consists of matrices whose entries are polynomials in
the fi . However, in Section 5.2 (also to follow), we shall require a section � with image consisting of
elements B whose entries are O.H.B//. To this end, we rescale �0: given f 2 U.R/ having height Y
and nonzero discriminant, set f1.x/ WD f .x=Y /. Then H.f1/ D 1, and we define the section � by
�.f / WD H.f /�.f1/. It is easy to check that � is also a section, and that the coefficients of B in the
image of � are bounded by O.H.B//. We now define R.r/ to be �.U.R/.r//�W.R/.r/;red.

Finally, we have the following result, which follows immediately from an argument parallel to [9,
Section 2.1]:
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Proposition 24. The multiset F �R.r/ is a cover of a fundamental domain for the action of G.Z/ on
W.R/.r/;red. More precisely, everyG.Z/-orbit of B 2W.R/.r/;red is represented exactly �r=# StabG.R/.B/
times in F �R.r/.

4. The action of the subgroup P on the reducible hyperplane W0

In this section, we examine the action of the lower-triangular (parabolic) subgroup P on the reducible
hyperplane W0. Specifically, in Section 4.1, we show that over many interesting base rings R, the action
of P.R/ on the set of elements in W0.R/ lying over a given nondegenerate invariant polynomial is simply
transitive. Then, in Section 4.2, we prove a Jacobian change-of-variables formula relating the Euclidean
measure on W0.R/ to the product of the Haar measure on P.R/ with the Euclidean measure on U.R/.
This formula will be applied in Sections 5.3–5.4 and 6.3.

4.1. Reduction theory for the action of P on W0. Let R be either a field or Zp for some prime p. Then,
by analogy with Proposition 9, we have the following result, which classifies the orbits and stabilizers of
P.R/ on W0.R/:

Proposition 25. Let R be as above, and let f 2 U.R/ be an element with unit discriminant. Then
inv�1.f /\W0.R/ consists of a single P.R/-orbit, and the stabilizer of any element of this unique orbit
is trivial.

Proof. We first prove the transitivity claim for any integral domain R in which 2 is invertible (this includes
every field of characteristic not 2, as well as Zp for odd primes p). Let B D Œbij � be any element in
inv�1.f /\W0.R/. The idea of the proof is to show that B can be transformed under the group P.R/
into an element of the image of the section �0, which is defined over R because we assumed that 2 2R�.
Since distinct elements in the image of �0 have distinct invariants, it will follow that B is P.R/-equivalent
to �0.f /, as necessary.

We now translate B into the image of �0. First, notice that each bi.n�i/ is a unit in R: indeed, the
discriminant of f is a unit in R, and each bi.n�i/ divides the discriminant of f . Thus, we may use the
action of the diagonal matrices in P.R/ to transform each bi.n�i/ into 1, and we may assume in what
follows that bi.n�i/ D 1 for each i .

Next, using the coefficients of N given in (22) and (23), we abuse notation by denoting, for any vij 2R,
an element in N.R/ called Quij , whose uij -coefficient is vij , and whose other coefficients are 0. We
successively replace B by N.R/-translates of itself by means of the following steps:

(1) Let v21 2R be such that b1nC Qu21 D 0. In other words, v21 D�b1n. We redefine B to be Qu21 �B .
We now have b1n D 0.

(2) Set v32 WD �b2.n�1/, and redefine B to be Qu32 �B . Next, set v31 WD �b2n and redefine B to be
Qu31 �B . We now have b2.n�1/ D b2n D 0.

(k) Let k 2 f3; : : : ; n�2g, and suppose that we have transformed the first k�1 rows (and hence the first
k�1 columns) of B into the required form. We now explain how to transform the k-th row (and column)
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of B into what is needed; i.e., we explain how to clear out the entries bk.n�j / for j in the appropriate
range. First set

v.kC1/minfk;n�k�1g WD �bkmaxfkC2;n�kC1g

and redefine B to be Qu.kC1/minfk;n�k�1g �B . Next set

v.kC1/minfk�1;n�k�2g WD �bkmaxfkC3;n�kC2g

and redefine Bto be Qu.kC1/minfk�1;n�k�2g � B . These two steps clear out bkmaxfkC2;n�kC1g and
bkmaxfkC3;n�kC2g. Continuing in this manner, let k0 2 f3; : : : ;minfk � 1; n � k � 2gg, and suppose
that we have cleared out bkj for j 2maxfkC 2; n� kC 1g; : : : ;maxfkC k0C 1; n� kC k0g. Then set

v.kC1/minfk�k0;n�k�k0�1g WD bkmaxfkCk0C2;n�kCk0C1g;

and redefine B to be Qu.kC1/minfk�k0;n�k�k0�1g � B . This process has now cleared out the all of the
required entries in the k-th row of B .

Having transformed the first n� 2 rows (and therefore columns) of B into the required form, note that
the last two rows are already as required. We have thus replaced B by an P.R/-translate to ensure that B
lies in the image of �0, as desired.

We now handle the case where RD Z2. In this case, when n is even, the argument given above works
without change. But it does not quite work when n is odd, because every element u 2 N.Z2/ has the
property that udn=2ej is divisible by 2 for each j 2

˚
1; : : : ;

�
n
2

˘	
(see (22)). Thus, in step

��
n
2

˘�
of the

process outlined above, the action of N.Z2/ can only be used to make the entries bbn=2cj equal to either
0 or 1. Consequently, once all the steps have been completed, the resulting matrix B may fail to lie in
the image of �0.f /, but only because some of the entries bbn=2cj might be equal to 1. Now, it is easy to
verify that such a matrix B has bbn=2cj D 1 if and only if the x2n�2jC1-coefficient of f is odd. Thus,
the arrangement of 0’s and 1’s in the

�
n
2

˘
-th row of B is uniquely determined by the invariants, and the

claim follows.
We finally handle the case where R is a field of characteristic 2. In this case, when n is even, every

element of W0.R/ has discriminant zero, and so the claim is moot. When n is odd, the argument used in
the case RD Z2 works without change.

The claim regarding the stabilizers of elements in W0.R/ follows by inspection. Indeed, any element
of P.R/ stabilizing B must fix each bi.n�i/ and hence must lie in the subgroup N.R/� P.R/; moreover,
any element of u 2N.R/ can be factored as uD

Q
Quij , and it follows from the points enumerated above

that u stabilizes B if and only if each Quij stabilizes B , which happens if and only if each Quij is the
identity matrix. (Note: this stabilizer computation works over any integral domain R.) �

By analogy with Lemma 10, the above result has the following immediate consequence by specializing
to the case RD R:

Lemma 26. Let f 2U.R/ be nondegenerate. Then the set fB 2 inv�1.f /0 W bk.n�k/.B/ > 0 for each kg
consists of a single N.R/T -orbit.
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4.2. A Jacobian change-of-variables formula. Proposition 25 implies that when R D R or Zp for a
prime p, the space W0.R/ is a fibration over U.R/, where the generic fiber can be identified with P.R/,
so long as it is nonempty. Thus, the Euclidean measure on W0.R/ should be related to the product
of the Haar measure on P.R/ with the Euclidean measure on U.R/. By analogy with Proposition 11,
the following result shows that the relationship between these measures is governed by the polynomial
function � on W0 defined as in (2):

Proposition 27. Let RD R or Zp for some prime p. Let � WW0.R/! R be a measurable function. Then
there exists a nonzero rational number J 2Q� such thatZ

B2W0.R/

�.B/j�.B/j dB D jJ j
Z
f 2U.R/

disc.f /¤0

� X
B2

inv�1.f /0
P.R/

Z
h2P.R/

�.h �B/ dh

�
df;

where dB and df are Euclidean measures, where dh is the right Haar measure on P given by dh D
ı.s/�1 dud�s, and where j � j denotes the usual absolute value on R.

Remark. Unlike in Proposition 11, which concerns a representation of small dimension, we cannot prove
Proposition 27 by means of a direct computation. Instead, we follow the general four-step strategy used to
prove [9, Propositions 3.7, 3.10], which establish an analogous change-of-variables formula in a simpler
setting, where the group P is replaced by a semisimple group, and the factor of j�.B/j is not present. The
first step is to note that a similar equation holds, where the Jacobian constant J is replaced by a Jacobian
function that a priori depends on the section � , the group element h, and the invariant f . Second, the
Jacobian function is shown to be independent of the group element h using left-invariance of the Haar
measure (which does not hold in our case). Third, the Jacobian function is shown to be independent of
the section � using right-invariance of Haar measure (which does hold in our case, and the independence
on the section follows in exactly the same way). Finally, once independence of � has been established,
the section can be chosen to be a polynomial map, from which independence on the invariant can be
easily deduced by comparing degrees and dimensions of the invariants and spaces involved. This final
step also goes through without change for us.

Thus, the main difference in our case is that the Haar measure dh is not left-invariant. As we demonstrate
below, the extra factor of j�.B/j captures how the volumes of sets inW0.R/ transform under left-translation
by group elements and therefore compensates for the failure of the measure dh to be left-invariant.

Proof of Proposition 27. Let U � U.R/ be an open set, and let � W U !W0.R/ be a continuous section
(such as the section �0 constructed in Section 3.3) with respect to inv. We first claim that we haveZ

B2P.R/��.U/
�.B/j�.B/j dB D jJ j

Z
f 2U

Z
h2P.R/

�.h � �.f // dh df (30)

for some nonzero rational constant J 2 Q�. We prove (30) in a series of steps. First, by the Stone–
Weierstrass theorem, we may assume that � is piecewise analytic, in which case we haveZ

B2P.R/��.U/
�.B/j�.B/j dB D

Z
f 2U

Z
h2P.R/

jJ⊃.h; f /j�.h � �.f // dh df;
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where J� .h; f / denotes the determinant of the Jacobian matrix arising from the change-of-variables
taking the measure �.B/ dB on to the product measure dh df . Note in particular that the function J� is
piecewise continuous in both arguments h and f .

Second, we show that J� .h; f / is independent of h. To do this, fix 
 2 P.R/, and consider the
transformation on W0.R/ sending B to 
 � B . Then there is a character �� W P.R/! R>0 such that
�.
 �B/d.
 �B/D ��.
/�.B/dB; note that �� exists because �.B/ is a product of coefficients that are
unchanged by the action of N.R/. In fact, writing 
 D tuD su, the elementary computation

�.
 �B/ d.
 �B/D

bn
2
cY

iD1

.ti=tiC1/
1�2i�.B/tn�11

bn
2
cY

iD2

tn�2iC2i dB

D tn�21

bn
2
cY

iD2

tn�2ii �.B/ dB D ı.s/�1�.B/ dB

for odd n (and a similar one for even n) reveals that ��.
/ D ı.s/�1 for 
 D su. On the other hand,
the transformation B 7! 
 �B acts on P.R/�U by sending .h; f / to .
h; f /. Letting � W P.R/! R>0

denote the modulus for the left action of P on the right Haar measure dh, we see that

J� .
h; f / d.
h/ df D �.
/J� .
h; f / dh df: (31)

By definition, �.
/D ı.s/�1 for 
 D su, and so we have �.
/D ��.
/. Therefore, we have

J� .
h; f / d.
h/ df D �.
B/ dB D ��.
/�.B/ dB D ��.
/J� .h; f / dh df: (32)

Comparing (31) and (32), we see that J� .h; f /D J .f / is independent of h.
Third, that J� .h; f / is independent of � follows from an argument identical to Step 2 in the proof of

[9, Proposition 3.10]; this step relies crucially on the fact that the measure dh is right-invariant. Thus, we
can take � to be the polynomial section �0 defined in Section 3.3. Having made this choice of section,
that J�0

.h; f / is independent of f and given by a nonzero rational constant follows from an argument
identical to Steps 3 and 4 in the proof of [9, Proposition 3.10].

We have therefore proven (30). Proposition 27 now follows from (30) and the principle of permanence
of identities in a manner identical to how [9, Proposition 3.7] is deduced from [9, Proposition 3.10]. �

We conclude this section by computing the value of the Jacobian constant jJ j 2 Q� that arises in
Proposition 27:

Proposition 28. The value of jJ j is 1 when n is odd and 2�n=2 when n is even.

Proof. To compute jJ j, it suffices to compute jJ jp for each p since J 2Q�. To do this, we construct
convenient sets in W0.Zp/ whose volumes are computed in two different ways: first, using Proposition 27,
and second, via an Fp-point count. Equating the two answers yields the value of jJ jp.

Case 1: p > 2. Fix a nondegenerate polynomial f 2 U.Fp/, and let �p WW0.Zp/! R be the indicator
function of the set

† WD fB 2W0.Zp/ W inv.B/� f .modp/g:
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By Proposition 25, the group P.Zp/ acts simply transitively on the set of elements in † having any fixed
invariant polynomial. Hence, from Proposition 27, we obtain

Vol.†/D jJ jp �Vol.P.Zp//
Z

g2U.Zp/
g�f .modp/

dg D jJ jp �Vol.P.Zp// �p� dimU: (33)

On the other hand, Proposition 25 also implies that the group P.Fp/ acts simply transitively on the mod-p
reduction † of †. Thus, we have

#†D #P.Fp/: (34)

Since Vol.†/ D p� dimW0 � #†, Vol.P.Zp// D p� dimP � #P.Fp/, and dimP C dimU D dimW0, we
obtain from (33) and (34) that jJ jp D 1 for all odd primes p.

Case 2: p D 2. The proof here is similar to Case 1, so we highlight the differences. Pick an integer
m� 1, and set qD 2m. This time, we pick the polynomial f .x/D xn 2U.Z=qZ/, and we define the set

† WD
˚
B 2W0.Z2/ W jbi.n�i/.B/j2 D 1 for all i 2

˚
1; : : : ;

�
n
2

˘	
, inv.B/� f .mod q/

	
:

As before, we obtain

Vol.†/D jJ j2 �Vol.P.Z2// � q� dimU :

However, the situation over Z=qZ is more complicated. Here, the mod-q reduction † of † breaks up
into 2bn=2c different P.Z=qZ/-orbits. Indeed, the

�
n
2

˘
different coefficients labeled �fi

2
in the image of

�0.f / in Section 3.3 can be taken to be either 0 or q
2

, and this gives exactly 2bn=2c different elements
that are inequivalent under the action of P.Z=qZ/. Therefore, this time we have

#†D 2b
n
2
c
� #P.Z=qZ/:

As before, we have Vol.†/ D q� dimW0 � #†, and it is easy to check that we have Vol.P.Z2// D
2bn=2cq� dimP � #P.Z=qZ/ when n is odd and Vol.P.Z2// D q� dimP � #P.Z=qZ/ when n is even. It
follows that jJ j2 D 1 when n is odd and jJ j2 D 2n=2 when n is even. �

5. Counting reducible G.Z/-orbits on W.Z/

Let n� 3, r , and s be nonnegative integers with r C 2s D n.7 In this section, we obtain asymptotics for
the number of reducible orbits of G.Z/ on W.Z/.r/ of bounded height, thereby proving Theorems 1, 3,
and 4 using Method I. The proofs using Method II are given in the next section.

To simplify the exposition in the rest of this section, we introduce the following notation:

� For any set S � W.Z/, let Sred � S be the subset of reducible elements of S ; for X > 0, let SX WD
fB 2 S W H.B/ < Xg; and as before, let S0 WD S \W0.Z/ be the set of elements of S that lie on the
reducible hyperplane.

7Note that definitions of quantities introduced in what follows may implicitly depend on r .
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� Let G0 � G.R/ be a fixed nonempty open bounded set such that G�10 D G0 and G0 is left- and
right-K-invariant. As explained in Section 2.3, such a set can be constructed by starting with a nonempty
open bounded set G00 and taking G0 DK.G00[G

0�1
0 /K.

� Define the multiset B1 by
B1 WDG0 �R.r/\W0.R/:

Set B WD .B1/1, and note that by the construction of R, we have .B1/X DXB.

� We define the quantity C.B/ by

C.B/ WD
1

Q�r Vol.G0/
�

Z
B2B
j�.B/j dB;

where the volume of G0 is computed using the Haar measure dg, and where Q�r WD 2dn=2e�r , with �r as
defined in (29).

� For a finite set † of G.Z/-orbits on W.Z/, let #0† be the number of elements of †, where each B 2†
is counted with weight 1=# StabG.Z/.B/.

This section is organized as follows. After setting up Bhargava’s averaging method in Section 5.1, we
reduce the problem of counting reducible G.Z/-orbits on W.Z/ to a question of counting integer points
in various regions of W0.Z/. This is accomplished in Proposition 29 by combining previously obtained
“main ball” counting estimates. The advantage of this result over simply applying the averaging method
over the nonreductive group P is that the integral in the right-hand side of (36) goes over T1 instead of T .
This comes at a cost of a fairly large (but sufficient for our purposes) error term. The regions in W0.R/
that we need to count in are very skewed. In Section 5.2, we use a slicing method to express the point
count in terms of certain constants that are expressed as products of local integrals. In Section 5.3, we use
our Jacobian change-of-variables from the previous section to evaluate the contribution to these constants
from the infinite place. Finally, in Section 5.4, we evaluate the contribution from finite places, and also
carry out a squarefree sieve proving Theorems 1, 3, and 4.

5.1. Averaging over fundamental domains. As in Section 2.3.1, we begin by applying Bhargava’s averag-
ing technique, developed in [2; 4]. Let F be a fundamental domain for the action of G.Z/ on G.R/ that is
box-shaped at infinity (recall that such an F exists by Theorem 18). Then, by analogy with (9), we obtain

#0
�
.W.Z/

.r/
red /X

G.Z/

�
D

1

�r Vol.G0/

Z
g2F

#.gG0 �R
.r/
X \W.Z/red/ dg: (35)

Since F is a box-shaped fundamental domain, it follows that we can write, up to a measure-0 set, F as the
disjoint union F 0[NT1.f˙ idgnK/, where N is the compact subset of N.R/ determined in Section 3.2.3,

T1 WD fs D .s1; : : : ; sbn=2c/ 2 T W si > c1 for all ig

is a subset of T, and F 0 is a subset of

N fs D .s1; : : : ; sbn=2c/ 2 T W si � c1 for some ig.f˙ idgnK/:
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By combining counting results from [6; 16; 43], we prove the following result, in partial analogy with
Proposition 12:

Proposition 29. We have

#0
�
.W.Z/

.r/
red /X

G.Z/

�
D

1

Q�r Vol.G0/

Z
us2NT1

#.usXB\W0.Z//ı.s/ du d�sCO�.X
n2Cn�0:4

2
C�/; (36)

where B is the multiset B WD .B1/1 WDG0 �R
.r/
1 \W0.R/, and N is defined in Section 3.2.3.

Proof. Recall that B D Œbij � 2W0.R/ if and only if bij D 0 for all i C j < n. Borrowing terminology
from [17], we break up the integral on the right-hand side of (35) into three regions, the main body, the
shallow cusp, and the deep cusp, and we estimate the contributions from each region separately.

The main body is the region of the integral over F consisting of g 2 F such that gG0 �R
.r/
X contains

integer points B 2 W.Z/ with b11 ¤ 0. The number of reducible elements in the main ball has been
shown to be negligible in [6, Proposition 10.7] (for odd n) and [43, Proposition 23] (for even n). These
estimates have been improved to a power-saving bound of O�.X .n

2Cn�0:4/=2C�/ in Propositions 2.6
and 3.5 of [16], respectively.

Next, the shallow cusp is the region of the integral over F consisting of g 2 F such that every
B 2 gG0 �R

.r/
X satisfies jb11j < 1, and such that gG0 �R

.r/
X contains integer points B 2 W.Z/ with

bb.n�1/=2cb.n�1/=2c ¤ 0. The proofs of [6, Proposition 10.5] (for odd n) and [43, Proposition 21] (for
even n) prove that the number of elements in the shallow cusp is bounded by O.X .n

2Cn�2/=2/. Together,
these bounds imply

#0
�
.W.Z/

.r/
red /X

G.Z/

�
D

1

�r Vol.G0/

Z
g2F

#.gG0 �R
.r/
X \W0.Z// dgCO�.X

n2Cn�0:4
2

C�/:

We now claim that the above estimate also holds when the region of integration F is replaced by
the region NT1. To prove this claim, we show that the above integral is negligible when F is replaced
by F 0. However, this also follows from the previous bounds since F 0 lies within the main body and the
shallow cusp. Indeed, note that for an element ntk 2 F to lie within the deep cusp (i.e., in the cusp but
not the shallow cusp), we must have log tb.n�1/=2c� logX. Moreover, since ntk 2 F , the condition
log tb.n�1/=2c� logX automatically implies that log si � logX for every i , and thus ntk 62 F 0. Finally,
we replace N with N (see Section 3.2.3 for the definition), and to compensate, we divide by the order of
the subgroup � �K, which is 2dn=2e. The result now follows from the definitions of �r and Q�r . �

5.2. Slicing. Just like in Section 2.3.2, Proposition 13 is not by itself sufficient to estimate the number
of integral points in the region usXB, which is typically quite skewed. Instead, we fiber the region
usXB by the coefficients b1.n�1/; : : : ; bbn=2cdn=2e. For any b D .b1; : : : ; bbn=2c/ 2 .RX f0g/bn=2c, and
any S �W.R/, let Sjb denote the slice of S at b, i.e.,

Sjb WD
˚
B 2 S \W0.R/ W bk.n�k/.B/D bk for all k 2

˚
1; : : : ;

�
n
2

˘		
:
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We can express the integrand of the right-hand side of (36) as

#.usXB\W.Z//D
X

b2Zbn=2c

bi¤08i

#
�
.usXB/jb \W.Z/

�
: (37)

By examining the action of s on an element B D Œbij � 2W.R/, we define the weight wij D w.bij / to be
the quantity by which s scales the matrix entry bij for each pair .i; j / 2 f1; : : : ; ng2. For any subset S of
coefficients bij of W.R/, we let w.S/ denote the product of the weights of all the elements in S . From
Proposition 13, it follows that

#
�
.usXB/jb \W.Z/

�
D Vol..usXB/jb/.1CO.X�1//; (38)

where the error term is seen to be X�1 times the main term as follows. The weight of every coefficient
in W0.R/ not being sliced over is � 1: indeed, note that w.bk.nC1�k// D 1 for each k, and that the
remaining weights are all at least as big. As a consequence, the range of each coefficient varying in
.usXB/b is�X, and the volume of .usXB/jb is asymptotic to the product of the ranges of these varying
coefficients. Proposition 13 then yields a saving of size X, as necessary.

Now, since unipotent transformations preserve both the value of b and the volume, we have

Vol..usXB/jb/D Vol..sXB/jb/:

Recall that we have normalized measures to ensure Vol.N /D 1. Therefore, (36), (37), and (38) yield

#0
�
.W.Z/

.r/
red /X

G.Z/

�
D

1

Q�r Vol.G0/

X
b2Zbn=2c

bi¤08i

Z
s2T1

Vol..sXB/jb/ı.s/ d�sCO�.X
n2Cn�0:4

2
C�/: (39)

Define an action of T on .R X f0g/bn=2c by setting s..bi /i / WD .w.bi.n�i//bi /i . For fixed X and
bD .bi /i 2 .RXf0g/

bn=2c, we write X�1s�1.b/DWˇDW .ˇi /i . Let S denote the set of coefficients ofW0,
and write S D S0 tS[, where S0 is the set of all bi.n�i/, and S[ WD S XS0. Since .sXB/jb D sX.Bjˇ /,
it follows that

Vol
�
.sXB/jb

�
D Vol

�
sX.Bjˇ /

�
DXdim.S[/w.S[/Vol.Bjˇ /: (40)

Consider the change of variables si 7! ˇi , and note that d�s D d�ˇ WD
Q
i .dˇi=ˇi /. Write nD 2gC 1

when n is odd, and nD 2gC 2 when n is even. We have sk D Xˇkb�1k for all 1 � k � g. When n is
even, we further have sgC1 DX2ˇgˇgC1b�1g b�1gC1. A direct computation now yields that

XdimS[

w.S[/ı.s/D

(
XdimS[ Qg

kD1
s2k
k

for n odd,

XdimS[

.s
g�1
g s

gC1
gC1/

Qg�1

kD1
s2k
k

for n even.

Therefore, defining Z.a1; : : : ; ag/ WD
Qg

kD1
a2k
k

when n D 2g C 1 is odd and Z.a1; : : : ; agC1/ WD
a
gC1
gC1

Qg

kD1
a2k
k

when nD 2gC 2 is even, we have

XdimS[

w.S[/ı.s/DX
n2Cn

2
Z.ˇ/
Z.b/

: (41)
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We now examine each individual summand on the right-hand side of (39). For bD .bi /i 2 .RXf0g/bn=2c,
let jbj denote .jbi j/i . Recall that G0 is K-invariant, and recall from Section 3.2.3 that K contains every
diagonal matrix in G.Z/ with each entry ˙1. It follows that we have Vol.Bjb/D Vol.Bjjbj/. Therefore,
from (40) and (41), we deduce thatZ

s2T1

Vol..sXB/jb/ı.s/ d�s D
X

n2Cn
2

Z.jbj/

Z
ˇ2R

bn=2c
�0 XT 01

Z.ˇ/Vol.Bjˇ / d�ˇ

for each b D .bi /i 2 .Z X f0g/
bn=2c, where T 01 is a region contained in the set of those ˇ for which

ˇi � X�1 for at least one i . Since B is a bounded set and the integral of Z.ˇ/d�ˇ over T 01 is clearly
bounded by O.X�1/, we find thatZ

s2T1

Vol..sXB/jb/ı.s/ d�s D
X

n2Cn
2

Z.jbj/

Z
ˇ2R

bn=2c
>0

Z.ˇ/Vol.Bjˇ /d�ˇCO.X
n2Cn�2

2 /

D
X

n2Cn
2

Z.jbj/

Z
B2BC

�.B/ dBCO.X
n2Cn�2

2 /; (42)

where BC WD
˚
B 2 B W bi.n�i/.B/ > 0 for all i 2

˚
1; : : : ;

�
n
2

˘		
. Substituting (42) into (39) and summing

over b, we immediately obtain

#0
�
.W.Z/

.r/
red /X

G.Z/

�
D C.B/ �C fin

n �X
n2Cn

2 CO�.X
n2Cn�0:4

2
C�/: (43)

To recover Theorem 1 from (43), it remains to prove two facts: first, that the constant C.B/ is equal to
C inf
n;r , and second, that the #0-count and the #-count differ by only a negligible amount. We verify these

facts in the next two subsections.

5.3. Computing the constant. In this subsection, we compute the value of C.B/. Recall that we defined B
to be the multiset B WDG0 �R

.r/
1 \W0.R/. SinceG0 is right-K-invariant, we may writeG0DSK for some

S�N.R/T . Hence, we have that BDSK �R.r/1 \W0.R/DS �.KR.r/1 /0. Then, by analogy with Lemma 14,
we have the following lemma concerning the multiplicity of the fiber of .KR.r//0 over U.R/.r/:

Lemma 30. The map inv W .KR.r//0! U.R/.r/ is Q�r -to-1.

Proof. It suffices to prove the map inv W
˚
B2.KR.r//0 Wbi.n�i/.B/>0 for all i 2

˚
1; : : : ;

�
n
2

˘		
!U.R/.r/

is �r -to-1. This is a consequence of the following two facts: first, the stabilizer in G.R/ of any element of
W.R/.r/ has size �r , and second, the group N.R/T acts simply transitively on inv�1.f /\W0.R/ for any
f 2U.R/.r/ by Lemma 26. Indeed, given B 2R.r/ having invariant polynomial f , and pk 2StabG.R/.B/
with p 2N.R/T and � 2K, the element �BDp�1B belongs to .KR.r//0 and has invariant polynomial f .
This association yields the result. �

Now, by analogy with Proposition 15, we are in position to compute the constant C.B/:

Proposition 31. We have that C.B/D C inf
n;r .
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Proof. We have

C.B/D
1

�r Vol.G0/

Z
B2S�.KR.r/

1 /0

j�.B/j dB D
jJ jVolright.S/Vol.ff 2 U.R/.r/ W H.f / < 1g/

Vol.SK/
; (44)

where the second equality follows from applying the Jacobian change-of-variables established in
Proposition 27 along with Lemma 30, and where Volright.S/ denotes the volume of S with respect
to the right Haar measure on P.R/. But since Vol.K/ is normalized to be equal to 1, we have
Volright.S/ D Vol.KS/. In complete analogy with Lemma 16, we have Vol.KS/ D Vol.SK/. Com-
bining this with (44) and the computation of jJ j performed in Proposition 28 completes the proof of
Proposition 31. �

For the last missing ingredient in the proof of Theorem 1, we prove that there is no asymptotic difference
between the #0-count and the #-count. To this end, let W.Z/bs WD fB 2W.Z/

.r/
red W StabG.Z/.B/¤ 1g. Then

we have the following result:

Proposition 32. We have

#
�
.W.Z/bs/X

G.Z/

�
DO�.X

n2Cn�0:4
2

C�/:

Proof. Following (36) and (39), we have

#
�
.W.Z/bs/X

G.Z/

�
�

Z
us2NT1

#.usXB\W.Z/bs/ı.s/ du d
�s

�

X
b2Zbn=2c

bi¤08i

Z
s2T1

#.sXBjb \ .W.Z/bs//ı.s/ du d
�s;

up to an error of X .n
2Cn�0:4/=2C�.

Next, note that if B 2 W.Z/bs, then the reduction of B mod p has a nontrivial stabilizer for every
prime p. Fix bD .bi /i 2 .ZXf0g/bn=2c, and let p be a prime such that p −

Q
bi . We claim that a positive

proportion of elements in W0.Fp/jb WD
˚
B 2W0.Fp/ W bk.n�k/.B/D bk for all k 2

˚
1; : : : ;

�
n
2

˘		
have

trivial stabilizer in G.Fp/. Indeed, this is true for every B 2 W.Fp/ whose invariant polynomial is
irreducible over Fp when n is odd (see [6, Section 10.7]), and for every B 2 W.Fp/ whose invariant
polynomial is a linear polynomial times an irreducible polynomial over Fp when n is even (see [43, proof
of Proposition 23]). A positive proportion of invariant polynomials satisfy these splitting criteria, and the
fiber in W0.Fp/jb over each polynomial has the same size (in fact, this size is #N.Fp/). A power-saving
estimate for each summand in the above equation now follows by using the Selberg sieve analogously to
the argument in [41]. (Indeed, a power-saving bound from the Selberg sieve only requires the ability to
count these integer points with a power-saving error term, and requires a positive proportion of mod p
residue classes to be avoided. We omit the details of the computation of the precise power-saving exponent
since the argument closely follows that in [41].) The proposition now follows since the sum over b
converges absolutely. �

Theorem 1 now follows from (43) and Propositions 31 and 32.
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5.4. Congruence conditions. We now prove Theorem 3. Let S �W.Z/.r/ be a big family, and suppose
for now that S is defined by congruence conditions at finitely many places (i.e., suppose that Sp DW.Zp/
for all primes p� 1). For each b 2 .Zp X f0g/bn=2c, let

.Sp/0jb WD
˚
B 2 .Sp/0 W bi.n�i/.B/D bi for all i 2

˚
1; : : : ;

�
n
2

˘		
;

and for each b 2 .ZX f0g/bn=2c, let �.S0jb/ WD
Q
p Vol..Sp/0jb/ denote the density of the slice S0jb in

W0.Z/jb; here, each p-adic volume Vol..Sp/0jb/ is computed with respect to the Euclidean measure on
W0.Zp/jb , normalized so that W0.Zp/jb has volume 1. Then an argument identical to the one used to
obtain (39) yields the asymptotic formula

#
�
.Sred/X

G.Z/

�
D

1

�r Vol.G0/

X
b2Zbn=2c

bi¤08i

�.S0jb/

Z
s2T1

Vol..sXB/jb/ ı.s/ d�sCO�.X
n2Cn�0:4

2
C�/: (45)

The G.Z/-invariance of S implies that �.S0jb/ D �.S0jjbj/ for all b. Hence, (42) and (45) yield the
estimate

#
�
.Sred/X

G.Z/

�
D C.B/ �

� X
b2Zbn=2c

bi>08i

�.S0jb/

Z.b/

�
�X

n2Cn
2 CO�.X

n2Cn�0:4
2

C�/: (46)

To evaluate the sum over b on the right-hand side of (46), we use the following property, which is a
consequence of the fact that S is a big family: if p is a prime and b; b0 2 .Zp X f0g/bn=2c are elements
such that jbi jp D jb0i jp for each i , then Vol..Sp/0jb/D Vol..Sp/0jb0/. By repeatedly using this property,
we obtain the chain of equalities

X
b2Zbn=2c

bi>08i

�.S0jb/

Z.b/
D

Y
p

X
.i/2Zbn=2c

ij�08j

Vol..Sp/0j.pi1 ;:::;p
ibn=2c /

/

Z.pi1 ; : : : ; pibn=2c/

D

Y
p

�
1�

1

p

��bn
2
c
Z
b2Z
bn=2c
p

bi¤08i

Vol..Sp/0j.jb1j
�1
p ;:::;jbbn

2
cj
�1
p //

Z.jb1j�1p ; : : : ; jbbn
2
cj
�1
p /

Q
i jbi jp

db

D

Y
p

�
1�

1

p

��bn
2
c
Z
b2Z
bn=2c
p

bi¤08i

ˇ̌̌̌
Z.b/Q
i bi

ˇ̌̌̌
p

Vol..Sp/0jb/ db

D

Y
p

�
1�

1

p

��bn
2
c
Z
B2.Sp/0

j�.B/jp dB;

where the second line above follows by partitioning the region of integration .ZpXf0g/bn=2c into level sets
for the integrand and summing over all such level sets, and where the last line above follows just as in (42).

It remains to handle the case where S is a big family defined by congruence conditions at in-
finitely many places. By abuse of notation, let Z be the polynomial on W0 defined by Z.B/ WD
Z.b1.n�1/.B/; : : : ; bbn=2cdn=2e.B//. Then the case of infinitely many places follows from the case
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of finitely many places by using the following bound on the number of G.Z/-equivalence classes of
elements with large Z-value, in conjunction with an inclusion-exclusion sieve:8

Theorem 33. Fix a real number M > 0. Then the number of G.Z/-equivalence classes of (or equiv-
alently, P.Z/-orbits of ) elements of the set fB 2 W0.Z/ W H.B/ < X; jZ.B/j � M 2g is bounded by
O.X .n

2Cn/=2=M/CO�.X
.n2Cn�0:4/=2C�/, where the implied constant is independent of M.

Proof. The required bound follows immediately from the proof of Theorem 1 by simply summing (42)
over only those b such that jZ.b/j �M 2. �

Remark. Theorem 33 constitutes a slight strengthening of a result previously proven in [16, Sections 2.3–
2.4 and 3.3–3.4], where Bhargava, Shankar, and Wang used the averaging method to obtain an upper
bound of O�.X .n

2Cn/=2C�=M/CO�.X
.n2Cn�0:4/=2C�/.

This concludes the proof of Theorem 3. We finish by noting that Theorem 4 follows from Theorem 3
by applying the Jacobian change-of-variables result in Proposition 27 to each p-adic integral, with �
taken to be the characteristic function of .Sp/0. Indeed, Propositions 27 and 28 together imply the
equality of each factor at the odd primes; at p D 2, there is an extra factor of 2n=2 when n is even,
which perfectly accounts for the corresponding factor at infinity.

6. A local-to-global principle for the action of P.Z/ on W0.Z/

In this section, we develop an alternative method for counting reducible G.Z/-orbits on W.Z/. This
method, which we called “Method II” in Section 1.4, consists of the following steps:

� First, in Section 6.1, we consider a general representation with trivial generic stabilizer, and we prove
that the integral orbits of such a representation satisfy a strong local-to-global principle, which is stated
precisely in Theorem 34.

� As shown in Proposition 25, the action of the group P on the reducible hyperplaneW0 is a representation
with trivial generic stabilizer. In Section 6.2, we deduce Theorem 5 by applying Theorem 34 to the action
of P on W0.

� Finally, in Section 6.3, we explain how to use Theorem 5 to deduce asymptotics for the number of
P.Z/-orbits on W0.Z/—and hence also for the number of reducible G.Z/-orbits on W.Z/. The main
analytic ingredient is an upper bound obtained by Bhargava, Shankar, and Wang on the number of
P.Z/-orbits of elements B 2W0.Z/ with the property that �.B/ is large.

6.1. Group actions with trivial stabilizers. In this section, we work with the following data: an algebraic
group H, finite-dimensional H -representations V and I, and an H -equivariant morphism � W V ! I,
all defined over Z. Note that we do not require � to be a linear map. Any polynomial map will suffice.
Suppose that the groupH has class number 1 over Q, meaning thatH.AQ/ is the product of its subgroups

8Just as in Section 2.3.4, we do not flesh out the sieving argument here to avoid being repetitive, because in Section 6.3 (to
follow), we use the same sort of argument to prove Theorem 4.
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H.AZ/ and H.Q/ (i.e., for every h2H.AQ/, there exist h0 2H.AZ/ and h00 2H.Q/ such that hD h0h00).
Here AQ denotes the ring of adeles, and AZ is the ring of everywhere integral adeles. Suppose further
that, for some nonempty open subscheme I � I, defined over Z, the following two assumptions hold:

(1) For every i 2 I.C/, the set fv 2 V.C/ W �.v/D ig forms a single nonempty H.C/-orbit.

(2) For every i 2I.C/ and every (or equivalently, any) v2V.C/with �.v/D i , we have StabH.C/.v/D1.

In this setting, we prove the following strong local-to-global principle for the action of H on V :

Theorem 34. Suppose that i 2 I.Z/ is an element contained in the image �.V.Z//. For each prime p, let
vp 2 V.Zp/ be such that �.vp/D i . Then there exists v 2 V.Z/, unique up to the action of H.Z/, such
that v is H.Zp/-equivalent to vp for each prime p.

Before we give the proof of Theorem 34, we first use assumptions (1) and (2) enumerated above to
deduce that an analogue of assumption (1) holds for any subfield K � C:

Lemma 35. LetK �C be a subfield. For every i 2 I.K/, the set fv 2 V.K/ W �.v/D ig consists of single
H.K/-orbit.

Proof. Let i 2I.K/, and let v; v02V.K/with �.v/D�.v0/D i . By assumption (1), there exists h2H.C/
such that v0 D h � v. Then for any � 2 Gal.C=K/, we have v0 D �h � v, so h�1�h 2 StabH.C/.v/D 1 by
assumption (2). It follows that h is fixed by Gal.C=K/, and so h 2H.K/, as necessary. �

We now use Lemma 35, assumption (2), and the fact that H has class number 1 over Q to complete
the proof of the theorem:

Proof of Theorem 34. Let us temporarily drop assumption (2). For a principal ideal domain R with fraction
field K and an element v 2 V.R/, define H.K/v WD fh 2H.K/ W h � v 2H.R/g. Then it is clear that the
set of H.R/-orbits contained in the H.K/-orbit of an element v 2 V.R/ is in natural bijection with the
double coset space H.R/nH.K/v=StabH.K/.v/. With assumption (2) reinstated, this double coset space
is simply given by H.R/nH.K/v as long as the H -invariant of v lies in the subset I.R/� I.R/.

Now, using the fact that H has class number 1 over Q, it is proven in [9, proof of Proposition 3.6]9

that the diagonal embedding H.Q/ ,!
Q
pH.Qp/ induces a bijection

H.Z/nH.Q/v0
�!

Y
p

H.Zp/nH.Qp/v0
: (47)

Let v0 2 V.Z/ be an element such that �.v0/D i . By the result of the previous paragraph, the bijection
in (47) may be regarded as identifying the set of H.Z/-orbits contained in the H.Q/-orbit of v0 with the
product over all primes p of the set of H.Zp/-orbits contained in the H.Qp/-orbit of v0.

By Lemma 35, which implies that the H.Qp/-orbit of v0 is equal to that of vp for each prime p, we
may view the tuple .vp/p as an element of the right-hand side of (47). Then, under the bijection, the tuple
.vp/p corresponds to the H.Z/-orbit of the desired element v 2 V.Z/. �

9To be clear, [9, Proposition 3.6] concerns the case H D PGL2, but it is evident that the same argument goes through for any
group H of class number 1 over Q.
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6.2. Proof of Theorem 5. We now deduce Theorem 5 from Theorem 34. To do so, we take H D P,
V D W0, I D U, � D inv, and I � U to be the open subscheme consisting of nondegenerate polyno-
mials. Note that the group P clearly has class number 1 over Q, and note that assumptions (1) and
(2) follow immediately from Proposition 25. Applying Theorem 34 then yields the following: for any
f 2 I.Z/, if there exists B0 2W0.Z/ such that inv.B0/D f and if there exists Bp 2W0.Zp/ such that
inv.Bp/D f for each prime p, then there exists B 2W0.Z/, unique up to the action of P.Z/, such that B
is P.Zp/-equivalent to Bp for each prime p. To prove Theorem 5, it now remains to verify the existence
of the elements B0 and Bp for each prime p.

When n is even, the existence of the elements B0 and Bp is implied by the existence of the integral
section �0 given in Section 3.3—indeed, when n is even, we have restricted our consideration to those
monic polynomials whose xi -coefficients are divisible by 2 for each odd i , so the section �0 is defined
over Z in this case. On the other hand, when n is odd, the section �0 is not defined over Z. Instead, it
is shown in [31, Section 4.1] that for any principal ideal domain R and for each f 2 U.R/ there exists
a pair .A;B/ of n� n symmetric matrices with entries in R such that: A is split over K D Frac.R/;
A and B share a maximal isotropic space over K; and det.xAC yB/ D .�1/bn=2cf .x; y/. By the
classification of unimodular symmetric bilinear forms (see [39, Chapter V]), A is GLn.R/-equivalent to
A. By translating B with the same element of GLn.R/, we obtain B 0 2W0.R/ satisfying inv.B 0/D f .

6.3. Proof of Theorem 4. We now use Theorem 5 to give a second proof of Theorem 4. We call a
subset S � W0.Z/ a big family if S D W.Z/

.r/
0 \

T
pSp, where the sets Sp � W0.Zp/ satisfy the

following properties:

(1) Sp is P.Zp/-invariant and is the preimage under reduction modulo pj of a nonempty subset of
W0.Z=p

jZ/ for some j > 0 for each p.

(2) Sp contains all elements B 2W0.Zp/ such that, for all p� 1, we have that bi.n�i/.B/ is a p-adic
unit for some i .

We then have the following variant of Theorem 4, from which Theorem 4 readily follows by taking
Sp D .Sp/0 for each p. Indeed, given this choice of S, the asymptotics for reducible G.Z/-orbits on S
are the same as those for P.Z/-orbits on S, as explained in Section 1.4.

Theorem 36. Let S�W0.Z/ be a big family. Then the number of P.Z/-orbits on S of height up to X is
given by �Y

p

Z
f 2U.Zp/

#
�

inv�1.f /\Sp

P.Zp/

�
df

�
�N .r/.X/C o.X

n2Cn
2 /; (48)

where df denotes the Euclidean measure on U.Zp/, normalized so that U.Zp/ has volume 1.

Proof. To start, fix an integer b � 1, and suppose its prime factorization is given by b D
Q
p p

ep. We
first prove an analogue of Theorem 4 for the subfamily S.b/ WD fB 2S W jZ.B/j D bg. Note that the
subfamily S.b/ is itself a big family, where S.b/p D fB 2Sp W jZ.B/jp D jbjpg.
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If S.b/ D ¿, then the result is tautologically true, so we may assume that S.b/ ¤ ¿. For each
prime p j b, we partition U.Zp/ as U.Zp/D

Fmp

jD1 Up;j , where each Up;j is a level set for the function
that sends f 2 U.Zp/ to #.P.Zp/n.inv�1.f /\S.b/p//. Write “E.m/” to mean “a power of m that
depends only on n and S.” Then set Up;j is defined by congruence conditions modulo E.pep /. The
quantity #.P.Zp/n.inv�1.f /\S.b/p// is independent of the choice of f 2 Up;j (by the definition of a
level set) and is evidently bounded by E.pep /.

Now for each prime p − b, the proof of Proposition 25 implies that #.P.Zp/n.inv�1.f /\S.b/p//D 1
for each f 2 inv.S.b/p/. It then follows from Theorem 5 that the quantity

#
�

inv�1.f /\S.b/

P.Z/

�
D

Y
p

#
�

inv�1.f /\S.b/p

P.Zp/

�
D

Y
p j b

#
�

inv�1.f /\S.b/p

P.Zp/

�
(49)

is independent of the choice of f 2 inv.S.b// \
T
p Up;jp . Therefore, for each tuple .jp/p j b 2Q

p j bf1; : : : ; mpg, we have

X
f 2U.Z/\

T
p Up;jp

H.f /<X

#
�

inv�1.f /\S.b/

P.Z/

�
D #

�
inv�1.f �/\S.b/

P.Z/

�
�

X
f 2inv.S.b//\

T
p Up;jp

H.f /<X

1; (50)

where f � 2 inv.S.b// \
T
p j b Up;jp is any fixed element. Since S is a big family, it follows that

inv.S.b/p/DU.Zp/ for every p� 1 that does not divide b. As the set inv.S.b// \
T
p Up;jp is defined

by congruence conditions modulo E.b/, since inv.S.b/p/\Up;jp is defined by congruence conditions
modulo E.pep / for each p, we obtain the asymptoticX
f 2inv.S.b//\

T
p Up;jp

H.f /<X

1DN .r/.X/ �
Y
p j b

Z
f 2inv.S.b/p/\Up;jp

df

�

Y
p − b

Z
f 2inv.S.b/p/

df CO�.E.b/X
n2Cn�0:4

2
C�/: (51)

Substituting the asymptotic (51) into the right-hand side of (50), applying (49) to the resulting expression,
and summing that over tuples .jp/p j b 2

Q
p j bf1; : : : ; mpg yields

X
f 2U.Z/
H.f /<X

#
�

inv�1.f /\S.b/

P.Z/

�
DN .r/.X/ �

Y
p

Z
f 2U.Zp/

#
�

inv�1.f /\S.b/p

P.Zp/

�
df

CO�.E.b/X
n2Cn�0:4

2
C�/: (52)

Next, we prove that the theorem holds with “D” replaced by “�”. For any real number M > 1, let
S.M/ WD fB 2S W jZ.B/j<M 2g. Summing (52) over b<M yieldsX
f 2U.Z/
H.f /<X

#
�

inv�1.f /\S.M/

P.Z/

�
DN .r/.X/ �

X
b<M

Y
p

Z
f 2U.Zp/

#
�

inv�1.f /\S.b/p

P.Zp/

�
df

CO�.E.M/X
n2Cn�0:4

2
C�/: (53)
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Dividing (53) through by N .r/.X/ and letting X !1, we find that

lim inf
X!1

P
f 2U.Z/
H.f /<X

#
�

inv�1.f /\S

P.Z/

�
N .r/.X/

�

X
b<M

Y
p

Z
f 2U.Zp/

#
�

inv�1.f /\S.b/p

P.Zp/

�
df: (54)

Now, letting M !1 on the right-hand side of (54) and factoring the sum into an Euler product, we
obtain
1X
bD1

Y
p

Z
f 2U.Zp/

#
�

inv�1.f /\S.b/p

P.Zp/

�
df D

Y
p

1X
eD0

Z
f 2U.Zp/

#
�

inv�1.f /\S.pe/p

P.Zp/

�
df

D

Y
p

Z
f 2U.Zp/

#
�

inv�1.f /\Sp

P.Zp/

�
df: (55)

Combining (54) with (55), we find that Theorem 4 holds with “D” replaced by “�”. Note that it is not a
priori clear whether the infinite sum on the left-hand side of (55) converges, but even if it were to diverge,
it would still be equal to the product on the right-hand side! To show that the sum does indeed converge,
one can apply the Jacobian change-of-variables result in Proposition 27 to each p-adic integral; it is then
clear that the summand at b is O

�
b�1

Q
p j b p

�1
�
, which is sufficient, as the sum of the reciprocals of the

powerful numbers converges (see [25]).
It thus remains to prove the theorem with “D” replaced by “�”. Let S.M/0 WDSXS.M/. Then for

each B 2S.M/0, we have that jZ.B/j �M 2. From Theorem 33, it follows thatX
f 2U.Z/
H.f /<X

#
�

inv�1.f /\S.M/0

P.Z/

�
DO.X

n2Cn
2 =M/CO�.X

n2Cn�0:4
2

C�/: (56)

On the other hand, it follows from (53) thatX
f 2U.Z/
H.f /<X

#
�

inv�1.f /\S.M/

P.Z/

�
�N .r/.X/ �

Y
p

Z
f 2U.Zp/

#
�

inv�1.f /\Sp
P.Zp/

�
df CO�.E.M/X

n2Cn�0:4
2

C�/: (57)

Taking M to grow as a sufficiently small power of X and combining (56) with (57) yields Theorem 36,
and hence also Theorem 4. �

We finish by noting that Theorems 1 and 3 follow from Theorem 4 by applying the Jacobian change-
of-variables result in Proposition 27 to each p-adic integral.
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We provide an explicit and algorithmic version of a theorem of Momose classifying isogenies of prime
degree of elliptic curves over number fields, which we implement in Sage and PARI/GP. Combining
this algorithm with recent work of Box, Gajović and Goodman we obtain the first classifications of the
possible prime degree isogenies of elliptic curves over cubic number fields, as well as for several quadratic
fields not previously known. While the correctness of the general algorithm relies on the generalised
Riemann hypothesis, the algorithm is unconditional for the restricted class of semistable elliptic curves.

1. Introduction

Let k be a number field, and consider the set IsogPrimeDeg(k) of primes p which arise as k-rational
isogenies of degree p as one varies over all elliptic curves over k; we refer to such p as isogeny primes
for k. The set IsogPrimeDeg(k) is necessarily infinite if k contains the Hilbert class field of an imaginary
quadratic field, which follows from the basic theory of complex multiplication on elliptic curves, and it is
a consequence of work of Momose [1995] with Merel’s proof of uniform boundedness for torsion on
elliptic curves [Merel 1996] that the converse holds assuming the generalised Riemann hypothesis (GRH).
This consequence was written in the literature explicitly by Larson and Vaintrob.

Theorem 1.1 [Larson and Vaintrob 2014, Corollary 2]. Assume the generalised Riemann hypothesis. For
a number field k, IsogPrimeDeg(k) is finite if and only if k does not contain the Hilbert class field of an
imaginary quadratic field.

The question of exactly determining IsogPrimeDeg(k) when it is finite originated with the seminal
work of Mazur who determined the base case of k = Q.

Theorem 1.2 [Mazur 1978, Theorem 1]. IsogPrimeDeg(Q)= {2, 3, 5, 7, 11, 13, 17, 19, 37, 43, 67, 163}.

Recent work of Banwait [2023] found the first instances of the determination of IsogPrimeDeg(k) for
some quadratic fields.
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Theorem 1.3 (Banwait). Assuming GRH, we have

IsogPrimeDeg(Q(
√

−10))= IsogPrimeDeg(Q),

IsogPrimeDeg(Q(
√

5))= IsogPrimeDeg(Q)∪ {23, 47},

IsogPrimeDeg(Q(
√

7))= IsogPrimeDeg(Q).

More generally, an algorithm was presented in [Banwait 2023] which took as input a quadratic field
which is not imaginary quadratic of class number one, and output a small superset for IsogPrimeDeg(k).
Results on quadratic points on low-genus modular curves [Bruin and Najman 2015; Ozman and Siksek
2019; Box 2021] together with work on everywhere local solubility of twists of modular curves [Ozman
2012] then allowed one to pass from the superset to the actual set itself.

This algorithm relied crucially on work of Momose [1995, Theorem A/Theorem 1], who proved that
if there exists an elliptic curve admitting a k-rational p-isogeny, then for p larger than a constant Ck

depending only on k, the associated isogeny character obtained from considering the Galois action on the
kernel of the isogeny must be one of three defined “types”, hereafter referred to as Momose types 1, 2
and 3. We refer to this result as Momose’s isogeny classification theorem. We will recap the definition
of these “types” in Section 3.4; for now we mention only that Momose type 3 requires that k contain
the Hilbert class field of an imaginary quadratic field, and that, with this assumption, the infinitely many
resulting isogeny primes from CM elliptic curves are of Momose type 3. In principle this reduces the
task of bounding isogeny primes for k (when this set of isogeny primes is finite) to bounding isogeny
primes arising from Momose types 1 and 2. The former appears as Theorem 3 of [Momose 1995], and
the latter — which requires GRH — as Remark 8 of [loc. cit.]. Taken together we refer to these three
results as Momose’s isogeny theorems, and we note furthermore that Momose assumed in his work that p
is unramified in k.

Momose did not make the constant Ck explicit; this was done subsequently by David [2011b, Section 2.4;
2008, Section 2.3] in the case that k is Galois over Q. In the course of this work, David gave a more
precise and careful treatment of the proof of Momose’s Theorem 1 in the Galois case; in particular a
reproof of Momose’s Lemmas 1 and 2 [1995] (which originally assumed that k is Galois over Q); see
Section 2 of [Banwait 2023] for an overview of David’s work and for precise references to it. We note
that David also assumed that p is unramified in k.

While Momose’s Lemmas 1 and 2 do assume that k is Galois over Q, Momose gives an argument
in the proof of Theorem 1 to cover the non-Galois case by passing to the Galois closure K over Q.
Unfortunately, the details given there contain some mistakes and gaps, which we indicate as the first three
items of the following; the last item indicates a mistake in Momose’s Theorem 3:

(1) Momose defines a certain group ring character ε at the outset of the proof, but it is unclear whether
he is taking this to be over k or over K . Based on his exposition, and his definition of d as [k : Q], it
appears that he is taking the base field to be k; however he is using Lemma 1 to define ε, and Lemma 1
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assumes that the field is Galois over Q, suggesting he is taking K to be the ground field. It is not a priori
clear that such an ε exists over non-Galois number fields k.

(2) Later in the proof Momose takes a set of generators of the class group of k consisting of completely
split primes in k. Such a generating set only necessarily exists in the Galois case.

(3) Immediately after the displayed equation (2), Momose writes “In the case of type 2, β = ζ
√

−q for
a 12h-th root ζ of unity”. This would follow if one had the interpretation of “type 2” as ε = 6 Nmk/Q

as promised by Lemma 2. However, again, since Lemma 2 also assumes that the ground field is Galois
over Q, this move is not valid.

(4) In the proof of Theorem 3 of [Momose 1995], Momose concludes that p − 1 | 12hk in the potentially
multiplicative reduction case (hk being the class number of k); however this bound is too strict, and
should rightly be

p | Nm(q)12hk − 1

for q a prime of k coprime to p. See Remark 5.10 and its preceding discussion for more details.

One of the main contributions of this paper is to offer corrected proofs of Momose’s isogeny theorems
which furthermore strengthen them to deal with the case that p ramifies in k. In addition, since our
chief motivation is to compute exact sets of isogeny primes, we take this opportunity to recast Momose’s
Theorem 1 into a more algorithmic framing, providing a generalisation of the previous algorithm of the
first named author to arbitrary number fields. This algorithm may be found as Algorithm 3.26, and it
yields the following explicit version of Momose’s isogeny classification theorem.

Theorem 1.4. Let k be a number field. Then Algorithm 3.26 computes a nonzero integer MMIB(k) such
that, if p is an isogeny prime for k whose associated isogeny character is not of Momose type 1, 2 or 3,
then p divides MMIB(k).

We refer to MMIB(k) as the Momose multiplicative isogeny bound of k. Contrary to Momose’s passing
to the Galois closure of k over Q, our approach will be to strengthen Momose’s Lemmas 1 and 2 (or
rather, David’s versions of these lemmas) to remove the Galois assumption, which furthermore provides
for a favourable improvement to the algorithm (see Remark 4.5).

Since isogenies arising from CM elliptic curves are necessarily of Momose type 3, we cannot hope to
bound such “Momose type 3 isogeny primes”. Thus, in our attempt to find a multiplicative bound on
IsogPrimeDeg(k), we are reduced to bounding isogeny primes which arise from isogeny characters of
Momose types 1 or 2.

By building on the explicit criteria — given by work of Derickx, Kamienny, Stein and Stoll [Derickx
et al. 2023] — for when the natural map X0(p)d → Je of the d-th symmetric power modular curve into
the winding quotient of J0(p) is a formal immersion in positive characteristic — we are able to explicitly
and algorithmically determine a multiplicative bound on Momose type 1 primes.
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Theorem 1.5. Let k be a number field. Then Algorithm 5.1 computes a nonzero integer TypeOneBound(k)
such that, if p is an isogeny prime for k whose associated isogeny character is of Momose type 1, then p
divides TypeOneBound(k).

Algorithms 3.26 and 5.1 referenced respectively in Theorems 1.4 and 1.5 are of a similar nature, and
are implemented in the computer algebra system Sage [2021]. Dealing with isogeny primes of Momose
type 2, however, requires a different approach. Rather than identifying integers which such isogeny primes
must divide, we instead, on the one hand, identify a certain necessary condition (Proposition 6.1) which
such isogeny primes must satisfy; and then, on the other hand, determine an upper bound — conditional
on GRH — for such isogeny primes. This is the only result in our work which requires GRH. The situation
is summarised as follows, the details being given in Section 6.

Theorem 1.6. Let k be a number field of degree d and discriminant 1k , and let E/k be an elliptic curve
admitting a k-rational p-isogeny of Momose type 2. Then we have the following:

(1) E is not semistable.

(2) The pair (k, p) satisfies the necessary condition in Proposition 6.1.

(3) Assuming GRH, p satisfies

p ≤ (8d log(12p)+ 16 log(1k)+ 10d + 6)4 (1-1)

and hence there are only finitely many isogeny primes of Momose type 2.

Determining whether a pair (k, p) satisfies the necessary condition of Proposition 6.1 is a matter of
checking splitting conditions on primes in the imaginary quadratic field Q(

√
−p), and is thus easily

checked via Legendre symbol computations. However, the conditional bound implied by (1-1) becomes
rather large, as illustrated in Table 1, which shows the conditional bounds on type 2 primes for the number
fields of smallest absolute discriminant and class number one for each 2 ≤ d ≤ 10 which do not contain
the Hilbert class field of an imaginary quadratic field. Checking the necessary condition of Proposition 6.1
on all primes up to this bound is the content of Algorithm 6.4, and is implemented in PARI/GP [2021].

Combining Algorithms 3.26, 5.1 and 6.4 into Algorithm 8.1, we may summarise Theorems 1.4–1.6 as
follows. By semistable isogeny primes for k we mean the isogeny primes for k obtained by varying over
only semistable elliptic curves.

Theorem 1.7. Let k be a number field. Then Algorithm 8.1 outputs a finite set of primes Sk such that, if p
is an isogeny prime for k whose associated isogeny character is not of Momose type 3, then, conditional
on GRH, p ∈ Sk . In particular:

(1) If k does not contain the Hilbert class field of an imaginary quadratic field, then Sk contains
IsogPrimeDeg(k).

(2) The above results are unconditional for the restricted set of semistable isogeny primes for k.
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d 1K LMFDB label type 2 bound

2 5 2.2.5.1 5.65 × 1010

3 49 3.3.49.1 4.09 × 1011

4 125 4.0.125.1 1.46 × 1012

5 14641 5.5.14641.1 4.75 × 1012

6 300125 6.6.300125.1 1.12 × 1013

7 594823321 7.7.594823321.1 2.65 × 1013

8 64000000 8.0.64000000.2 4.16 × 1013

9 16983563041 9.9.16983563041.1 7.60 × 1013

10 572981288913 10.10.572981288913.1 1.24 × 1014

Table 1. The bound, conditional on GRH, on type 2 primes for the smallest Galois number fields
of class number one not containing the Hilbert Class field of an imaginary quadratic field for each
degree between 2 and 10.

d 1k LMFDB label possible isogeny primes time(s)

2 5 2.2.5.1 23, 47 0.92
3 49 3.3.49.1 23, 29, 31, 73 3.23
4 125 4.0.125.1 23, 29, 31, 41, 47, 53, 61, 73, 97, 103 3.77
5 14641 5.5.14641.1 23, 29, 31, 41, 47, 59, 71, 73, 97 35.42

23, 29, 31, 41, 47, 53, 59, 61, 71, 73,
6 300125 6.6.300125.1 79, 83, 97, 103, 107, 109, 113, 127, 131, 191, 206.62

211, 263, 311, 503

Table 2. The possible isogeny primes p /∈ IsogPrimeDeg(Q) for the number fields from Table 1
for 2 ≤ d ≤ 6, as well as the time taken to obtain this running the algorithm on an old laptop. The
time only measures checking possible Momose type 2 primes up to 106; checking all up to the
conditional bound adds several hours to the runtime in each case.

Here we have highlighted that our results are unconditional for semistable isogeny primes since the
restricted class of semistable elliptic curves arises naturally in the context of Frey curves and solving Dio-
phantine equations [Freitas and Siksek 2015]. Moreover, Algorithm 8.1 does more than merely combine the
different subalgorithms dealing with each of the isogeny types in Momose’s classification; it also includes
several methods for ruling out possible isogeny primes, based on congruence conditions, class field theory,
and explicit computations with Jacobians of modular curves. These methods are discussed in Section 7.

To give the reader a sense of the size of this superset Sk for IsogPrimeDeg(k) as well as the runtime, we
show in Table 2 the output of the algorithm on the number fields from Table 1 for 2 ≤ d ≤ 6, as well as the
time taken for this to complete on an old laptop. Since the output necessarily contains IsogPrimeDeg(Q)

in each case, we show only those possible primes not in IsogPrimeDeg(Q). In addition, in Table 2 the
timings refer to only checking possible Momose type 2 primes up to 106; checking up to the bounds
given in Table 1 is the main bottleneck of the algorithm, and doing so for each number field in the table
takes several hours of parallel computation in PARI/GP, which results in no additional possible isogeny
primes beyond those listed.

https://www.lmfdb.org/NumberField/2.2.5.1
https://www.lmfdb.org/NumberField/3.3.49.1
https://www.lmfdb.org/NumberField/4.0.125.1
https://www.lmfdb.org/NumberField/5.5.14641.1
https://www.lmfdb.org/NumberField/6.6.300125.1
https://www.lmfdb.org/NumberField/7.7.594823321.1
https://www.lmfdb.org/NumberField/8.0.64000000.2
https://www.lmfdb.org/NumberField/9.9.16983563041.1
https://www.lmfdb.org/NumberField/10.10.572981288913.1
https://www.lmfdb.org/NumberField/2.2.5.1
https://www.lmfdb.org/NumberField/3.3.49.1
https://www.lmfdb.org/NumberField/4.0.125.1
https://www.lmfdb.org/NumberField/5.5.14641.1
https://www.lmfdb.org/NumberField/6.6.300125.1
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Determining which of the primes p in these supersets are actually isogeny primes for k requires one to
determine whether X0(p)(k) contains any noncuspidal points, a subject which has hardly been explicitly
studied for deg(k)≥ 3. However, by building on recent work of Box, Gajović and Goodman [Box et al.
2023] in which the authors determine the finitely many cubic points on some modular curves X0(N ), we
are able to exactly determine IsogPrimeDeg(k) for some cubic fields, yielding the first instances of the
determination of IsogPrimeDeg(k) for number fields of degree at least three.

Theorem 1.8. Assuming GRH, we have

IsogPrimeDeg(Q(ζ7)
+)= IsogPrimeDeg(Q),

IsogPrimeDeg(Q(α))= IsogPrimeDeg(Q)∪ {29},

IsogPrimeDeg(Q(β))= IsogPrimeDeg(Q).

where α3
−α2

− 2α− 20 = 0 and β3
−β2

− 3β + 1 = 0.

In addition to cubic fields, our algorithm provides for several key improvements which allow us to
determine several more instances of quadratic isogeny primes. The following is obtained by combining
our algorithm with standard techniques for working explicitly with modular curves in Magma [1997]; see
[Banwait 2023, Section 7] for an overview of these techniques.

Theorem 1.9. Let D ̸= 1 be a squarefree integer such that |D| < 50 and Q(
√

D) is not imaginary
quadratic of class number 1. Then IsogPrimeDeg(Q(

√
D)) = IsogPrimeDeg(Q) unless D is listed in

Table 3, in which case the additional isogeny primes are listed in the column “new isogeny primes”, and
any primes not yet determined are listed in the column “undetermined”’.

The implementation of the combined Algorithm 8.1 is available at https://github.com/isogeny-
primes/isogeny-primes. As with its predecessor [Banwait 2021], it has been released as a command line
tool under the GPLv3+ licence and the README.md contains detailed instructions on its use and an
overview of the testing strategy. All filenames will refer to files in this repository [Banwait and Derickx
2021].

The outline of the paper is as follows: Section 2 sets the notation to be used throughout the paper as well
as some basic results about roots of characteristic polynomials of Frobenius of elliptic curves over finite
fields. The heart of the paper is Section 3 which strengthens and fixes Momose’s isogeny classification
theorem, and presents the algorithmic version of it. Section 4 discusses some optimisation aspects of
the implementation of the algorithm dealing with the so-called generic isogeny primes, those which arise
from isogeny characters which are not of type 1, 2 or 3.1 Sections 5 and 6 deal respectively with isogeny
primes arising from isogeny characters of Momose type 1 and 2, and Section 7 presents methods to further
eliminate possible isogeny primes, based largely on methods of explicit class field theory. Combining all
of the algorithms up to this point into the main Algorithm 8.1 is done in Section 8. Finally in Section 9
we present results related to cubic points on modular curves, and prove Theorem 1.8. (The verification
required for Theorem 1.9 is given in magma_scripts/QuadraticVerifs.m in the above repository.)

1Here we mean “signature type” rather than “Momose type”. This distinction will be made clear in Section 3.

https://github.com/isogeny-primes/isogeny-primes
https://github.com/isogeny-primes/isogeny-primes
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D new isogeny primes undetermined

−47 31 61
−39 – 97
−37 – 59, 131
−31 73 –
−23 29, 31 –
−15 23 –
−5 23 –

5 23, 47 –
13 31 –
17 – 23
29 29 –
37 – 23
41 41 –
47 – 59

Table 3. Determination of IsogPrimeDeg(Q(
√

D)) for squarefree |D| < 50, excluding the
nine imaginary quadratic fields of class number one. If D is not listed here, then
IsogPrimeDeg(Q(

√
D)) = IsogPrimeDeg(Q). The primes in “new isogeny primes” have been

verified to be isogeny primes; it is currently not known whether the primes in “undetermined” are
isogeny primes for Q(

√
D) or not.

2. Notation and preliminaries

In this section we set the notation for relevant objects to be used throughout the paper. Certain sections
below will introduce their own notation in addition to those set here. This is the default notation to be
taken, unless a particular result overrides the notation set here. We will also prove some results of a
preliminary nature to be used later:

d : an integer ≥ 1
k : a number field of degree d

Clk : the class group of k
hk : the class number of k
Gk : Gal(k̄/k), the absolute Galois group of k
K : the Galois closure of k over Q

6 : Hom(k, K ), the embeddings of k in K
p : a rational prime (denoting the isogeny prime we seek to bound)
χp : the mod-p cyclotomic character of Gk

p0 : a chosen and fixed prime ideal of K lying above p
q : a rational prime different from p
q : a prime ideal of k lying above q

hq : the order of q in Clk
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γq : a generator of qhq in Clk
Fq : the residue field of q

Frobq : a choice of lift of Frobenius in Gk

ιq : the embedding of k into its q-adic completion
E : an elliptic curve over k admitting a k-rational p-isogeny
λ : the isogeny character of E ; that is, the Galois action on the isogeny’s kernel
µ : λ12

ε : the signature of λ (see Section 3.1).

Note that µ is unramified outside of p [David 2011b, Propositions 1.4 and 1.5; 2011a, Propositions 3.3
and 3.5] and its image is abelian, hence µ(Frobq) is well defined. Neither of these facts are true for λ
itself, which is why we take the twelfth power; it is then expedient and minimises overload of notation to
introduce a new symbol for λ12.

Remark 2.1. By precomposing with the Artin map from class field theory, we may view each of λ and µ
as character on the group of fractional ideals of k coprime to p. This is done in a minority of places in
the paper (specifically, Proposition 3.4, the proof of Lemma 4.3, and Section 7.2), and is done largely so
that one may employ the following convenient shorthand notation for µ((α)):

µ((α))=

∏
q

µ(Frobq)vq(α).

The following result will be used in Section 3.4.

Proposition 2.2. Let L be an imaginary quadratic field, q an odd rational prime, q a prime of OL above
q , and f a positive integer such that q f

= q f . Suppose that q f is principal, generated by αq ∈ L. Then
α12
q = NmL/Q(q)

6 f .

Proof. We split up the prove according to the splitting behaviour of q in L . Firstly, if q splits in L
then q f

̸= q f and there is nothing to prove. Secondly, if q is inert in L then q = qOL and Nm(q)= q2.
This implies αqOL = q f OL and hence that αq/q f is a unit. Since L is imaginary quadratic this means
α12
q = q12 f

= Nm(q)6 f .
Finally, suppose that q ramifies in L . Then q2

= qOL and Nm(q)= q. This implies α2
qOL = q f OL

and hence that α2
q/q

f is a unit. Since q > 2 is ramified in L we know L ̸= Q(i) and hence the order of
this unit divides 6. This means α12

q = q6 f
= Nm(q)6 f . □

Remark 2.3. The condition q > 2 is necessary, since q := (i +1)Z[i] is an ideal invariant under complex
conjugation and (i + 1)12

= −64 = − Nm(q)6 ̸= Nm(q)6. However when q = 2 one can in general still
conclude that α24

q = Nm(q)12 f .

Remark 2.4. The above proposition is in fact true if one replaces q f by an arbitrary principal ideal I
coprime to 2 such that I = I , but we won’t need this.
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The remainder of this section will collect consequences and explicit statements derived from Theo-
rem 4.1 of [Waterhouse 1969], which is an explicit version of the Honda–Tate theorem that describes
isogeny classes of abelian varieties in terms of characteristic polynomials of Frobenius. We will first state
the theorem using notation which is compatible with the variables used in our work.

Theorem 2.5 (Waterhouse). Let q be a prime and f an integer. The polynomials that occur as the
characteristic polynomial of Frobenius of an elliptic curve over Fq f are exactly the polynomials of the
form x2

+ t x + q f with t an integer such that |t | ≤ 2
√

q f that satisfy one of the following conditions:

(1) (t, q)= 1.

(2) f is even and t = ±2q f/2.

(3) f is even, q ̸≡ 1 (mod 3) and t = ±q f/2.

(4) f is odd, q = 2, 3 and t = ±q( f +1)/2.

(5) (i) f is odd and t = 0.
(ii) f is even, p ̸≡ 1 (mod 4) and t = 0.

The first case only occurs for ordinary elliptic curves, while the other cases only occur for supersingular
elliptic curves.

The description of the roots of the characteristic polynomials of Frobenius for supersingular elliptic
curves given in Theorem 2.5 is summarised in Table 4. In the sequel we refer to such roots as supersin-
gular Frobenius roots, while by ordinary Frobenius roots we shall mean the roots of the characteristic
polynomials of Frobenius for ordinary elliptic curves.

Corollary 2.6. Let β be an ordinary Frobenius root of an elliptic curve over Fq f . Then for all n ≥ 1, βn is
not rational.

Proof. Let E/Fq f be an ordinary elliptic curve with characteristic polynomial of Frobenius equal to
(x − β)(x − β). Then (x − βn)(x − βn) is the characteristic polynomial of Frobenius of E viewed
over Fq f n . Since being ordinary is invariant under base change one has that βn is a root of a polynomial
x2

+ t ′x + q f n of the form of Case 1 of Theorem 2.5; that is, gcd(t ′, q)= 1, and therefore |t ′
|< 2

√
q f ,

which implies that the discriminant of this polynomial is negative. In particular βn is the root of an
irreducible polynomial, and hence not rational. □

Corollary 2.7. Let β be a supersingular Frobenius root of an elliptic curve over Fq f . Then β12 is rational.

Proof. This is clear from the last column of Table 4. □

Corollary 2.8. Let E/k be an elliptic curve over a number field, and q a prime of k of odd residue
characteristic q such that E admits potentially good supersingular reduction at q. Let β be a root of the
characteristic polynomial of Frobenius at q acting on the p-adic Tate module of E (for any p ̸= q; this is
independent of the choice of p). Then β12

= Nm(q)6.
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case of Theorem 2.5 f t β β12

(2) even ±2q f/2
∓q f/2 q6 f

(3) even ±q f/2
±ζ3q f/2 or ± ζ 2

3 q f/2 q6 f

(4) odd
±2( f +1)/2

±(i − 1)2( f −1)/2 or ± (−i − 1)2( f −1)/2
−q6 f

±3( f +1)/2
±(ζ3 − 1)3( f −1)/2 or ± (ζ 2

3 − 1)3( f −1)/2 q6 f

(5)(i) odd
0

√
−q f q6 f

(5)(ii) even iq f/2 q6 f

Table 4. Description of the roots of the characteristic polynomials of Frobenius of supersingular
elliptic curves.

Proof. By considering the different types of additive reduction from the Kodaira–Néron classification
of the special fibre of the Néron model of E over Ok , the elliptic curve E attains good reduction over a
totally ramified extension L of k of degree 1, 2, 3, 4 or 6. Since L is totally ramified, the reduction of
E/L at the unique prime of L above q is an elliptic curve over the residue field Fq of k at q, and hence
β is a root of the characteristic polynomial of Frobenius of a supersingular elliptic curve over Fq. This
elliptic curve over Fq is not unique, since it depends on the choice of L; however another choice of L will
only lead to a curve which is a quadratic, quartic or sextic twist of E. Thus β12 is independent of this
choice.

Writing f for the residue field degree of q, we see from the last column of Table 4 that β12
=Nm(q)6. □

We conclude this background section with a recap on Serre’s fundamental characters.

2.1. Fundamental characters of level n. The canonical reference for the material here is [Serre 1972,
Section 1].

For our number field k and prime p, let p be a prime of k over p, and consider the tame inertia group
Ip = Gal(kp/knr

p ), where knr
p is the maximal unramified extension of kp in kp. Both of these fields have

the same residue field, which is an algebraic closure of Fp that we denote by Fp.
Inside Fp one has all finite extensions Fpn of Fp with norm maps F×

pm → F×

pn whenever n | m, and
there is a natural identification θ of Ip with the inverse limit of this system of norm maps [Serre 1972,
Proposition 2].

We therefore obtain, for each power q = pn , the natural projection

θq−1 : Ip → F×

q ;

this may be considered the fundamental character of level n, and by composing it with an automorphism
of F×

q (i.e., a power φi of the Frobenius automorphism φ : x 7→ x p) we obtain all other fundamental
characters of level n, viz. θ pi

q−1 := φi
◦ θq−1, for i = 0, . . . , n − 1.
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3. On Momose’s isogeny classification theorem

In this section we generalise and make Theorem 1 of [Momose 1995] algorithmic, and address the gaps
and mistakes in the original proof in [loc. cit.] mentioned in the introduction.

3.1. Strengthening Momose’s Lemma 1. In this subsection we provide a version of Momose’s Lemma 1
without the assumptions that p is unramified in k or that k is Galois over Q.

The first step is to describe the possible integers aσ which can occur in the statement of Momose’s
Lemma 1. A fuller description of these integers was given by David [2011a, Proposition 3.2] under the
assumption that p is unramified in k. We thus begin by providing the more general version of this result
of David.

Let p be a prime of k lying above p, Ip = Gal(kp/knr
p )⊆ Gal(kp/kp) the inertia subgroup at p and let

µ be the twelfth power of a p-isogeny character over kp. Then we would like to describe the possible
actions of µ restricted to Ip.

This is provided by following result, which is a generalisation of Proposition 3.2 of [David 2011a],
since for an unramified extension, the zeroth fundamental character θp−1 is equal to the cyclotomic
character χp restricted to Ip. See Section 2.1 for more on fundamental characters.

Proposition 3.1. Let µ = λ12 be the twelfth power of a p-isogeny character, and p | p a prime of k
with ramification index ep. Suppose that p ≥ 5. Then there exists an integer 0 ≤ ap ≤ 12ep such that
µ|Ip = θ

ap
p−1. We have ap ≡ 0, 4, 6 or 8 (mod 12), and if E is semistable, then ap ≡ 0 (mod 12).

Proof. This proof is essentially the same as the proof of Proposition 3.2 of [David 2011a], the main
difference being that we here are keeping track of the ramification index ep (which for David was equal
to 1). In the interest of being self-contained, we supply the details.

In the case that we have potentially multiplicative reduction we have λ2
|Ip is either trivial or χ2

p. Now
since θ ep

p−1 = χp it follows that µ|Ip = θ
ap
p−1, where ap = 0 or ap = 12ep.

In the case that we have potentially good reduction there exists an integer a′
p such that λ|Ip = θ

a′
p

p−1.
Additionally there exists a purely ramified extension kp ⊆ k ′

p over which the elliptic curve E obtains
good reduction. Writing Ẽp for this reduced elliptic curve, we have that the degree e′

p := [k ′
p : kp] of this

extension divides the size of the geometric automorphism group Aut(Ẽp); see the proof of Theorem 2
in Section 2 of [Serre and Tate 1968]. Since p ≥ 5, we obtain that e′

p divides 2, 4 or 6. Let I ′
p denote

the inertia subgroup of Gal(k ′
p/k ′

p). Then e′
pep is the ramification degree of k ′

p/Qp. Writing θ ′

p−1 for the
fundamental character of level one of k ′

p, we have on I ′
p the equality θp−1 = (θ ′

p−1)
e′
p . Since E has good

reduction over k ′
p we know by [Serre 1972, Section 1.13] that there exists an integer 0 ≤ rp ≤ e′

pep such
that on I ′

p we have λ= (θ ′

p−1)
rp . Putting all of these relations between characters on I ′

p together we obtain

(θ ′

p−1)
rp = (θp−1)

a′
p = (θ ′

p−1)
e′
pa′

p .

Since the order of θ ′

p−1 is p − 1 one obtains

rp ≡ e′

pa′

p mod p − 1.
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Multiplying by the integer 12/e′
p gives (12/e′

p)rp ≡ (12/e′
p)e

′
pa′

p ≡ 12a′
p mod p − 1, so that

µ|Ip = λ12
|Ip = θ

ap
p−1,

with ap = (12/e′
p)rp. Observe that the possible range of rp gives that 0 ≤ ap ≤ 12ep.

We now show that ap = (12/e′
p)rp ≡ 0, 4, 6 or 8 mod 12. This can be done by studying the possible

values 1, 2, 3, 4, 6 of e′
p separately. In the cases e′

p = 1, 2 or 3 one has 12/e′
p ≡ 0, 4, 6 or 8 mod 12, hence

ap satisfies that congruence as well. If e′
p = 4 respectively 6, then 12/e′

p = 3 respectively 2. Furthermore,
rp ≡ e′

pa′
p mod p − 1 implies rp is even, which gives the result in these two cases also.

Finally we establish that, if E is semistable, then we have ap ≡ 0 (mod 12). If E has multiplicative
reduction, then this was established at the very beginning of the proof. If E has good reduction, then this
follows from observing that the integer e′

p is equal to 1, whence ap = 12rp. □

Remark 3.2. The character θp−1 is surjective, so in particular the residue class ap mod p−1 is determined
by µ. Thus if p − 1> 12ep then the integer ap is unique.

In order to get the results we need without the Galois assumption we will first make the following
definition following Freitas and Siksek [2015]; see the discussion just before Proposition 2.2 in [loc. cit.].

Definition 3.3. Let k be a number field with Galois closure K over Q. For each σ ∈6 := Hom(k, K ) let
aσ ∈ {0, 4, 6, 8, 12} be an integer and denote by ε =

∑
σ aσσ a formal sum. Then ε is called a k-isogeny

signature.

For α ∈ k×, and ε =
∑

σ aσσ a k-isogeny signature we prefer to use Momose’s notation αε to denote
what David calls N (α):

(−)ε : k → K , α 7→

∏
σ∈6

σ(α)aσ .

We prefer this approach since it makes explicit the dependence on ε.
Proposition 3.1 describes µ on the local inertia groups at the different primes p above p in terms of

fundamental characters. However since µ is unramified outside of p these are the only inertia subgroups
on which µ acts nontrivially.

Now let k ⊂ kµ be the smallest abelian extension that trivializes µ. Then µ induces an injective
morphism µ : Gal(kµ/k)→ F×

p . Let Ik denote the idéles of k. Then class field theory provides the global
reciprocity map

r : Ik → Gal(kµ/k).

The units k× embed diagonally into Ik and one has r(k×) = {Idkµ}, and composing the inclusions
k×
p ↪→ Ik with r gives the local reciprocity map rp at p. Since the order of Gal(kµ/k) is coprime to

p the local reciprocity map vanishes on 1 + pOkp and hence we also get a map r̄p : F×
p → Gal(kµ/k).

Let Fp denote the residue field at p and write pn
= #Fp. Then the fundamental character of level n

can be seen as a map θpn−1 : Ip → F×
p . Finally by choosing an embedding kµ → k̄p we get a map
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φp : Ip ⊆ Gal(kp/kp)→ Gal(kµ/k). This can be summarised in the following commutative diagram:

O×

kp
// //

� _

��

F×
p

α 7→r̄p(α−1)

��

??

''

Ip
θpn−1

oooo

µ|Ip=θ
ap
p−1

��

φp

ww

k×
p

α 7→rp(α−1)

// Gal(kµ/k)
µ

// F×
p

where the equality φp(s)= r̄p ◦θpn−1(s−1) is Proposition 3 of [Serre 1972]. Since θp−1 = NmFp/Fp ◦θpn−1

we know that the map that is needed at the place of the question marks to make everything commute is
x 7→ NmFp/Fp(x)

ap .
In particular this commutative diagram allows one to describe µ ◦ rp : O×

kp → F×
p more directly by

µ ◦ rp(α)= NmFp/Fp(α (mod p))−ap .

Having this concise description of µ ◦ rp on O×

kp for all primes p | p using local class field theory, as
well as the fact that µ is unramified outside p, allows one to describe µ more generally as in the following
proposition, in which we have used the ideal theoretic description of class field theory to see µ as a
character on the fractional ideals coprime to p; see Remark 2.1.

Proposition 3.4 (generalisation of [David 2011b, Proposition 2.6]). Let k be a number field, K its Galois
closure over Q and µ the twelfth power of a p-isogeny character over k. Then for every prime ideal p0

lying above p in K there exists a k-isogeny signature ε= εp0 =
∑

σ aσσ such that for all α∈ k× prime to p,

µ((α))≡ αε (mod p0).

Furthermore if p > 13 and p is unramified in k, then for every p0 there is an unique such signature εp0 .

Proof. View µ ◦ r as a character on Ik that vanishes on k×. Since µ is the twelfth power of another
character, µ ◦ rv is trivial for all infinite places v of k. We can use this to compute

1 =

∏
q∤ p

µ ◦ rq(αq)×
∏
p|p

µ ◦ rp(αp)=

∏
q∤ p

µ(Frobq)vq(α) ×
(∏

p|p

NmFp/Fp(α mod p)ap
)−1

.

If p were unramified then we could write

NmFp/Fp(α (mod p))≡

∏
σ∈Hom(kp,Qp)

σ(α) (mod p′),

where p′ is the prime of Qp lying over p, and the proposition would follow by setting aσ := aσ−1(p0) and
rewriting as follows:∏

p|p

NmFp/Fp(α (mod p))ap ≡

∏
p|p

∏
σ∈Hom(kp,Qp)

σ(α)ap (mod p′)

≡

∏
σ∈Hom(k,K )

σ(α)ασ (mod p0)= αε (mod p0),

where in the last step we choose an embedding K ⊆ Kp0 ↪→ Qp.
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Suppose now that a prime p | p ramifies in k. Let ep denote the ramification index at p. Then we can
write

Hom(kp,Qp)=

ep⋃
i=1

Sp,i

as the union of ep different sets of size [Fp : Fp], so that for each Sp,i we have

NmFp/Fp(α (mod p))≡

∏
σ∈Sp,i

σ(α) (mod p′).

Furthermore the conditions on ap from Proposition 3.1 allow us to write ap =
∑ep

i=1 ap,i with each
0 ≤ ap,i ≤ 12 and ap,i ≡ 0, 4, 6 or 8 mod 12, whence

NmFp/Fp(α (mod p))ap ≡

ep∏
i=1

∏
σ∈Si

σ(α)ap,i (mod p′).

Writing

Hom(k, K )= Hom(k,Qp)=

⋃
p | p

ep⋃
i=1

Sp,i

and setting aσ = ap,i for σ ∈ Sp,i we can rewrite∏
p|p

NmFp/Fp(α (mod p))ap ≡

∏
p|p

ep∏
i=1

∏
σ∈Sp,i

σ(α)ap,i (mod p′)

≡

∏
σ∈Hom(k,K )

σ(α)ασ (mod p0)= αε (mod p0)

as in the unramified case and we are done. □

We refer to εp0 as the isogeny signature of λ with respect to p0. Note that since Gal(K/Q) acts
transitively on the primes above p, a different choice of prime p0 merely permutes the integers aσ . We
will therefore often drop the subscript p0 and speak of ε as the isogeny signature of λ. Note that fixing an
ordering to the embeddings in 6 = Hom(k, K ) allows one to think of the signature as a d-tuple valued in
the set {0, 4, 6, 8, 12}, and hence one sees that there are precisely 5d possible isogeny signatures for a
degree d number field. If all the integers aσ are the same integer a, then clearly the ordering on 6 does
not matter, and in the sequel we denote this signature as the d-tuple (a, . . . , a).

From the construction of εp0 in the above proof, we obtain the following condition which must be
satisfied by the integers aσ .

Corollary 3.5. Let εp0 =
∑

σ∈6 aσσ be an isogeny signature with respect to p0. Then, for σ, τ ∈ 6 =

Hom(k, K ),
σ−1(p0)= τ−1(p0) =⇒ aσ ≡ aτ (mod p − 1).

In particular, if p is inert in k and p ≥ 17, then all the integers aσ are the same.

Isogeny signatures satisfying this condition will be referred to as admissible. Note furthermore that if
one of the integers in the signature ε is 4 or 8 (respectively 6), then from the proof of Proposition 3.1
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we have that Aut(Ẽp) ∼= µ6 and p ≡ 2 (mod 3) (respectively Aut(Ẽp) ∼= µ4 and p ≡ 3 (mod 4)). We
therefore refer to such signatures as sextic (respectively quartic). The overlap of these two designations
(i.e., the signature contains both 4 and 6 or both 8 and 6) is an interesting source of isogenies, and will
be referred to as mixed. Signatures, all of whose defining integers are the same, will be referred to as
constant.

Example 3.6. In the case that X0(p) is elliptic or hyperelliptic, one may generate quadratic points on
X0(p) by taking the pullback of rational points along the hyperelliptic map to P1. The corresponding
isogeny φ may be constructed in Magma. After passing to a suitable ramified extension of kp over which
E obtains semistable reduction, we let φ̂ be the power series representation of φ on the formal groups of
the elliptic curves. Then as in [Serre 1972, Section 1.10], we may directly compute the ap integers as the
p-adic valuation of the coefficient of X in φ̂(X). In this way one may actually compute the signature of
isogenies, as the following examples show; in both cases σ denotes the nontrivial automorphism of the
corresponding quadratic field:

(1) Let k = Q(
√

−1120581), and let E/k be an elliptic curve with j-invariant

1
837568512(−344992121

√
−1120581 − 182301639894).

Then E admits a k-rational 11-isogeny of signature 6 Id +8σ , and in particular shows that isogenies
of mixed signature exist.

(2) Let k = Q(
√

38731793), and let E/k be an elliptic curve with j-invariant

4329499018988087705974500
√

38731793 + 26944581751932950083389335625.

Then E admits a k-rational 23-isogeny of signature (6, 6).

The Magma code in magma_scripts/EpsilonTypes.m was used to find and verify these examples (and
others); this script has also been used to generate test cases for our software package.

Remark 3.7. Note that Larson and Vaintrob have similarly removed the Galois assumption in Momose’s
Lemma 1, using the notion of algebraic characters; see Definition 2.2 and Corollary 2.4 of [Larson
and Vaintrob 2014]. The left-hand side of the equation in their Corollary 2.4 is the space of algebraic
characters, whilst the right-hand side may be identified with the space of isogeny signatures.

3.2. A general divisibility criterion. Let q be a prime ideal of k which is coprime to p, and consider the
reduction of E at q, which is either potentially multiplicative, potentially good supersingular, or potentially
good ordinary. In both of the potentially good cases, the characteristic polynomial of Frobenius Frobq
acting on the p-adic Tate module of E has coefficients in Z and is independent of p [Serre and Tate 1968,
Theorem 3]; we may thus write Pq(X) for this polynomial. This is a quadratic polynomial whose roots
have absolute value

√
Nm(q). We write Lq for the splitting field of this polynomial, which is either Q or

an imaginary quadratic field.
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In all cases of reduction at q, one obtains congruence conditions modulo p on λ(Frobq). If E has
potentially multiplicative reduction at q, then λ(Frobq) is either 1 or ± Nm(q) (mod p) [David 2011a,
Proposition 3.3; 2011b, Proposition 1.4]. In the potentially good reduction case, for Pq a prime of Lq

above p, the images of the roots of Pq(X) in OLq/Pq are in F×
p , and there is a root βq of Pq(X) such that

λ(Frobq)= βq (mod Pq) [David 2011a, Proposition 3.6; 2011b, Proposition 1.8]. For simplicity we will
sometimes drop the q subscript on βq, particularly when “looping” over several such roots.

Write hq for the order of q in the class group Clk of k, and let γq be a generator of the principal
ideal qhq . We apply Proposition 3.4 to γq and obtain, with the ideal-theoretic interpretation for the domain
of µ as Remark 2.1, the following expression:

µ((γq))≡ γ εq (mod p0).

Replacing this with the Galois character interpretation for µ, and using qhq = (γq), we obtain

µhq(Frobq)≡ γ εq (mod p0).

This expression, when combined with the aforementioned congruence conditions modulo p on µ(Frobq),
yield divisibility conditions for p, namely that p must divide one of the integers defined as follows.

Definition 3.8. Let k be a number field with Galois closure K over Q, q a prime ideal of k of order hq

in the class group of k, and γq a generator of the principal ideal qhq . For a set S of integers, let lcm(S)
denote the least common multiple of the integers in S, with the convention that this will be 0 if 0 ∈ S.
Then we define the integers

A(ε, q) := NmK/Q(γ
ε
q − 1),

B(ε, q) := NmK/Q(γ
ε
q − Nm(q)12hq),

Cs(ε, q) := lcm({NmK (β)/Q(γ
ε
q −β12hq) |β is a supersingular Frobenius root over Fq}),

Co(ε, q) := lcm({NmK (β)/Q(γ
ε
q −β12hq) |β is an ordinary Frobenius root over Fq}),

C(ε, q) := lcm(Co(ε, q),Cs(ε, q)),

where in Cs(ε, q) (respectively Co(ε, q)) the lcm is taken over all roots β of characteristic polynomials of
Frobenius of supersingular (respectively, ordinary) elliptic curves defined over the residue field Fq of k
at q.

Remark 3.9. Using Waterhouse’s Theorem 2.5, specifically Table 4 derived from it, one may show that

Cs(ε, q) :=

{
B(2ε, q) if |Fq| = 2 f with f odd,
Nmk/Q(γ

ε
q − Nm(q)6hq) otherwise.

We frame the above discussion as follows.

Corollary 3.10. (1) If E has potentially multiplicative reduction at q, then p divides either A(ε, q)
or B(ε, q).

(2) If E has potentially good ordinary reduction at q, then p divides Co(ε, q).

(3) If E has potentially good supersingular reduction at q, then p divides Cs(ε, q).
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everywhere
condition γ εq Q(β) γ εq ∈ Q? (aτ )τ∈6 unramified signature type

character

A(ε, q)= 0 1 all 0 µ
type 1

B(ε, q)= 0 q12hq yes all 12 µ/χ12
p

Cs(ε, q)= 0 ±q6hq Q(
√

−q) all 6 µ/χ6
p type 2

Q(β)⊆ k,
aτ = 12 for

β12hq for β
p splits or

τ ∈6Q(β);

Co(ε, q)= 0
an ordinary

ramifies in Q(β), no
0 otherwise

type 3Frobenius root
Nmk/Q(β)(q)=

aτ = 0 for
over Fq

(β) or (β)
τ ∈6Q(β);

12 otherwise

Table 5. Summary of what happens if one of the integers A, B, Cs or Co is zero.

3.3. Removing the Galois assumption in Momose’s Lemma 2. Having identified integers which p must
divide, the question of the nonzeroness of these integers becomes relevant. This is the motivation for
Momose’s Lemma 2, or [David 2011b, Proposition 2.15], both of which assume that k is Galois over Q.

We thus provide the following non-Galois version of Momose’s Lemma 2. The proof is modelled
on David’s proof, and many of the arguments carry over mutatis mutandis, though the details in type 3
require some additional ideas. For L a subfield of k, we denote by 6L ⊂6 the subset of embeddings of
k in K which act as the identity on L .

Proposition 3.11. Let p ≥ 17, let q ̸= p be a rational prime which splits completely in k, and let q
be a prime of k over q. If the condition shown in the left-most column of Table 5 is satisfied, then the
corresponding assertions in the rest of the table hold.

Proof. First observe, from the assumption that q splits completely in k, we have that q splits completely
in K ; see for example Chapter 1, Section 9, Exercise 4 in [Neukirch 1999]. This will be used throughout
the proof.

Before considering the various cases, we set the following notation to be used throughout the proof. Let
q1, . . . , qd be the distinct prime ideals of k lying over q , and we suppose q= q1. We label the embeddings
in 6 as σ1, . . . , σd , where σ1 is the inclusion k ⊆ K . We let M = Gal(K/σ1(k))= Gal(K/k), viewed as
a subgroup of G := Gal(K/Q); let n denote the size of M . For each 1 ≤ i ≤ d , we let Q(i)

1 , . . . , Q(i)
n be

the distinct prime ideals of K dividing σi (q)OK (recalling that if q splits completely in k then q splits
completely in K ). Because q is unramified, it follows that σi (q)OK =

∏n
j=1 Q(i)

j . Write ε =
∑d

i=1 aiσi .
We define the set

Sq := {Q(i)
j : 1 ≤ i ≤ d, 1 ≤ j ≤ n},

which is a priori only a subset of the prime ideals of K lying over q . However, since Sq is stable under G,
and G acts transitively on the set of primes in K lying over q , we have that Sq actually equals the set of
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all primes lying over q . Finally we let τ1, . . . , τd denote the (left) coset representatives of G/M , chosen
such that τi ◦ σ1 = σi . Fixing Q̂ = Q(1)

1 , this implies that

σi (q)OK = τi (σ1(q))OK =

∏
Q∈τi M Q̂

Q.

Since G acts faithfully on the primes lying over q , this means that σi (q) and σ j (q) are coprime if i ̸= j .
We now come to the three cases for the value of γ εq .
Consider first that γ εq = 1. By considering the ideal of OK generated by γ εq , we obtain

OK =

d∏
i=1

σi (q)
ai hq .

Since the σi (q) are pairwise coprime we obtain that ai = 0 for all i . Since µ|Ip = χ
ap
p and µ is unramified

away from p, we obtain that µ is unramified everywhere.
In the second case γ εq = q12hq , one similarly obtains that ai = 12 for all i , whence µ/χ12

p is everywhere
unramified.

In the third case, we have that γ εq = β12hq , where β is a root of the characteristic polynomial of
Frobenius of an elliptic curve over Fq. We write L = Q(β), which is either Q or an imaginary quadratic
field. By assumption, the element γ εq — a priori in K — is also in L; so either γ εq is rational, or it generates
L and therefore L is contained in K .

In the first of these two subcases, β12hq is rational; therefore it is equal to its complex conjugate β12hq ;
in particular there is a 12hq-th root of unity ζ ∈ L such that β = ζβ. However, since L is imaginary
quadratic, it only admits n-th roots of unity for n = 2, 4 or 6; thus β12 is rational. Moreover, since β
is an algebraic integer, β12 is an integer. Since the absolute value of β is

√
Nm(q) =

√
q, we get that

β12
= ±q6, and therefore∏

σ∈6

σ(qhq)aσOK = γ εqOK = β12hqOK = q6hqOK =

(∏
σ∈6

σ(q)OK

)6hq

.

Since σi (q)OK and σ j (q)OK are coprime for i ̸= j we obtain that all aσ are equal to 6. That µ/χ6
p

is everywhere unramified follows as previously. To show that Q(β) = Q(
√

−q) one observes from
Corollaries 2.6 and 2.7 that β is a supersingular Frobenius root, so one simply checks through the
possibilities in Table 4 (observing that we have f = 1 because we are assuming q is completely split).

In the second subcase, L is an imaginary quadratic field contained in K . We let H := Gal(K/L). As
in the first subcase, we consider the K -ideal

(γ εq )=

d∏
i=1

( n∏
j=1

Q(i)
j

)ai hq

;

the crucial observation is that, since this ideal is invariant under H (because γ εq ∈ L), it must factor in the
form

(γ εq )=

( ∏
Q∈H Q̂

Q
)aId

( ∏
Q∈Hγ Q̂

Q
)aγ

(3-1)
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for γ ∈ G an element which induces complex conjugation on L , and aId and aγ are integers; in particular,
there are only two choices (viz. aId or aγ ) for each ai .

Suppose for a contradiction that M ̸⊆ H. Choose δ∈ M\H, and consider the two primes Q̂ and δ Q̂ in Sq .
These are both ideals dividing (γ εq ) with the same exponent (viz. a1hq), but are in different H -orbits under
the H -action on Sq . This forces aId = aγ , whence γ εq = NmK/Q(σ1(γq))

aγ ; i.e., γ εq ∈ Q, contradicting
the subcase that we are currently in. Therefore M ⊆ H, which establishes that L is contained in k.

We now have

(γ εq )OL = (Nmk/L(γq)OL)
aId · (Nmk/L(γq)OL)

aγ (from (3-1))

=⇒ (βOL)
12hq = ((Nmk/L(q))

aId(Nmk/L(q))
aγ )hq .

Since q = ββ, we obtain that the L-ideal Nmk/L(q) is either βOL or βOL , which yields that the pair
of integers (aId, aγ ) is either (0, 12) or (12, 0), yielding the two possible forms of ε as in the table.

The only remaining assertion to prove is that p splits or ramifies in L = Q(β) in the type 3 case.
Suppose for a contradiction that p is inert in L , and let Frobp0 ∈ Gal(K/Q) be a choice of a lift of
Frobenius at p0. The automorphism Frobp0 satisfies the following two properties:

(1) It fixes p0.

(2) Its restriction to L is also a lift of Frobenius of the prime ideal pO, of residue class degree 2, and
hence its restriction to L is the nontrivial element of Gal(L/Q).

We now consider the two embeddings of k in K : σ1 and Frobp0 ◦σ1. By property (1) above, the
preimage of p0 in k under each of these embeddings is the same, and therefore, by Corollary 3.5,
a1 ≡ aFrobp0 ◦σ1 (mod p − 1). On the other hand, property (2) forces one of these integers to be 0, and the
other 12 (mod p − 1). We therefore obtain a contradiction for primes p such that p − 1∤12 (and hence
for all p ≥ 17). □

Proposition 3.11 suggests that the signatures identified in Table 5 require particular attention. This
motivates the following definition.

Definition 3.12. Let ε =
∑

σ aσσ be an isogeny signature:

• If ε = 0
∑

σ σ or ε = 12
∑

σ σ , then ε is of type 1.

• If ε = 6
∑

σ σ (or equivalently ε = 6 Nm(k/Q)), then ε is of type 2.

• If there exists an index 2 subgroup H ⊆ G := Gal(K/Q) with Gal(K/k)⊆ H, L := K H is imaginary
quadratic and either

ε = 12
∑
σ∈6L

σ or ε = 12
∑

σ∈6\6L

σ,

then ε is of type 3 with field L .

• If ε is not of type 1, 2 or 3 then ε is generic.
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An equivalent definition of a type 3 isogeny signature is that k contains an imaginary quadratic field L
such that ε = 12 Nm(K/L) or ε = ρ ◦12 Nm(K/L), where ρ : L → L is complex conjugation. Note that
when given an explicit ε, the group H can be retrieved as H = {g ∈ Gal(K/Q) | g ◦ ε = ε}, the stabiliser
of ε. In particular, if ε is also type 3 with field L ′, then L = L ′.

At this point it is instructive to recap what we are aiming to do in this section, and how far towards
this goal we have come. This will clarify what will be happening in the rest of the section.

Our goal in this section (stated at the outset) is to generalise and make Momose’s isogeny classification
theorem algorithmic [Momose 1995, Theorem A/Theorem 1], as well as address the gaps and mistakes in
his original proof. By generalise, we mean to remove the assumptions of k being Galois over Q, and also
address primes p that ramify in k.

Momose’s isogeny classification theorem says that, for a given number field k, there is a constant Ck

such that, if p is an isogeny prime for k that is larger than Ck , then the associated isogeny character must
be one of three types, that in the introduction we called Momose types 1, 2 and 3.

In this section, we have identified (in Definition 3.12) three types for the signature for which certain
integers (the A, B and C integers from Definition 3.8) could be zero. Outside of these special types
of signature — that is, if the signature is generic — we know that these integers are nonzero; thus, by
defining the integer

ABC(ε, q) := lcm(Nm(q), A(ε, q), B(ε, q),C(ε, q)),

we may deal with the generic isogeny primes as a direct consequence of Corollary 3.10 and Proposition 3.11:

Corollary 3.13. Let p ≥ 17 be an isogeny prime whose associated isogeny signature ε is generic. Then
for all completely split prime ideals q, p divides the nonzero integer ABC(ε, q).

Therefore, taking a completely split prime ideal q in k, and taking the lcm of ABC(ε, q) across all of
the generic signatures ε, one would obtain a nonzero integer C ′ such that, if p is an isogeny prime for k
that does not divide C ′, then the associated isogeny signature would be of type 1, 2 or 3.

If it were true that the signature types 1, 2 and 3 identified in Definition 3.12 coincided with Momose’s
types 1, 2 and 3, then we would be done with our goal. This is however not the case; while an isogeny
character of Momose type n (to be defined in the next subsection) implies that the signature is of type n,
the converse is not necessarily true (although it is true for n = 1).

What remains to be done, therefore, is to bound the prime degrees of isogenies whose signatures are
of type n but that are not themselves of Momose type n. If we can do this for n = 2 and 3 (again this
is not required for n = 1) then we have succeeded in making Momose’s isogeny classification theorem
algorithmic. We call this strategy going from signature type n to Momose type n. Specifically, this means
that we will prove the following result.

Theorem 3.14. Let k be a number field. Then for n = 2 or 3, there exist explicitly computable integers
Bn(K ) such that if p ∤Bn(K ) one has that if λ is a p-isogeny character of signature type n, then the
isogeny character λ is of Momose type n.
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We refer to Corollary 3.18 and Proposition 3.24 that respectively establish this result for n = 2 and 3.
In the next section we will carry out this strategy, by studying the type 1, 2 and 3 signatures more

closely.

3.4. From signature types to Momose types. We emphasise that the types identified in Definition 3.12
are properties of the signature of an isogeny, while the Momose types to be defined in the sequel are
properties of the isogeny character λ. The three special signature types identified in the previous section
do not in all cases correspond exactly to Momose’s three types identified for the isogeny character λ.
They do, however, for type 1 signatures, which Table 5 shows.

Definition 3.15. We say that an isogeny character λ is of Momose type 1 if either λ12 or (λ/χp)
12 is

everywhere unramified.

Momose type 1 primes will be handled in Section 5.

3.4.1. Signature type 2. We now consider isogenies of signature type 2; that is, ε= 6 Nm(k/Q). Observe
from Table 5 that this corresponds to µ and χ6

p being the same up to an everywhere unramified character.
The notion of Momose type 2 goes further to say what this everywhere unramified character should be.

Definition 3.16. We say that an isogeny character λ is of Momose type 2 if λ12
= χ6

p.

That is, the everywhere unramified character should be trivial. Note in this case that necessarily
p ≡ 3 (mod 4), by the discussion appearing immediately after Corollary 3.5.

The following key result relates the notions of signature type 2 and Momose type 2.

Proposition 3.17. Let E/k be an elliptic curve admitting a k-rational p-isogeny of isogeny character λ
of signature ε. If the following two conditions hold:

(1) ε is of type 2.

(2) There exists a set of primes Gen generating Clk , such that for all q ∈ Gen

(a) q is coprime to p;
(b) q does not lie over the rational prime 2;
(c) E has potentially good supersingular reduction at q.

Then λ is of Momose type 2.

Proof. From (1) we have that µχ−6
p is an everywhere unramified character, and hence defines an abelian

extension of k contained in the Hilbert class field of k, and thus is determined by its values at Frobenius
automorphisms Frobq for q running through a set of generators of Clk . Let q ∈ Gen. From (2c) and from
the discussion at the beginning of Section 3.2, we obtain

λ(Frobq)≡ βq (mod Pq)

for βq a supersingular Frobenius root over q and for Pq a prime ideal above p inside a field that is either
Q or an imaginary quadratic field (this is the field denoted as Lq in Section 3.2). By the same reasoning as
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in Remark 3.9 we have that, for such βq, that β12
q = Nm(q) (this step requires q to have odd characteristic),

and hence
µ(Frobq)= Nm(q)6 (mod p)= χp(Frobq)6.

Since this is true for all q ∈ Gen, we obtain µ= χ6
p (i.e., not just equal up to an everywhere unramified

character). □

Corollary 3.18. Let E/k be an elliptic curve admitting a k-rational p-isogeny of isogeny character λ of
signature ε. Suppose that ε is of type 2, but λ is not of Momose type 2. Then, for every set of prime ideal
generators Gen of Clk of odd characteristic, p divides the nonzero integer

ABCo(Gen) := lcmq∈Gen(A(ε, q), B(ε, q),Co(ε, q),Nm(q)).

Proof. Since λ is assumed not of Momose type 2, then by Proposition 3.17, there must exist a prime q in
Gen such that E does not have potentially good supersingular reduction at q; therefore p must divide
the integer ABCo(Gen) by Corollary 3.10. The proof therefore consists in showing that this integer is
nonzero.

Let q ∈ Gen. Since ε is of type 2, we obtain that

γ εq = Nm(q)6hq .

This is clearly not equal to 1, hence A(ε, q) ̸= 0. It is also clearly not equal to Nm(q)12hq , whence
B(ε, q) ̸= 0. Finally suppose that Co(ε, q)= 0. We would then obtain

Nm(q)6hq = β
12hq
q

for βq an ordinary Frobenius root over Fq, which contradicts Corollary 2.6. □

One then deals separately with isogenies of Momose type 2; this will be done in Section 6. Note
that when hk = 1 then we can take the empty set of generators in Corollary 3.18, and hence we obtain
that an isogeny of signature type 2 is automatically of Momose type 2. The above Corollary 3.18 is the
culmination of the strategy of going from signature type 2 to Momose type 2.

3.4.2. Signature type 3. Finally we consider isogenies of signature type 3 with field L . Note that
Proposition 3.4 only implies that the signature corresponding to an isogeny is unique for unramified
primes greater than 13. Thus, for ramified primes we have some freedom in the choice of signature that
we can associate to an isogeny character in order to study it more precisely.

Proposition 3.19. Let L ⊆ k be an imaginary quadratic field in which p ramifies and let p be the unique
prime of L above p. Then a p-isogeny character λ defined over k has a signature of type 2 if and only if it
has a signature of type 3.

Proof. It suffices to prove that for all α ∈ k× coprime to p we have

Nmk/L(α)
12 (mod p)≡ Nmk/Q(α)

6 (mod p)≡ Nmk/L(α)12 (mod p).
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Since p ramifies in the quadratic field L we have x ≡ x̄ (mod p) for all x ∈ L , and the proposition follows
from the equality Nmk/Q = Nmk/L ·Nmk/L . □

The above proposition shows that when p ramifies in L , there is no difference between a character
having a signature of type 2 and a signature of type 3. Since we already have a strategy for studying
isogeny characters with a type 2 signature, we are reduced to studying isogenies with a type 3 signature
where p is unramified in L , which we assume for the rest of this subsection.

We now define the notion of Momose type 3.

Definition 3.20. We say that a k-rational p-isogeny character λ is of Momose type 3 if k contains an
imaginary quadratic field L as well as its Hilbert class field, p splits in L as p · p, and for any prime q of
k coprime to p,

λ12(Frobq)= α12 (mod p) (3-2)

for any α ∈ L× a generator of Nmk/L(q).

Since this definition is rather more involved than Momose type 2, we describe how one may go from
signature type 3 to Momose type 3 in three steps; these will be Corollary 3.22, and Propositions 3.23
and 3.24 below. We remark here that p splitting in L is automatic from ε being of signature type 3, since
the proof given at the end of the proof of Proposition 3.11 is independent of q.

We take p to be the prime of L lying below our choice of p0 in K . Notice that by changing the prime
p0 if necessary we may assume ε = 12

∑
σ∈6L

σ .

Lemma 3.21. Let ε be an isogeny signature of type 3 with field L ⊆ k, and let q be a prime ideal of k.
Then the integers A(ε, q), B(ε, q) are nonzero. If in addition the ideal Nmk/L(q) is not principal, then
C(ε, q) is nonzero.

Proof. Write γq for the generator of qhq . By definition of ε, we obtain that, up to complex conjugation
in L ,

γ εq = Nmk/L(γq)
12

and hence, by considering the ideals generated in L ,

γ εqOL = Nmk/L(q)
12hq .

If A(ε, q) = 0, then γ εq = 1 and we would obtain Nmk/L(q)
12hq = OL which is clearly not the case. If

B(ε, q) = 0, then γ εq = Nm(q)12hq and we would obtain Nmk/L(q)
12hq = (Nm(q)OL)

12hq , taking the
norm form L to Q of this equation gives Nm(q)12hq = (Nm(q)2)12hq which cannot happen either. Finally,
if C(ε, q)= 0, then γ εq = β

12hq
q for a Frobenius root β over Fq, which implies that Nmk/L(q)= βqOL is

principal. □

We then obtain Step 1 of the three step process from signature type 3 to Momose type 3.

Corollary 3.22 (Step 1 of 3). Let ε be an isogeny signature of type 3 with field L ⊆ k. Then either k
contains the Hilbert class field of L , or for any prime ideal q of k whose norm to L is nonprincipal, we
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have that the integer ABC(ε, q) is nonzero; in particular, in this latter case, there are infinitely many
such prime ideals q.

Proof. The norm on ideals induces a norm map Nm : Clk → ClL , let N := ker Nm denote its kernel. If
N = Clk then by class field theory k contains the Hilbert class field of L and we are done. So from now
on assume N ̸= Clk . Then by Lemma 3.21 ABC(q, ε) will be nonzero for all primes q in k that are in
Clk \N , and since Clk \N ̸= ∅ this set of primes is infinite. □

We are now reduced to the case of k containing the Hilbert class field of L , and would like to show that
(3-2) is satisfied for all primes q of k coprime to p. Step 2 reduces this task to showing (3-2) is satisfied
for all prime ideals in a set of ideals generating Clk .

Proposition 3.23 (Step 2 of 3). Let λ be a k-rational p-isogeny character of signature ε. If the following
conditions hold:

(1) ε = 12 Nmk/L is of type 3 with field L.

(2) k contains the Hilbert class field of L.

(3) There is a generating set Gen of Clk such that (3-2) is satisfied for all primes q ∈ Gen.

Then λ is of Momose type 3.

Proof. Let q be a prime of k. Then by (2) the ideal Nmk/L(q) is principal. Let α ∈ L be a generator of
Nmk/L(q); then we need to show that λ12(Frobq)= α12 (mod p).

Write q1, . . . , qn for the elements of Gen with n = |Gen|. Since Gen generates the class group we can
write

q = ξ

n∏
i=1

qei
i (3-3)

with ξ ∈ k× and e1, . . . , en positive integers. Again by (2) all the ideals Nmk/L(qi ) are principal. Let
αi ∈ L× be a generator of Nmk/L(qi ), then λ12(Frobqi )= α12

i (mod p). This means

λ12(Frobq)≡ Nmk/L(ξ)
12
∏

λ12(Frobqi ) (mod p0)≡ Nmk/L(ξ)
12
∏

α12
i (mod p)

where the first congruence follows from Proposition 3.4. Now applying Nmk/L to (3-3) gives that α′
:=

Nmk/L(ξ)
12∏α12

i is a generator of Nmk/L(q) so in particular (3-2) holds for the generator α′ of Nmk/L(q).
Now since α and α′ both generate Nmk/L(q) we have α/α′

∈ L× is a unit. Since L is imaginary quadratic
this unit has order dividing 12 and hence (α/α′)12

= 1. In particular λ12(Frobq)≡ α′12
≡ α12 (mod p). □

The final step is then to show that we can arrange for Condition (3) above to be satisfied. We first
define

C∗(ε, q)= lcm({NmK (β)/Q(γ
ε
q −β12hq) | β ∈ k̄ is a Frobenius root over Fq}), (3-4)

where in the lcm we only take nonzero terms. Note that this may be considered the necessarily nonzero
part of the integer C(ε, q), and the notation has been chosen to reflect this.
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Proposition 3.24 (Step 3 of 3). Let λ be a k-rational p-isogeny character of signature ε of type 3 with
field L. Assume moreover that p ≥ 17 and is unramified in L , and that k contains the Hilbert class field
of L. Let Gen be a set of prime ideal generators of Clk of odd residue characteristic. Then, either p
divides the nonzero integer

ABC∗(ε,Gen) := lcmq∈Gen(A(ε, q), B(ε, q),C∗(ε, q),Nm(q));

or, for all q ∈ Gen, writing αq for a generator of Nmk/L(q), we have that

λ12(Frobq)≡ α12
q (mod p)

and thus λ is of Momose type 3.

Proof. Let q ∈ Gen, and write q for the rational prime under q. Since k contains the Hilbert class field of
L one has that Nmk/L(q) is principal, so write αqOL = Nmk/L(q). Let h = hq be the order of q in Clk
and (γ )= qh be a principal generator.

Since p ≥ 17 and is assumed unramified in L , one shows in exactly the same way as in the final
assertion of the proof of Proposition 3.11 that p splits in L . By applying Proposition 4.9 of [David 2011b]
(which is just using her Proposition 2.4 together with the fact that p splits in L) to the principal ideal (γ )
we obtain

µ(Frobq)h ≡ Nmk/L(γ )
12 (mod p).

Since Nmk/L(γ )/α
h
q is a unit in OL we get (Nmk/L(γ )/α

h
q )

12
= 1 and we may rewrite the above as

µ(Frobq)h ≡ α12h
q (mod p);

but for the h-th power, this is what we want to obtain, and the rest of the proof is about how to gracefully
take the h-th root.

If E has potentially multiplicative reduction at q, then p divides either A(ε, q) or B(ε, q), both of
which are nonzero by Lemma 3.21. Thus, for p not dividing lcm(A(ε, q), B(ε, q)), we have that E has
potentially good reduction at q, and so there exists a Frobenius root βq ∈ Lq of an elliptic curve over Fq

and a prime ideal p′ of Lq lying over p such that

λ(Frobq)≡ βq (mod p′) =⇒ µ(Frobq)≡ β12
q (mod p′).

We therefore obtain an equality in F×
p :

β12h
q (mod p′)= α12h

q (mod p).

Suppose we had actual equality in characteristic 0:

β12h
q = α12h

q .

There are two ways this equation could be satisfied: either L = Lq, or L ̸= Lq and this equality is between
rational numbers. By Corollaries 2.6 and 2.7, the second case can only occur for supersingular values of βq.
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In the case L = Lq we take the 12h-th root to obtain βq = ζ · αq for ζ ∈ L a 12h-th root of unity.
However, since L is imaginary quadratic, all roots of unity are either second, fourth, or sixth roots of
unity, whence we obtain β12

q = α12
q and conclude

µ(Frobq)≡ α12
q (mod p)

as required.
In the case L ̸= Lq we have that βq is supersingular and we argue as follows. The definition of αq

yields the equality of L-ideals
Nmk/L(q)

12h
= α12h

q OL .

Since α12h
q ∈ Q, the Gal(L/Q)-action acts trivially on it and hence also on Nmk/L(q)

12h and therefore
also on Nmk/L(q). Let q′ be the prime of L lying below q and f the integer such that Nmk/L(q)= (q′) f ,
then applying Proposition 2.2 to (q′) f gives

α12
q = NmL/Q(q

′)6 f
= NmL/Q(Nmk/L(q)

6)= Nmk/Q(q)
6.

On the other hand, since βq is a supersingular Frobenius root, we have from Corollary 2.8 that β12
q =

Nm(q)6 (using that q has odd residue characteristic). Combining these we get α12
q =β12

q and again conclude

µ(Frobq)≡ α12
q (mod p)

as required. The final claim that λ is of Momose type 3 now follows from Proposition 3.23.
To summarise, if we had actual equality in characteristic zero between α12h

q and β12h
q , then we are

finished. Of course, we cannot in general jump from an equality in characteristic p to one in characteristic 0;
but we may do so for p outside the support of an explicitly computable integer. Namely, if β12h

q ̸= α12h
q ,

then p would divide the nonzero integer NmL(β)/Q(β
12h
q − α12h

q ). Since we need to cover all possible
roots βq, and observing that we may take α12h

q to be γ εq , we obtain equality in characteristic zero outside of
the integer C∗(ε, q) defined in (3-4). Doing this for all q ∈ Gen yields the integer defined in the statement
of the proposition. □

In conclusion, we recap this treatment of going from signature type 3 to Momose type 3. Signature
type 3 requires only that k contain an imaginary quadratic field, whereas Momose type 3 requires further
that k contain the Hilbert class field of L . Step 1 of the above process Corollary 3.22 identifies a nonzero
integer, outside of which an isogeny character of signature type 3 must have k containing the Hilbert
Class field of L . However, a Momose type 3 isogeny character requires even more than just k containing
the Hilbert Class field of L , so Step 3 (Proposition 3.24) identifies a nonzero integer outside of which
the isogeny character is indeed of Momose type 3. Taking both of these nonzero integers gives us a
multiplicative bound, outside of which an isogeny character of signature type 3 must be of Momose
type 3. (This is the integer D(ε3) in Algorithm 3.26 in the next subsection.)

3.5. The algorithmic version of Momose’s isogeny theorem. We summarise the previous subsections
and present the algorithmic version of Momose’s isogeny classification Algorithm 3.26 below takes as
input a number field k, and outputs an integer MMIB(k), referred to as the Momose multiplicative isogeny
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bound of k. Before showing the details of the algorithm, we present the main result concerning it, which
is the main result of the paper.

Theorem 3.25. Let k be a number field. Then the integer MMIB(k) output by Algorithm 3.26 is nonzero.
Furthermore, if there exists an elliptic curve over k admitting a k-rational p-isogeny of isogeny character λ,
with p ∤ MMIB(k), then λ is of Momose type 1, 2 or 3.

For the reader’s convenience we will collect the relevant results from this section into a unified proof
of the above theorem. Before we can do that, however, we need to present the algorithm that computes
MMIB(k). This depends on the choice of two “auxiliary sets” which are declared at the outset of the
following.

Algorithm 3.26. Given a number field k, compute an integer MMIB(k) as follows:

(1) Choose a finite set Aux of prime ideals of k which contains at least one totally split prime; if the class
number hk of k is greater than 1, and k contains an imaginary quadratic field L but not its Hilbert class
field, then Aux is also required to contain at least one prime ideal of k whose norm to L is nonprincipal.

(2) Choose a finite set AuxGen of sets Gen of prime ideal generators for the class group Clk of k of odd
characteristic.

(3) Make the following definitions:

K = Galois closure of k over Q,

q = a prime ideal of k,

Fq = residue field of q of degree f ,

S = the generic isogeny signatures for k (see Definition 3.12),

ε6 = the type 2 signature (6, . . . , 6),

A(ε, q)= NmK/Q(γ
ε
q − 1),

B(ε, q)= NmK/Q(γ
ε
q − Nm(q)12hq),

Cs(ε, q)=

{
B(2ε, q) if |Fq| = 2 f with f odd,
NmK/Q(γ

ε
q − Nm(q)6hq) otherwise,

Co(ε, q)= lcm
({

NmK (β)/Q(γ
ε
q −β12hq)

∣∣∣ β is an ordinary
Frobenius root over Fq

})
,

C(ε, q)= lcm(Co(ε, q),Cs(ε, q)),

ABC(ε, q)= lcm(A(ε, q), B(ε, q),C(ε, q),Nm(q)),

ABCo(Gen)= lcmq∈Gen(A(ε6, q), B(ε6, q),Co(ε6, q),Nm(q)),

lcm∗
= an lcm over only nonzero terms in a given set,

C∗(ε, q)= lcm∗({NmK (β)/Q(γ
ε
q −β12hq) | β is a Frobenius root over Fq }),

ABC∗(ε,Gen)= lcmq∈Gen(A(ε, q), B(ε, q),C∗(ε, q),Nm(q)),

GenericBound(k)= lcmε∈S( gcd
q∈Aux

(ABC(ε, q))),
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TypeTwoNotMomoseBound(k)= gcd
Gen∈AuxGen

(ABCo(Gen)),

S3 = the type 3 signatures for k,

L(ε3)= the imaginary quadratic field corresponding to ε3 ∈ S3,

1L(ε3) = the discriminant of L(ε3),

HCF(L(ε3))= the Hilbert class field of L(ε3),

D(ε3)=

{
gcdq∈Aux(ABC(ε3, q)) if HCF(L(ε3)) ̸⊆ k,
gcdGen∈AuxGen(ABC∗(ε3,Gen)) otherwise,

TypeThreeNotMomoseBound(k)=

{
lcmε∈S3(D(ε)) if HCF(L(ε3)) ̸⊆ k,
lcmε∈S3(D(ε),1L(ε)) otherwise,

MMIB(k)= lcm

( GenericBound(k),
TypeTwoNotMomoseBound(k),
TypeThreeNotMomoseBound(k)

)
.

(4) Return MMIB(k).

Note that in the above, contrary to the previous sections, we are taking several prime ideals q and
several generating sets Gen in items (1) and (2); this allows us to take multiplicative sieves and thereby
get a smaller MMIB(k); this explains the gcds appearing in item (3) of the above algorithm.

We now prove Theorem 3.25.

Proof of Theorem 3.25. Let E/k be an elliptic curve admitting a k-rational p-isogeny of isogeny
character λ. We suppose that λ is not of Momose type 1, 2 or 3. We wish to show that p | MMIB(k).

Write ε for the signature of λ. If ε is generic, then by Corollary 3.13 we have that p divides the nonzero
integer ABC(ε, q) for all completely split prime ideals q; and hence, by definition of Aux, p divides the
nonzero integer GenericBound(k).

If ε is of type 1, then λ is of Momose type 1, which we have precluded. If ε is of type 2,
then we are in the setup of Corollary 3.18, and we obtain that p must divide the nonzero integer
TypeTwoNotMomoseBound(k).

Finally, if ε is of type 3 with field L , then we condition on whether or not HCF(L)⊆ k. If this is not the
case, then we argue as follows. From Corollary 3.10 we have that p divides gcdq∈Aux(ABC(ε3, q)); to
show that this integer is nonzero we use Corollary 3.22, observing that this is precisely why we included
in Aux at least one prime ideal of k whose norm to L is nonprincipal. On the other hand, if HCF(L)⊆ k,
then from Proposition 3.24 we have that p divides D(ε) or p divides 1L(ε). In both cases we obtain that
p divides the nonzero integer TypeThreeNotMomoseBound(k).

Thus, in all cases, we obtain that p divides the nonzero integer MMIB(k) as required. □

4. GenericBound

This section deals with some aspects of the implementation of GenericBound(k), particularly regarding
how it may be optimised for speed and for obtaining smaller multiplicative bounds. Names of functions
refer to functions defined in sage_code/generic.py unless otherwise specified.
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4.1. Unit precomputation. We apply Proposition 3.4 in the case where α is a unit in k, from which we
get the following immediate corollary.

Corollary 4.1. Let λ be a p-isogeny character over k of signature ε and α ∈ O×

k a unit in k. Then p
divides NmK/Q(α

ε
− 1).

The following result shows that there are many situations in which NmK/Q(α
ε
−1) is guaranteed to be

nonzero for some unit α and hence the divisibility bound on p from the above corollary is nontrivial.

Proposition 4.2. Let k be a totally real number field of degree d and ε =
∑

σ aσσ a k-isogeny signature
such that αε = 1 for all a ∈ O×

k . Then all the integers aσ are the same.

Proof. This is essentially the same proof as Lemma 3.3 of [Freitas and Siksek 2015]. In this proof (and
only in this proof) we override the λ and µ notation from the rest of the paper to accord with the notation
in [Neukirch 1999]. Write σ1, . . . , σd for the embeddings of k in K , and write ai for aσi . We consider
the basic map from the setup of Dirichlet’s unit theorem:

λ : O×

k → Rd , u 7→ (log|σ1(u)|, . . . , log|σd(u)|),

and we have the following facts about λ; see for example Chapter 1, Section 7 of [Neukirch 1999]:

• The image of λ is contained in the trace-zero hypersurface

H := {x ∈ Rd
: Tr(x)= 0},

and moreover is a complete lattice inside H.

• The kernel of λ is isomorphic to the roots of unity µ(k) inside k, which in our case of k totally real
is just {±1}.

We therefore obtain that O×

k /{±1} maps isomorphically to a complete lattice of dimension d − 1 under λ.
By our assumption, we also have that O×

k is contained in the hypersurface

a1x1 + · · · + ad xd = 0.

If not all of the ai are the same, then this is a different hypersurface to H, and therefore O×

k would be
contained in two distinct hypersurfaces; it would thus be contained in their intersection, which would be
of dimension d − 2. It is then clear that O×

k /{±1} could not be a complete lattice of dimension d − 1,
yielding the desired contradiction. □

This observation is useful in practice to quickly obtain a bound on isogeny primes of signature ε, since
it only requires the computation of a few norm values related to generators of the unit group O×

k which
are typically very fast. As such, the resulting divisibilities are computed as an initial step in the main
routine, in the function get_U_integers.

4.2. Choosing auxiliary primes. The set Aux of auxiliary primes is of central importance in the algorithm
to compute GenericBound(k), and there are two strategies for constructing Aux implemented in isogeny
primes.
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The first is to take all prime ideals up to a bound on the norm which the user may specify (default: 50).
The resulting divisibility conditions are not guaranteed to be nontrivial, as this set might not contain a
completely split prime of k (which ensures that the integer ABC(ε, q) is nonzero); if it does not contain
a completely split prime, then we simply add one in. This possibly newly added prime ideal is referred to
in the code as an emergency auxiliary prime.

The default strategy, however, is an auto-stop strategy which successively takes only completely split
prime ideals as auxiliary primes, computes the successive integers GenericBound(k), and terminates
when a certain number of them (default: 4) are the same. This is the default behaviour since it was
observed during testing that this results in faster runtime whilst not compromising on the tightness of the
multiplicative bound.

4.3. Optimising signatures. For a number field k of degree d , the number of possible k-isogeny signatures
ε to be considered (including the type 1 and 2 signatures) is 5d , which becomes prohibitively large very
quickly. Corollary 4.4 below allows one to reduce the number of signatures to be considered by a factor
of 2d in the Galois case, and by a factor of 2 otherwise. We first establish the following lemma.

Lemma 4.3. Let E/k be an elliptic curve over a number field admitting a k-rational p-isogeny with
isogeny character of signature ε. Then, for σ ∈ Aut(k/Q), the conjugate elliptic curve σ(E) admits a
k-rational p-isogeny of signature ε ◦ σ .

Proof. Write H = Aut(k/Q) and ε=
∑

τ∈Hom(k,K ) aτ τ , and let λ be the isogeny character with signature ε.
Write as before µ = λ12, and identify (as in Proposition 3.4; see also Remark 2.1) µ as an F×

p -valued
character on the group Ik(p) of ideals of k coprime to p. Fix a prime ideal p of K above p. From the
natural Aut(k/Q)-action on Ik(p) we obtain, for α ∈ k× coprime to p that

µσ ((α))= µ((σ (α)))≡ (σ (α))ε (mod p)

≡

∏
τ∈G

τ(σ (α))aτ (mod p)≡

∏
τ∈G

τ(α)aτσ−1 (mod p)≡ αε◦σ (mod p),

whence the result follows. □

For ε =
∑

σ aσσ , we write 12 − ε for the isogeny signature
∑

σ (12 − aσ )σ .

Corollary 4.4. Let λ be a p-isogeny character over k of signature ε and q a prime of k coprime to p:

(1) If p divides ABC(ε, q), then p also divides ABC(12 − ε, q).

(2) For σ ∈ Aut(k/Q), if p divides ABC(ε, q), then p also divides ABC(ε ◦ σ, q).

Proof. For λ a p-isogeny character of signature ε, we have from [Momose 1995, Remark 2] that the dual
isogeny has character χpλ

−1 and is of signature 12 − ε; since the dual isogeny also has degree p, this
proves (1), and (2) similarly follows from Lemma 4.3. □
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type description examples

type 1 all ai = 0 or all ai = 12 (0, 0, 0), (12, 12, 12)

quadratic nonconstant
all ai ∈ {0, 12} (0, 12, 0)
not all identical (12, 12, 0)

sextic constant All ai = 4 or all ai = 8 (4, 4, 4), (8, 8, 8)

all ai ∈ {0, 4, 8, 12} (4, 0, 4)
sextic nonconstant not all identical (4, 8, 8)

at least one ai is 4 or 8 (0, 0, 4)

type 2 all ai = 6 (6, 6, 6)

All ai ∈ {0, 6, 12} (0, 6, 0)
quartic nonconstant not all identical (12, 6, 0)

at least one ai is 6 (6, 6, 0)

mixed tuple contains 6 and either 4 or 8 (4, 6, 0), (8, 0, 6)

Table 6. The seven signature types. ai refers to the integers in the signature. The examples show
possible signatures for each type arising from a non-Galois cubic number field.

The code which generates the minimum set of ε tuples to be considered (i.e., modding out by the
ε 7→ 12 − ε and Aut(k/Q) actions) is implemented in the function generic_signatures. This returns a
dictionary with keys the minimum set of signatures, and values the type of that signature, as defined (for
all signatures, not just the generic ones) in Table 6.

The reason for grouping all signatures into these particular groups is explained in Section 7.1.

Remark 4.5. Since the number of signatures to be considered is exponential in the degree of k, passing
to the Galois closure of k over Q — which was Momose’s method of proof of his isogeny theorem —
incurs a significant cost to the algorithm. This was one of our main motivations for seeking a method
for bounding k-isogenies of prime degree which did not pass to the Galois closure, which led to re-
moving the Galois assumptions in Momose’s Lemmas 1 and 2 (which are Propositions 3.4 and 3.11 in
Section 3).

5. TypeOneBound

In this section we treat isogenies of signature type 1; that is, ε= (0, . . . , 0) or (12, . . . , 12). As mentioned
in the proof of Corollary 4.4, if an elliptic curve admits an isogeny with character of signature (12, . . . , 12),
then the dual isogeny will be of signature ε = (0, . . . , 0), so for our purposes of bounding the possible
isogeny primes of this signature, we may assume without loss of generality throughout this section that
ε = ε0 = (0, . . . , 0).

The main goal of this section is to explain how the following algorithm produces a multiplicative
bound on the isogeny primes of Momose type 1.
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Algorithm 5.1. Given a number field k of degree d, compute an integer TypeOneBound(k) as follows:

(1) Choose a finite set Aux of odd rational primes q.

(2) Make the following definitions.

BadFormalImmersion(d)= product of the bad formal immersion primes in degree d
(see Definition 5.4 and Theorem 5.5);

AGFId(q)= product of the almost good formal immersion primes in degree d which
are bad formal immersion primes in characteristic q

(see Definition 5.4 and Theorem 5.5);
ε0 = the type 1 signature (0, . . . , 0);

D(Aux)= gcd
q | q

q∈Aux

(lcm(B(ε0, q),C(ε0, q),Nm(q),AGFId(q)))

(see Definition 3.8 for B and C);
TypeOneBound(k)= lcm(BadFormalImmersion(d), D(Aux)).

(3) Return TypeOneBound(k).

Specifically, the main result of this section is Theorem 1.5 from the introduction.

Theorem 5.2. Let k be a number field. Then TypeOneBound(k) is nonzero. Moreover, if p is an isogeny
prime for k whose associated isogeny character is of Momose type 1, then p divides TypeOneBound(k).

As one may see from the definitions made in Algorithm 5.1, Theorem 5.2 is concerned with the notion
of good and bad formal immersion primes of a given degree. We therefore explain these notions before
commencing with the proof of Theorem 5.2.

For a scheme X , let OX denote the structure sheaf, OX,x the local ring at a point x of X , and ÔX,x the
completion of the local ring with respect to its maximal ideal mX,x . Following [Mazur 1978, Section 3],
we make the following definition.

Definition 5.3. If f : X → Y is a morphism of finite type between noetherian schemes, we say that f is
a formal immersion at a point x if the induced map on the completion of local rings

ÔY, f (x) → ÔX,x

is surjective.

We will take X to be the d-th symmetric power (for d ≥ 1 an integer) of the modular curve X0(p) (for
p prime), which we write as X0(p)(d), and which we regard as a smooth scheme over S := Spec(Z[1/p]).
We then have a map

f (d)p : X0(p)
(d)
/S → J0(p)/S → Je,/S

D 7→ [D − d(∞)] 7→ [D − d(∞)] (mod γJ J0(p));

here J is the winding ideal of (see [Mazur 1977, Chapter II, Section 18]) and Je is the winding quotient
of J0(p), the largest rank zero quotient of J0(p) assuming the Birch–Swinnerton-Dyer conjecture.
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The point x ∈ X at which we consider the formal immersion notion will be the S-section ∞
d

:=

(∞, . . . ,∞); however, we will only ever be concerned with a “local” notion of formal immersion; that is,
we say that f (d)p is a formal immersion at ∞

d in characteristic q (for q ̸= p) if it is a formal immersion
when the schemes are considered over the base Spec(Z(q)).

Merel [1996, Proposition 3] proved, for p sufficiently large with respect to d, that the map f (d)p is in
fact a formal immersion along ∞

d in characteristic 3, and even gave an explicit bound on p, which was
subsequently improved by Parent [1999, Theorem 1.8 and Proposition 1.9] and Oesterlé,2 the latter of
whom never published his bound, but which may be found explained in [Derickx et al. 2023, Section 6].

We however take a more algorithmic and general approach which works for all odd primes q (not
just equal to 3; we will in fact be able to gain some information from considering q = 2 as well; see
Remark 5.11). To explain our strategy, we make the following definitions.

Definition 5.4. Let d ≥ 1 be an integer:

(1) For p and q distinct primes, we say that p is a bad formal immersion prime in degree d at character-
istic q if the map f (d)p is not a formal immersion in characteristic q.

(2) We say that p is a bad formal immersion prime in degree d if the map f (d)p is not a formal immersion
in characteristic q for infinitely many primes q .

(3) We say that p is an almost good formal immersion prime in degree d if the map f (d)p is not a formal
immersion in characteristic q for at least one but at most finitely many primes q ̸= 2, p.

(4) We say that p is a good formal immersion prime in degree d if the map f (d)p is a formal immersion
in characteristic q for all primes q ̸= 2, p.

The last definition here might be more accurately described as being good outside 2 and p, but for
simplicity we prefer to have this implicit. Also, since d is usually fixed, we often drop the “in degree d”
qualifier.

Our strategy is based on the following result.

Theorem 5.5. Let d ≥ 1 be an integer:

(1) The set of bad formal immersion primes in degree d is finite and effectively computable.

(2) For q ̸= 2, the set of almost good formal primes in degree d which are bad formal immersion primes
in characteristic q is finite and effectively computable.

This result allows us to define the integers BadFormalImmersion(d) and AGFId(q) that were already
shown in Algorithm 5.1.

To prove Theorem 5.5 we first establish an upper bound on the bad formal immersion primes. Parent
[1999, Theorem 1.8 and Proposition 1.9] gives the general bound of 65(2d)6; however the following

2Pierre Parent was also a student of Bas Edixhoven.
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result allows us to reduce this considerably. To state it, we let M ≥ 3 denote an odd integer, we represent
cosets of (Z/MZ)× by a + MZ with a chosen to satisfy 0< a < M , and we define the map

εM : (Z/MZ)× → {0, 1}, a + MZ 7→

{
0 if 1 ≤ a < M/2,
1 otherwise.

For a given u ∈ (Z/MZ)× we may then define the matrix

Rd,u := (εM(na)− εM(nu/a))1≤n≤d, a∈(Z/MZ)×,

with entries taken in Z. This is a d ×φ(M) matrix, where φ denotes the Euler totient function.

Proposition 5.6. Let d be a positive integer, M ≥ 3 an odd integer, and u ∈ (Z/MZ)×. If the matrix
Rd,u has rank d over Z, then for all primes p > 2Md such that pu ≡ 1 (mod M), p is a good formal
immersion prime in degree d.

Proof. This is in fact a reformulation of Corollary 6.8 in [Derickx et al. 2023]. Here one replaces the
auxiliary prime 3 with q throughout Section 6 of [loc. cit.]. The integer M is chosen such that the matrix in
the statement of Corollary 6.8 of [loc. cit.] with entries taken in Fq has rank d for all u ∈ (Z/MZ)×, so the
images of L1e, . . . , Lde in H1(X0(p)(C), Fq) are linearly independent over Fq , which by Corollary 6.6
in [loc. cit.] means that we have a formal immersion. □

We may therefore replace Parent’s bound of 65(2d)6 with 2M̂d , where M̂ is the smallest value of M such
that the matrix Rd,u has rank d for all u ∈ (Z/MZ)×; this may be found algorithmically by trying succes-
sively larger odd values of M until one is found which satisfies the rank conditions; the search is terminated
at Parent’s bound. This is implemented in the construct_M function in sage_code/type_one_primes.py.

Having now found a bound depending only on d beyond which every prime p is a good formal
immersion prime, it follows that, for a given d , there are only finitely many primes for which we need to
determine whether they are good, almost good, or bad. The next theorem of Parent — often referred to as
Kamienny’s criterion — is the main ingredient for doing this; to state it, some notation is required:

T : the Hecke algebra [Mazur 1977, Chapter II, Section 6].
Tn : the n-th Hecke operator [Mazur 1977, Chapter II, Section 6].
e : the winding element [Mazur 1977, Chapter II, Section 18].

Theorem 5.7 [Parent 1999, Theorem 4.18]. Let p and q be distinct primes with q ̸= 2. Then f (d)p

is a formal immersion at q if and only if the modular symbols T1e, . . . , Tde are linearly independent
in Te/qTe.

Note that the condition q ̸= 2, p is not mentioned explicitly in [Parent 1999, Theorem 4.18], but it is a
running assumption in that is mentioned earlier in the text.

We may now finish the proof of Theorem 5.5.

Proof of Theorem 5.5. From Proposition 5.6 and the definition of M̂ , we have that for p > 2M̂d, p is a
good formal immersion prime; thus both of the sets in the statement of the theorem are finite and bounded
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d SGFIP sporadic bad FI primes

2 23 37
3 41 43, 73
4 47 53, 61, 67, 73, 97
5 59 61, 67, 73, 97
6 71 73, 79, 83, 97, 103, 109, 113
7 101 103, 107, 109, 113, 127, 137, 157
8 131 137, 149, 157, 163, 193
9 131 137, 139, 149, 151, 157, 163, 181, 193

10 167 181, 193, 197, 211, 241

Table 7. The good and bad formal immersion primes in degrees d ≤ 10. The prime is good if it is
larger than or equal to “SGFIP” (smallest good formal immersion prime) and is not in “sporadic
bad FI primes”. For these degrees no almost bad formal immersion primes were found.

by 2M̂d , and it remains only to argue that they are effectively computable. We do this by showing that for
a given prime p one can exactly compute the primes q ̸= 2, p at which f (d)p is not a formal immersion.

By computing Hecke operators up to the Sturm bound one may compute a basis of T and hence a basis
of Te. One then defines a linear map A : Zd

→ Te which sends the i-th basis element to Ti e.
If A is not injective, then for all primes q the modular symbols T1e, . . . , Tde are linearly dependent in

Te/qTe, and hence p is bad formal immersion prime by Theorem 5.7.
If A is injective, then T1e, . . . , Tde are linearly independent over Z, and the finitely many primes q

for which they become linearly dependent in Te/qTe can be obtained from the Smith normal form of a
matrix for A. In particular, p is a good formal immersion prime if all nonzero coefficients of the Smith
normal form are coprime to 2p, and p is an almost good formal immersion prime otherwise. □

Remark 5.8. Kamienny [1992b, Proposition 3.1] originally formulated his criterion in terms of the linear
independence of Hecke operators in T ⊗ Fq . This was subsequently developed by Merel, Oesterlé and
Parent, and most recently generalised and made algorithmic by work of Derickx, Kamienny, Stein and
Stoll; the state-of-the-art for general modular curves X H is Proposition 5.3 of [Derickx et al. 2023] which
also works when q = 2, but has the drawback of not giving an if and only if statement. Our algorithm
only works for X0(p) and q > 2, however it gives more precise information.

The algorithm given by the proof of Theorem 5.5 is implemented in our package as the functions R_dp,
is_formal_immersion and bad_formal_immersion_data in sage_code/type_one_primes.py. The
results of the computation are stored in bad_formal_immersion_data.json as a method of caching these
results to save time on subsequent runs of the algorithm for a given degree. (That is, this computation
is only run once for each new d encountered; thereafter the values are looked up in the JSON file.)
Table 7 shows the results of running this algorithm for degrees d ≤ 10, where it was found that there
were no almost good formal immersion primes (i.e., every prime p ̸= 2 was either a good or a bad formal
immersion prime in degree d).
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Remark 5.9. We in fact ran the computation for all degrees up to 20, and still found no almost good
formal immersion primes. We can find no reason to explain this.

We are now ready to present the proof of the main theorem of this section.

Proof of Theorem 5.2. We take q ̸= p a rational prime, and q | q an auxiliary prime. If E has potentially
good reduction at q, then by Corollary 3.10 p will divide C(ε0, q). If this integer were zero, then by
definition of C(ε0, q) there would exist a Frobenius root β satisfying β12hq = γ

ε0
q , where γq is a generator

of the principal ideal qhq ; but since ε0 = (0, . . . , 0), we deduce that β12hq = 1, which cannot happen
(since β has absolute value an integer multiple of

√
q); thus C(ε, q) ̸= 0, which gives a multiplicative

bound on the primes p for which E has potentially good reduction at q, and explains the presence of the
integer C(ε0, q) in the integer D(Aux) in item (2) of Algorithm 5.1.

We are thus reduced to considering E having potentially multiplicative reduction at q. That is, writing
x for the noncuspidal K -point on X0(p) corresponding to E , we have that x reduces modulo q to one of
the two cusps 0 or ∞.

Suppose first that x reduces modulo q to the zero cusp. This means that the kernel W of the isogeny
specialises to the identity component (E/Fq)

0 of the reduction of E at q. Since this coincides with the
group scheme µp of p-th roots of unity over an (at most) quadratic extension of Fq, we obtain an equality
of groups between W (Kq) and µp(Kq), where Kq denotes the completion of K at q. This precise case is
considered by David in the proof of Proposition 3.3 of [David 2011a], and corresponds to the isogeny
character satisfying λ2(Frobq)≡ Nm(q)2 (mod p). However, since ε = (0, . . . , 0) we obtain that λ12hq

acts trivially on Frobq, yielding the divisibility

p | Nm(q)12hq − 1, (5-1)

i.e., that p | B(ε0, q).
Suppose next that x reduces modulo q to the infinite cusp. We may then consider the point xσ , for

σ ∈ 6 an embedding of k in K , and observe that, if there is an xσ which specialises to the zero cusp
modulo q, then we may apply the previous argument to the conjugate curve Eσ (which also has isogeny
signature (0, . . . , 0)) and conclude as before that p | B(ε0, q).

We are thus reduced to considering the case that the S-section (xσ )σ∈6 (for S := Spec(Z[1/p]) as
before) of X0(p)(d) “meets” the section ∞

d at q (to use Kamienny’s terminology in the discussion
immediately preceding his Theorem 3.4 in [Kamienny 1992a]; Mazur’s language for this in the proof of
Corollary 4.3 of [Mazur 1978] is that these two sections “cross” at q). By applying Kamienny’s extension
of Mazur’s formal immersion argument [Kamienny 1992b, Theorem 3.3], augmented with Merel’s use of
the winding quotient instead of the Eisenstein quotient, this implies that the map f (d)p is not a formal
immersion along ∞

d in characteristic q; therefore, either p divides BadFormalImmersion(d), or p divides
AGFId(q). Since these integers are defined as products of primes, they are nonzero. □

Remark 5.10. Note that Momose obtains the erroneous bound p − 1 | 12hk at the point where we obtain
the multiplicative bound in (5-1). This occurs in the proof of [Momose 1995, Theorem 3], and is arrived
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at through the claim that “the restriction of λ to the inertial subgroup Iq of q is ±θp” (θp being Momose’s
notation for the mod-p cyclotomic character). Momose cites the whole of [Deligne and Rapoport 1973]
for this claim, which alas we were unable to find in those 174 pages. If this claim were true, then, since
we also know that λ2 is unramified at q, we would obtain that p − 1 | 2, i.e., that p = 2 or 3.

Remark 5.11. While Theorem 5.5 is enough to obtain a finite superset for the type 1 primes, it is not
making use of information that may be obtained from considering the auxiliary prime q = 2. The difficulty
here is that there is no currently known lower bound (analogous to Proposition 5.6) on the primes p
beyond which f (d)p is a formal immersion at ∞

d in characteristic 2.
Nevertheless, one may still employ Kamienny’s criterion for various small values of d and primes up

to a reasonable bound and record the primes for which we do have formal immersion in characteristic 2.
This was in fact already done for 3 ≤ d ≤ 7 and for primes 11 ≤ p ≤ 2281 in Lemma 5.4 of [Derickx
et al. 2023], using Magma code which may be found on Stoll’s webpage [2017]. Running this code also
for d = 2 and slightly extending the bound on p allows us to make use of the auxiliary prime 2 to rule
out possible type one primes p which are less than 2371, unless they are in an explicitly computed set
which is found in the file formal_immersion_at_2.json, which contains the hardcoded information, for
each 2 ≤ d ≤ 7 and each prime 13 ≤ p ≤ 2371, whether or not we have formal immersion at 2.

6. Momose type 2 primes

In this section we consider isogenies whose signature is not only of type 2, but whose isogeny character
is furthermore of Momose type 2. We start with a necessary condition on p which must by satisfied by
such isogenies. This generalises the condition (“Condition CC”) given for quadratic fields by the first
named author in [Banwait 2023].

Proposition 6.1. Let k be a number field, and E/k an elliptic curve admitting a k-rational p-isogeny
of Momose type 2. Let q be a rational prime, and q a prime ideal of k dividing q of residue degree f
satisfying the following conditions:

(1) q f < p/4.

(2) f is odd.

(3) q2 f
+ q f

+ 1 ̸≡ 0 (mod p).

Then q does not split in Q(
√

−p).

Proof. If E has potentially good reduction at q, then by the first and second assumption, we get from
[Momose 1995, Lemma 5] that q is inert in Q(

√
−p).

We claim that if E has potentially multiplicative reduction at q, and q splits in Q(
√

−p), then
q2 f

+ q f
+ 1 ≡ 0 (mod p), contradicting assumption 3.

To establish the claim, denote by λ the isogeny character of E , assumed to be of Momose type 2. From
[Momose 1995, Lemma 3], λ is of the form ψχ

(p+1)/4
p for a character ψ of order dividing 6.
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This claim is then established as follows:

Nm(q)≡ ψ(Frobq)±2 (mod p)(by [Momose 1995, Lemma 4])

=⇒ Nm(q) is a third root of unity in F×

p (since ψ has order dividing 6 by [Momose 1995, Lemma 3])

⇐⇒ q f is a third root of unity in F×

p (by definition of f )

⇐⇒ q2 f
+ q f

+ 1 ≡ 0 (mod p) (since (1) implies q f
̸≡ 1 (mod p)). □

Remark 6.2. See Lemma 5.1 of [Banwait 2023] for more details on the proofs of Lemmas 3, 4 and 5 in
[Momose 1995].

Next we provide a bound on the isogeny primes of Momose type 2. This is the only result in our work
which requires the generalised Riemann hypothesis.

Proposition 6.3. Assume GRH. Let k be a number field of degree d , and E/k an elliptic curve possessing
a k-rational p-isogeny, for p a type 2 prime. Then p satisfies

p ≤ (8d log(12p)+ 16 log(1k)+ 10d + 6)4. (6-1)

In particular, there are only finitely many primes p as above.

Proof. In the proof of Theorem 6.4 of [Larson and Vaintrob 2014], the authors prove that a Momose
type 2 prime p satisfies

p ≤ (1 +

√
Nmk

Q(v))
4, (6-2)

where v is a prime ideal of k such that v is split in k(
√

−p), is of degree 1, does not lie over 3, and
satisfies the inequality

Nmk/Q(v)≤ c7 · (log1k(
√

±p) + nk(
√

±p) log 3)2

for an effectively computable absolute constant c7 (note that they use ℓ instead of p, and nk denotes the
degree of k).

The existence of such a v follows from their Corollary 6.3, which requires GRH. Stepping into
the proof of this Corollary, we arrive at a point where they apply the effective Chebotarev density
theorem to Gal(E ′/k)— for a certain Galois extension E ′ which fits into a tower of successive extensions
E ′/E/k/Q — to bound the norm of v as

Nmk/Q(v)≤ c5(log1E ′)2

for an effectively computable absolute constant c5.
However, we may at this breakpoint instead use Theorem 5.1 of [Bach and Sorenson 1996] on the

Galois extension E ′/k of absolute degree 4d to obtain

Nmk/Q(v)≤ (4 log1E ′ + 10d + 5)2.

This then subsequently (stepping back out into the proof of Theorem 6.4) yields the bound

Nmk/Q(v)≤ (16 log1k + 8d log p + 8d log 6 + 8d log 2 + 10d + 5)2.

Inserting this into (6-2) yields the result. □
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Coupling Proposition 6.1 with the explicit bound on type 2 primes given in Proposition 6.3, we are
able to algorithmically determine a superset for the type 2 primes.

Algorithm 6.4. Given a number field k of degree d, compute a set of primes TypeTwoPrimes(k) as
follows:

(1) Initialise TypeTwoPrimes(k) to the empty set.

(2) Compute the bound Bk on p implied by (6-1).

(3) For p ≤ Bk :

(a) For each of the finitely many q satisfying the conditions (1)-(3) of Proposition 6.1:

(i) If q splits in Q(
√

−p), then break this for-loop over q, and continue to the next p.
(ii) else continue to the next q.

(iii) If one has not continued to the next p by this point, then append p to TypeTwoPrimes(k)
before continuing to the next p.

(4) Return TypeTwoPrimes(k).

From the above discussion it is clear that the returned set is a superset for the primes p for which there
exists an elliptic curve over k admitting a k-rational p-isogeny of Momose type 2. This algorithm is
implemented in the function type_2_primes in sage_code/type_two_primes.py, though as in [Banwait
2023] the bounds become rather large, so an optimised and parallelised implementation in PARI/GP
may be found in gp_scripts/partype2primes.gp. Note that, by Proposition 3.1, if E is semistable, then
signature type 2 does not arise, so one does not have Momose type 2 primes, and hence the algorithm to
compute a superset for the semistable isogeny primes is unconditional.

7. Automatic weeding

With the ideas presented in the paper up to this point, we obtain, for each signature ε, a nonzero integer
M(ε) such that, if there is an elliptic curve over k admitting a k-rational p-isogeny, then p | M(ε). We
refer to M(ε) as the multiplicative upper bound on the isogeny primes of signature ε, since primes dividing
this integer are not necessarily actual isogeny primes for k.

This gives rise to the notion of weeding, by which we mean techniques and conditions for ruling out
possible isogeny primes for k. As part of our new software package Isogeny Primes, we have automated
many of these methods, which this section gives an overview of. These methods are all applied after a
call to prime_divisors has been made, so one has in hand candidate isogeny primes p at this point.

The top-level function which executes these automated weeding methods is apply_weeding in
sage_code/weeding.py, called at the end of the routine.

7.1. Filtering isogeny primes of signature ε. By combining the admissibility criterion Corollary 3.5
with the necessary congruence conditions for the arising of the integers 4, 6 and 8 in an isogeny signature,
we obtain the following necessary conditions.
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type p must split or ramify? congruence conditions

type 1 no none
quadratic nonconstant yes none

sextic constant no p ≡ 2 (mod 3)
sextic nonconstant yes p ≡ 2 (mod 3)

type 2 no p ≡ 3 (mod 4)
quartic nonconstant yes p ≡ 3 (mod 4)

mixed yes p ≡ 1 (mod 12)

Table 8. Necessary conditions for the existence of a k-rational p-sisogeny for each broad ε-type.
“NO” is to be interpreted as “not necessarily”.

Corollary 7.1. For each signature type, Table 8 gives necessary conditions that must be satisfied for the
existence of a k-rational p-isogeny.

These necessary conditions are implemented in filter_ABC_primes in sage_code/common_utils.py,
and it explains the splitting of epsilons into the seven broad types expressed in Table 6. We take the LCM
of the multiplicative upper-bound integers for each ε of a given type, and call prime_divisors on each
of the resulting 7 integers, allowing one to significantly reduce the number of calls to this potentially
expensive function. This filtering always occurs by default in the algorithm.

7.2. Isogeny character enumeration. The grouping of all signatures into seven broad types, while
possibly allowing for faster runtime, does come at the expense of possibly worse filtering. Knowing that
a p-isogeny must arise from a given isogeny signature ε allows for finer necessary conditions, which we
refer to as isogeny character enumeration.

This approach is based on the interpretation of a p-isogeny character λ chiefly as a character of the
group of ideals of k coprime to p (see Remark 2.1), which is achieved via class field theory. Since we
need to be quite precise about this, we introduce the following notation to be used in addition to that set
in Section 2:

P : the set of primes of k lying over p
mp :

∏
p∈P p

Ik : the fractional ideals of k
Imp

k : the fractional ideals of k coprime to mp

kmp : the units in k× coprime to mp

kmp,1 : the subgroup of a ∈ kmp satisfying vp(a − 1)≥ vp(mp)= 1 for p ∈ P
Rmp

k ⊆ Imp
k : the principal ideals generated by kmp

Rmp,1
k ⊆ Imp

k : the principal ideals generated by kmp,1

Clmp
k : Imp

k /Rmp,1
k , the ray class group of modulus mp.

Since the codomain of λ12 is F×
p it follows that λ12 is tamely ramified at all primes in P , and we have

seen from earlier that λ12 is unramified at all primes outside of P . Thus it is clear that mp is a modulus
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for λ12, meaning that Rmp,1
k ⊆ ker λ12 and hence that λ12

: Imp
k → F×

p factors through Clmp
k . From the

exact sequence

1 → Rmp
k /Rmp,1

k → Clmp
k → Clk → 1,

together with the isomorphism Rmp
k /Rmp,1

k
∼= (Ok/mp)

×/O×

k , Proposition 3.4 can be interpreted as saying
that ε classifies the possibilities of λ12

|Rmp
k

. In particular ε and p0 together determine λ12
|Rmp

k
.

Now, given a prime p0 in OK , and a signature ε one can define

χε,p0 : kmp → (OK /p0)
×, α 7→ αε (mod p0).

There are two necessary conditions which the character χε,p0 should satisfy in order for it to come
from the twelfth power of an isogeny character:

(1) χε,p0(O
×

k )= 1.

(2) imχε,p0 ⊆ (F×
p )

12
⊆ (OK /p0)

×.

The first condition comes from the fact that χε,p0(α) should only depend on the ideal that α generates,
and the second one is clear since isogeny characters are F×

p valued.
Condition (1) is easy to computationally verify since one can just compute χε,p0 on a set of generators

for O×

k . Condition (2) can also be verified by observing that χε,p0 factors through the natural map

kmp → (Ok/mp)
× ∼=

∏
p∈P

(Okp/p)
×,

so it suffices to verify condition (2) on lifts of generators of each finite field (Okp/p)
×.

Once conditions (1) and (2) are satisfied by χε,p0 we can define χ ′
ε,p0

as the character χ ′
ε,p0

:Rmp
k →(F×

p )
12

making the following diagram commute:

1 // O×

k
// kmp //

χε,p0

��

Rmp
k

//

χ ′
ε,p0
��

1

(OK /mp)
× (F×

p )
12? _oo

Thus, the question of whether χε,p0 arises as the twelfth power of an isogeny character is equivalent to
whether χ ′

ε,p0
can be extended to a character µ : Imp

k → (F×
p )

12:

1 // Rmp
k

//

χ ′
ε,p0
��

Imp
k

//

∃µ||

Clk // 1

(F×
p )

12

Since Clk is a finitely generated group this can be determined algorithmically as follows. Starting with
a set of ideals I1, . . . , I j ∈ Imp

k which together generate Clk we iteratively compute a list L i that contains
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the different sequences of possible values µ(I1), . . . , µ(Ii ) for i = 1, . . . , j . Precisely, we implement the
following algorithm.

Algorithm 7.2. Given a number field k, a prime p, and isogeny signature ε, return a set L as follows:

(1) Compute ideals I1, . . . , I j ∈ Imp
k that together generate Clk .

(2) Let Cl0 := 1 ⊂ Clk be the trivial subgroup, and for i = 1, . . . , j let Cli ⊂ Clk be the subgroup
generated by I1, . . . , Ii .

(3) Let I0 = (1) and L0 = [[1]].

(4) For i = 1, . . . , j do:

(a) Let L i := [] be the empty list.
(b) Compute hi as the order of Ii in Clk /Cli−1.
(c) Write I hi

i ∼
∏i−1

j=1 I ei, j
j in Cli−1.

(d) Compute a generator αi of the principal ideal I hi
i
∏i−1

j=1 I −ei, j
j .

(e) For each sequence of possible values c0, c1, . . . , ci−1 ∈ (F×
p )

12 of L i−1 do:

(i) Compute c′
:= χε,p0(αi )

∏i−1
j=1 cei, j

j .
(ii) Compute the set {r1, . . . , rdi } of hi -th roots of c′ in (F×

p )
12.

(iii) Append [c0, c1, . . . , ci−1, r1] up to [c0, c1, . . . , ci−1, rdi ] to L i .

(5) Return L = L j .

At the end of this algorithm L will be a list of ( j +1)-tuples corresponding to all possible extensions µ
of χ ′

ε,p0
(αi ) to Imp

k (for i = 1, . . . , j ); specifically, for c = c0, c1, . . . , c j , the extension µc corresponding
to it is the character such that µc(Ii )= ci for i = 1, . . . , j .

Remark 7.3. At every single iteration of each loop, we have that c0 = 1, so it can be left out. However
the algorithm seems easier to understand with this initial condition.

Given one such j-tuple c1, . . . , c j corresponding to an extension µ of χ ′
ε,p0

, one may readily compute
the value µ(I ) for I any ideal of Imp

k as follows.

Algorithm 7.4. Given a j-tuple c1, . . . , c j of elements of (F×
p )

12 corresponding to an extension µ of χ ′
ε,p0

,
and an ideal I of Imp

k , compute µ(I ) ∈ (F×
p )

12 as follows:

(1) Write I ∼
∏ j

i=1 I ei
i in Clk .

(2) Compute a generator α of the principal ideal I
∏ j

i=1 I −ei
i .

(3) Return µ(I )= χε,p0(α)
∏ j

i=1 cei
i .

Having computed all characters µ extending χ ′
ε,p0

we can try to prove that χ ′
ε,p0

does not come from
the twelfth power of an isogeny character by proving that any µ extending it does not come from an
isogeny character. This is achieved by the following algorithm, which for an input prime ideal q computes
whether µ(q) is a twelfth power of a Frobenius root mod p.



Explicit isogenies of prime degree over number fields 1189

Algorithm 7.5. Given a j-tuple c1, . . . , c j of elements of (F×
p )

12 corresponding to an extension µ of χ ′
ε,p0

,
and a prime ideal q of Ok that is prime to p, return True or False as follows:

(1) Compute c = µ(q) as in Algorithm 7.4 .

(2) For all twelfth roots r ∈ F×
p of c do:

(a) Compute āq := r + Nm(q)/r .
(b) For all aq ∈ Z with aq ≡ āq (mod p) and |aq| ≤ 2

√
Nm(q) do:

(i) If x2
− aqx + Nm(q) is a Frobenius polynomial, return True and terminate.

(3) Return False.

Step (2.b.i) can be verified using Theorem 2.5. Note that it makes sense to run this algorithm for all q
with 4

√
Nm(q) < p, since for these q there is a chance that an aq as in step (b) does not exist, and hence

that the algorithm returns False.
In the type 1 case things work differently, since here we have to consider that µ is either trivial or χ12

p .
Specifically, we apply the following.

Algorithm 7.6. Given a j-tuple c1, . . . , c j of elements of (F×
p )

12 corresponding to an extension µ of χ ′
ε,p0

,
return True or False as follows:

(1) Set values = [].

(2) For all primes q1, . . . , qd | qOk do:

(a) Compute µ(qi ) as in Algorithm 7.4.
(b) If µ(qi ) is an qi -Frobenius root mod p, return False.
(c) Append µ(qi ) to values.

(3) If values = [1, 1, . . . , 1] or [Nm(q1)
12,Nm(q2)

12, . . . ,Nm(qd)
12

], return True; else return False.

Note that if µ(qi ) at step (2.b) above is not 1 or Nm(qi ) (mod p) then in fact µ cannot be an isogeny
character.

Putting all of these parts together, we arrive at the main algorithm based on isogeny charac-
ter enumeration, which is implemented in the function character_enumeration_filter located in
sage_code/character_enumeration.py, and which requires one to call to prime_divisors for each ε.

Algorithm 7.7. Given a number field k, a prime p, and isogeny signature ε, return True or False as follows:

(1) Run Algorithm 7.2, and write L for the output of it.

(2) If ε is not of signature type 1:

(a) For each j-tuple in L , apply Algorithm 7.4. If any tuple returns True, return True; else return
False.

(3) If ε is of signature type 1:

(a) For each j-tuple in L , apply Algorithm 7.6. If any tuple returns True, return True; else return
False.
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Remark 7.8. The filtering arising from Isogeny character enumeration occurs as default in the implemen-
tation, but may be switched off via a command line argument by users who are experiencing performance
issues, or who would like an answer more quickly. In practice we have found that calling prime_divisors
on every M(ε) integer is not a significant bottleneck for number fields of degree at most 12.

7.3. The “no growth in minus part” method. Lemma A.2 in the Appendix of [Banwait 2023] gives a
general method to conclude that X0(p)(K ) = X0(p)(Q) provided certain conditions are satisfied, the
most crucial of which is that the Mordell–Weil group of the minus part J0(p)− of the Jacobian J0(p)
does not grow when base extending from Q to K . Indeed — while it is not needed in the current paper —
the method there works mutatis mutandis replacing p with an arbitrary integer N .

Algorithmically checking this nongrowth condition for a general K is at present not entirely straight-
forward; however in this section we illustrate how it may be checked in Sage in the simpler case that
K/Q is an abelian extension of prime degree, using modular symbols computations.

After constructing J0(p)− as the kernel of wp + 1 on the cuspidal subspace of modular symbols of
level 00(p), one may count the size of the reduction J̃0(p)−(Fp) at various primes p of good reduction.
One takes the GCD of the resulting point counts, and compares it to the size of the Q-torsion subgroup
of J0(p)−. Since all of the Q-torsion of J0(p) is contained in J0(p)− by Chapter 3, Corollary 1.5 of
[Mazur 1977], this latter size is simply the numerator of ((p − 1)/12) by Theorem 1 of [loc. cit.]. If the
two quantities agree, then one can conclude that the torsion does not grow in the extension, and proceed
to the rank check; although if they do not agree, then it is not necessarily the case that the torsion gets
larger. In this case, since we are not sure, we abandon the routine.

The rank of J0(p)−(K ) is equal to the rank of J0(p)−(Q) plus the rank of the twist J0(p)
χ
−(Q), where

χ is the Dirichlet character corresponding to K ; this is where the assumption that K/Q is abelian of
prime degree is used. One is therefore reduced to checking whether or not the rank of the χ -twist is zero,
which can be checked with a modular symbols computation involving the so-called χ-twisted winding
element; see Section 2.2.2 of Bosman’s PhD thesis [2008]; this can also be found as Section 6.3.3 of
[Bosman 2011].3

We therefore obtain the following algorithm which, if it returns False, then we may remove the possible
isogeny prime p from the final superset.

Algorithm 7.9. Given an abelian extension K/Q of prime degree d , and a prime p, return True or False
as follows:

(1) If the class number of Q(
√

−p) is either 1 or d, return True and terminate.

(2) If the gonality of X0(p) is ≤ 2, return True and terminate.

(3) Compute χ , the Dirichlet character associated to K .

(4) If d = 2 and χ(p)= −1, return True and terminate.

3Johan Bosman was also a PhD student of Bas Edixhoven.
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(5) For rational primes q ̸= p up to a fixed bound B, compute the cardinality | J̃0(p)−(Fq)| for q | q
(which must have residue field degree either 1 or d), and take the GCD. If this does not equal the
numerator of ((p − 1)/12), return True and terminate.

(6) Compute the χ-twisted winding element e(χ) associated to the modular symbols space of weight 2
and level p.

(7) Compute the image of e(χ) under the rational period mapping associated to each of the factors in
the Hecke decomposition of the cuspidal modular symbol space associated to J0(p)−. If any of these
images are zero, return True and terminate.

(8) If not returned by this point, return False.

The implementation of this algorithm may be found in the method works_method_of_appendix in
sage_code/weeding.py.

7.4. Quadratic weeding. In the case that K is a quadratic field, another method that was used previously
by the first named author in determining IsogPrimeDeg(K ) was the Özman sieve. This relied on the work
of Bruin and Najman [2015], Özman and Siksek [2019], and Box [2021] who determined the so-called
exceptional quadratic points on small genus modular curves, together with earlier work of Özman in
deciding on everywhere local solubility of twisted modular curves Xd

0 (N ).
This method has now been fully automated in the current package. The relevant information on

quadratic points on modular curves has been encoded into the file quadratic_points_catalogue.json.
For each candidate isogeny prime p, if the exceptional quadratic points on X0(p) have been determined,
and none are rational over K , then the function oezman_sieve(q,p) is called for all ramified primes q
in K which furthermore are unramified in Q(

√
−p); if any of these return False, then one has a local

obstruction at Qq to Q-rational points on Xd
0 (p), where K = Q(

√
d).

As the literature on the cataloguing of quadratic points on modular curves grows, these will be added
to quadratic_points_catalogue.json, so over time our algorithm will improve. Having catalogues of all
degree d exceptional points on modular curves will likewise be of great benefit.

One further weeding method employed in the case of a quadratic field K is similar to the Özman
sieve, and is based on [Najman and Trbović 2022, Theorem 2.13]. This applies in the case that X0(p)
is hyperelliptic, and lists the primes which must be unramified in any quadratic field K such that
X0(p) admits a K -point which is not a Q-point. These unramified primes have also been encoded into
quadratic_points_catalogue.json. We refer to this method as the Najman–Trbović filter.

Putting these together we obtain the following algorithm which, if it returns False, then we may remove
the possible isogeny prime p from the returned superset.

Algorithm 7.10. Given a quadratic field K = Q(
√

d) and a prime p, return True or False as follows:

(1) If the exceptional quadratic points on X0(p) have all been determined:

(a) If X0(p) admits an exceptional K -point, return True and terminate.
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(b) Compute the primes S which are ramified in K but unramified in Q(
√

−p).
(c) If oezman_sieve(q,p) returns False for any q ∈ S, return False and terminate.

(2) If X0(p) is hyperelliptic of genus ≥ 2:

(a) If any prime divisor p of the discriminant of K is listed as being an unramified prime by [Najman
and Trbović 2022, Theorem 2.13], return False and terminate.

(3) If not returned by this point, return True.

The function apply_quadratic_weeding in sage_code/weeding.py implements this algorithm.

8. The combined algorithm

In this section we collect all of the previously mentioned algorithms into one; this is the main algorithm
which the package Isogeny Primes implements, and serves as an overview of all of the other algorithms
in the paper.

Algorithm 8.1. Given a number field k of degree d, compute a finite set of primes Sk as follows:

(1) Initialise Sk to the empty set.

(2) Run Algorithm 3.26 to produce MMIB(k). Append the prime divisors of MMIB(k) to Sk .

(3) Run Algorithm 5.1 to produce TypeOneBound(k). Append the prime divisors of TypeOneBound(k)
to Sk .

(4) Run Algorithm 6.4 to produce TypeTwoPrimes(k). Add to Sk the primes in TypeTwoPrimes(k).

(5) For each p in Sk , apply the following filters. If any return False, then remove p from Sk , and go to
the next p:

(a) Apply the congruence conditions expressed in Table 8.
(b) Apply Isogeny character enumeration (Algorithm 7.7).
(c) If k is an abelian extension of Q of prime degree, then apply the “no growth in minus part”

method (Algorithm 7.9).
(d) If k is a quadratic extension of Q, then apply quadratic weeding (Algorithm 7.10).

(6) Return Sk .

We recall the main result (Theorem 1.7 from the introduction) concerning the significance of the above
algorithm for the determination of IsogPrimeDeg(k), and provide a summary proof.

Theorem 8.2. Let k be a number field. Then Algorithm 8.1 outputs a finite set of primes Sk such that, if p
is an isogeny prime for k whose associated isogeny character is not of Momose type 3, then, conditional
on GRH, p ∈ Sk . In particular,

(1) if k does not contain the Hilbert class field of an imaginary quadratic field, then Sk contains
IsogPrimeDeg(k);

(2) the above results are unconditional for the restricted set of semistable isogeny primes for k.
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Proof. That Sk is finite follows from the nonzeroness of the integers MMIB(k) (Theorem 1.4) and
TypeOneBound(k) (Theorem 1.5), and the finiteness of the set TypeTwoPrimes(k). That it is (conditional
upon GRH) a superset for the isogeny primes for k which are not of Momose type 3 follows from the
following facts:

(1) MMIB(k) is a multiplicative bound on isogeny primes which are not of Momose type 1, 2 or 3
(Theorem 1.4).

(2) TypeOneBound(k) is a multiplicative bound on isogeny primes which are of Momose type 1
(Theorem 1.5).

(3) TypeTwoPrimes(k) is, conditional upon GRH, a superset for the isogeny primes which are of Momose
type 2 (Theorem 1.6).

Item (1) follows from the definition of Momose type 3 isogenies (Definition 3.20), which requires k to
contain the Hilbert class field of an imaginary quadratic field, and Item (2) follows from the observation
Proposition 3.1 that semistable elliptic curves cannot possess isogenies of signature type 2, and hence a
fortiori not of Momose type 2; we therefore unconditionally have that TypeTwoPrimes(k) is empty. □

9. Degree three points on X0( p)

In this next section we will determine IsogPrimeDeg(K ) for various cubic fields K , and prove Theorem 1.8.
This requires a study of cubic points on the modular curves X0(p) for small primes p. Such a study has
recently been carried out by Box, Gajović and Goodman [2023], who explicitly determine all cubic points
on X0(p) for the primes p = 53, 61, 67 and 73. These primes are such that J0(p) has positive rank, and the
authors of [loc. cit.] skip the relatively easy cases of where J0(p) is of rank 0. We therefore augment their
work with the following two results: Theorem 9.1 which deals with the genus 2 cases, and Theorem 9.4,
which deals with the higher genus cases. Note that for all p considered below, X0(p) is hyperelliptic.

Theorem 9.1. Suppose p = 23, 29 or 31. Let K be a cubic field such that X0(p) admits a noncuspidal
K -rational point. Then we have the following:

(1) The discriminant 1K of K is negative.

(2) There is a finite set of explicitly computable hyperelliptic curves over Q of genera 2 or 3 such that the
quadratic twist at 1K of at least one of them admits a Q-rational point.

Proof. We use the usual strategy for studying degree 3 points by studying X0(p)(3)(Q) and it’s canonical
map to Pic3 X0(p)(Q). For each of these 3 values of p the curve X0(p) is hyperelliptic with the Atkin–
Lehner involution being the hyperelliptic involution. Additionally J0(p) is of rank 0. This implies that

J0(p)(Q)= J0(p)(Q)tors = Z/NZ(0 − ∞)

with N = Numerator((p − 1)/12). In particular if a runs over all residue classes in Z/NZ then
3∞+a(0−∞) runs over a complete set of representatives of Pic3 X0(p)(Q), meaning that every divisor
of degree 3 is linearly equivalent to one of the form 3∞ + a(0 − ∞).
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Consider the associated Riemann–Roch spaces L(3∞+a(0−∞)) for all a ∈ Z/NZ. Note that these are
all 2-dimensional, since the genus of these curves is 2, so the Riemann–Roch theorem for a degree 3 divisor
D gives dim H0(X, D)=dim H0(X, D)−dim H0(X, K −D)=deg D+1−g =2. In particular, this shows
that every effective divisor of degree 3 is contained in exactly one 1-dimensional family parametrised by P1.

By following the techniques in work of Derickx with Najman [2019, see particularly the proofs of
Lemmas 4.9 and 4.11] one may explicitly compute defining equations for each of these finitely many
families. Briefly, one constructs models f (x, t) = 0 for X0(p) whose projections to the t-coordinate
coincides with the degree 3 map to P1 induced by the global sections of La(3∞ + a(0 − ∞)) for each
a ∈ Z/NZ. The cubic field corresponding to a value of t = b ∈ Q is Kb = Q[x]/ f (x, b). Hence the
discriminant of K differs from the discriminant of f by a square in Q. Write g(t)=1x f (x, t), where
1x means taking the discriminant with respect to the variable x . Then in particular we have

1(Kb)y2
= g(b) (9-1)

for some value of y in Q. We checked that g(x)≤ 0 proving that 1(Kb)≤ 0 and hence (1). For (2), we
computed the genera of the curves C : y2

= g(x) and checked that they were all of genus 2 or 3. Since
(9-1) gives the quadratic twist of C, this completes the proof of (2). The computations described in this
proof are carried out in magma_scripts/Genus2Cubic.m. □

Since totally real cubic fields must have positive discriminant, and cyclic cubic fields must always be
totally real, we immediately obtain the following result.

Corollary 9.2. Suppose p = 23, 29 or 31, and let K be a totally real cubic field. Then X0(p)(K ) consists
only of the two Q-rational cusps.

Remark 9.3. The hyperelliptic curves constructed in the proof of Theorem 9.1 are computed in the main
function of magma_scripts/Genus2Cubic.m. For p = 23, 29 and 31, there are respectively 9, 5 and 3
such curves. For p = 31, since there are only three of them, we list them here:

C1 : y2
= −3x8

− 8x7
+ 392x6

+ 992x5
− 32976x4

− 286336x3
− 980352x2

− 1560064x − 963328.
C2 : y2

= −3x6
+ 104x5

− 1400x4
+ 9040x3

− 27696x2
+ 34880x − 22208.

C3 : y2
= −108x6

+ 2552x5
− 12276x4

− 64944x3
− 124436x2

− 134728x − 66188.

Theorem 9.4. Suppose p = 41, 47, 59 or 71; then X0(p) has 2, 2, 1 and 0 degree 3 points respectively.
Furthermore the degree 3 number fields over which these points are defined are as follows:

p = 41: Q[x]/(x3
− x2

+ x + 2) of discriminant −139.

p = 47: Q[x]/(x3
+ x2

+ 2x + 12) of discriminant −883.

p = 59: Q[x]/(x3
− x2

− x + 2) of discriminant −59.

Proof. The proof proceeds as in the proof of Theorem 9.1, although now it is no longer true that
L(3∞ + a(0 − ∞)) has dimension 2 for all a ∈ Z/NZ.
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1K fK LMFDB label new isogeny primes

49 x3
− x2

− 2x + 1 3.3.49.1 –
148 x3

− x2
− 3x + 1 3.3.148.1 –

−2891 x3
− x2

− 2x − 20 3.1.2891.3 29

Table 9. Determination of IsogPrimeDeg(K ) for some cubic number fields K .

We proceed via explicit Magma computation. For each value of p we found exactly two values of a
where L(3∞ + a(0 − ∞)) was 2-dimensional; these two cases correspond to the 1-dimensional families
of degree 3 divisor of the form ∞ + D and 0 + D where D is a divisor in the hyperelliptic class. Hence
these two families don’t correspond to degree 3 points.

In each of the remaining cases L(3∞+a(0−∞)) was either 0- or 1-dimensional. In the 0-dimensional
cases there is nothing to do. For the 1-dimensional cases we explicitly found the unique effective divisor
of degree 3 linearly equivalent to 3∞+ a(0 −∞). In the cases this divisor was irreducible we explicitly
computed a defining polynomial for the residue field of this divisor, this gives the classification. The code
carrying out these explicit computations is found in magma_scripts/HigherGenusCubic.m. □

Corollary 9.5. Let K be a cubic field of positive discriminant. If there exists an elliptic curve over K
admitting a K -rational p-isogeny, for p not in IsogPrimeDeg(Q), then p ≥ 79.

Proof. We combine Theorems 9.1 and 9.4 with Theorem 1.1 of [Box et al. 2023], and check that the
finitely many cubic fields given in Section 5.2 of [loc. cit.] all have negative discriminant. □

By combining the results of this section with the program Isogeny Primes explained in this paper, we
determine IsogPrimeDeg(K ) for some cubic fields K , thereby proving Theorem 1.8.

Theorem 9.6. Assume GRH. For each number field in Table 9, the column “new isogeny primes” lists the
isogeny primes for that number field which are not in IsogPrimeDeg(Q).

Proof. Running Isogeny primes on the first two number fields in Table 9 shows that the largest possible
isogeny prime is at most 73, so we conclude with Corollary 9.5. For the last cubic field K in Table 9, we
run isogeny primes to obtain a superset as follows:

IsogPrimeDeg(K )⊆ IsogPrimeDeg(Q)∪ {23, 29, 31, 73}.

From [Box et al. 2023] we know that 73 is not an isogeny prime for this cubic field. A search for
K -rational points on the modular curve X0(29) in Magma reveals that there are elliptic curves admitting
a K -rational 29-isogeny. The primes 23 and 31 are ruled out with part (2) of Theorem 9.1. We computed
the finite set of hyperelliptic curves, and showed that the quadratic twist by the squarefree part of −2891
(i.e., −59) of each of these curves was not everywhere locally soluble, thereby showing that none of them
admit a Q-point. □

https://www.lmfdb.org/NumberField/3.3.49.1
https://www.lmfdb.org/NumberField/3.3.148.1
https://www.lmfdb.org/NumberField/3.1.2891.3
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Ideals in enveloping algebras
of affine Kac–Moody algebras

Rekha Biswal and Susan J. Sierra

Let L be an affine Kac–Moody algebra, with central element c, and let λ ∈ C. We study two-sided ideals
in the central quotient Uλ(L) := U (L)/(c − λ) of the universal enveloping algebra of L and prove:

(1) If λ ̸= 0 then Uλ(L) is simple.
(2) The algebra U0(L) has just-infinite growth, in the sense that any proper quotient has polynomial

growth.

As an immediate corollary, we show that the annihilator of any nontrivial integrable highest-weight
representation of L is centrally generated, extending a result of Chari for Verma modules.

We also show that universal enveloping algebras of loop algebras and current algebras of finite-
dimensional simple Lie algebras have just-infinite growth, and prove similar results to the two results
above for quotients of symmetric algebras of these Lie algebras by Poisson ideals.

1. Introduction

Fix an algebraically closed field k of characteristic 0. Let L be an affine Kac–Moody algebra over k.
This paper is concerned with the structure, and particularly the size, of two-sided ideals of the universal
enveloping algebra U (L); our main theorem shows that such ideals are extremely large, in a sense that
we make precise below.

In the introduction, to simplify discussion, we assume that L is untwisted; that is, that there is a
finite-dimensional simple Lie algebra g so that, as a vector space,

L = g[t, t−1
] ⊕ kc ⊕ kd,

where c is central, d is the derivation measuring degree, and g[t, t−1
] is the loop algebra of g. (We

consider general affine algebras in the body of the paper.) The derived subalgebra L ′ of L is

L ′
= g[t, t−1

] ⊕ kc

and is the unique (up to isomorphism) nontrivial central extension of the loop algebra g[t, t−1
]. To

emphasize the relationship between L and g, we sometimes write L = ĝ.
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If λ ∈ k, define
Uλ(L) = U (L)/(c − λ) and Uλ(L ′) = U (L ′)/(c − λ),

so
U (g[t, t−1

]) ∼= U0(L ′).

We study two-sided ideals in U (L) and in the central quotients Uλ(L). We will see that they are very big,
in a precise sense. Our main result is:

Theorem 1.1. Let λ ∈ k:

(0) The algebras Uλ(L) and Uλ(L ′) have just-infinite growth. That is, let J be a nonzero ideal of Uλ(L),
and let J ′ be a nonzero ideal of Uλ(L ′). Then Uλ(L)/J and Uλ(L ′)/J ′ have polynomial growth.

(1) In fact, if λ ̸= 0 then Uλ(L) and Uλ(L ′) are simple rings.

(2) Any nonzero ideal of U (L) or of U (L ′) contains a nonzero element of k[c]; equivalently, the algebras
U (L ′) ⊗k[c] k(c) and U (L) ⊗k[c] k(c) are simple.

Here recall that a k-algebra R has polynomial growth if there is a polynomial p(t)∈R[t] so that, for every
finite-dimensional subspace V of R, dim V n

≤ p(n) for all sufficiently large n. (For example, enveloping
algebras of finite-dimensional Lie algebras have polynomial growth.) Further, R has exponential growth if
there exists V ⊂ R so that limn→∞(dim V n)1/n > 1 and (strictly) subexponential growth if R has neither
exponential nor polynomial growth. It is well-known that Uλ(L) and Uλ(L ′) have subexponential growth.
Thus Theorem 1.1(0) tells us that two-sided ideals in these algebras are extremely large: large enough to
cut these very big algebras down to a reasonable size.

We also prove a similar theorem for Poisson ideals in the symmetric algebras of L and L ′. Recall that
the symmetric algebra S(k) of a Lie algebra k is a Poisson algebra under the Kostant–Kirillov Poisson
bracket {− , −} induced by defining {x, y} = [x, y] for x, y ∈ k. A Poisson ideal of a Poisson algebra R
is an ideal of R which is also a Lie ideal for the Poisson bracket of R. We prove:

Theorem 1.2. Let λ ∈ k and consider the Poisson algebras Sλ(L) = S(L)/(c − λ) and Sλ(L ′) =

S(L ′)/(c − λ):

(0) Let I be a nonzero Poisson ideal of Sλ(L) and let I ′ be a nonzero Poisson ideal of Sλ(L ′). Then
Sλ(L)/I and Sλ(L ′)/I ′ have polynomial growth.

(1) In fact, if λ ̸= 0 then Sλ(L) and Sλ(L ′) are Poisson simple in the sense that they have no nontrivial
Poisson ideals.

(2) Any nonzero Poisson ideal of S(L) or of S(L ′) contains a nonzero element of k[c]; equivalently,
S(L ′) ⊗k[c] k(c) and S(L) ⊗k[c] k(c) are Poisson simple.

As an immediate consequence of Theorem 1.1 we compute the annihilators of a large class of repre-
sentations of L , and in particular for all nontrivial integrable highest-weight representations of L; we
show these annihilators are all centrally generated.
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Theorem 1.3. Let N be a nonzero representation of L so that (c − λ)N = 0 for some λ ̸= 0. Then
AnnU (L)(N ) = (c − λ). In particular, if M is a nontrivial integrable highest-weight representation of L
with central character λ, then

AnnU (L)(M) = (c − λ).

Proof. Theorem 1.1(1) shows that (c − λ) is a maximal ideal of U (L). The second statement is an
immediate consequence, since nontrivial highest-weight representations of L have nontrivial central
character. □

Theorem 1.3 extends Vyjayanthi Chari’s well-known calculation of the annihilators of Verma modules
for infinite-dimensional symmetrizable Kac–Moody algebras [Chari 1985]. To our knowledge, no
annihilator of a (nontrivial) integrable highest-weight representation of an affine algebra has been known
until now.

Our investigation was partially motivated by work of Natalia Iyudu and Sierra [2020], showing that
the analogue of Theorem 1.1(0) holds for the Virasoro Lie algebra: central quotients of the enveloping
algebra of the Virasoro algebra have just-infinite growth; see [Iyudu and Sierra 2020, Theorem 1.2].
Affine Kac–Moody algebras (more precisely, their derived subalgebras) and the Virasoro algebra are
both central extensions of a graded simple Lie algebra of linear growth, and their representation theory
is related through the Sugawara construction. It is thus natural to ask whether results for the Virasoro
algebra can be extended to cover affine algebras. However, affine algebras are much more commutative
than the Virasoro algebra, where the centralizers of elements are in general finite-dimensional (in fact
two-dimensional); thus, naively, two-sided ideals in their enveloping algebras are smaller. It is surprising
to find that the two-sided structure of their enveloping algebras is similarly constrained.

The phrasing of Theorem 1.1 appears redundant; of course, since Uλ(L) is simple for λ ̸= 0, it has just-
infinite growth. However, it reflects the structure of the paper. We focus first on proving Theorems 1.1(0)
and 1.2(0). Our proof strategy here is broadly similar to the methods of [Iyudu and Sierra 2020], but
significantly more delicate because of the commutativity problem. Centralizers in L are large in general
and so the adjoint action of L is more difficult to control. Note that to prove just-infinite growth for a
(left and right) nonnoetherian algebra like Uλ(L), it is helpful for as many commutators as possible to be
nonzero in order to ensure that two-sided ideals are big.

To prove Theorems 1.1(0) and 1.2(0), we construct an ordered PBW basis for Uλ(L) and then show,
through analyzing the adjoint action of L on Uλ(L), that if B is a sufficiently large element of this basis,
then there is an element of J with leading term B. (See Lemma 5.4.) This allows us to reduce almost all
basis elements, modulo J, to smaller elements and thus to bound the growth of Uλ(L)/J.

We work first with the symmetric algebra of the positive current algebra tg[t] of g. This is the associated
graded ring of U (tg[t]) under the natural (length) filtration and so has a Poisson algebra structure; further
it is finitely graded under the grading induced by giving elements of g degree 0 and t degree 1. We
show that if I is a nontrivial Poisson ideal of S(tg[t]), then we can reduce almost all monomials in
an ordered PBW basis of S(tg[t]) to smaller monomials, modulo I. This reduction result allows us to
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prove (Theorem 3.9) that U (g[t]) has just-infinite growth. We then extend our analysis to U (g[t, t−1
]),

to general Uλ(L ′), and to Uλ(L).
A corollary of Theorem 1.1(0) is the following somewhat counterintuitive result:

Proposition 1.4 (Proposition 4.10, Corollary 7.2). Let g be a finite-dimensional simple Lie algebra,
let U (g[t, t−1

]) be the enveloping algebra of the loop algebra of g, and let J be a nontrivial ideal of
U (g[t, t−1

]). If X ⊆ Z is any infinite set (for example, X consists of all the primes), and g ∈ g \ {0}, then
J contains a (nonzero) element involving only Lie algebra elements of the form gt x for x ∈ X.

In particular, if L is the (untwisted) affine algebra associated to g and J is a nonzero ideal of U (L),
then J ∩ U (g[t]) ̸= (0).

Proposition 1.4 allows us to conclude that if h is a semisimple element of g, then any nontrivial ideal of
Uλ(L) meets the subalgebra Aλ generated by {ht i

: i ∈ Z\{0}} nontrivially. If λ ̸= 0 then Aλ is isomorphic
to an infinite Weyl algebra and is thus simple, and simplicity of Uλ(L) follows immediately. Similar
techniques give Theorem 1.1(2) and parts (1), (2) of Theorem 1.2.

To conclude the Introduction, we briefly describe the structure of the paper. Section 2 establishes
notation and basic facts about affine Lie algebras and loop algebras, as well as the basics of growth
and GK-dimension. Key results on Poisson ideals of symmetric algebras of positive current algebras
are proved in Section 3. In Section 4 we prove preparatory results needed to extend our methods from
U (tg[t]) to Uλ(L) before proving Theorems 1.1(0) and 1.2(0) in Section 5. In Section 6 we prove the
remaining parts of Theorems 1.1 and 1.2. Section 7 gives several other applications of Theorem 1.1,
including Proposition 1.4.

2. Bases and basic facts

If L is an affine Kac–Moody algebra with central element c then there is a finite-dimensional simple Lie
algebra g and σ ∈ Aut(g) so that L ′/(c) is isomorphic to the (possibly twisted) loop algebra g[t, t−1

]
σ. In

this section we establish notation and basic facts about loop algebras, and further establish ordered bases
for loop algebras and for their enveloping/symmetric algebras, which we will use in the next section. We
also recall some background on growth and Gelfand–Kirillov dimension of algebras and modules.

We adopt the following notation: Let g be a finite dimensional simple Lie algebra. Let σ ∈ Aut(g)
which (without loss of generality) we assume comes from an automorphism of the Dynkin diagram of g.
We also let σ denote the diagram automorphism and the associated automorphism of the root system of g.
Let r be the order of σ . Let η be a primitive r-th root of unity. We extend the action of σ to g[t, t−1

]

by defining σ(gt s) = σ(g)η−s t s , and denote the corresponding twisted current algebra by g[t]σ and the
twisted loop algebra by g[t, t−1

]
σ.

2.1. Basic facts about g. In this subsection we establish notation and basic facts about g. Fix a Cartan
subalgebra h of g. If α ∈ h∗, we denote the α-eigenspace of g by gα.
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If s ∈ Z, let s̄ denote the congruence class of s in Z/rZ. The automorphism σ induces a Z/rZ-grading
g =

⊕r−1
s=0 gs̄ of g, where gs̄ = {g ∈ g : σ(g) = ηs g}. If g ∈ gs̄ , we write |g| = s̄. The gs̄ for 0 ≤ s ≤ r − 1

are irreducible g0-modules under the adjoint action.
Let h0 = g0 ∩ h be the Cartan subalgebra of g0. As in [Kac 1990, page 130], for s̄ ∈ Z/rZ let 1s̄ be

the set of nonzero weights of h0 on gs̄ and define the weight space decomposition

gs̄ =

⊕
α∈1s̄∪{0}

gs̄,α.

We say an element g ∈ g is weight-homogeneous if g is in some gs̄,α . Any weight-homogeneous element
is by definition σ -equivariant. It is clear that [gs̄,α, g p̄,β] ⊆ gs̄+ p̄,α+β .

We observe the following basic facts. As these are standard, most are stated without proof:

(0) We have g[t, t−1
]
σ

=
⊕

s∈Z gs̄ t s .

(1) The automorphism σ preserves the set of simple roots of g and so the height of elements of g. In
particular, the positive Borel subalgebra b+ of g and the nilpotent radical n+ of b+ are σ -invariant and
thus decompose as sums

n+
=

r−1⊕
s=0

n+

s̄ and b+
=

r−1⊕
s=0

b+

s̄

of σ -weight spaces.

(2) For each s̄ ∈ Z/rZ and each α ∈ 1s̄ we either have gs̄,α ⊆ n+ or gs̄,α ⊆ n−. Thus we can define

1+

s̄ = {α ∈ 1s̄ : gs̄,α ⊆ n+
}.

Let 1+
= {(s̄, α) : α ∈ 1+

s̄ }. Similarly, define 1−

s̄ and 1−. Let 1 = 1+
∪ 1−

= {(s̄, α) : α ∈ 1s̄}.

(3) Let θ be the longest root of g. There are (s̄, α) ∈ 1+ so that gθ = gs̄,α.

(4) For α ̸= 0 the spaces gs̄,α are one-dimensional, so we may choose a generator gs̄,α. Also, if γ is a
positive root of g, let eγ , fγ be the Chevalley generators, respectively, of gγ and g−γ . Let hγ = [eγ , fγ ].

(5) If ( p̄, β) ∈ 1±, then there are (s̄1, γ1), . . . , (s̄k, γk) ∈ 1∓ so that

[gs̄k ,γk , [. . . , [gs̄1,γ1, g±θ ], . . . ]] = g p̄,β .

(6) The centralizer of h0 in g is a Cartan subalgebra of g and is thus equal to h, and so

h = g0,0 ⊕ · · · ⊕ gr−1,0,

and h0 = g0,0.

(7) If (s̄, α) ∈ 1+, then (−s, −α) ∈ 1− and [gs̄,α, g−s,−α] ⊆ h0. Let κ be the Killing form of g, which
restricts to a nondegenerate bilinear form on h0, and let ν : h0 → h∗

0
be the induced isomorphism. Then

[gs̄,α, g−s̄,−α] = kν−1(α). Further, there is a positive root γ of g so that

gs̄,α ⊆

r−1∑
i=0

gσ i (γ ).
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r g h0 h1

2 A2ℓ, ℓ ≥ 1 {hi + h2ℓ−i+1 : 1 ≤ i ≤ ℓ} {hi − h2ℓ−i+1 : 1 ≤ i ≤ ℓ}

2 A2ℓ−1, ℓ ≥ 1 {hi + h2ℓ−i : 1 ≤ i ≤ ℓ − 1, hℓ} {hi − h2ℓ−i : 1 ≤ i ≤ ℓ − 1}

2 Dℓ+1, ℓ ≥ 3 {hi : 1 ≤ i ≤ ℓ − 1, hℓ + hℓ+1} hℓ − hℓ+1

2 E6 h1 + h5, h2 + h4, h3, h6 h1 − h5, h2 − h4

3 D4 h1 + h3 + h4, h2 h1 + ηh3 + η2h4

r h2

2 0
3 h1 + η2h3 + ηh4

Table 1. Basis for Cartan subalgebra.

Let r ′ be the σ -order of γ . Then (gs̄,α, g−s,−α) is, up to nonzero scalar multiple,

(eγ + ηeσ(γ ) + η2eσ 2(γ ), fγ + η2 fσ(γ ) + η fσ 2(γ )) if r ′
= 3 and s̄ = 1,

(eγ + η2eσ(γ ) + ηeσ 2(γ ), fγ + η fσ(γ ) + η2 fσ 2(γ )) if r ′
= 3 and s̄ = 2,

(eγ + eσ(γ ) + eσ 2(γ ), fγ + fσ(γ ) + fσ 2(γ )) if r ′
= 3 and s̄ = 0,

(eγ + eσ(γ ), fγ + fσ(γ )) if r ′
= 2 and s̄ = 0,

(eγ − eσ(γ ), fγ − fσ(γ )) if r ′
= 2 and s̄ = 1,

(eγ , fγ ) if r ′
= 1.

Also,

[gs̄,α, g−s,−α] =


hγ + hσ(γ ) + hσ 2(γ ) if r ′

= 3,

hγ + hσ(γ ) if r ′
= 2,

hγ if r ′
= 1.

Finally, up to scalars {gs̄,α, g−s,−α, [gs̄,α, g−s,−α]} forms an sl2-triple.
As σ preserves the height of elements, each gs̄,α has a well-defined height in terms of the root system

of g.

(8) When σ ̸= id (that is, when r = 2, 3) we give notation for a σ -equivariant basis of h in Table 1. In
this case g must be type A, D, or E . Let the simple roots of g be α1, α2, . . . and let hi = [eαi , fαi ] for
1 ≤ i ≤ dim h. We number the simple roots of g as in [Kac 1990, Table Fin, page 53].

(9) Let B1 = {gs̄,α : (s̄, α) ∈ 1} and let

hi
s̄ =

r ′∑
j=0

ηs j hσ j (i).

(Here r ′ is the σ -order of the simple root αi .) Then

B = B1 ∪ {hi
s̄}

is a σ -equivariant basis of g. If 0 ≤ s ≤ r − 1, let Bs̄ = {x ∈ B : |x | = s}.

2.2. Two monomial orders on S(g[t, t−1]σ ). In this section, we define PBW bases of S(g[t, t−1
]
σ ) and

U (g[t, t−1
]
σ ). We will refer to elements of these bases as monomials, and we will define two different

orders on monomials. The interplay between these monomial orders is key to proving our reduction
results.
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We first extend the σ -equivariant basis B of g to a basis of g[t, t−1
]
σ. Let

B[t, t−1
]
σ

= {gtrn+|g|
: g ∈ B, n ∈ Z},

which is a basis of g[t, t−1
]
σ. Let

B[t]σ = B[t, t−1
]
σ

∩ g[t]σ .

We will need an order on B[t, t−1
]
σ, which we define as follows.

We first give an order on the roots of g. Let R be the set of roots of g and let R+, R− be respectively the
sets of positive and negative roots. Let {αi : i ∈ {1, . . . , n}} be the set of simple roots of g. If α =

∑
biαi

is a positive root, then we define the height of α to be ht α =
∑

bi . Recall that we denote the highest root
of g by θ .

We will define a total order < on R by:

• α < β if ht α < ht β.

• If α =
∑

biαi , β =
∑

ciαi and ht α = ht β, then α < β if the tuple (b1, . . . , bn) is less than the tuple
(c1, . . . , cn) in lexicographic order.

For each β ∈ R let gβ = eβ if β ∈ R+ and gβ = f−β if β ∈ R−. Then

C = {gβ : β ∈ R} ∪ {hαi : 1 ≤ i ≤ n}

is a basis for g. Let (β1, . . . , βℓ) be an enumeration of R+ written in increasing order w.r.t. the above
total order (so βℓ = θ ). We define the following total order on C:

g−βℓ
< · · · < g−β1 < hα1 < · · · < hαn < gβ1 < · · · < gβℓ

.

Given g ∈ g, define the C-leading term of g, which we denote by LTC(g), to be the largest element of
C occurring in g with nonzero coefficient. (The reason for the subscript C in the notation is to distinguish
this from other uses of the terminology “leading term” in this paper.)

The ordering defined above on C has the property that if x, y, z ∈ C with [x, y] ̸= 0 ̸= [x, z], then

y < z ⇐⇒ LTC[x, y] < LTC[x, z]. (2.1)

We now induce orderings on each basis Bs̄ of gs̄ from our order on C. Let 0 ≤ s ≤ r − 1. If x, y ∈ Bs̄ ,
define

x < y ⇐⇒ LTC(x) < LTC(y).

(We note here that it can be seen by inspection that, since every element of Bs̄ is associated to a unique
σ -orbit in C, if LTC(x) = LTC(y) then x = y.) For g ∈ gs̄ , we define LTB(g) to be the largest element of
B occurring in g with nonzero coefficient.

It follows from (2.1) that if x ∈ Bs̄ , y ∈ gs̄ with LTB(y) < x , and z is weight-homogeneous with
[z, x] ̸= 0 ̸= [z, y], then

LTB[z, y] < LTB[z, x]. (2.2)
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As an example, we give the orderings on the Bs̄ in the case g = A2, |σ | = 2. We have

B0 : g−α1 < g−α2 < h1 + h2 < gα2 < gα1 and B1 : g−θ < h1 − h2 < gθ .

Using the total order < on the Bs̄ , we define a total order on the basis B[t, t−1
]
σ of g[t, t−1

]
σ as

follows: If xta, ytb
∈ B[t, t−1

]
σ , then xta < ytb if and only if

• a < b; or

• a = b, and x < y in the total order defined on Bā .

We now define a basis of normal words or standard monomials for S(g[t, t−1
]
σ ) and U (g[t, t−1

]
σ ).

We will refer to elements of B[t, t−1
]
σ as letters, as “words” (or monomials) in these letters will span the

algebras of interest. A standard monomial or normally ordered monomial in the letters B[t, t−1
]
σ is an

expression of the form

M = g1trm1+|g1| · · · gk trmk+|gk |, (2.3)

where the gi ∈ B, and g1trm1+|g1| ≤ · · · ≤ gk trmk+|gk |. We sometimes write a standard monomial as

M = g1tn1 · · · gk tnk ,

and when we do so we assume that na = |ga| for all a: in other words, that each gi tni ∈ g[t, t−1
]
σ, so

M ∈ S(g[t, t−1
]
σ ). We say that k is the length of M, which we denote by len M, and that the total t-power∑

a na is the degree of M, which we denote by deg(M).
We introduce two total orderings on the set of standard monomials. For two standard monomials M1

and M2, we write M1 < M2 if

• len M1 < len M2 or

• len M1 = len M2 and deg M1 < deg M2 or

• len M1 = len M2, deg M1 = deg M2, and M1 is less than M2 with respect to the left to right lexico-
graphic order when both M1 and M2 are written in increasing (that is, normal) order.

Similarly, we write M1 ≺ M2 if

• len M1 < len M2 or

• len M1 = len M2 and deg M1 < deg M2 or

• len M1 = len M2, deg M1 = deg M2, and M1 is less than M2 with respect to the right to left lexico-
graphic order when both M1 and M2 are written in increasing order.

By the PBW theorem, both U (g[t, t−1
]
σ ) and S(g[t, t−1

]
σ ) have a basis of standard monomials. Given

nonzero F ∈U (g[t, t−1
]
σ ) or F ∈ S(g[t, t−1

]
σ ), we define LT< F , respectively LT≺ F , to be the <-largest,

respectively ≺-largest, standard monomial occurring in F with nonzero coefficient when F is written as
a linear combination of standard monomials.
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2.3. Growth. In this short subsection we recall some definitions and basic facts about the growth of
algebras and modules. Let R be a finitely generated associative k-algebra and let M be a finitely generated
representation of R. Then R has polynomial growth if there is a polynomial p(t) ∈ R[t] so that, for every
finite-dimensional subspace V of R, dim V n

≤ p(n) for all sufficiently large n. Further, R has exponential
growth if there exists V ⊂ R so that limn→∞(dim V n)1/n > 1 (note that this limit always exists) and
(strictly) subexponential growth if R has neither exponential or polynomial growth. The growth of M
is defined similarly; here we let V ⊂ R and W ⊂ M be finite-dimensional vector spaces and consider
dim V nW as n → ∞. If k is an infinite-dimensional Lie algebra of polynomial growth (for example, an
affine or loop algebra) then U (k) has subexponential growth by [Smith 1976].

The idea of growth may be refined through considering the Gelfand–Kirillov dimension or GKdim of
R and of M. Here we define

GKdim R = sup
V

lim logn dim V n,

where the supremum is taken over all finite-dimensional subspaces V of R. Likewise,

GKdim M = sup
V,W

lim logn dim V nW,

where the supremum is taken over all finite-dimensional subspaces V of R and W of M. If R is a finitely
generated k-algebra and M is a finitely generated R-module, let V be any finite-dimensional generating
subspace of R that contains 1, and let W be any finite-dimensional generating subspace of M. Then

GKdim R = lim logn dim V n, GKdim M = lim logn dim V nW,

and does not depend on the choice of V or W .
Note that R (respectively, M) has polynomial growth if and only if GKdim R < ∞ (respectively,

GKdim M < ∞). We say that R has just-infinite growth (equivalently, just-infinite GK-dimension) if
GKdim R = ∞ but for any nontrivial ideal J of R, then GKdim R/J < ∞. For more background about
growth and GK-dimension, we refer the reader to [Krause and Lenagan 1985].

If k is a Lie algebra, then GKdim U (k) = dim k. Further, by [Smith 1976], if L is an affine Kac–Moody
algebra, then the central quotients Uλ(L) and Uλ(L ′) have intermediate growth.

We will repeatedly use the following basic fact about growth of algebras.

Scholium 2.4. Let K be a field and let A ⊆ B be K -algebras. Suppose that GKdim A = ∞ and that J is
an ideal of B such that B/J has polynomial growth. Then J ∩ A ̸= (0).

Proof. This follows directly from the fact that GK-dimension does not increase on subalgebras [Krause
and Lenagan 1985, Lemma 3.1], so we cannot have A ↪→ B/J. □

3. A reduction result for symmetric algebras of current algebras

Let g be a finite-dimensional simple Lie algebra and let σ ∈ Aut(g). We adopt the notation of Section 2;
in particular, let r be the order of σ . The positive twisted current algebra of g is the subalgebra (tg[t])σ
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of the (twisted) loop algebra g[t, t−1
]
σ. In this section, we consider the symmetric algebra of the positive

twisted current algebra of g and show that it has just-infinite growth as a Poisson algebra: any factor by
a proper Poisson ideal has polynomial growth. We will generalize this result in later sections to prove
Theorems 1.1 and 1.2.

The symmetric algebra S(g[t, t−1
]
σ ) is a Lie algebra under the Poisson bracket {− , −} induced from

the Lie bracket on g[t, t−1
]
σ. That is, for x, y ∈ g[t, t−1

]
σ we have {x, y} = [x, y], and {− , −} is

anticommutative and a derivation in each input.
A Poisson ideal of S(g[t, t−1

]
σ ) is an ideal of the underlying commutative algebra which is also a Lie

ideal for the Poisson bracket. Note that a Lie ideal of S(g[t, t−1
]
σ ) is also a g[t, t−1

]
σ -subrepresentation,

where g[t, t−1
]
σ acts on the symmetric algebra by the adjoint action ad gta

={gta, −}. Each Sm(g[t, t−1
]
σ )

is a subrepresentation of S(g[t, t−1
]
σ ) under the action of g[t, t−1

]
σ, although of course not a Poisson

ideal.
Thus if I is a Poisson ideal of S(g[t, t−1

]
σ ), each I ∩ Sm(g[t, t−1

]
σ ) is a g[t, t−1

]
σ -subrepresentation

of S(g[t, t−1
]
σ ). We will spend the bulk of this section analyzing the structure of such subrepresentations.

In fact, because we want our results to apply to Poisson ideals of current algebras, we will consider the
structure of (tg[t])σ -subrepresentations of the m-th symmetric power Sm(g[t, t−1

]
σ ).

Our key technical result is the following:

Proposition 3.1. Fix m ∈ N, and let I be any nonzero (tg[t])σ subrepresentation of Sm(g[t, t−1
]
σ ). There

are n, ℓ ∈ Z such that for any standard monomial M = g1t i1 · · · gm t im with i1 ≥ n, there is HM ∈ I such
that LT< HM = M and all t-powers in HM are ≥ ℓ.

This result allows us to reduce “big” monomials modulo I to a linear combination of smaller monomials.
The proof is based on the interplay between the < and ≺-orders on standard monomials, generalizing the
key arguments of [Iyudu and Sierra 2020] to work in our substantially more commutative context.

3.1. Preparatory results. Before proving the main reduction result Proposition 3.1, we will need several
preparatory lemmata which will help us control the ≺-leading terms of elements of I. If M = g1t i1 · · · gm t im

is a standard monomial, we say that (g1, . . . , gm) is the congruence class of M and write M ≡ (g1, . . . , gm).
We will construct, for any congruence class g ∈ (B1)m , an element Hg ∈ I with LT≺ Hg ≡ g. We will
see that the existence of these elements is sufficient to prove Proposition 3.1.

Constructing the Hg will take several steps. We first show that Hg exists for g = (gθ , . . . , gθ ) or
(g−θ , . . . , g−θ ); and further, we can assume, in this case, that all monomials of Hg have the same
congruence class.

Lemma 3.2. Let 0 ̸= F ∈ Sm(g[t, t−1
]
σ ), and consider the adjoint action of (tg[t])σ on Sm(g[t, t−1

]
σ ).

Let I denote the subrepresentation generated by F :

(1) If {gs̄,αtr p+s, F} = 0 for all p ∈ Z≥1 and all (s̄, α) ∈ 1+ then F ∈ Sm(gθ [t, t−1
]): that is, F is a

linear combination of monomials of the form gθ tk1 · · · gθ tkm for some k1 ≤ · · · ≤ km .
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(2) If {gs̄,αtr p+s, F} = 0 for all p ∈ Z≥1 and all (s̄, α) ∈ 1− then F ∈ Sm(g−θ [t, t−1
]): that is, F is a

linear combination of monomials of the form g−θ tk1 · · · g−θ tkm for some k1 ≤ · · · ≤ km .

(3) There are nonzero G ∈ I ∩ Sm(gθ [t, t−1
]) and G ′

∈ I ∩ Sm(g−θ [t, t−1
]).

Proof. (1) Let (s̄, α)∈1+. Let us take q ∈ Z≥1 such that q̄ = s̄ and so that if g1t j1 · · · gm t jm is a monomial
in F. Then q > | j1| + · · · + | jm |. Thus, if M = g1t j1 · · · gm t jm is a monomial appearing in F , then

{gs̄,αtrq+s, M} = g2t j2 · · · gm t jm [gs̄,α, g1]t j1+q

+ g1t j1 g3t j3 · · · gm t jm [gs̄,α, g2]t j2+q
+ · · · + g1t j1 · · · gv−1t jv−1[gs̄,α, gm]t jm+q .

Note that each of the monomials above are written in normal order. Since we have taken q to be large
enough, none of those monomials will appear in expressions coming from the action of gs̄,αtq on any
monomial M ′

̸= M occurring in F . Hence by hypothesis the Lie brackets [gs̄,α, gi ] are all zero. This is
true for all (s̄, α) ∈ 1+ which implies that [n+, gi ] = 0 for 1 ≤ i ≤ m. Hence g1 = · · · = gm = gθ , which
spans the center of n+. The proof of (2) is similar.

To prove (3), we first construct 0 ̸= G ∈ I so that

{gs̄,αtr p+s, G} = 0 for all p ∈ Z≥1 and (s̄, α) ∈ 1+. (3.3)

If (3.3) holds for G = F , we are done. Otherwise there exist a ∈ Z≥1 and (ū, β) ∈ 1+ such that
F1 = {gū,β tra+u, F} ̸= 0. If (3.3) holds for G = F1, we are done; else there exist b ∈ Z≥1 and (v̄, γ ) ∈ 1+

such that F2 = {gv̄,γ trb+v, F1} ̸= 0. As {gs̄,α, −} increases the height of monomials and the height of a
monomial in Sm(g[t, t−1

]
σ ) is at most m ht θ , this process must terminate. Thus, continuing this procedure

repeatedly, we will reach a nonzero element G of I such that (3.3) holds.
By symmetry there is 0 ̸= G ′

∈ I such that {gs̄,αtr p+s, G ′
} = 0 for all p ∈ Z≥1 and (s̄, α) ∈ 1−. The

two parts of (3) then follow by applying (1) and (2). □

Enumerate 1+
= {(ξ 1, β1), . . . , (ξ ℓ, βℓ)} where 0 ≤ ξi ≤ r −1. Then the set {gξ1,β1

, . . . , gξ ℓ,βℓ
} forms

a basis of n+ and the set {g
−ξ1,−β1

, . . . , g
−ξℓ,−βℓ

} forms a basis of n−. Recall that if g ∈ gs̄ , then we write
s̄ = |g|.

We now prove the existence of Hg with LT≺ Hg ≡ g for any g ∈ (B1)m .

Lemma 3.4. Let I be the (tg[t])σ -subrepresentation of Sm(g[t, t−1
]
σ ) generated by an element F ̸= 0.

Let (g1, . . . , gm) ∈ (B1)m . Then there exists G in I such that LT≺(G) ≡ (g1, . . . , gm).

Proof. Let d = ht(θ) > 0. Write gθ = gs̄,α , which implies that g−θ = g−s,−α i.e., |gθ | = −|g−θ | (mod r).
We prove by induction that for all n ∈ {0, . . . , m} there is G(n) ∈ I with the following properties:

(1) LT≺(G(n)) = g1tk1 · · · gntkn gθ tkn+1 · · · gθ tkm for some k1 ≤ · · · ≤ km ∈ Z.

(2) ki + 2rd ≤ ki+1 for all i > n.

(3) ki < ki+1 for all i ≤ n.

Then G = G(m) is the element we seek.
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To construct G(0) we use Lemma 3.2. By that result, there is a nonzero H ∈ I ∩ Sm(g−θ [t, t−1
]).

Write LT≺ H = g−θ t j1 . . . g−θ t jm where j̄1 = · · · = j̄m = |g−θ |. Let

G(0) = (ad gθ trd+|gθ |)2(ad gθ t2rd+|gθ |)2
· · · (ad gθ tmrd+|gθ |)2(H).

The monomials in G(0) are obtained from monomials in H by applying exactly two gθ t i to each g−θ t jk .
(This is because (ad gθ )

3(g−θ )=0.) The ≺-leading term of G(0) is obtained from LT≺(H) by applying the
highest powers of t to the rightmost letters. Thus LT≺(G(0))= gθ tk1 · · · gθ tkm where ki = ji +2(ird+|gθ |).
It is immediate that this has the claimed properties.

Now assume we have constructed G(n) as claimed for some 1 ≤ n ≤ m − 1; we construct G(n + 1).
There are two cases, depending on whether gn+1 lies in a positive or negative root space:

Negative case: gn+1 ∈ n−.

Step 1−. Let H−

1 = (ad g−θ tr−|gθ |)2(m−n)(G(n)) and let

N−

1 = g1tk1 · · · gntkn g−θ tkn+1+2(r−|gθ |) · · · g−θ tkm+2(r−|gθ |).

We claim that N−

1 = LT≺(H−

1 ). This is because the ≺-leading term of H−

1 is obtained from LT≺(G(n))

by increasing the right-most powers of t as much as possible, and this clearly gives N−

1 .

Step 2−. Let H−

2 = (ad gθ tr+|gθ |)2(m−n−1)(H−

1 ) and let

N−

2 = g1tk1 · · · gntkn g−θ tkn+1+2(r−|gθ |)gθ tkn+2+4r
· · · gθ tkm+4r .

We claim that N−

2 = LT≺(H−

2 ).
First, we show that N−

2 = LT≺(ad g−θ tr−|gθ |)2(m−n)(N−

1 ). This is similar to the previous paragraph;
again, the ≺-leading term is obtained by increasing the right-most powers of t as much as possible,
giving N−

2 .
We now show that N−

2 = LT≺(H−

2 ). Let N ′

2 ̸= N−

2 be any other monomial of H−

2 . Suppose that
N ′

2 ∈ gtk1 · · · gtkngtkn+1+2(r−|gθ |)gtkn+2+4r
· · · gtkm+4r — that is, N ′

2 involves the same t-powers as N−

2 .
(If this is not the case, it is clear that N ′

2 ≺ N−

2 .) By construction, there must be a monomial M =

h1tk1 · · · hm tkm of G(n) so that N ′

2 is a monomial in (ad gθ tr−|g−θ |)2(m−n−1)(ad g−θ tr−|gθ |)2(m−n)(M);
that is, N ′

2 is obtained from a monomial in G(n) with the same t-powers as LT≺ G(n). Further, N ′

2

must have been obtained from M by applying g−θ tr−|gθ | twice to each letter of M in the (n+1)-st place
or further right, and gθ tr+|gθ | twice to each of the letters in the (n+2)-nd place and further right; any
other combination of applying g−θ tr−|gθ | and gθ tr+|gθ | would give either the wrong t-powers or a zero
result. The only possibility to obtain a nonzero result is if M = h1tk1 . . . hntkn gθ tkn+1 . . . gθ tkm , as we
needed (ad g−θ tr−|gθ |)2 to be nonzero on the (n+1)-st and greater letters of M. Thus we have N ′

2 =

h1tk1 . . . hntkn g−θ tkn+1+2(r−|gθ |)gθ tkn+2+4r . . . gθ tkm+4r , where necessarily h1tk1 . . . hntkn ≺ g1tk1 . . . gntkn .
So N ′

2 ≺ N−

2 .
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Step 3−. As θ is the longest root of g, by Fact (5) there are p ∈ Z≥0 and (s1, η1), . . . , (sp, ηp) ∈ 1+ so
that gn+1 is a nonzero multiple of

[gs̄1,η1, [. . . , [gs̄p,ηp , g−θ ] . . . ]].

Let us define H−

3 = {gs̄1,η1 t s1, {. . . , {gs̄p,ηp t sp , H−

2 } . . . }} and S =
∑p

i=1 si and let

N−

3 = g1tk1 · · · gntkn gn+1tkn+1+2(r−|gθ |)+Sgθ tkn+2+4r
· · · gθ tkm+4r .

We claim that N−

3 = LT≺(H−

3 ). First, LT≺({gs̄1,η1 t s1, {. . . , {gs̄p,ηp t sp , N−

2 } . . . }}) is obtained from N−

2 by
applying the elements gs̄i ,ηi t

si as far to the right as possible. As [gs̄i ,ηi , gθ ] = 0 for all i (this is because θ

is the highest root of g), applying the gs̄i ,ηi t
si as far to the right as possible means applying them to the

(n+1)-st letter g−θ tkn+1+2(r−|gθ |) to obtain N−

3 . In other words,

N−

3 = LT≺({gs̄1,η1 t s1, {. . . , {gs̄p,ηp t sp , N−

2 } . . . }}).

Now let N ′

2 ̸= N−

2 be any other monomial of H−

2 and let

H ′

3 = {gs̄1,η1 t s1, {. . . , {gs̄p,ηp t sp , N ′

2} . . . }}.

If N ′

2 ̸∈ gtk1 · · · gtkngtkn+1+2(r−|gθ |)gtkn+2+4r
· · · gtkm+4r , then by comparing t-powers we must have

LT≺ H ′

3 ≺ N−

3 . Suppose now that N ′

2 involves the same t-powers as N−

2 ; that is,

N ′

2 ∈ gtk1 · · · gtkngtkn+1+2(r−|gθ |)gtkn+2+4r
· · · gtkm+4r .

We have seen in the proof of Step 2− that we must have

N ′

2 = h1tk1 · · · hntkn g−θ tkn+1+2(r−|gθ |)gθ tkn+2+4r
· · · gθ tkm+4r

for some h1, . . . , hn ∈ B. Then

LT≺(H ′

3) = h1tk1 · · · hntkn gn+1tkn+1+2(r−|gθ |)+Sgθ tkn+2+4r
· · · gθ tkm+4r .

But as N ′

2 ≺ N−

2 , thus h1tk1 · · · hntkn ≺ g1tk1 · · · gntkn : that is, LT≺(H ′

3) ≺ N−

3 . Thus N−

3 = LT≺ H−

3 , as
claimed.

Let G(n + 1) = H−

3 . We have shown that (1) is satisfied; but the t-powers in N−

3 also satisfy (2)

and (3).

Positive case: gn+1 ∈ n+.

Step 1+. Let H+

1 = (ad g−θ tr−|gθ |)2(m−n−1)(G(n)) and let

N+

1 = g1tk1 · · · gntkn gθ tkn+1 g−θ tkn+2+2(r−|gθ |) · · · g−θ tkm+2(r−|gθ |).

We claim that N+

1 = LT≺ H+

1 . This is because the ≺-leading term of H+

1 must come from the ≺-leading
term of G(n) by increasing the rightmost t-powers as much as possible, which gives N+

1 .
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Step 2+. As θ is the longest root of g, by Fact (5) there are q ∈ Z≥0 and (s1, γ1), . . . , (sq , γq) ∈ 1− so
that gn+1 is a nonzero multiple of

[gs̄1,γ1, [. . . , [gs̄q ,γq , gθ ] . . . ]].

Let H+

2 = {gs̄1,γ1 tr+s1, {. . . , {gs̄q ,γq tr+sq , H+

1 } . . . }}. Let S = qr +
∑q

i=1 si and let

N+

2 = g1tk1 · · · gntkn gn+1tkn+1+Sg−θ tkn+2+2(r−|gθ |) · · · g−θ tkm+2(r−|gθ |).

We claim that N+

2 = LT≺(H+

2 ). This is because, again, the ≺-leading term of H+

2 comes by increasing
the rightmost t-powers as much as possible. As [gs̄i ,γi , g−θ ] = 0 for all i , this is done by acting on gθ tkn+1

with all of the gs̄i ,γi t
r+si to obtain N+

2 .
Note that q ≤ d and each si ≤ r . Thus kn+1 + S < kn+1 + 2rd ≤ kn+2 < kn+2 + 2(r − |gθ |), using the

induction hypothesis. Therefore N+

2 is a standard monomial.

Step 3+. Let H+

3 = (ad gθ tr+|gθ |)2(m−n−1)(H+

2 ) and let

N+

3 = g1tk1 · · · gntkn gn+1tkn+1+Sgθ tkn+2+4r
· · · gθ tkm+4r .

We claim that N+

3 = LT≺(H+

3 ). This is because the ≺-leading term of H+

3 comes from applying
ad gθ tr+|gθ | as far to the right as possible: that is, applying gθ tr+|gθ | twice to each g−θ tki +2(r−|gθ |), where
i ∈ {n + 2, . . . , m}.

Let G(n + 1) = H+

3 . We have verified that LT≺ G(n + 1) has the claimed congruence class, so
(1) is satisfied. The observation at the end of Step 2+ ensures that (3) holds; and (2) follows as
ki+1 + 4r − (ki + 4r) = ki+1 − ki . □

Let I be a nontrivial g[t]σ -subrepresentation of Sm(g[t, t−1
]
σ ). We have seen that for any g ∈ (B1)m

there is Hg ∈ I with LT≺ Hg ≡ g. We will use this to construct elements of I with arbitrary <-leading
term, as long as all t-powers involved are sufficiently large.

The next result considers which <-leading terms may be obtained from a particular Hg. It is modeled
on the methods of [Iyudu and Sierra 2020].

Lemma 3.5. Let (g1, . . . , gm) ∈ (B1)m . Let G ∈ Sm(g[t, t−1
]
σ ) with LT≺ G = g1ta1 · · · gm tam . Let I

be the (tg[t])σ -subrepresentation of Sm(g[t, t−1
]
σ ) generated by G. Let s be the smallest power of t

occurring in G.
Suppose that (g′

1, . . . , g′
m) ∈ Bm so that

for all j there is weight-homogeneous g′′

j ∈ g

so that [g′′

j , g j ] is a nonzero scalar multiple of g′

m+1− j . (3.6)

Then for all standard monomials M = g′

1t i1 · · · g′
m t im with i1 > max(0, 2am − s), there is HM ∈ I with

LT< HM = M.
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Proof. Let

HM = {g′′

1 t im−a1, {g′′

2 t im−1−a2 . . . , {g′′

m t i1−am , G} . . . }}.

Then HM ∈ I because each g′′

j t im+1− j −a j ∈g[t]σ we have ā j =|g j | and ī j =|g′

j | implies that im+1− j − a j =

|g′′

j |. We claim that LT< HM = M.
To prove our claim, let us consider the process by which monomials of HM are produced from

monomials of G. Let

A = h1tb1 · · · hm tbm

be a monomial of G. Then A induces two kinds of monomials of HM : either we act on each letter of
A with exactly one g′′

j t im+1− j −a j , or we act on some letter of A more than once and in consequence do
not act at all on at least one letter of A. We call the first of these actions permutational and the second
nonpermutational. The <-leading term in HM always comes from a permutational action. This is because
in a nonpermutational action, the smallest power of t is always bounded above by am since there will be
a missing hi tbi which is not acted upon and bi ≤ am by the definition of the monomial order ≺; whereas
in a permutational action, the lowest power of t is bounded below by i1 + b1 −am which is strictly bigger
than am because of our assumption that i1 > 2am − s.

Now, if
∑

bi <
∑

ai , then all monomials of

{g′′

1 t im−a1, {g′′

2 t im−1−a2 . . . , {g′′

m t i1−am , A} . . . }}

have degree < deg M and so are strictly < M. We may thus assume that
∑

bi =
∑

ai .
A monomial coming from a permutational action upon A looks like

[g′′

m, hτ(1)]t i1+bτ(1)−am [g′′

m−1, hτ(2)]t i2+bτ(2)−am−1 · · · [g′′

1 , hτ(m)]t im+bτ(m)−a1 (3.7)

for some τ ∈ Sm , where all the Lie brackets are nonzero. We claim that

(3.7) ≤ M,

with equality only when bτ(i) = m + 1 − i and hτ(i) = gm+1−i for all i .
Note that bτ(1) ≤ am thanks to the definition of ≺. We will have several different cases:

• If bτ(1) < am then our claim is obvious because i1 + bτ(1) − am < i1.

• If bτ(1) = am , then we must have [g′′
m, hτ(1)] ≤ g′

1, with equality only if hτ(1) = gm . This is because,
by the definition of ≺, hτ(1) ≤ gm and < has property (2.2).

• If bτ(1) = am and hτ(1) = gm , then we want to show that

g′

1t i1[g′′

m−1, hτ(2)]t i2+bτ(2)−am−1 · · · [g′′

1 , hτ(m)]t im+bτ(m)−a1 ≤ g′

1t i1 · · · g′

m t im ,

with equality only when bτ(i) = am+1−i and hτ(i) = gm+1−i for all 2 ≤ i ≤ m. This can be proved by
repeating the same procedure and moving towards the right.
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This analysis show that LT≺ G is the only monomial which contributes to the occurrence of M in HM .
To finish, we note that by (3.6), then

[g′′

m, gm] · · · [g′′

1 , g1] = λg′

1 · · · g′

m

for some λ ̸= 0. Thus M occurs in HM with nonzero coefficient Cλ, where

C = #{τ ∈ Sm : aτ(i) = am+1−i and gτ(i) = gm+1−i for all i } ̸= 0.

Thus LT< HM = M. □

To use Lemma 3.5 we must prove that we can always find a situation where (3.6) holds. This is given
by the next elementary lemma.

Lemma 3.8. For any g ∈B there are g′
∈B1 and weight-homogeneous g′′

∈ g so that [g′′, g′
] is a nonzero

scalar multiple of g.

Proof. If g = g±ξi ,±βi ∈ B1, set g−
= g∓ξi ,∓βi . Let g′

= g and g′′
= [g, g−

]. As {g, g−, [g, g−
]} form an

sl2-triple, [g′′, g′
] is a nonzero scalar multiple of g.

If g ∈ h then we consider the action of σ on g. We give the proof for r = 3. If |g| = 0 then
g = hαi +hσ(αi )+hσ 2(αi ) for some simple root αi and we can take g′

= g|αi |,αi and g′′
= g|−αi |,−αi . If |g|=1

then g =hαi +ηhσ(αi )+η2hσ(αi ) for some αi . Set g′
=eαi +ηeσ(αi )+η2eσ 2(αi ) and g′′

= fαi + fσ(αi )+ fσ 2(αi ).
Likewise, if |g| = 2 then g = hαi + η2hσ(αi ) + ηhσ(αi ) for some αi . Set g′

= eαi + η2eσ(αi ) + ηeσ 2(αi ) and
g′′

= fαi + fσ(αi ) + fσ 2(αi ). □

3.2. The main reduction result. We now prove our main reduction result, Proposition 3.1.

Proof of Proposition 3.1. We may assume that I is generated by a single element F ̸= 0. For every
g′

= (g′

1, . . . , g′
m) ∈ (B1)m , using Lemma 3.4 choose Gg′ ∈ I with LT≺ Gg′ ≡ g′. Let sg′ be the smallest

power of t occurring in Gg′ , and let Sg′ be the largest power of t . Let n be an integer so that

n ≥ max(0, {2Sg′ − sg′ : g′
∈ (B1)m

}).

Let ℓ be the smallest power of t occurring in F .
Fix M = g1t i1 · · · gm t im with i1 > n. We construct HM . Using Lemma 3.8, choose g′

1, . . . , g′
m ∈ B1

and weight-homogeneous g′′

1 , . . . , g′′
m ∈ g so that [g′′

j , g′

j ] is a nonzero multiple of gm+1− j for 1 ≤ j ≤ m.
Let G = G(g′

1,...,g
′
m) ∈ I, and write LT≺ G = g′

1ta1 · · · g′
m tam . Let

HM = {g′′

1 t im−a1, {. . . , {g′′

m t i1−am , G}, . . . }}.

The proof of Lemma 3.5 shows that
M = LT< HM ,

which is in I as our definition of n ensures that 0 ≤ i1 − am ≤ i j − am+1− j for any j .
Throughout the proofs of Lemmata 3.2, 3.4, and 3.5 we acted on F only with positive powers of t .

Thus the smallest t-power in HM is ≥ ℓ. □
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From Proposition 3.1 we deduce our first just-infinite growth result.

Theorem 3.9. Let g be a finite-dimensional simple Lie algebra and let σ ∈ Aut g:

(1) The enveloping algebra U (g[t]σ ) has just-infinite growth. That is, if J is a nonzero ideal of U (g[t]σ ),
then U (g[t]σ )/J has polynomial growth.

(2) Let I be a nonzero Poisson ideal of S(g[t]σ ). Then S(g[t]σ )/I has polynomial growth.

Proof. If M is a standard monomial in the letters B[t]σ, we define the modified degree of M to be

md M = deg M + len M.

Let U j be the subspace of U (g[t]σ ) spanned by standard monomials of modified degree ≤ j , and let S j

be the corresponding subspace of S(g[t]σ ). As U (g[t]σ ) is degree-graded, and, by the PBW theorem, is
filtered by length, thus U • defines a filtration on U (g[t]σ ): that is, U iU j

⊆ U i+ j for all i, j ∈ N. Likewise,
S• defines a filtration on S(g[t]σ ). It suffices to prove that

dim
U j

+ J
J

and dim
S j

+ I
I

have polynomial growth.
Let

grmd(U (g[t]σ )) =

⊕
j

U j/U j−1.

This is a (commutative) Poisson algebra: if F ∈U i and G ∈U j then FG −G F ∈U i+ j−1 so grmd U (g[t]σ )

is commutative.
Define

{grmd F, grmd G} =
FG − G F +U i+ j−2

U i+ j−2 ∈ (grmd U (g[t]σ ))i+ j−1.

In fact, as degree alone defines a grading on U (g[t]σ ), there is a canonical identification grmd U (g[t]σ ) ∼=

grlen(U (g[t]σ )) = S(g[t]σ ) as Poisson algebras. Further, grmd J is a nontrivial md-homogeneous Poisson
ideal of S(g[t]σ ). Likewise, grmd I is a nontrivial md-homogeneous Poisson ideal of S(g[t]σ ). As

dim
U j

+ J
J

= dim
S j

+ grmd J
grmd J

and similarly for I, it suffices to prove:

Claim: Let K be a nontrivial md-homogeneous Poisson ideal of S(g[t]σ ). Then dim((S j
+ K )/K ) is

bounded by a polynomial in j .
Let K ′

= grlen(K ), which is a nontrivial len-graded Poisson ideal of S(g[t]σ ), and thus meets some
Sm(g[t]σ ) nontrivially. Note that K ′

∩ Sm(g[t]σ ) is a (tg[t])σ -subrepresentation of Sm(g[t]σ ). By
Proposition 3.1, there is n ∈ Z≥1 so that for any standard monomial M = g1t i1 · · · gm t im with i1 ≥ n, there
is H ′

M ∈ K ′ such that LT< H ′

M = M. Now, for each standard monomial M as above, there is HM ∈ K
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with H ′

M = grlen HM . As the monomial ordering < compares length first, M = LT< HM as well. Further,
as K is md-graded we may take HM to be md-homogeneous.

Let F ∈ S j . Repeatedly using the HM to reduce monomials involving m or more powers of t which
are bigger than n, we may rewrite F (modulo K ) without increasing md F so that no monomial in F
contains more than m − 1 t-powers bigger than n. That is, (S j

+ K )/K is spanned by the image of the
set of standard monomials M with md(M) ≤ j which admit a factorization M = M1 M2, where M1 is a
standard monomial involving t-powers ≤ n − 1, and M2 is a standard monomial of length < m involving
t-powers ≥ n. Let us call such monomials normal words, and let

r( j) = #{normal words M : md(M) ≤ j} ≥ dim
S j

+ K
K

.

It is clear that r( j) ≤ b( j)c( j), where

b( j) = #{ standard monomials M1 involving only t-powers ≤ n − 1 with md M1 ≤ j }

and

c( j) = #{ standard monomials M2 of length < m involving only t-powers ≥ n and with md M2 ≤ j}.

Now, modified degree exceeds length, so b( j) does not exceed the number of standard monomials of
length ≤ j involving t-powers between 0 and n − 1, which is

(
(dim g)n+ j

j

)
and is bounded above by a

polynomial in j of degree n(dim g). And in a monomial M2 of degree at most j and length at most m −1
in t-powers ≥ n there are no more than j dim g choices for each letter of M2, so c( j) ≤ ( j dim g)m−1.
Thus r( j) is bounded above by a polynomial in j of degree n(dim g) + m − 1. □

Remark 3.10. A small modification to the proof of Theorem 3.9 shows that if J is a nonzero ideal of
U ((tg[t])σ ) and I is a nonzero Poisson ideal of S((tg[t])σ ) then U ((tg[t])σ )/J and S((tg[t])σ )/I have
polynomial growth. We leave the details to the reader.

4. Useful technical results

We will prove the just-infinite growth results Theorems 1.1(0) and 1.2(0) in the next section. In this
section we establish a number of useful preparatory results which will allow similar counting arguments
to those in the proof of Theorem 3.9 to apply to affine Kac–Moody algebras.

We establish notation, which will apply to the next two sections. Let L be an affine Kac–Moody
algebra, with central element c and derivation d . Then there are a finite-dimensional simple Lie algebra g

and an automorphism σ of g so that

L ′/(c) ∼= g[t, t−1
]
σ .

(Here L ′ is the derived subalgebra of L .) We may assume that σ induces an automorphism of the Dynkin
diagram and the root system of g; we denote this diagram automorphism by σ as well. Let r be the order
of σ . Throughout the rest of the paper we fix the meanings of L , g, σ , r , d, c as in this paragraph. We
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further fix a primitive r -th root of unity, η, and induce a Z/rZ-grading on g as in Section 2. We will use
other notation from Section 2 without comment.

Let λ ∈ k. Define Uλ(L) = U (L)/(c − λ) and Sλ(L) = S(L)/(c − λ). As c − λ is Poisson central in
S(L), the factor Sλ(L) is a Poisson algebra. Note that S0(L ′) ∼= S(g[t, t−1

]
σ ) as Poisson algebras.

We first show that every nonzero Poisson ideal of Sλ(L) meets Sλ(L ′). This requires a technical lemma.

Lemma 4.1. Let λ ∈ k. Let G ∈ Sλ(L), and suppose that there exists a σ -equivariant x ∈ g so that
{xtr j+|x |, G} = 0 for all j ∈ Z. Then G ∈ Sλ(L ′).

Proof. Write G =
∑n

i=0 d i Gi , where Gi ∈ Sλ(L ′). Then for any σ -equivariant x ∈ g and m ∈ rZ + |x |,

0 = {xtm, G} =

n∑
i=0

d i (−(i + 1)mxtmGi+1 + {xtm, Gi }). (4.2)

Thus for all m, i , the coefficient of d i in (4.2) must vanish, and so we have

{xtm, Gi } = (i + 1)mxtmGi+1. (4.3)

Fix i and let m ≫ 0 be large enough so that t−m does not occur in Gi . As m ≫ 0 varies, from the definition
of the Poisson bracket on Sλ(L) we see that the LHS of (4.3) changes only in the powers of t which occur,
and not in the coefficients. On the other hand, the expressions for the coefficients of the right-hand side
involve a factor of m and so vary with m. Thus (4.3) cannot hold for all values of m ∈ rZ + |x | unless
both sides are identically 0. We conclude that Gi = 0 for all i ≥ 1, and G = G0 ∈ Sλ(L ′). □

Corollary 4.4. Let λ ∈ k and let I be a nonzero Poisson ideal of Sλ(L). Then I ∩ Sλ(L ′) ̸= (0).

Proof. Let 0 ̸= G ∈ I, and choose (s̄, α) ∈ 1+. There is k ≥ 1 so that

{gαtrik+s, . . . , {gαtri1+s, G} . . . } = 0

for all i1, . . . , ik ∈ Z; without loss of generality let k be minimal. Thus there is some

H = {gαtrik−1+s, . . . , {gαtri1+s, G} . . . } ̸= 0.

By Lemma 4.1, H ∈ I ∩ Sλ(L ′). □

We need to extend the orderings < and ≺ defined on loop algebras to Uλ(L) and Sλ(L). To this end,
define a σ -equivariant basis B of g as in Basic Fact (9), and note that {d} ∪ {gtr j+|g|

: g ∈ B, j ∈ Z} is
a basis of L/(c). We denote this basis by Bd

[t, t−1
]
σ. We extend the ordering < on B[t, t−1

]
σ to an

ordering on Bd
[t, t−1

]
σ by saying that d > gtn if and only if n < 0 and d < gtn if and only if n ≥ 0.

We must modify (2.3) to give a basis of Uλ(L) and Sλ(L). We will say that a standard monomial in
the elements of Bd

[t, t−1
]
σ is an expression of the form

M = g1trm1+|g1| · · · gi trmi +|gi |d j g′

1trn1+|g′

1| · · · g′

k trnk+|g′

k |, (4.5)

where ga, g′

b ∈ B and

g1trm1+|g1| ≤ · · · ≤ gi trmi +|gi | < d < g′

1trn1+|g′

1| ≤ · · · ≤ g′

k trnk+|g′

k |.
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We sometimes write a standard monomial as

M = g1tm1 · · · gi tmi d j g′

1tn1 · · · g′

k tnk ,

and when we do so we assume that ma = |ga| and na = |g′
a| for all a; in other words, that this monomial

is an element of S(L).
By the PBW theorem, both Uλ(L) and Sλ(L) have a basis of standard monomials in the elements of

Bd
[t, t−1

]
σ. We say that i + j +k is the length of M, which we denote by len M, and that the total t-power∑

a rma + |ga| +
∑

b rnb + |g′

b| is the degree of M, which we denote by deg(M). Note that Uλ(L ′) and
Sλ(L ′) have a basis of standard monomials in the elements of B[t, t−1

]
σ.

We extend the monomial orderings < and ≺ from Section 2.2 to define two orderings < and ≺ on
standard monomials in the elements of Bd

[t, t−1
]
σ : the ordering < compares length first, then degree,

and then compares monomials lexicographically from left to right, whereas ≺ compares length first, then
degree, then compares monomials lexicographically from right to left.

We use the following reduction lemma, which applies Proposition 3.1 to ideals of Uλ(L), Uλ(L ′) or
Poisson ideals of Sλ(L), Sλ(L ′).

Lemma 4.6. Let λ ∈ k:

(1) Let J be a nonzero ideal of Uλ(L) or of Uλ(L ′). There are m, ℓ, n ∈ Z, with m, n > 0, so that if

M = g1t i1 · · · gm t im

is a standard monomial in the elements of B[t, t−1
]
σ with i1 ≥ n, then there is HM ∈ J so that

LT< HM = M

and so that all t-powers occurring in HM are ≥ ℓ.

(2) Let I be a nonzero Poisson ideal of Sλ(L) or of Sλ(L ′). There are m, ℓ, n ∈ Z, with m, n > 0, so that
if

M = g1t i1 · · · gm t im

is a standard monomial in the elements of B[t, t−1
]
σ with i1 ≥ n, then there is G M ∈ I so that

LT< G M = M

and so that all t-powers occurring in G M are ≥ ℓ.

Proof. (1) We give the proof for J ◁Uλ(L); the proof for J ◁Uλ(L ′) is similar but easier. We filter Uλ(L)

by length of monomials, and define a Poisson bracket on grlen Uλ(L) as in the proof of Theorem 3.9. The
relation

xt i yt j
− yt j xt i

= [x, y]t i+ j
+ iδi+ j,0κ(x, y)λ (4.7)

on Uλ(L) induces the Poisson bracket

{xt i , yt j
} = [x, y]t i+ j
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in grlen Uλ(L) and so grlen Uλ(L) may be identified with S0(L) as Poisson algebras. By Corollary 4.4
applied to grlen J, which is a nonzero Poisson ideal of S0(L), there is 0 ̸= H ∈ J so that grlen H ∈ S0(L ′).

Let m = len(grlen H) = len H and let ℓ be the smallest t-power occurring in H . Let I be the Poisson
ideal of S0(L) generated by grlen H . By Proposition 3.1 there is n ∈ Z so that if M = g1t i1 · · · gm t im is
a standard monomial with i1 ≥ n, there is G M ∈ I ∩ S0(L ′) with LT< G M = M. The procedure in the
proof of Proposition 3.1 that produces G M (that is, the procedure in Lemmata 3.2, 3.4, and 3.5) produces
B1, . . . , Bs ∈ B[t, t−1

]
σ, involving only nonnegative t-powers, so that

{B1, {. . . , {Bs, grlen H}, . . . } = G M .

Now, if B ∈ B[t, t−1
]
σ and P ∈ Uλ(L), then

grlen[B, P] = {B, grlen P}, if {B, grlen P} ̸= 0. (4.8)

Let
HM = [B1, [. . . , [Bs, H ] . . . ].

Applying (4.8) we see that G M = grlen HM , and as the monomial ordering < compares length first,
LT< HM = LT< G M = M. As the t-powers in the Bi are nonnegative, the t-powers in HM are no smaller
than ℓ.

(2) This proof is similar to the proof of (1). By Corollary 4.4 it suffices to give the proof for a Poisson
ideal I of Sλ(L ′). Let 0 ̸= G ∈ I. Let m = len G and let ℓ be the smallest t-power occurring in G.

Filter Sλ(L ′) by length, as in the proof of (1), so grlen Sλ(L ′) = S0(L ′). We again apply Proposition 3.1
to obtain n so that if M is a standard monomial of length m involving only t-powers ≥ n, then there is
G M in the Poisson ideal of S0(L ′) generated by grlen G with LT< G M = M.

Temporarily, let {− , −}0 denote the Poisson bracket in S0(L ′) and let {− , −}λ denote the Poisson
bracket in Sλ(L ′). Then, similarly to (4.8), if B ∈ B[t, t−1

]
σ and P ∈ Sλ(L ′), then

grlen({B, P}λ) = {B, grlen P}0, if {B, grlen P}0 ̸= 0. (4.9)

As in the proof of (1), there are B1, . . . , Bs ∈ B[t, t−1
]
σ, involving only nonnegative powers of t , so that

G M = {B1, {. . . , {Bs, grlen G}0, . . . , }0.

Let
HM = {B1, {. . . , {Bs, G}λ, . . . , }λ.

As I is a Poisson ideal, HM ∈ I. As before, applying (4.9) this time, LT< HM = M, and HM does not
involve any t-powers smaller than ℓ. □

Let L+ be the sub-Lie algebra of L generated by all gtn with n > 0, and similarly define L− to be
generated by all gtn with n < 0. For all λ, then U (L+), U (L−) are subalgebras of Uλ(L), and similarly
S(L+), S(L−) ⊆ Sλ(L), where these second inclusions are inclusions of Poisson algebras.

We next apply Lemma 4.6 to show that a nontrivial ideal of Uλ(L) must meet U (L+), and, symmetri-
cally, U (L−). We do not know of a way to show this without using growth.
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Proposition 4.10. Let λ ∈ k:

(1) Let J be a nonzero ideal of Uλ(L) or of Uλ(L ′). There are nonzero elements H+
∈ J ∩ U (L+) and

H−
∈ J ∩ U (L−).

(2) Let I be a nonzero Poisson ideal of Sλ(L) or of Sλ(L ′). There are nonzero elements G+
∈ I ∩ S(L+)

and G−
∈ I ∩ S(L−).

Proof. We give the proof if J ◁ Uλ(L).
By symmetry, it suffices to prove the result for H+. Let A = Uλ(L)/J. We claim that A has finite

GK-dimension as a right or left U (L+)-module; by symmetry it suffices to consider the GK-dimension
as a right module.

The proof of Lemma 4.6(1) produces H ∈ J and, from H , integers m, ℓ, n so that if

M = g1t i1 · · · gm t im

is a standard monomial with i1 ≥ n, then there is HM ∈ U (L ′

≥0)HU (L ′

≥0) so that

LT< HM = M

and so that all t-powers occurring in HM are ≥ ℓ. Without loss of generality, ℓ ≤ 0. Let

D = (dim g)(n − 1) + m − 1.

We claim that the GK-dimension of A as a U (L+)-module is at most D.
Let V ⊂ Uλ(L) be a finite-dimensional subspace which includes 1; we will show that the U (L+)-

module X = (U (L+)V U (L+) + J )/J has GKdim ≤ D. (As GKdimU (L+) A is by the definition the
supremum over all finitely generated U (L+) submodules A′

⊆ A of GKdimU (L+) A′, this is sufficient to
prove the claim.) Since U (L+) is finitely graded, for any j ∈ Z≥0 the subspace {x ∈ X : deg x ≤ j} is
finite dimensional, so it suffices to show that the dimension, considered as a function of j , grows as a
polynomial of degree ≤ D.

We may enlarge V without damage, so assume that H ∈ V U (L+). Let s be the minimum t-power
occurring in any element of V and let m′ be the maximum length of any element of V . We may enlarge V
again so that s ≤ ℓ (recall that ℓ ≤ 0) and m′

≥ m and so that V = S≤m′

(gs̄ t s
⊕gs+1t s+1

⊕· · ·⊕g0t0
⊕kd).

The minimal degree of an element of V is sm′
≤ 0.

Note that if xtk
∈ L+ and M is a monomial in V , then

xtk M = Mxtk
+ a sum of monomials of length ≤ len(M) involving t-powers ≥ s.

Thus xtk M ∈ V U (L+). By induction, U (L+)V U (L+) = V U (L+). Thus X is spanned by standard
monomials M which admit a factorization M = M0 M1, where M0 is a standard monomial of length ≤ m′

involving d and t-powers between s and 0, and M1 is a standard monomial involving t-powers ≥ 1. For
all such M, our assumption that s ≤ ℓ and our choice of V mean that HM ∈ V U (L+) = U (L+)V U (L+).
Working modulo J to rewrite the monomials M1 and repeatedly applying Lemma 4.6, we see that X is
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spanned by the image of standard monomials M in V U (L+) which admit a factorization M = M0 M1 M2,
where M0 is a standard monomial of length ≤ m′ involving d and t-powers between s and 0, M1 is a
standard monomial involving t-powers between 1 and n − 1, and M2 is a standard monomial of length
< m involving only t-powers ≥ n.

Thus, the growth of X is thus bounded by the growth of

Y = {M0 M1 M2},

where M0 is a standard monomial of length ≤ m involving d and t-powers between s and 0, M1 is a
standard monomial involving t-powers between 1 and n − 1, and M2 is a standard monomial involving
only t-powers ≥ n and with len M2 < m. It thus suffices to show that

q( j) = #{M ∈ Y : deg(M) ≤ j}

is bounded by a polynomial in j of degree D.
Clearly q( j) is bounded by ab( j)c( j), where

a = dim S≤m′

(gt s
⊕ ·· · ⊕ gt0

⊕ kd),

b( j) = #{standard monomials M1 of degree ≤ j − sm′ involving only t-powers between 1 and n − 1},

c( j) = #{standard monomials M2 of length < m and degree ≤ j − sm′ involving only t-powers ≥ n}.

As M1 involves only positive t-powers, deg M1 ≥ len M1, and so b( j) does not exceed the number of stan-
dard monomials of length ≤ j−sm′ involving t-powers between 1 and n−1, which is ≤

(
(dim g)(n−1)+ j−sm′

j−sm′

)
and is bounded above by a polynomial in j of degree (dim g)(n − 1). And in a monomial M2 of degree
at most j − sm′ and length at most m −1 in t-powers ≥ n there are no more than ( j − sm′) dim g choices
for each letter of M2, so c( j) ≤ (( j − sm′) dim g)m−1. Thus there is λ ∈ R so that q( j) ≤ λ j D for all but
finitely many j , proving the claim.

As GKdim U (L+) = ∞, the natural map U (L+) → A cannot be injective, and thus U (L+)∩ J ̸= (0).
(This argument is essentially Scholium 2.4, but for modules, not algebras.)

The proofs of other statements are similar, using other parts of Lemma 4.6. □

5. Just-infinite growth

We now prove our first main results, Theorems 1.1(0) and 1.2(0). Throughout, fix λ ∈ k. Let J be a
nonzero ideal of Uλ(L) and let A = Uλ(L)/J. Let J ′ be a nonzero ideal of Uλ(L ′) and let A′

= Uλ(L ′)/J ′.
Let I be a nonzero Poisson ideal of Sλ(L) and let C = Sλ(L)/I, and let I ′ be a nonzero Poisson ideal of
Sλ(L ′) and let C ′

= Sλ(L ′)/I ′.
We first prove Theorem 1.1(0). As Uλ(L) is not finitely graded, there are some technical issues in the

proof. Our solution is to extend the definition of modified degree from the proof of Theorem 3.9 so that the
associated graded ring B = grmd Uλ/ grmd J of A will be (finitely) connected graded. Here recall that an
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N-graded k-algebra R =
⊕

n≥0 Rn is finitely connected graded if each dim Rn < ∞ and R0 = k. We then
use the Poisson GK-dimension of [Petukhov and Sierra 2020] to bound the GK-dimension of A and of A′.

We extend the earlier definition of modified degree to define the modified degree of an element of
Bd

[t, t−1
]
σ to be

md gtn
= |n| + 1, md d = 1.

Let S = grmd Uλ(L) and let S′
= grmd Uλ(L ′). As md([gta, htb

]) ≤ |a + b| + 1 < |a| + |b| + 2 =

md(gta) + md(htb), and md([d, gta
]) < md(gta) + md(d), thus Uλ(L) is almost commutative with

respect to the filtration induced by md, and so, as a ring, S is isomorphic to a polynomial ring in the
variables d and gtra+|g|, graded by deg(gta) = |a| + 1 and deg d = 1. The subring S′ is isomorphic to a
polynomial ring in the variables gtra+|g|. Thus S is connected graded. Further, S has a Poisson bracket

{gta, htb
} =

{
[g, h]ta+b if ab ≥ 0,

0 else,
and {d, gta

} = agta

induced from the commutator in Uλ(L), as in the proof of Theorem 3.9, and S′ is a Poisson subalgebra of S.
Let B = S/ grmd J, and note that B is the associated graded ring of A with respect to the filtration

induced by md. Likewise, let B ′
= S′/ grmd J ′; we have B ′ ∼= grmd(A′). As usual, grmd J is a Poisson

ideal of S (respectively, grmd J ′ is a Poisson ideal of S′) and so the Poisson bracket on S (respectively, S′)
descends to B (respectively, B ′).

The point of introducing the filtration md is that the GK-dimension of A may be computed from the
growth of B. For j ∈ N, let S≤ j denote the span in S of standard monomials of modified degree ≤ j and
similarly define S′

≤ j .

Proposition 5.1. For j ∈ N, let B( j) be the image of S≤ j in B and let B ′( j) be the image of S′

≤ j in B ′.
Then

GKdim A = lim log j dim B( j) and GKdim A′
= lim log j dim B ′( j).

Proof. This is [Petukhov and Sierra 2020, Proposition 3.14]. We must check that the hypotheses of
that result apply; that is, for B, that {B(i), B( j)} ⊆ B(i + j) for all i, j , and that for some s, we have
B( j) ⊆ B(s){ j} for all j , and similarly for B ′. Here recall that if V is a subspace of B, then V { j} is defined
inductively:

• V {0}
= k.

• For j ∈ N, define V { j+1}
= V V { j}

+ {V, V { j}
}.

• In particular V {1}
= V .

The needed properties for B and B ′ follow immediately from similar properties for S≤ j , taking s = r + 1.
That {B(i), B( j)} ⊆ B(i + j) is immediate. And by Lemma 5.3,

gāt (n−1)r+a
= (ad g0tr )n−1(gāta) ⊆ (S≤r+1)

{n} (5.2)

for a ∈ {0, . . . , r − 1}. Thus S≤ j ⊆ (S≤r−1)
{ j} for all j . □



Ideals in enveloping algebras of affine Kac–Moody algebras 1223

We give the proof of (5.2).

Lemma 5.3. For a ∈ {0, . . . , r − 1}, we have

gā = [g0, gā] = span([x, y] : x ∈ g0, y ∈ gā).

Proof. A basis for gā is made up of the gā,α for α ∈ 1ā and the hi
ā from Table 1. We show that all these

elements are in [g0, gā]. From the Basic Facts we have [g−a,−α, gā,α] ∈ g0, and [[g−a,−α, gā,α], gā,α] is
a nonzero scalar multiple of gā,α. Writing

hi
ā =

r ′∑
j=0

ηaj hσ j (i),

let

e =

r ′∑
j=0

eσ j (αi ) ∈ g0, f =

r ′∑
j=0

ηaj fσ j (αi ) ∈ gā.

Then [e, f ] = hi
ā . The lemma follows. □

Let 0 ̸= H+
∈ J ∩ U (L+) and 0 ̸= H−

∈ J ∩ U (L−) be the elements produced by Proposition 4.10.
Let G+

= grmd H+ and let G−
= grmd H−. We now apply the reduction procedure in Proposition 3.1 to

obtain a reduction result for B. This is:

Lemma 5.4. There exist positive integers m, n so that the following hold:

(1) Every standard monomial M = gi1 t j1 · · · gim t jm with n ≤ j1 ≤ · · · ≤ jm satisfies

M = H +

∑
cs Ms,

where H ∈ grmd J ∩ S(L+) is homogeneous in modified degree, the sum is finite, cs ∈ k×, and the
Ms are standard monomials so that for each t we have at least one t-power < n featuring in Ms .

(2) Every standard monomial M = gi1 t j1 · · · gim t jm with j1 ≤ · · · ≤ jm ≤ −n satisfies

M = H +

∑
cs Ms,

where H ∈ grmd J ∩ S(L−) is homogeneous in modified degree, the sum is finite, cs ∈ k×, and the
Ms are standard monomials so that for each t we have at least one t-power > −n featuring in Ms .

Proof. It suffices to prove (1). Noting that S(L+) ⊂ S is an inclusion of Poisson algebras, we apply
Proposition 3.1 to reduce M modulo the Poisson ideal of S(L+) generated by G+. This produces an
element H ∈ grmd J ∩ S(L+) satisfying all claimed properties but md-homogeneity. But since G+ is
md-homogeneous and the adjoint action of homogeneous elements of L+, as is used in the proof of
Proposition 3.1, preserves md-homogeneity, H is md-homogeneous as claimed. □

We now prove Theorem 1.1(0).
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Proof of Theorem 1.1(0). The proofs for Uλ(L) and for Uλ(L ′) are very similar; we give the proof
for Uλ(L). By Proposition 5.1, it suffices to show that dim B( j) has polynomial growth. (For Uλ(L ′) we
show that dim B ′( j) has polynomial growth.)

Let F ∈ B( j). Repeatedly applying Lemma 5.4 to F , we may rewrite F without increasing md F so that
no monomial in F contains more than m −1 t-powers bigger than n or more than m −1 t-powers smaller
than −n. That is, B( j) is spanned by the image of the set of standard monomials M with md(M) ≤ j
which admit a factorization M = M0 M1 M2, where M1 is a standard monomial of length < m involving
t-powers ≤ −n, M2 is a standard monomial involving d and t-powers between 1 − n and n − 1, and M3

is a standard monomial of length < m involving t-powers ≥ n. Let us call such monomials normal words,
and let

r( j) = #{normal words M : md(M) ≤ j}.

We have seen that dim B( j) ≤ r( j); an argument very similar to the proof of Proposition 4.10 shows that
r( j) ≤ e( j)c( j)2, where

e( j) = #{M : M is a standard monomial involving only d
and t-powers between 1 − n and n − 1 and md M ≤ j}

and

c( j) = #{M2 : M2 is a standard monomial of length < m involving only t-powers ≥ n with deg M2 ≤ j}.

We have seen that c( j) ≤ ( j dim g)m−1. Similarly to the proofs of Theorem 3.9 and Proposition 3.1,
e( j)≤

(
(dim g)(2n−1)+1+ j

j

)
. Thus r( j) is bounded by a polynomial in j of degree (dim g)(2n−1)+2m−1. □

We also have:

Proposition 5.5. Let L be an affine Kac–Moody algebra with central element c. Then U (L)⊗k[c] k(c)
and U (L ′) ⊗k[c] k(c) have just-infinite growth as k(c)-algebras.

Proof. None of the steps in the proof of Theorem 1.1(0) used that k is algebraically closed. Thus
we may change the ground field to k(x), where x is an indeterminate, to obtain: for any λ ∈ k(x),
Uk(x)(L)/(c −λ) has just-infinite growth as a k(x)-algebra. This holds in particular for λ = x , giving that
Uk(x)(L)/(c − x) ∼= U (L) ⊗k[c] k(c) has just-infinite growth as a k(c)-algebra, and similarly for L ′. □

We will also use modified degree to prove Theorem 1.2(0).

Proof of Theorem 1.2(0). As above, modified degree introduces a filtration on C and on C ′, and we have

grmd C ∼= S/ grmd I = R, grmd(C
′) ∼= S′/ grmd(I ′) = R′.

Define R( j), R′( j) to be the elements of R (respectively, R′) of modified degree ≤ j . As in the proof
of Theorem 1.1, we may use G+, G− from Proposition 4.10 to find m, n ∈ Z so that for all j , R( j) is
spanned by the image of the set of standard monomials M with md(M) ≤ j which admit a factorization
M = M0 M1 M2, where M0 is a standard monomial of length < m involving t-powers ≤ −n, M1 is a
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standard monomial involving d and t-powers between 1 − n and n − 1, and M2 is a standard monomial
of length < m involving t-powers ≥ n. Let D = (dim g)(2n − 1) + 2m − 1. The same argument as in
the proof of Theorem 1.1 shows that dim R( j) is bounded by a polynomial in j of degree D and so is
bounded by some λ j D .

Let V be a finite-dimensional subspace of C , containing 1, and choose a so that grmd V ⊆ R(a). Then
dim V j

≤ dim R(aj) ≤ λaD j D . Therefore GKdim C ≤ D.
The proof that GKdim C ′ < ∞ is similar. □

We also have:

Proposition 5.6. Let I be a nonzero Poisson ideal of S(L)⊗k[c] k(c) and let I ′ be a nonzero Poisson ideal
of S(L ′) ⊗k[c] k(c). Then S(L) ⊗k[c] k(c)/I and S(L ′) ⊗k[c] k(c)/I ′ have polynomial growth.

We leave the proof to the reader.

Remark 5.7. Propositions 5.5 and 5.6 should be viewed as temporary results, as later we will prove,
as stated in Theorems 1.1(2) and 1.2(2), that U (L) ⊗k[c] k(c) and U (L ′) ⊗k[c] k(c) are simple, and that
S(L) ⊗k[c] k(c) and S(L ′) ⊗k[c] k(c) are Poisson simple.

Remark 5.8. The strategy of proof of Theorems 1.1(0) and 1.2(0) can be modified to give new proofs of
[Iyudu and Sierra 2020, Theorems 5.3 and 5.6]. Recall that the Witt algebra W = k[t, t−1

]∂ is the Lie
algebra of polynomial vector fields on the punctured line

(
here ∂ =

d
dt

)
and the Virasoro algebra Vir is

the unique nontrivial central extension of W . As a vector space we have

Vir = W ⊕ kc

with Lie bracket

[ f ∂, g∂] = ( f g′
− f ′g)∂ + Res0( f ′g′′

− g′ f ′′)c, c central.

We describe the necessary modifications to prove [loc. cit., Theorem 5.3], that central quotients of U (Vir)
have just-infinite growth.

Let λ ∈ k and let J be a nonzero ideal of Uλ := U (Vir)/(c − λ). The proof of Proposition 4.10 may
be modified (using the reduction in [loc. cit., Lemma 2.2] instead of Proposition 3.1) to show that there
are nonzero H+

∈ J ∩ U (tk[t]∂) and H−
∈ J ∩ U (t−1k[t−1

]∂). Similarly to our methods here, filter
Uλ by modified degree, where we define md(tn+1∂) = |n| + 1. Let G±

= grmd(H±) ∈ grmd(J ). The
reduction argument in [loc. cit., Lemma 2.2] now gives a version of Lemma 5.4 for grmd(Uλ/J ) and a
similar counting argument to the proof of Theorem 1.1 shows that Uλ/J has polynomial growth.

6. Simplicity of nontrivial central quotients

In this section, we prove Theorem 1.1(1,2) and Theorem 1.2(1,2). Throughout the section, let L be an
affine Kac–Moody algebra with central element c and derivation d , and let L ′/(c) = g[t, t−1

]
σ, where g

is a finite-dimensional simple Lie algebra and σ ∈ Aut(g).
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One of our main techniques will be to use the following corollary of Theorem 1.1(0). (This was the
reason for proving such a general version of this theorem, even though the result for λ ̸= 0 will soon be
superseded.)

Proposition 6.1. Let λ ∈ k∗ and let B be either Uλ(L) or Uλ(L ′). Let A be a k-subalgebra of B with
GKdim A = ∞. If J is a nonzero ideal of B then J ∩ A ̸= (0).

Proof. Combine Scholium 2.4 with Theorem 1.1(0). □

We will show that we can restrict without loss of generality to the case g = sl2 (and σ = 1). Thus to
begin we consider this case.

6.1. The sl2 case. In this subsection assume now that L has type A(1)
1 (so g= sl2 and σ = 1). The derived

subalgebra L ′ of L is isomorphic as a vector space to sl2[t, t−1
]⊕ kc. We fix notation for elements of L ′:

let e, f, h be the standard basis of sl2 and for n ∈ Z let en = etn, fn = f tn, hn = htn. Let λ ∈ k∗. In this
subsection we will show that Uλ(L ′) is simple.

Theorem 6.2. Let L be an affine Lie algebra of type A(1)
1 , so L ∼= ŝl2:

(1) For any λ ∈ k∗, the algebra Uλ(L ′) is simple.

(2) Any nonzero ideal of U (L ′) contains a nonzero polynomial in c; equivalently, U (L ′) ⊗k[c] k(c) is
simple.

Proof. (1) Let Aλ be the subalgebra of Uλ(L ′) generated by {hi : i ∈ Z \ {0}}. We claim that Aλ is
isomorphic to the infinite Weyl algebra and is thus a simple ring. To see this, let A be the infinite Weyl
algebra of differential operators on k[x1, x2, . . . ]. We have

A ∼= k⟨x1, ∂1, x2, ∂2, . . .⟩/⟨xi x j = x j xi , ∂i∂ j = ∂ j∂i , ∂i x j − x j∂i = δi, j | i, j ∈ Z≥1⟩.

It is well known that A is simple; for example, A is a direct limit of the (finite) Weyl algebras An generated
by x1, . . . , xn, ∂1, . . . , ∂n which are simple by [Goodearl and Warfield 2004, Corollary 2.2].

A presentation for Aλ is

k⟨hi : i ∈ Z \ {0}⟩/⟨hi h j − h j hi = 2iλδi+ j,0⟩,

from (4.7). Thus the map ∂i 7→ hi/(2iλ), xi 7→ h−i induces an isomorphism A −→∼ Aλ.
Let J be a nonzero ideal of Uλ(L ′). By Proposition 6.1, J ∩ Aλ ̸= (0). As Aλ is simple, 1 ∈ J.

(2) The proof is similar. Suppose that J is a nonzero ideal of U (L ′). Then J (c) := J ⊗k[c] k(c) is a
nonzero ideal of U (L ′) ⊗k[c] k(c). Combining Scholium 2.4 and Proposition 5.5 we see that J (c) has
a nontrivial intersection with the k(c)-subalgebra of U (L ′) ⊗k[c] k(c) generated by {hi : i ∈ Z \ {0}}.
Observe now that xi 7→ h−i , ∂i 7→ hi/(2ic) induces an isomorphism between the simple ring A ⊗k k(c)
and this subalgebra. Thus 1 ∈ J (c), and it follows that J ∩ k[c] ̸= (0). □
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6.2. The general case. We now let L be an arbitrary affine Lie algebra. To complete the proof of
Theorem 1.1, we note that L contains (in fact, many choices of) a subalgebra isomorphic to ŝl2.

Lemma 6.3. Let L be an affine Kac–Moody algebra, with Chevalley generators ei , fi , hi , central ele-
ment c, and derivation d. For any fi , there is a subalgebra L of L which contains fi , c and d and is
isomorphic to ŝl2 via an isomorphism which sends the positive Borel of ŝl2 into the positive Borel of L.

Proof. This is well known, and is proved in [Carbone et al. 2021]. □

We now complete the proof of Theorem 1.1 by proving parts (1) and (2), which are, respectively,
parts (1) and (2) of the next result.

Theorem 6.4. Let L be an affine Lie algebra:

(1) For any λ ∈ k∗, the algebras Uλ(L) and Uλ(L ′) are simple.

(2) Any nonzero ideal of U (L) or of U (L ′) contains a nonzero element of k[c]; equivalently, the algebras
U (L) ⊗k[c] k(c) and U (L ′) ⊗k[c] k(c) are simple.

Proof. By Lemma 6.3, let L be a Lie subalgebra of L which is isomorphic to ŝl2.

(1) Let J be a nonzero ideal of Uλ(L) or of Uλ(L ′). By Proposition 6.1, J ∩Uλ(L ′) ̸= (0) and thus 1 ∈ J
by Theorem 6.2(1).

(2) This proof is similar, applying Scholium 2.4, Proposition 5.5, and Theorem 6.2(2) to the localized
ideal J ⊗k[c] k(c). □

We next finish the proof of Theorem 1.2 by proving parts (1) and (2).

Theorem 6.5. Let L be an affine Lie algebra:

(1) For any λ ∈ k∗, the algebras Sλ(L) and Sλ(L ′) are Poisson simple.

(2) Any nonzero Poisson ideal of S(L) or of S(L ′) contains a nonzero element of k[c]; equivalently,
S(L) ⊗k[c] k(c) and S(L ′) ⊗k[c] k(c) are Poisson simple.

Proof. Again, let L be a Lie subalgebra of L which is isomorphic to ŝl2. Define en, hn, fn ∈ L ′ as in
Section 6.1. For i ∈ Z≥1, let xi = h−i and let yi = hi/(2λi), and let S be the subalgebra of Sλ generated
by the xi and yi . Here the {x j } Poisson commute, as do the {yi }, and {yi , x j } = δi, j . Thus S is isomorphic
to the infinite Poisson Weyl algebra, which is Poisson simple. One way to see this is that the (Poisson)
subalgebras k[x1, . . . , xn, y1, . . . , yn] are all Poisson simple; a proof is given in [Bavula 2020].

(1) Let J be a nonzero Poisson ideal of Sλ(L) or Sλ(L ′). By Theorem 1.2(0) and Scholium 2.4, J ∩S ̸= (0).
As S is Poisson simple, 1 ∈ J.

(2) The proof is similar, using Proposition 5.6 and a modification of the proof of Theorem 6.4(2). We
leave the details to the reader. □
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7. Other applications

In this section, we give other applications of our growth results.
In Proposition 4.10 we used growth to show that nontrivial ideals of Uλ(L) must meet U (L+). However,

we can use Theorem 1.1(0) to obtain much stronger results of a similar flavor.
For simplicity, we state this next result only for untwisted loop algebras, although a similar result clearly

holds in the twisted case. Corollary 7.2, which is an immediate consequence, seems rather surprising
without the growth context.

Proposition 7.1. Let g be a finite-dimensional simple Lie algebra. Let J be a nonzero ideal of U (g[t, t−1
])

and let k be any infinite-dimensional Lie subalgebra of g[t, t−1
]. Then J ∩ U (k) is nonzero.

Proof. This is a direct application of Proposition 6.1 with λ = 0. □

Corollary 7.2. In the situation of Proposition 7.1, if X ⊂ Z is any infinite set, for example X consists of
all of the powers of 7 or all of the primes, and g is any element of g, then J contains an element involving
only gt x for x ∈ X.

Proof. The vector space spanned by {gt x
: x ∈ X} is an infinite-dimensional (abelian) Lie subalgebra of

g[t, t−1
], so this follows directly from Proposition 7.1. □

It is well known that the enveloping algebras U (g[t]σ ), U (L), etc., are not left or right noetherian.
However, the results of this paper, as well as [León Sánchez and Sierra 2023, Corollary 5.14], raise the
natural question of whether they satisfy the ascending chain condition on two-sided ideals. We close with
two results related to this question.

In the next two results, let g be a finite-dimensional simple Lie algebra with diagram automorphism σ ,
and let L be the affine Kac–Moody algebra associated to g and σ .

Proposition 7.3. The algebras U (g[t]σ ), U (L), and U (L ′) satisfy the ascending chain condition (ACC)
on completely prime ideals.

Proof. The proof of [Iyudu and Sierra 2020, Proposition 6.4] works in our setting, appealing to
Proposition 5.5 and Theorems 1.1 and 3.9 as necessary. We omit the details. □

Remark 7.4. Let W+ = t2k[t] d
dt be the positive Witt algebra. It is shown in[Iyudu and Sierra 2020,

Theorem 1.2] that U (W+) has just-infinite growth. Further, by [Petukhov and Sierra 2020, Theorem 1.5],
the symmetric algebra S(W+) satisfies the ascending chain condition on radical Poisson ideals. These
results are supporting evidence for the conjecture [Petukhov and Sierra 2020, Conjecture 1.3] that the
enveloping algebra U (W+) satisfies the ascending chain condition on two-sided ideals.

It is now known [León Sánchez and Sierra 2023] that symmetric algebras of (twisted) loop algebras
satisfy the ascending chain condition on radical Poisson ideals, and this can easily be extended to symmetric
algebras of affine Kac–Moody algebras. Combining this result with Theorem 1.1 and Proposition 7.3, it is
natural to ask if enveloping algebras of affine Kac–Moody algebras satisfy the ascending chain condition
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on two-sided ideals. (It is easy to see that these enveloping algebras are not left or right noetherian.) This
is the subject of ongoing research. Note that this question is only really interesting for U0(L ′).

A ring R is Hopfian if R is not isomorphic to any proper quotient R/J (equivalently, any epimorphism
from R → R is an isomorphism). If R satisfies the ascending chain condition on two-sided ideals, then R
must be Hopfian. We do not know if enveloping algebras of affine Lie algebras satisfy this ACC, but it is a
consequence of our growth results that they are Hopfian. Further, enveloping algebras of current algebras
and central quotients of enveloping algebras of affine algebras satisfy the stronger Bassian property, where
a ring R is Bassian if there is no injection of R into any proper quotient R/J.

Proposition 7.5. The algebras U (g[t]σ ), U0(L ′), and U0(L) are Bassian and Hopfian. Further, U (L)

and U (L ′) are Hopfian.

Proof. This proof is similar to the proof of [Iyudu and Sierra 2020, Proposition 6.5], but as it is fairly
brief we give it here in full.

If R has just infinite growth, then GKdim R/J < GKdim R for any proper ideal J of R, so R cannot
inject in R/J. Thus the Bassian (and thus Hopfian) property for U (g[t]σ ) follows from Theorem 3.9, and
for U0(L ′) and U0(L) it follows from Theorem 1.1(0).

Let U be either U (L) or U (L ′). To show that U is Hopfian, let f be a surjective endomorphism of U ,
with kernel J. As U/J ∼= Im( f ) = U is torsion-free as a module over k[c], the complex

0 → J ⊗k[c] k(c) → U ⊗k[c] k(c) f ⊗1
−−→ U ⊗k[c] k(c) → 0

is exact. Now by Proposition 5.5, we must have J ⊗k[c] k(c) = 0, as otherwise a k(c)-algebra of
finite GK-dimension would surject onto one of infinite GK-dimension. As U is k[c]-torsion-free (or by
Theorem 1.1(2)), J = 0. □
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The integral Chow ring of weighted blow-ups
Veronica Arena and Stephen Obinna

Appendix written jointly with Dan Abramovich

We give a formula for the Chow rings of weighted blow-ups. Along the way, we also compute the Chow
rings of weighted projective stack bundles, a formula for the Gysin homomorphism of a weighted blow-up,
and a generalization of the splitting principle. In addition, in the Appendix we compute the Chern class of
a weighted blow-up.

1. Introduction

A short introduction to weighted blow-ups. The blow-up is an important operation that is ubiquitous
in algebraic geometry. When working with algebraic stacks, there is a natural generalization of the
blow-up, called a weighted blow-up. Weighted blow-ups appear naturally in the study of moduli spaces,
for example in [Inchiostro 2022, Theorem 2.6] M1,2 is obtained as the weighted blow-up of the weighted
projective plane P(2, 3, 4) at a point. This is a particular case of [Arena et al. 2023, Theorem 7.3], where
M1,n is obtained as the blow-up of the moduli space of pseudostable curves at the cuspidal locus.

See [Quek and Rydh 2021] for a thorough introduction to weighted blow-ups, or [Arena et al. 2023]
for a more condensed version. Intuitively, a weighted blow-up is like an ordinary blow-up, but with
positive integer weights on the normal directions at each point of the center. Weighted blow-ups preserve
many of the properties of (ordinary) blow-ups such as transforming the center into a divisor or being an
isomorphism outside of the center.

For example, the blow-up of Ad at the origin {0} with weights a1, . . . , ad replaces the origin with the
weighted projective stack P(a1, . . . , ad), which is our exceptional divisor. Moreover, it is isomorphic to
Ad ∖{0} outside P(a1, . . . , ad). Formally, the weights are indicated by using a Rees algebra, as illustrated
in the following example.

Example. Suppose we wish to blow up the origin X = {0} in Y = A2 with weights 1 in the x-direction
and 2 in the y-direction. This is given by

BlX Y := ProjY
(⊕

In

)
=

[(
SpecY

(⊕
In

)
∖ V (I+)

)
/Gm

]
→ Y,
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where

I0 = k[x, y] ⊃ I1 = (x, y)⊃ I2 = (x2, y)⊃ I3 = (x3, xy, y2)⊃ · · · .

The weights of x, y are the same as the maximum degree in the graded algebra
⊕

In in which they
appear as linear terms, and In consists of polynomials in x, y with weight at least n.

We also assume that all weighted blow-ups are regular in the sense of [Quek and Rydh 2021, Defini-
tion 5.2.7] or equivalently [Arena et al. 2023, Definition 2.13].

Content of the paper. Let f : Ỹ → Y be a regular weighted blow-up of X ⊂ Y with positive weights
a1, . . . , ad and let X̃ be the exceptional divisor. For most of the paper we will assume X , Y are smooth
algebraic spaces over a field of characteristic 0. In Section 7 we will generalize to the case of X , Y

quotient stacks by a linear algebraic group.
Then we have the commutative diagram

X̃ Ỹ

X Y

j

g f

i

which is not Cartesian, unlike the ordinary blow-up case (an example of this can be found in [Quek and
Rydh 2021, Remark 3.2.10]).

In the case of a classical blow-up, a description of the Chow ring A∗(Ỹ ) and of its A∗(Y )-module
structure is given in [Fulton 1998, Exercise 8.3.9] or [Eisenbud and Harris 2016, Proposition 13.12]. The
purpose of this paper is to give a similar description for the Chow ring of a weighted blow-up.

We will use the functoriality of Chow rings including pull-backs, pushforwards and the Gysin map f !

with the key property of making the following diagram commute:

A∗(X̃) A∗(Ỹ )

A∗(X) A∗(Y )

j∗

i∗

f ! f ∗

The formula for the Chow ring will follow from the exact sequence in the theorem below, generalizing
the key sequence in [Fulton 1998, Proposition 6.7(e)].

Theorem 6.1 (key sequence). Let X, Y, X̃, Ỹ, f be as above. Then we have the exact sequence of Chow
groups

A∗(X)
( f !,−i∗)
−−−−−→ A∗(X̃)⊕ A∗(Y )

j∗+ f ∗

−−−→ A∗(Ỹ )→ 0.

Further, if we use rational coefficients, then this becomes a split short exact sequence with g∗ left inverse
to ( f !,−i∗):

0 → A∗(X,Q)
( f !,−i∗)
−−−−−→ A∗(X̃ ,Q)⊕ A∗(Y,Q)

j∗+ f ∗

−−−→ A∗(Ỹ ,Q)→ 0.
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Note that since our blow-up diagram is not Cartesian, the codomain of f ! is A∗(X ×Y Ỹ ), but X̃ is the
reduction of X ×Y Ỹ so we can identify their Chow groups.

Moreover, when working with integral coefficients, the sequence is no longer exact on the left as shown
in Example 6.2. Passing to rational coefficients however, allows us to maintain exactness on the left and
to define a left inverse of ( f !,−i∗) via g∗. In fact, it is enough to pass to Z[1/a1, . . . , 1/ad ]-coefficients.

From the sequence, we can get the following description of A∗(Ỹ ).

Theorem 6.4 (Chow ring of a weighted blow-up). If Ỹ → Y is a weighted blow-up of Y at a closed
subvariety X, then the Chow ring A∗(Ỹ ) is isomorphic as a group to the quotient

A∗(Ỹ )∼=
(A∗(X)[t]) · t ⊕ A∗(Y )(

((P(t)− P(0))α,−i∗(α)),∀α ∈ A∗(X)
) ,

with P(t)= cGm
top (NX Y )(t) (defined below) and [X̃ ] = −t .

The multiplicative structure on A∗(Ỹ ) is induced by the multiplicative structures on A∗(X) and A∗(Y )
and by the pull-back map in the following way:

(0, β) · (t, 0)= (i∗(β)t, 0).

Equivalently A∗(Ỹ ) can be expressed as a quotient of the fiber product

A∗(Y )×A∗(X) A∗(X)[t]
((i∗α, P(t)α),∀α ∈ A∗(X))

,

with i∗
: A∗(Y )→ A∗(X) on the left and A∗(X)[t] → A∗(X) on the right given by evaluating t at 0.

In order to use the key sequence, we need to give a presentation for the Chow ring of the exceptional
divisor X̃.

In the classical case, X̃ is a projective bundle over X and the Chow ring of a projective bundle can be
described via the formula [Eisenbud and Harris 2016, Theorem 9.6]. In the case of a weighted blow-up,
the exceptional divisor is a projective stack bundle, i.e., the projectivization of a weighted affine bundle
(Definitions 3.2, 3.4). In Section 3 we define the top Gm-equivariant Chern class for a weighted affine
bundle E in terms of its homogeneous pieces as

cGm
top (E)=

∏
cGm

top (Ei )=

∏
i

(cni (Ei )+ ai tcni −1(Ei )+ · · · + ani
i tni ),

and we give a formula for the integral Chow ring of a projective stack bundle (which was proven for
rational coefficients in [Mustaţă and Mustaţă 2012, Lemma 2.10(b)]).

Theorem 3.12 (weighted projective bundle formula). Let E be a weighted, affine bundle over X of rank n.
Let cGm

top (E)(t) be its Gm-equivariant top Chern class. Then

A∗(P(E))∼=
A∗(X)[t]

cGm
top (E)(t)

.
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Finally, to have a complete description of the exact sequence in Theorem 6.1, we need the appropriate
generalization for the excess intersection formula [Fulton 1998, Theorem 6.3]. Unlike the case of an
ordinary blow-up, in the weighted blow-up case we don’t have an excess bundle and we describe f ! as
the multiplication by a difference quotient of the top Gm-equivariant Chern class of the normal bundle.

Theorem 5.5 (weighted key formula). Let X, Y, X̃, Ỹ, f be as above. Let us identify A∗(X̃) ∼=

A∗(X)[t]/P(t) with P(t)= cGm
top (NX Y )(t). Then we have the following formula for the Gysin homomor-

phism f !
: A∗(X)→ A∗(X̃):

f !(α)=
P(t)− P(0)

t
α.

The proof of our formula for the Gysin homomorphism relies on a generalization of the splitting
principle, Theorem 4.9, stated in terms of maps to classifying stacks BT, B GLn, BGa,n.

Theorem 4.9 (the splitting principle). Let E → X be a weighted affine bundle defined by a map
X → BGa,n. Let T be the standard maximal torus in GLn. Then the map X ′′

→ X in the fiber diagram

X ′′ BT

X ′ B GLn

X BGa,n

induces an injection of Chow rings A∗(X) ↪→ A∗(X ′′) via pull-back.

Here Ga,n is the structure group of the weighted affine bundle E and GLn is the structure group of its
associated weighted vector bundle. Note that the upper square of the diagram is equivalent to the classical
splitting principle in [Fulton 1998, page 51] as in [Totaro 2014, Theorem 2.13].

2. Equivariant intersection theory

From now on Y, X will be smooth quasiseparated algebraic spaces, of finite type over a field k of
characteristic 0, with Gm actions. We will also assume the Gm action is trivial on X.

Let us first recall the following definitions of equivariant Chow groups for a linear algebraic group G.

Definition 2.1. [Edidin and Graham 1998, Definition-Proposition 1] Let Y be a d-dimensional quasi-
separated algebraic space of finite type over a field k, together with a G action. Let g be the dimension
of G. The i-th G-equivariant Chow group of Y is defined as

AG
i (Y ) := Ai+l−g(Y × U/G),

where U is an open subspace of an l-dimensional representation, on which G acts freely and whose
complement has codimension greater than d − i .

In this article we will mostly use this definition in the particular case of a Gm action. In particular, this
leaves us with very convenient choices for representations: V will be an l-dimensional vector space with
the standard Gm action with weight 1 and U = V ∖ {0}.
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Example 2.2. We have A∗

Gm
(X)∼= A∗(X)[t]. Indeed, since the Gm action is trivial on X

Ai
Gm
(X)= AGm

d−i (X)= Ad−i+l−1(X × U/Gm)= Ai (X × Pl−1)=

i⊕
k=0

Ak(X)t i−k,

with t = c1(OPl−1(1)) and the isomorphism follows.

Definition 2.3 [Edidin and Graham 1998, Definition 1]. Let E be a G equivariant vector bundle over Y.
The equivariant Chern classes of E are the operators

cG
j : AG

i (Y )→ AG
i− j (Y ), with cG

j (E)∩α = c j (E × U/G)∩α ∈ Ai+l− j−g(Y × U/G)= AG
i− j (Y ).

As mentioned in [Molina Rojas and Vistoli 2006, Section 2] many of the standard properties of Chow
groups still hold in the equivariant case. Below we collect some that will be used later.

Proposition 2.4. The following are true:

(1) The first Chern class of the tensor product of line bundles is the sum of the first Chern classes of each
line bundle: cG

1 (L ⊗ L ′)= cG
1 (L)+ cG

1 (L
′).

(2) Let E be a G-equivariant vector bundle over Y and f : Y ′
→ Y a map such that f ∗E has a filtration

of G-equivariant vector bundles f ∗E = Fr ⊃ · · · ⊃ F0 = 0. Let Ei = Fi/Fi−1. Then

cG( f ∗E)=

∏
i

cG(Ei ).

(3) If Z is a closed G-invariant subscheme of Y, we have the exact sequence

A∗

G(Z)→ A∗

G(Y )→ A∗

G(Y ∖ Z)→ 0.

(4) Let π : E → Y be a G-equivariant vector bundle over Y and s0 : Y → E be the zero section. Then
the Gysin pull-back map s∗

0 : A∗

G(E)→ A∗

G(Y ) is an isomorphism equal to the inverse of π∗.

Proof. We will prove (3). The proofs of the remaining parts are analogous. Let U have dimension l
high enough that AG

i (Y ) is defined as Ai+l−g(Y × U/G). Then, also by definition, we have AG
i (Z) :=

Ai+l−1(Z × U/G). In particular, Z × U/G and Y × U/G are algebraic spaces, and the localization
sequence

A∗(Z × U/G)→ A∗(Y × U/G)→ A∗(Y × U/G ∖ Z × U/G)→ 0

is exact. Therefore statement (3) holds as well. □

Another proposition, that will be very useful later, is [Molina Rojas and Vistoli 2006, Lemma 2.2], for
which we will quote the statement and the proof.

Lemma 2.5 [Molina Rojas and Vistoli 2006, Lemma 2.2]. Let G be an affine linear group acting on
a smooth scheme Y. Let π : E → Y be a G-equivariant vector bundle of rank n. Call E0 ⊂ E the
complement of the zero section s : Y → E. Then the pull-back homomorphism π |

∗

E0
: A∗

G(Y )→ A∗

G(E0)

is surjective, and its kernel is generated by the top Chern class cG
n (E) ∈ An

G(Y ).
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Proof. Consider the diagram

A∗

G(Y )

A∗

G(Y ) A∗

G(E) A∗

G(E0) 0

π |
∗

E0

s∗

s∗

where the bottom is the localization sequence. Since s∗ is an isomorphism, inverse to π∗, we see that
π |

∗

E0
is surjective with kernel generated by the image of s∗s∗. By the self-intersection formula, s∗s∗ is

multiplication by cG
n (E). □

3. Chow groups of weighted projective stack bundles

In this section we will give a formula for the Chow ring of a weighted projective stack bundle. Weighted
projective stack bundles appear as the exceptional divisor of a weighted blow-up. We start by computing
the Chern classes of weighted affine bundles, and then show we can apply Lemma 2.5 to them. A similar
formula for rational coefficients appears in [Mustaţă and Mustaţă 2012, Theorem 2.10(b)].

Definition 3.1. An affine bundle is a smooth affine morphism E → X such that E is, locally in the
smooth topology, isomorphic to X × An.

Definition 3.2 [Quek and Rydh 2021, Definition 2.1.3]. A weighted affine bundle is a Gm-equivariant
affine bundle E → X, where locally in the smooth topology Gm acts linearly on An with positive weights
a1, . . . , an ∈ Z.

We note in Remark 4.2 that the structure group is special, which means weighted affine bundles over
a scheme are Zariski-locally trivial. This is used to apply [Stacks 2005–, Tag 0GUB] in the proof of
Corollary 3.11.

It will sometimes be convenient to emphasize the distinct weights of a weighted affine bundle. When
we do this we will list the distinct weights as a1, . . . , ar , and use ni to refer to the dimension of the
subspace of An where the action has weight ai . In these cases, we will highlight the fact that the weights
are distinct in the relevant statements.

Definition 3.3. A weighted vector bundle is a weighted affine bundle whose underlying Gm space is a
vector bundle. Equivalently, it is a weighted affine bundle with linear transition functions.

Notice that our terminology is slightly different from that of [Quek and Rydh 2021]. What they call
twisted/untwisted weighted vector bundles, we call weighted affine/vector bundles respectively. Also note
that the Gm action on a weighted vector bundle must preserve the degree. In particular, the bundle splits
into homogeneous vector bundles, where Gm acts with the same degree.

Definition 3.4 [Quek and Rydh 2021, Definition 2.1.5]. A weighted projective stack bundle over X is
the stack-theoretic Proj of a graded algebra corresponding to a weighted affine bundle with strictly
positive weights. Precisely, if R is a graded algebra such that E = SpecX (R) then ProjX (R) =

[SpecX (R)∖ V (R+)/Gm].

https://stacks.math.columbia.edu/tag/0GUB


The integral Chow ring of weighted blow-ups 1237

3.1. Equivariant Chern classes of a weighted line bundle. Let us denote by L → X a line bundle over X
with the trivial action. Let us denote by L(a) the same underlying line bundle, endowed with the weight-a
Gm action. This is a notation we will adopt only for Sections 3.1 and 3.2, but abandon later as the weight
of the Gm action will be clear from context.

Some of the following lemmas are likely already known, but are stated and proven for completeness as
we couldn’t find specific references.

Lemma 3.5. Let L(a) be a Gm-equivariant line bundle over X with weight a. Then the first equivariant
Chern class of L(a) is cGm

1 (L(a))= c1(L)+ at via the identification in Example 2.2.

Proof. We know that L(a) = L(a) ⊗OX = L ⊗OX
(a). In particular,

cGm
1 (L(a))= cGm

1 (L ⊗OX
(a))= cGm

1 (L)+ acGm
1 (OX

(1)).

Now, since the action on L is trivial, (L×U )/Gm = L×Pl−1, and since A1(X ×Pl−1)= A1(X)⊕ A0(X)t ,
we get

cGm
1 (L)= c1(L × Pl−1)= c1(L) ∈ A1(X).

We only need to prove c1(OX
(1))= t .

Let us consider the projection to a point P, f : X → P. The map defines a graded ring homomorphism
f ∗

: A∗

Gm
(P)→ A∗

Gm
(X), i.e., a map f ∗

: Z[t] → A∗(X)[t] defined by 1 7→ 1 and t 7→ t .
Now OX

(1)
= f ∗(OP

(1)) and

cGm
1 (OX

(1))= cGm
1 ( f ∗(OP

(1)))= f ∗cGm
1 (OP

(1)).

Therefore it is enough to prove cGm
1 (OP

(1))= t .
By definition cGm

1 (OP
(1))=c1(OP×U/Gm) as a bundle over U/Gm , with U/Gm =A2∖(0, 0)/Gm =P1.

Now, a nonzero section s : U → U ×OP/Gm is given by (x0, x1) 7→ (x0, x1, x0) and intersects the zero
section (x0, x1, 0) in x0 = 0, which gives us OP1(1), whose first Chern class is t in A1(U ×OP/Gm)=

A1(P1), as desired. □

3.2. Equivariant Chern classes of homogeneous bundles.

Proposition 3.6 (homogeneous bundles admit a splitting with line bundles). Let E (a) be a rank-n vector
bundle over X with Gm acting homogeneously with weight a on it. Then there exists f : X ′

→ X such that
f ∗E (a) has a filtration

f ∗E (a) ⊃ F (a)n ⊃ · · · ⊃ F (a)0 = 0

with Gm-equivariant line bundle quotients L(a)j = F (a)j+1/F (a)j and f ∗ is injective.

Proof. Let us consider the underlying bundle E . Then by the splitting construction [Fulton 1998, page 51]
there is a map f : X ′

→ X with a filtration f ∗E = Fn ⊃ · · · ⊃ F0 = 0 with line bundle quotients.
These bundles naturally have the structure of Gm-equivariant vector bundles with weight 1. By replacing

the weight-1 action with a weight-a action we get the desired sequence. □
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Corollary 3.7. Let E (a) be a homogeneous Gm-equivariant vector bundle of rank n with weight a, and E
the underlying vector bundle endowed with the trivial Gm action. Then the top equivariant Chern class in
A∗

Gm
(X)= A∗(X)[t] is

cGm
n (E (a))= cn(E)+ atcn−1(E)+ · · · + antn.

Proof. Let f : X ′
→ X as in Proposition 3.6. Then cGm

n ( f ∗E (a)) =
∏n

i=1 cGm
1 (L(a)i ). By Lemma 3.5

cGm
1 (L(a)i )= c1(L i )+ at .

Therefore cGm
n ( f ∗E (a))= cn( f ∗E)+atcn−1( f ∗E)+· · ·+antn. By the injectivity of f ∗ we are done. □

3.3. Chern classes of weighted affine bundles.

Proposition 3.8. Let E be a weighted affine bundle over X. Let 0< a1 < · · ·< ar be the distinct weights
of the Gm action. Then there exist unique subbundles Fi such that

E ⊃ Fr ⊃ · · · ⊃ F1 ⊃ 0,

with well-defined quotients Ei = Fi/Fi−1 which are homogeneous vector bundles with weights ai .

Proof. Let E = SpecX (R) and {Ui } be a cover for X such that E |Ui is the trivial bundle. Then we have
graded isomorphisms

αi : R|Ui → OUi [x
(a1)
i,1 , . . . , x (a1)

i,n1
, x (a2)

i,1 , . . . , x (a2)
i,n2
, . . . , x (ar )

i,1 , . . . , x (ar )
i,nr

],

with x (ah)
i,1 , . . . , x (ah)

i,nh
having weight ah . A general transition map

αi j = α j |Ui j ◦αi |
−1
Ui j

: OUi j [x
(a1)
i,1 , . . . , x (anr )

i,nr
] → OUi j [x

(a1)
j,1 , . . . , x (anr )

j,r ]

will map x (ah)
i,l to a homogeneous polynomial of degree ah .

Now let Fk |Ui := α−1
i (OUi [x

(a1)
i,1 , . . . , x (ak)

i,nk
]) be the locus where Gm acts with weights smaller than or

equal to ak . This defines uniquely r subbundles of E . Moreover the quotients Fk/Fk−1 are well-defined.
Indeed, while these are affine bundles, they are locally isomorphic to vector bundles so we can at least
take quotients locally. By construction, taking quotients locally gives us bundles consisting only of the
weight-ak pieces of E , and since the lower-degree pieces have been reduced to 0, we are left with linear
transition functions making the Fk/Fk−1 homogeneous vector bundles of weight ak , as needed. □

Proposition 3.9. Let E be a weighted affine bundle over X as in Proposition 3.8. Let NX E be the
(nonweighted) normal bundle of X in E. Then, with X ↪→ E the zero section, we have

NX E ∼= E1 ⊕ · · · ⊕ Er .

Proof. Let I be the ideal sheaf of X in E and let αi j be its transition functions as in Proposition 3.8, with
each x (ah)

i,l mapped to a homogeneous polynomial of degree ah .
When computing the transition functions ᾱi, j for NX E , we are taking the quotient by I 2; i.e., ᾱi, j

will preserve only the linear terms of said polynomials and delete the monomials coming from local
coordinates where Gm acts with lower degree.
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In particular, local coordinates on which Gm acts with a certain degree must be mapped to coordinates
in the same degree, and the normal bundle splits into E ′

1⊕E ′

2⊕· · ·⊕E ′
r , where Gm acts on the coordinates

of E ′

i with weight ai .
But the way we obtained the transition functions for E ′

i is equivalent to considering the locus Fi in
Proposition 3.8 and quotient by Fi−1, so we obtained the desired decomposition. □

Definition 3.10. For an affine bundle E , with Ei as in Propositions 3.8 and 3.9, we define the Gm-
equivariant total Chern class of E as cGm (E)= cGm (NX E)=

∏
cGm (Ei ).

Corollary 3.11. Lemma 2.5 also holds in the case where E is a weighted affine bundle.

Proof. Note that by Definition 3.10 and Proposition 3.9, we have cG
i (E) = cG

i (NX E). The rest of the
proof is the same as in Lemma 2.5, noting that π∗

: A∗(X)→ A∗(E) is still an isomorphism by [Stacks
2005–, Tag 0GUB], and s∗

: A∗(E)→ A∗(X) is still its inverse. □

3.4. The Chow ring of a weighted projective stack bundle.

Theorem 3.12 (weighted projective bundle formula). Let E be a weighted, affine bundle over X of rank n.
Let cGm

top (E)(t) be its Gm-equivariant top Chern class. Then

A∗(P(E))∼=
A∗(X)[t]

cGm
top (E)(t)

.

Proof. Note that, by definition, A∗(P(E)) = A∗([(E ∖ X)/Gm]) = A∗

Gm
(E ∖ X), with E ∖ X being

E minus the zero section. By Lemma 2.5 we only need to prove that the image of cGm
n (E) via the

identification in Example 2.2 is
∏

i (cni (Ei )+ ai tcni −1(Ei )+ · · · + ani
i tni ).

By Corollary 3.7, it follows cGm
n (E)=

∏
cGm

ni (Ei )=
∏

i (cni (Ei )+ai tcni −1(Ei )+· · ·+ani
i tni ) and we

are done. □

Below there are some (familiar) special cases.

Example 3.13 (the Chow ring of P(a1, . . . , an) [Inchiostro 2022, Lemma 4.7]). Let P(a1, . . . , an) be
the weighted projective stack with weights a1, . . . , an . We can consider P(a1, . . . , an) as a weighted
projective bundle over a point. In particular, we have that P(a1, . . . , an) splits into n trivial bundles with
weights a1, . . . , an . Each of these line bundles will have the first Chern class equal to zero. It follows that

A∗(P(a1, . . . , an))=
Z[t]

a1 · · · antn .

Example 3.14 (the Chow ring of a classical projective bundle [Eisenbud and Harris 2016, Theorem 9.6]).
Let E be a vector bundle of rank n over X in the classical sense. In this case, we have Gm acting
homogeneously on the whole space with weight 1. In particular

A∗(P(E))=
A∗(X)[t]

cn(E)+ cn−1(E)t + · · · + tn .

https://stacks.math.columbia.edu/tag/0GUB
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Example 3.15. As a toric example, this can be recovered as a consequence of [Iwanari 2009, Theorem 2.2].
The exceptional divisor X̃ of the weighted blow-up of X = V (x1, . . . , xn) in Pm+n, with (possibly equal)
weights a1, . . . , an .

In this case, the Chow ring of the base will be A∗(X)= A∗(Pm)= Z[x]/(xm+1).
The normal cone of X in Pn+m, NX Pn+m, will split into the sum of n copies of OPm (1), on each one

of which Gm will act with weight ai . We will denote the normal cone together with the Gm action by
Na1,...,an Pn+m.

Now c1(OPm (1))= x ∈ Z[x]/xm+1. Therefore cGm
n (NX Pn+m)=

∏
(x + ai t) and

A∗(X̃)= A∗(P(Na1,...,an Pn+m))=
Z[x, t](

xm+1,
∏n

i=1(x + ai t)
) .

4. The splitting principle

The goal of this section is to prove Theorem 4.9, an analog of the splitting principle. We start by proving
some facts about structure groups and classifying spaces. Using those results we construct, for any
weighted affine bundle E → X, a map X ′

→ X that allows us to pull back our affine bundle to a vector
bundle E ′

→ X ′ with A∗(X ′)∼= A∗(X).

4.1. Structure groups. From here on, let E → X be an affine bundle with fibers isomorphic to an
affine space V, n = (n1, . . . , nr ) be the dimensions of its homogeneous parts and a = (a1, . . . , ar ) be
their distinct weights. Let Ga,n be the group AutGm (V ) of Gm-equivariant automorphisms of V and
GLn =

∏
GL(ni ). Moreover, define V Ga,n = [V/Ga,n] and V GLn = [V/GLn].

Lemma 4.1. There is a surjective group homomorphism Ga,n → GLn and a section GLn → Ga,n. The
kernel of the surjection is a unipotent group Ua,n.

Proof. In [Quek and Rydh 2021, Section 2.1.7], the authors offer an explicit description of Ga,n. In fact,
they decompose Ga,n in the recursive semidirect product

Ga,n = (GLnr ×Ga′,n′)⋉Gnr Nr
a ,

with a′
= (a1, . . . , ar−1), n′

= (n1, . . . , nr−1), and Nr the dimension of ar -th-degree piece of a graded
polynomial algebra with free variables {xi, j : 1 ≤ i ≤ r − 1, 1 ≤ j ≤ ni }, where xi, j is given weight ai .

Unraveling the recursion gives

Ga,n =
(
GLnr × · · · × ((GLn1 ×{1})⋉Gn1 N1

a )⋉ · · ·
)
⋉Gnr Nr

a

= (· · · (GLn ⋉Gn1 N1
a )⋉ · · · )⋉Gnr Nr

a .

This expression provides us with the desired surjection and section. The kernel is a successive extension
of additive groups and so is unipotent. □

Remark 4.2. Let us recall that a linear algebraic group G is special (in the sense of Serre) when every
principal G-bundle is Zariski-locally trivial. The description of Ga,n above implies that the group Ga,n is
special (as noted in [Quek and Rydh 2021, Remark 2.1.8]).

This was useful in Section 3, while working with weighted affine bundles.
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4.2. Lemmas on classifying spaces.

Lemma 4.3. Let G be a linear algebraic group which is a semidirect product of groups G = L ⋉U. Then
we get the following Cartesian diagram:

{∗} BL

BU BG

Proof. Consider the following diagram:

BU×BG BL BL

BU BG

{∗} BL

The bottom square is a Cartesian square, coming from the short exact sequence 1 → U → G → L → 1.
Indeed an object over a scheme S of the fiber product ∗ ×BL BG is a principal G-bundle PG → S with a
trivialization of the associated L-bundle (PG×L)/G ∼= PG/U ∼= S×L . But then the preimage of S×{id} in
PG is a principal U -bundle, that is, an object of BU. Conversely, if we have a principal U -bundle PU → S
then we have an associated G-bundle PG = (PU ×G)/U whose associated L-bundle PL ∼= (PG ×L)/G ∼=

PG/U has a canonical trivialization: PG/U ∼= ((PU × G)/U )/U, where the second U acts on the right,
giving us PL ∼= (PU × L)/U ∼= S × L . One can check that these correspondences are inverse to each other.

So we have that large square is Cartesian and {∗} ×BL BL = BU ×BG BL . Further, the composite
map on the right is the identity on BL , so that {∗} ×BL BL = {∗}. □

Corollary 4.4. B GLn → BGa,n is a Ua,n bundle; specifically we have the following Cartesian diagram:

Ua,n B GLn

{∗} BGa,n

Consequently, given a morphism X → BGa,n the fiber product X ×BGa,n B GLn → X is a Ua,n bundle.

Proof. Applying Lemma 4.3 to Ga,n,GLn,Ua,n as in Lemma 4.1 and appending on the left the Cartesian
diagram coming from the standard presentation of BUa,n

Ua,n {∗}

{∗} BUa,n

we get the Cartesian diagram
Ua,n {∗} B GLn

{∗} BUa,n BGa,n

as desired.
Then X ×BGa,n B GLn → X is the pull-back of a Ua,n bundle and hence is a Ua,n bundle. □
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Lemma 4.5. Let L be a subgroup of a group scheme G acting on a scheme V. Then the following diagram
is Cartesian:

[V/L] BL

[V/G] BG

Proof. An object over a scheme S in [V/G]×BG BL is a triple (P, Q, α), where P → S is a G-torsor,
together with a G-equivariant map to V

P V

S

φ

Q → S is an L-torsor, and α is an isomorphism of G-torsors P
α
−→ Q × G/L .

Given such an object we can construct an object in [V/L] by considering the L-torsor Q → S together
with the map ψ : Q → V defined as follows:

Q Q × G/L P V

S

α−1 φ

To verify this is indeed an object of [V/L], we need to prove that ψ is L-equivariant. Now, φ and α−1

are G-equivariant, and in particular L-equivariant. Moreover the quotient map Q → Q × G/L maps an
element ql to [ql, e] = [qll−1, le] = [q, l]. But L acts on Q × G/L through its inclusion into G; hence
ql 7→ [q, e] l as desired.

On the other hand given an L-torsor Q → S together with an L-equivariant map ψ : Q → V in [V/L],
we can construct the triple (Q × G/L , Q, id) as an object of [V/G] ×BG BL . In order for Q × G/L to
be an object in [V/G], we must equip it with a G-equivariant map Q × G/L → V or, equivalently, with
a G-equivariant, L-invariant map Q × G → V. The map 8 : Q × G → V defined by (q, g) 7→ ψ(q)g is
L-invariant with respect to the action l · (q, g)= (ql, l−1g) we are quotienting by; indeed

(ql, l−1g) 7→ ψ(ql)l−1g = ψ(q)ll−1g = ψ(q)g.

Moreover 8 is G-equivariant: 8((q, g) · h)= ψ(q)gh = (ψ(q)g) · h. The verification that the functors
defined are indeed inverses is standard and will be omitted. □

4.3. The splitting principle.

Proposition 4.6. Given a weighted affine bundle E → X (respectively a weighted vector bundle), we
have a natural map X → BGa,n (respectively X → B GLn) such that E is the pull-back of V Ga,n

(respectively V GLn).

Proof. We prove the result for V Ga,n, as the result for V GLn is effectively the same, with the obvious
modifications. Let us denote by Isom the sheaf of isomorphisms of affine bundles IsomX (E, V × X)



The integral Chow ring of weighted blow-ups 1243

(respectively, the sheaf of isomorphisms of weighted vector bundles). By a straightforward application of
the definitions, it can be seen that Isom is a principal Ga,n bundle over X and Isom ×X E ∼= V ×{∗} Isom.

In particular we get the following Cartesian diagram:

Isom {∗}

X BGa,n

Then we can fit the spaces above in the commutative cube

Isom ×X E V

E V Ga,n

Isom {∗}

X BGa,n

where the bottom, back and side squares are fiber squares.
Note that Isom ×X E → E is a principal Ga,n bundle. Moreover, the action of Ga,n on Isom gives a

Ga,n-equivariant map Isom ×X E → V via the identification of Isom ×X E with V × Isom. This gives us
a map of quotient stacks E → V Ga,n which makes the top of the cube Cartesian.

It follows that
E V Ga,n

X BGa,n

is a fiber square, as needed. □

Corollary 4.7. Let E → X be a weighted affine bundle, with corresponding map X → BGa,n. Then E ′,
the pull-back of E via the map X ′

= X ×BGa,n GLn → X, is a weighted vector bundle.

Proof. Consider the following diagram:

E ′ X ′

V GLn B GLn

E X

V Ga,n BGa,n

The back and right squares are Cartesian by construction. By Lemma 4.5 and Proposition 4.6 we have
that the front and bottom squares are Cartesian. Any such cube with these sides Cartesian is Cartesian, in
particular the top square. Since E ′

→ X ′ is the pull-back of the vector bundle V GLn → B GLn, it is a
vector bundle as desired. □

Lemma 4.8. Let X ′
→ X be as in Corollary 4.7. Then the pull-back map of Chow rings A∗(X)→ A∗(X ′)

is an isomorphism.
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Proof. By Corollary 4.4, X ′ φ
−→ X is a Ua,n-bundle and Ua,n is a unipotent group. In particular, Ua,n is

a successive extension of the additive group Ga by itself and being a Ua,n-bundle is equivalent to being a
succession of affine bundles; hence by [Stacks 2005–, Tag 0GUB] we obtain an isomorphism of Chow
rings φ∗

: A∗(X)→ A∗(X ′). □

Theorem 4.9 (the splitting principle). Let E → X be a weighted affine bundle defined by a map X →

BGa,n. Let T be the standard maximal torus in GLn and BT := [∗/T ] its classifying stack. Then the map
X ′′

→ X in the fiber diagram

X ′′ BT

X ′ B GLn

X BGa,n

induces an injection of Chow rings A∗(X) ↪→ A∗(X ′′) via pull-back.

Proof. By the argument in the proof of [Totaro 2014, Theorem 2.13] we have an injection A∗(X ′) ↪→

A∗(X ′′). By composing with the isomorphism in Lemma 4.8, we have the desired map. □

5. The Gysin homomorphism induced by a weighted blow-up

The goal for this section is to prove Theorem 5.5, which replaces the excess bundle formula in the case of
weighted blow-ups.

The strategy for the proof is to reduce to the special case of the weighted blow-up of BT = [{0}/T ] in
[Ad/T ] induced by zero section, which will be computed in Section 5.3.

The reduction to the special case is performed in two steps: first we reduce to the case of the blow-up
of an affine space (Section 5.2), and then we apply the splitting principle Theorem 4.9.

Some caution is needed when defining f !, as we don’t always have the needed Cartesian diagram. In
Section 5.1 we address the issue as well as setting some notation for the rest of the paper.

5.1. Notation. Let Ỹ →Y be the weighted blow-up of Y centered at X, and let X̃ be the exceptional divisor.
As observed in [Quek and Rydh 2021, Remark 3.2.10] the commutative square is not always Cartesian

X̃ Ỹ

X Y

and when defining f ! we have to make sure to define it with respect to the fiber square

X ×Y Ỹ Ỹ

X Y

https://stacks.math.columbia.edu/tag/0GUB
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Moreover we have X̃ = (X ×Y Ỹ )red and the diagram below commutes:

X̃ X ×Y Ỹ Ỹ

X Y

g

j

h f

i

When looking at Chow rings though, we have a natural isomorphism

(red)∗ : A∗(X̃)→ A∗(X ×Y Ỹ )

induced by the reduction map red : X̃ → X ×Y Ỹ.
In particular, it makes sense to talk about f ! as the composition of (red)−1

∗
◦ f !. Throughout the rest of

the paper, we will refer to it simply as f !.

Lemma 5.1. The map f !
: A∗(X)→ A∗(X̃) is of the form f !(α)= g∗(α) ·γ for some element γ ∈ A∗(X̃).

Proof. In a similar fashion to what we did in Proposition 2.4, we will prove the statement by passing
through algebraic spaces.

Precisely, let X̃U = (NX Y ∖ 0)× U/Gm with U open as in Definition 2.1 inducing isomorphisms
of Chow groups for X̃ of the appropriate degree. In fact, if U is chosen large enough we also get the
algebraic space ỸU with analogous induced isomorphisms of Chow groups for Ỹ.

For the appropriate degrees, the induced maps fU : ỸU → Y with (ỹ, u) 7→ f (ỹ) and gU : X̃U → X with
(x̃, u) 7→ g(x̃) will themselves induce group homomorphisms f !

U : A∗(X)→ A∗(X̃U ) and g∗

U : A∗(X)→
A∗(X̃U ).

Now gU : X̃U → X is a smooth map and by [Fulton 1998, Theorem 17.4.2] we have isomorphisms

Ap(X̃U )∼= Ap(X̃U
id
−→ X̃U )

·[gU ]

−−−→ Ap−d(X̃U → X).

In particular, for the degrees on which Ap(X̃U )= Ap
Gm
(NX Y ∖0)∼= Ap(X̃), we have that f !

U = γU ·[gU ]=

γU · g∗

U for some γU ∈ Ap(X̃U ) is equivalent to saying f !(α)= γU · g∗(α) for some element γU ∈ Ap(X̃).
Since the elements γU must agree whenever U has high enough dimension, they must coincide. Hence

there exists a unique element γ ∈ A∗(X̃) such that f !(α)= γ · g∗(α). □

5.2. Specialization to the weighted normal cone. Analogously to [Fulton 1998, Section 5.2], Quek and
Rydh [2021, Section 4.3] constructed a deformation to the weighted normal cone of X in Y, which is a
weighted affine bundle in our case. We will be using their construction to reduce our argument to the case
where Y a weighted affine bundle over X. A similar construction can be found in [Mustaţă and Mustaţă
2012, Section 2.3].

Note that when given a weighted embedding that defines a weighted blow-up of smooth varieties, the
weighted normal cone is a weighted affine bundle, which we will denote by NX Y.
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Theorem 5.2. Let X, Y, X̃, Ỹ be as usual. Let N = NX Y be the weighted normal affine bundle of X in Y
and fN : Ñ → N be the weighted blow-up of the zero section of said bundle, with the same weights as
f : Ỹ → Y. Then the induced maps f !

: A∗(X)→ A∗(X̃) and f !

N : A∗(X)→ A∗(X̃) coincide.

Proof. Let Mo be the deformation to the weighted normal cone as defined in [Quek and Rydh 2021,
Definition 4.3.3] and let M̃o be the weighted blow-up of X × A1 in Mo with the same weights as f , i.e.,
the weighted blow-up induced by the weighted embedding in [loc. cit., Definition 4.3.4,(iv)]. Let Mt and
M̃t respectively, be the fibers over t . Let Z = (X × A1)×Mo M̃0. Then we have the following diagram:

X̃ × A1 Z M̃o

X̃ Z t M̃t

X × A1 Mo

X Mt

Z t fM

By looking at the composition X → Mt → Mo in the subdiagram

Z t M̃t M̃o

X Mt Mo

fM

we see that for t ̸= 0 we have that f !

M : A∗(X)→ A∗(Z t) = A∗(X̃) is precisely f !, and for t = 0 it is
precisely f !

N . Now looking at the composition X → X × A1
→ Mo in the subdiagram

Z t Z M̃o

X X × A1 Mo

fM

we want to show that f !

M : A∗(X)→ A∗(Z t)= A∗(X̃) is the same for all t .
By [Fulton 1998, Theorem 6.4] the following diagram commutes:

A∗(Z t)= A∗(X̃) A∗(Z)= A∗(X̃ × A1)

A∗(X) A∗(X × A1)

i !
t

f !

M

i∗
t

f !

M

But the horizontal maps are isomorphisms, inverse to the pull-back along the products with A1. Since
the horizontal maps are independent of t and the map on the right is independent of t , so is the map on
the left. □
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5.3. The special case of [Ad/T ]. Let us now study the particular case of a point in the affine space over
the diagonal action of the torus:

P(a1, . . . , ad) 0 ×Ad Bla1,...,ad Ad Bla1,...,ad Ad

0 Ad

g

j

h f

i

In order to explicitly give a formula for f ! we need presentations for the equivariant Chow rings
A∗

T (−).
Now A∗

T (0) ∼= A∗

T (A
d) ∼= Z[x1, . . . , xd ]. Details about A∗

T (0) can be found in [Edidin and Graham
1998] and in [Iwanari 2009] for equivariant Chow rings of toric stacks.

Let us first observe that, since P(a1, . . . , ad) is the reduction of 0 ×Ad Bla1,...,ad Ad , there is an
isomorphism of Chow rings A∗

T (0 ×Ad Bla1,...,ad Ad)∼= A∗

T (P(a1, . . . , ad)).
Moreover Bla1,...,ad Ad is a line bundle over P(a1, . . . , ad); in fact it is the total space of OP(a1,...,ad )(−1),

and we have the isomorphism A∗

T (Bla1,...,ad Ad)∼= A∗

T (P(a1, . . . , ad)).
We are left with computing A∗

T (P(a1, . . . , ad)).

Lemma 5.3. A∗

T (P(a1, . . . , ad))∼=
Z[x1, . . . , xd , t]

P(t)
, where P(t) :=

d∏
i=1

(xi + tai ).

Proof. By construction P(a1, . . . , ad)= [(Ad ∖0)/Gm] and the actions of Gm and T on Ad ∖0 commute.
In particular

A∗

T (P(a1, . . . , ad))∼= A∗

T ([(A
d ∖ 0)/Gm])∼= A∗

T ×Gm
(Ad ∖ 0).

Similarly to the computation above,

A∗

T ×Gm
(0)∼= A∗

T ×Gm
(Ad)∼= Z[x1, . . . , xd , t],

where x1, . . . , xd are given by the action of T and t is given by the action of Gm . Finally, the image of
the first map in the localization sequence,

A∗

T ×Gm
(0)→ A∗

T ×Gm
(Ad)→ A∗

T ×Gm
(Ad ∖ 0)→ 0,

is generated by P(t) :=
∏d

i=1(xi + tai ). Indeed the top Chern class of the T × Gm-equivariant bundle
splits along each component of Ad. On the i-th component of Ad the i-th component of T acts with
weight 1 and the other components of T act with weight 0, while Gm acts with weight ai .

Therefore A∗

T (P(a1, . . . , ad)) and A∗

T (Bla1,...,ad Ad) are both isomorphic to Z[x1, . . . , xd , t]/P(t). □

Theorem 5.4. Let f : [Bla1,...,ad Ad/T ] → [Ad/T ] be the blow-up of [0/T ] in [Ad/T ] with weights
a1, . . . , ad . Then

f !(1)=

(cGm
top ([A

n/T ])(t)− cGm
top ([A

n/T ])(0)

t

)
.
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Proof. By [Edidin and Graham 1998, Proposition 3] and Lemma 5.1 f ! satisfies f ∗i∗ = j∗ f !, making the
following diagram commute:

A∗

T (P(a1, . . . , ad)) A∗

T (Bla1,...,ad Ad)

A∗(0)T A∗(Ad)T

j∗

i∗

f !(1)·g∗ f ∗

Since Ad is a rank-d bundle over 0 and Bla1,...,ad Ad is the tautological line bundle over P(a1, . . . , ad),
the homomorphisms i∗ and j∗ are isomorphisms of T -equivariant Chow rings, which gives us the
following:

A∗

T (P(a1, . . . , ad)) A∗

T (Bla1,...,ad Ad) A∗

T (P(a1, . . . , ad))

A∗(0)T A∗(Ad)T A∗(0)T

j∗ j∗

i∗

f !(1)·g∗ f ∗

i∗

g∗

Now i∗i∗ : A∗

T (0)→ A∗

T (0) is just the multiplication by the top equivariant Chern class of the bundle Ad

over 0. Specifically i∗i∗(α)= α · x1 · · · xd .
Similarly, j∗ j∗ is the image of the top equivariant Chern class of the bundle Bla1,...,ad Ad over

P(a1, . . . , ad). But Bla1,...,ad Ad is the total space of OP(a1,...,ad )(−1), so we have that j∗ j∗ is multiplication
by −t , where P(a1, . . . , ad) has the presentation of Example 3.13. Therefore we must have

f ∗i∗(α)= α · x1 · · · xd = α · cGm
top ([A

d/T ])(0)= f !(1)α(−t)= j∗ f !(α)

and since t is not a zero divisor in A∗

T (P(a1, . . . , ad)), we must have

f !(1)=
−cGm

top ([A
d/T ])(0)

t
=

cGm
top ([A

d/T ])(t)− cGm
top ([A

d/T ])(0)

t
,

as needed. □

5.4. A formula for the Gysin homomorphism.

Theorem 5.5. Let X, Y, X̃, Ỹ, f be as usual. Let us identify A∗(X̃) ∼= A∗(X)[t]/P(t) with P(t) =

cGm
top (NX Y )(t). Then we have the following formula for the Gysin homomorphism f !

: A∗(X)→ A∗(X̃):

f !(α)=
P(t)− P(0)

t
α.

Proof. With the presentation of A∗(X̃) above, the map g∗ is the natural inclusion of A∗(X) in A∗(X)[t]/P(t)
and, by Lemma 5.1 we only need to show

f !(1)=
P(t)− P(0)

t
.

By Theorem 5.2 we can assume that Y is a weighted affine bundle over X. By the splitting principle in
Theorem 4.9 it is enough to prove the equality for the pull-back X ′′. Since weighted blow-ups commute
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with base change, the blow-up f ′′
: Ỹ ′′

→ Y ′′ sits in the commutative diagram

X̃ ′′
[P(a1, . . . , an)/T ]

Ỹ ′′
[Bla1,...,an An/T ]

X ′′ BT

Y ′′
[An/T ]

φ̃

φ

which induces the following commutative diagram of Chow groups:

A∗(X̃ ′′) A∗([P(a1, . . . , an)/T ])

A∗(Ỹ ′′) A∗([Bla1,...,an An/T ])

A∗(X ′′) A∗(BT )

A∗(Y ′′) A∗([An/T ])

( f ′′)!

φ̃∗

φ∗

Since equivariant Chern classes commute with pull-backs and Y ′′ is a vector bundle over X ′′, by
Theorem 5.4 the following holds:

( f ′′)!(1)= ( f ′′)!(φ∗(1))= φ̃∗

(cGm
top ([A

n/T ])(t)− cGm
top (A

n/T )(0)

t

)
=

(cGm
top (φ̃

∗
[An/T ])(t)− cGm

top (φ̃
∗
[An/T ])(0)

t

)
=

(cGm
top (Y

′′)(t)− cGm
top (Y

′′)(0)

t

)
,

which is the desired difference quotient. □

6. The Chow ring of a weighted blow-up

In this section we generalize the key sequence in [Fulton 1998, Proposition 6.7(e)] and then use it to
compute a formula for the Chow ring of a weighted blow-up.

Let us recall the notation. Let f : Ỹ → Y be the weighted blow-up of Y at X. Let X̃ be the exceptional
divisor. Then we have the commutative diagram

X̃ Ỹ

X Y

j

g f

i

and the map f ! (computed in 5.5) is

f !(α)=
P(t)− P(0)

t
α,

P(t)= cGm
top (NX Y )(t) and f ∗ is the Gysin homomorphism defined as in [Vistoli 1989, Definition 3.10].
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6.1. The Grothendieck sequence.

Theorem 6.1 (key sequence). Let X, Y, X̃, Ỹ, f , i , j be as above. Then we have the exact sequence of
Chow groups

A∗(X)
( f !,−i∗)
−−−−−→ A∗(X̃)⊕ A∗(Y )

j∗+ f ∗

−−−→ A∗(Ỹ )→ 0.

Further, if we use rational coefficients, then this becomes a split short exact sequence with g∗ left inverse
to ( f !,−i∗):

0 → A∗(X,Q)
( f !,−i∗)
−−−−−→ A∗(X̃ ,Q)⊕ A∗(Y,Q)

j∗+ f ∗

−−−→ A∗(Ỹ ,Q)→ 0.

Proof. To prove exactness let us look at the double complex of higher Chow groups given by localization
sequence as in [Bloch 1986, Theorem 3.1]

· · · A∗(U, 1) A∗(X̃) A∗(Ỹ ) A∗(U ) 0

· · · A∗(U, 1) A∗(X) A∗(Y ) A∗(U ) 0

δ̃1 j∗

δ1 i∗

f ! f ∗

where U ∼= Ỹ ∖ X̃ ∼= Y ∖ X.
Since both of the complexes are exact, the total complex

· · · A∗(U, 1)⊕ A∗(X)→ A∗(X̃)⊕ A∗(Y )→ A∗(Ỹ )⊕ A∗(U )→ A∗(U )→ 0

is also exact.
Let us prove that the map A∗(X̃)⊕ A∗(Y )

j∗+ f ∗

−−−→A∗(Ỹ ) is surjective. Let α be any cycle in A∗(Ỹ ), ᾱ be
the restriction of α to A∗(U ), and β ∈ A∗(Y ) be any cycle that restricts to ᾱ in A∗(U ). By commutativity,
α − f ∗(β) restricts to 0 in A∗(U ) and must be in the image of j∗. So α is in the image of j∗ + f ∗.
Therefore the complex

· · · A∗(U, 1)⊕ A∗(X)→ A∗(X̃)⊕ A∗(Y )→ A∗(Ỹ )→ 0

is still exact.
Moreover, the image of the map A∗(U, 1)⊕ A∗(X)

(−δ̃1+ f !,−i∗)
−−−−−−−−→A∗(X̃)⊕ A∗(Y ) coincides with the

one of A∗(X)
( f !,−i∗)
−−−−→A∗(X̃)⊕A∗(Y ). Indeed, let (x̃, y)= (−δ̃1(u)+ f !(x),−i∗(x)) and let x ′

= x+δ1(u).
Then f !(x ′)= f !(x)− f !(δ1(u))= f !(x)− δ̃1(u)= x̃ and i∗(x ′)= i∗(x)− i∗(δ1(u))= i∗(x)= y.

It follows that ker( j∗ + f ∗)= Im( f !,−i∗) and that

A∗(X)
( f !,−i∗)
−−−−→ A∗(X̃)⊕ A∗(Y )

j∗+ f ∗

−−−→ A∗(Ỹ )→ 0

is exact.
Lastly, if we use rational coefficients then there is a left inverse of ( f !,−i∗) given by (α, β) 7→ g∗(α).

Indeed, let x ∈ A∗(X). Then g∗( f !(x)) = g∗(γ · g∗(x)) = g∗(γ ) · x , with γ the difference quotient
(P(t)− P(0))/t as in Theorem 5.5. Now γ is a degree-(n−1) polynomial in t , of which only the leading
term a1 · · · antn−1 will survive the pushforward. We only need to show that g∗(tn−1) = 1/(a1 · · · an).
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It is enough to verify this when X is a point and X̃ is the weighted projective stack P(a1, . . . , an).
Notice that ai t = xi , where the xi are the fundamental classes of the usual coordinate divisors, so
a1 · · · an−1tn−1

= x1 · · · xn−1, which is the fundamental class of a stacky point isomorphic to Bµan and
so pushes forward to 1/an; thus g∗(tn−1)= 1/(a1 · · · an). □

Example 6.2. To see why the sequence with integer coefficients is not short exact, let us consider X an
elliptic curve in Y = P2. Let Ỹ be the blow-up of Y at X with weight 2. Let P, Q ∈ X be distinct points
of order 2 and consider the difference [P] − [Q] ∈ A∗(X). When pushed forward to A∗(Y ) via i∗, all
points are rationally equivalent; hence i∗([P]− [Q])= 0. On the other hand, f ! is multiplication by 2, so
f !([P])= f !([Q])= 0. But [P] − [Q] is nonzero, so ( f !,−i∗) is not injective.

Remark 6.3. Note that, when looking at the double complex in the proof of Theorem 6.1 and taking the
total complex, one defines a long exact sequence of higher Chow groups. The isomorphisms of higher
Chow groups

αi : A∗(Ỹ ∖ X̃ , i)→ A∗(Y ∖ X, i)

allow us to delete A∗(Ỹ ∖ X̃) and A∗(Y ∖ X) from the complex via a diagram chase analogous to the
ones in the proof. Then we can obtain the long exact sequence

· · · → A∗(X, i)→ A∗(X̃ , i)⊕ A∗(Y, i)→ A∗(Ỹ , i)→ A∗(X, i − 1)→ · · · .

6.2. The Chow ring of a weighted blow-up.

Theorem 6.4 (Chow ring of a weighted blow-up). If Ỹ → Y is a weighted blow-up of Y at a closed
subvariety X, then the Chow ring A∗(Ỹ ) is isomorphic as a group to the quotient

A∗(Ỹ )∼=
(A∗(X)[t]) · t ⊕ A∗(Y )

(((P(t)− P(0))α,−i∗(α)),∀α ∈ A∗(X))
,

with P(t)= cGm
top (NX Y )(t) and [X̃ ] = −t .

The multiplicative structure on A∗(Ỹ ) is induced by the multiplicative structures on A∗(X) and A∗(Y )
and by the pull-back map in the following way:

(0, β) · (t, 0)= (i∗(β)t, 0).

Equivalently A∗(Ỹ ) can be expressed as a quotient of the fiber product

A∗(Y )×A∗(X) A∗(X)[t]
((i∗α, P(t)α),∀α ∈ A∗(X))

,

with i∗
: A∗(Y )→ A∗(X) on the left and A∗(X)[t] → A∗(X) on the right given by evaluating t at 0.

Proof. The exact sequence in Theorem 6.1 gives us an isomorphism of groups

A∗(Ỹ )∼=
A∗(X̃)⊕ A∗(Y )

(( f !(α),−i∗(α)),∀α ∈ A∗(X))
.
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If we use Theorem 3.12 to rewrite A∗(X̃) and also add an explicit factor of [X̃ ] to represent how A∗(X̃)
is mapped into A∗(Ỹ ), then as a group we can rewrite A∗(Ỹ ) as

((A∗(X)[t]) · [X̃ ])⊕ A∗(Y )

((cGm
top (NX Y )(t)[X̃ ], 0), ( f !(α)[X̃ ],−i∗(α))∀α ∈ A∗(X))

.

Notice that t[X̃ ] = −[X̃ ]
2 (since t is the class of OX̃ (1)) so that there is an isomorphism between the

ring presented above and the ring presented without the symbol [X̃ ] given by replacing [X̃ ] with −t .
Now we need to determine the ring structure. Since much of the ring structure is inherited from that of

A∗(Y ) and A∗(X̃), what remains is just to determine how to multiply elements coming from A∗(Y ) with
those coming from A∗(X̃). Consider the usual commutative square:

X̃ Ỹ

X Y

Intersecting some class β ∈ A∗(Y ) with X̃ amounts to pulling it back to A∗(X̃). By commutativity we
have g∗(i∗(β))= j∗( f ∗(β)) and by pushforward we obtain (0, β)× (t, 0)= (i∗(β)t, 0).

Finally, notice also that cGm
top (NX Y )(t)[X̃ ] is now redundant, as for α = 1 we have

(t)( f !(α)(−t)− i∗(α))= (t)
(cGm

top (NX Y )(t)− ctop(NX Y )

t
(−t)− i∗(1)

)
= t (−cGm

top (NX Y )(t)+ ctop(NX Y )− i∗(1))= (−t) · cGm
top (NX Y )(t).

The last equality comes from t · i∗(1)= g∗(i∗(i∗(1)))= ctop(NX Y ).
Putting everything together, we have that A∗(Ỹ ) is the group

A∗(Ỹ )∼=
(A∗(X)[t]) · t ⊕ A∗(Y )

(((P(t)− P(0))α,−i∗(α)),∀α ∈ A∗(X))
,

with the desired multiplication. □

Corollary 6.5. If i∗
: A∗(Y )→ A∗(X) is surjective, then this formula simplifies to resemble a formula of

Keel [1992, Theorem 1, page 571]

A∗(Ỹ )∼=
A∗(Y )[t]

(t · ker(i∗), Q(t))
,

where Q(t)= cGm
top (NX Y )(t)− cGm

top (NX Y )(0)+ [X ].

Proof. We first prove that we can suppress A∗(X) from the presentation in Theorem 6.4, i.e., that the
elements of the form (α · t, 0) with α ∈ A∗(X) can be described as pairs of the form (0, β) ·(t, 0) for some
β ∈ A∗(Y ). Let β such that i∗(β)= α. By the multiplicative-structure condition of Theorem 6.4 gives

(α · t, 0)= (i∗(β) · t, 0)= (t, 0)

as desired.
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In particular, the condition t · (β − i∗(β))∀β ∈ A∗(Y ) reduces to t · ker(i∗).
Finally, t · f !(α)+ i∗(α)= (cGm

top (NX Y )(t)− ctop(NX Y ))α+ i∗(α) and i∗(α)= i∗(i∗(β))= [X ] ·β for
some β ∈ A∗(Y ). So t · f !

+ i∗ is multiplication by (cGm
top (NX Y )(t)−ctop(NX Y )+[X ]), which is precisely

the Q(t) desired. □

6.3. An example: the Chow ring of M1,2. The Chow ring A∗(M1,2) has been computed in [Di Lorenzo
et al. 2024; Inchiostro 2022]. The latter uses the construction of M1,2 as the weighted blow-up of
P(2, 3, 4). We give yet another computation of the ring, using the same blow-up construction.

We start by recalling the following:

Theorem 6.6 [Inchiostro 2022, Theorem 2.6]. There exists an isomorphism M1,2 ∼= Bl(4,6)Z P(2, 3, 4),
where Bl(4,6)Z P(2, 3, 4) is the weighted blow-up of the point Z =[s2

: s3
:0] in P(2, 3, 4)with weights (4, 6).

Given this, A∗(M1,2) becomes a straightforward computation,

Proposition 6.7 [Inchiostro 2022, Theorem 4.12].

A∗(M1,2)∼=
Z[y, t]

(t y, 24(t2 + y2))
.

Proof. First, since i : Z → P(2, 3, 4) is just the inclusion of a point, we have that i is surjective, and since
A∗(P(2, 3, 4))∼= Z[y]/(24y3) we know the kernel is (y). By Corollary 6.5 we then have

A∗(M1,2)∼=
A∗(P(2, 3, 4))[t]
(t y, Q(t))

∼=
Z[y, t]

(24y3, t y, Q(t))
,

where Q(t) restricts to cGm
top (NZ Y ) and has constant term [Z ]. As NZ Y splits into trivial line bundles, we

see cGm
top (NZ Y )= (4t)(6t). Writing Z = V (x3)∩V (x3

1 −x2
2), we see [Z ]= (4y)(6y), so Q(t)=24t2

+24y2.
Lastly, the term 24y3 is now redundant and we have

A∗(M1,2)∼=
Z[y, t]

(t y, 24(t2 + y2))
. □

7. Generalization to quotient stacks

Let us now consider the case of Y = [Y/G], where Y is an algebraic space and G is a linear algebraic
group; hence it is possible to define the G-equivariant Chow ring A∗

G(Y ) as in [Edidin and Graham 1998].
A weighted embedding of X in Y defines a weighted embedding of X in Y via pull-back and, since

the quotient maps are smooth, we have Ỹ ∼= [Ỹ/G] and X̃ ∼= [X̃/G].

Theorem 7.1. The theorems in Sections 3, 5, and 6 hold for f : Ỹ → Y weighted blow-up of Y at X .

Proof. Let us prove that A∗(X̃ ) ∼= A∗(X )[t]/P(t) as in Theorem 3.12; the proof for the other results
will be almost identical.

For any p let U be as in Definition 2.1 of dimension high enough such that Aq(XU )∼= Aq
G(X)∼= Aq(X )

with XU := X × U/G, up to degree p.
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Since XU is an algebraic space, by Theorem 3.12

A∗(X̃U )∼= A∗(XU )[t]/PU (t).

Note that PU (t)=cGm
top (NXU YU ) is the pull-back of P(t)=cGm

top (NX Y ), which is a finite-degree polynomial.
In particular for large enough p, PU (t) does not depend on U and it is exactly P(t).

Since X̃U is open inside a vector bundle, we have isomorphisms Aq(X̃U )∼= Aq(X̃ ) up to degree p.
Since Theorem 3.12 holds up to degree p, for any p we have the desired isomorphism of Chow rings. □

Appendix: Chern class of weighted blow-up

A1. The goal. Consider a smooth subvariety X of a smooth variety Y, with blow-up Ỹ and exceptional
divisor, as in the following standard diagram:

X̃ Ỹ

X Y

j

g f

i

Fulton [1998, Theorem 15.4] provided a formula for the total Chern class c(Ỹ ) := c(TỸ ) in terms of
the blow-up data. The purpose of this note is to revisit that formula and generalize it to the case of a
weighted blow-up. Since smoothness is important in these considerations, our weighted blow-ups are
always stack-theoretic.

A2. Setup and formula. In our setup, X and Y are still smooth varieties, and X is the support of a
weighted center with weighted normal bundle N of rank d = codim(X ⊂ Y ). The weighted normal bundle
is a weighted affine bundle with total Chern class we denote by c(N ) ∈ A∗(X) and total Gm-equivariant
Chern class cGm (N )= Q(t) ∈ A∗

Gm
(X)= A∗(X)[t], where t is the equivariant parameter corresponding

to the standard character of Gm . In particular Q(0)= c(N ).
We recall from Theorem 6.4 in the main text that

A∗(Ỹ )= (A∗(Y )⊕ t A∗(X̃))/I,

where

I =
(
i∗(α)⊕ −(Q(t)− Q(0))α | α ∈ A∗(X)

)
.

We denote by

q : A∗(Y )⊕ t A∗(X)[t] → (A∗(Y )⊕ t A∗(X̃))/I = A∗(Ỹ )

the natural quotient map.

Theorem A.1. We have
c(Ỹ )

f ∗c(Y )
= q

(
(1 − t)Q(t)

Q(0)

)
.

We note that the right-hand side is of the form q(1 ⊕ t · R(t)), with some R(t) ∈ A∗(X)[[t]].
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The formula was proved for Chow groups with rational coefficients by Anca and Andrei Mustaţa [2012,
Proposition 2.12]. Our proof in essence verifies that their arguments carry over integrally.

A3. Approach. Our approach combines the equivariant methods used in the main text to study and
compute Chow rings of weighted projective stack bundles and weighted blow-ups, combined with ideas in
Aluffi’s paper [2010] and lecture [2011], especially the user-friendly presentation of the formula in Aluffi’s
lecture. While Aluffi provides a proof only for complete intersections, the methods of Theorem 6.4 allow
us to reduce the general case to a situation where Aluffi’s proof applies.

A3.1. The quotient class. One first notes that the class c(Ỹ )/( f ∗c(Y )) appearing on the left-hand side
has properties enabling flexible treatment:

Lemma A.2. The class c(Ỹ )/( f ∗c(Y )) is of the form q(1 ⊕ t · R(t)), with some R(t) ∈ A∗(X)[[t]], and is
functorial for smooth morphisms Y ′

→ Y and closed embeddings Y ′
→ Y that meet X transversely.

Proof. To see that it has this form, consider the localization sequence

A∗(X̃)→ A∗(Ỹ )→ A∗(Ỹ ∖ X̃)→ 0.

Since c(Ỹ ) and f ∗c(Y ) must pull back to the same class on A∗(Ỹ ∖ X̃), and their ratio pulls back to 1. In
particular we see that c(Ỹ )/( f ∗c(Y ))− 1 must be in the image of A∗(X̃), which means c(Ỹ )/( f ∗c(Y ))
is of the desired form.

To see functoriality, consider the following diagram:

Ỹ ′ Ỹ

Y ′ Y

h̃

f ′ f

h

We must show
c(Ỹ ′)

f ′∗c(Y ′)
= h̃∗

c(Ỹ )
f ∗c(Y )

,

but this is equivalent to
c(Ỹ ′)

h̃∗c(Ỹ )
= f ′∗

c(Y ′)

h∗c(Y )
.

This is true when h is smooth because the relative tangent bundle of h is compatible with pull-back
under f , and true when h is a closed embedding since the normal bundle of h is compatible with pull-back
under f . □

A3.2. Degeneration to the weighted normal bundle. Applying the lemma to the degeneration to the
weighted normal bundle we obtain:

Lemma A.3. It suffices to prove the theorem, namely to compute R(t) and c(Ỹ )/( f ∗c(Y )), when
Y = NX Y.
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Proof. Recall the diagram from Theorem 5.2

X̃ × A1 Z M̃o

X̃ Z t M̃t

X × A1 Mo

X Mt

Z t fM

where Mt ∼= Y for t ̸= 0 and M0 = NX Y.
By the previous lemma, the expression c(M̃t)/( f ∗c(Mt)) can be pulled back from M̃o along the

embedding corresponding to t and is determined by a class on X̃. However, neither X̃ nor M̃o depend
on t so it is enough to compute things when t = 0, that is, for NX Y. □

A3.3. The universal case. By Theorem 4.9, the homomorphism A∗(BGa,n) → A∗(BT ) is injective.
Therefore:

Lemma A.4. It suffices to prove the theorem when X = BT and Y = [V/T ]. Equivalently, it suffices to
prove the theorem T -equivariantly when X is a point, the origin on Y = Ad.

Proof. This follows from functoriality and Theorem 4.9 since the maps X → BGa,n and BT → BGa,n

are smooth. □

A3.4. The toric case of affine space. Finally, let X be the origin of Y = Ad. Let

A∗

T (0)∼= A∗

T (A
d)∼= Z[x1, . . . , xd ]

and

A∗

T (P(a1, . . . , ad))∼= A∗

T (Bl(a1,...,ad ) Ad)∼=
Z[x1, . . . , xd , t](∏

(xi + ai t)
)

as in Section 5.3.

Proposition A.5. We have cT (Y )= Q(0) and cT (Ỹ )= q((1 − t)Q(t)).

Proof. This is essentially the same argument as [Aluffi 2006, Theorem 4.2].
Let D =6 X̃ i + X̃ be the sum of all the irreducible toric divisors on Ỹ. By repeating the argument in

[Fulton 1993, Proposition p. 87], we have the exact sequence

0 →�1
Ỹ →�1

Ỹ (log D)→

( d⊕
i=1

OX i

)
⊕OX̃ → 0,

and �1
Ỹ
(log D) is trivial. By Whitney’s formula,

cT (�1
Ỹ )=

1
cT (OX̃ )cT

(⊕
OX̃ i

) = (1 + t)
∏

i

(1 − ai t − xi ).
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By taking the dual we obtain

cT (T Ỹ )= (1 − t)
∏

i

(1 + ai t + xi )= Q(t).

The same argument works to prove cT (Y )= Q(0). □

The theorem follows.
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