POLYNOMIALS WITH NO ZEROS ON THE BIDISK

Greg Knese

We prove a detailed sums of squares formula for two-variable polynomials with no zeros on the bidisk $D^2$, extending previous such formulas by Cole and Wermer and by Geronimo and Woerdeman. Our formula is related to the Christoffel–Darboux formula for orthogonal polynomials on the unit circle, but the extension to two variables involves issues of uniqueness in the formula and the study of ideals of two-variable orthogonal polynomials with respect to a positive Borel measure on the torus which may have infinite mass. We present applications to two-variable Fejér–Riesz factorizations, analytic extension theorems for a class of bordered curves called distinguished varieties, and Pick interpolation on the bidisk.

1. Introduction

Let $q \in \mathbb{C}[z, w]$ be a polynomial of degree $(n, m)$ (degree $n$ in $z$ and degree $m$ in $w$). Suppose $q$ has no zeros on the unit bidisk $D^2 := \mathbb{D} \times \mathbb{D} \subset \mathbb{C}^2$. Then, $q$ satisfies the following “sums of (Hermitian) squares” formula: there exist polynomials $A_j \in \mathbb{C}[z, w]$, for $j = 1, \ldots, n$, and $B_k \in \mathbb{C}[z, w]$, for $k = 1, \ldots, m$ such that

$$|q(z, w)|^2 - |\bar{q}(z, w)|^2 = (1 - |z|^2) \sum_{j=1}^{n} |A_j(z, w)|^2 + (1 - |w|^2) \sum_{k=1}^{m} |B_k(z, w)|^2$$  (1-1)
where \( \tilde{q} \) is the “reflection” of \( q \):

\[
\tilde{q}(z, w) = z^n w^m q\left(\frac{1}{z}, \frac{1}{w}\right).
\]

This was first proved in [Cole and Wermer 1999]. Here is an example.

**Example 1.1.** The polynomial \( q(z, w) = 2 - z - w \) has degree \((1, 1)\) and no zeros on \( \mathbb{D}^2 \). The reflection of \( q \) is \( \tilde{q}(z, w) = 2zw - w - z \). The sum of squares decomposition for \( q \) is rather simple:

\[
|2 - z - w|^2 - |2zw - w - z|^2 = (1 - |z|^2)2|1 - w|^2 + (1 - |w|^2)2|1 - z|^2.
\]

There are several reasons why we deem the Cole–Wermer formula interesting. First, it can be used to give direct proofs of Andô’s inequality from operator theory (in [Cole and Wermer 1999]) and Agler’s Pick interpolation theorem for the bidisk (see Section 12 for this simple derivation). Second, (1-1) can be thought of as a two-variable version of the Christoffel–Darboux formula for orthogonal polynomials on the unit circle. The Christoffel–Darboux formula is fundamental in the theory of orthogonal polynomials on the unit circle [Simon 2005; 2008]. Third, the most obvious analogue of (1-1) in three or more variables is false as it would imply a three operator version of Andô’s inequality (something known to be false). Fourth, (1-1) can be used to prove a determinantal representation for a class of algebraic curves in \( \mathbb{C}^2 \) called distinguished varieties (as in [Knese 2009]).

One drawback to the Cole–Wermer formula is that the sums of squares decomposition is not unique.

**Example 1.2.**

\[
|3 - z - w|^2 - |3zw - z - w|^2 \\
= (1 - |z|^2)\left(\frac{1 - \sqrt{3}}{2} + \frac{1 + \sqrt{3}}{2} w\right)^2 + (1 - |w|^2)\left(\frac{1 - \sqrt{3}}{2} + \frac{1 - \sqrt{3}}{2} z\right) \\
= (1 - |z|^2)\left(\frac{1 + \sqrt{3}}{2} + \frac{1 - \sqrt{3}}{2} w\right)^2 + (1 - |w|^2)\left(\frac{1 - \sqrt{3}}{2} + \frac{1 + \sqrt{3}}{2} z\right)^2
\]

(Example 2.1 below is more interesting.) It turns out that we can make the Cole–Wermer sums of squares decomposition unique if we require more.

Here is an abridged version of our main theorem. We will fill in more details in Theorem 8.1. All new terminology in the theorem is explained immediately following its statement.

**Theorem 1.3.** Let \( q \in \mathbb{C}[z, w] \) be almost stable and \( \deg q \leq (n, m) \). Then, there exist vector polynomials \( E \in \mathbb{C}^n[z, w] \) and \( F \in \mathbb{C}^m[z, w] \), \( \deg E \leq (n-1, m) \), \( \deg F \leq (n, m-1) \) such that

1. \( E \) is horizontally \( \mathbb{D} \)-stable;
2. \( F \) is vertically \( E \)-stable;
3. the following formula holds

\[
|q(z, w)|^2 - |	ilde{q}(z, w)|^2 = (1 - |z|^2)|E(z, w)|^2 + (1 - |w|^2)|F(z, w)|^2;
\]

4. \( E \in \mathbb{C}^n[z, w] \) and \( F \in \mathbb{C}^m[z, w] \) satisfying items (1) and (3) are unique up to unitary multiplication.
Definition 1.4. A polynomial is \( p \in \mathbb{C}[z, w] \) is stable if \( p \) has no zeros on \( \overline{D}^2 \). A polynomial \( p \in \mathbb{C}[z, w] \) is almost stable if \( p \) has no zeros on \( D^2 \) and finitely many zeros on \( T^2 \).

For instance, \( p(z, w) = 3 - z - w \) is stable; \( q(z, w) = 2 - z - w \) is almost stable.

Notation 1.5. We use \( T \) to denote the unit circle \( \partial D \) and \( T^2 \) is the two-dimensional torus, or just torus; \( E := \mathbb{C} \setminus \overline{D} \) is the exterior disk. We use \( \mathbb{C}^N[z] \) to denote the set of \( \mathbb{C}^N \)-valued polynomials in the variable \( z \); likewise, we use \( \mathbb{C}^N[z, w] \) to denote the set of \( \mathbb{C}^N \)-valued polynomials in \( z \) and \( w \). We define

\[
\Lambda_N(z) := \begin{pmatrix} 1 \\ z \\ \vdots \\ z^{N-1} \end{pmatrix} \in \mathbb{C}^N[z].
\]  

(1-3)

If \( E(z, w) = \sum_{j=0}^{n-1} E_j(w) z^j \in \mathbb{C}^N[z, w] \) has degree less than \( n \) in \( z \), we will frequently write \( E \) in the matrix form

\[
E(z, w) = (E_0(w), E_1(w), \ldots, E_{n-1}(w)) \Lambda_n(z) = E(w) \Lambda_n(z),
\]

where \( E(w) = (E_0(w), E_1(w), \ldots, E_{n-1}(w)) \) is an \( N \times n \) matrix valued polynomial in \( w \).

Similarly, if \( F \in \mathbb{C}^M[z, w] \) has degree less than \( m \) in \( w \), we may write

\[
F(z, w) = F(z) \Lambda_m(w),
\]

where \( F(z) \) is an \( M \times m \) matrix polynomial in \( z \).

Definition 1.6. Let \( \Omega \subset \mathbb{C} \). Under the conventions above, we say \( E \) is horizontally \( \Omega \)-stable if \( E(w) \) has full rank for all \( w \in \Omega \); we say \( F \) is vertically \( \Omega \)-stable if \( F(z) \) has full rank for all \( z \in \Omega \).

Typically, \( \Omega \) is one of following sets: \( \mathbb{D}, E, \mathbb{D} \cup E \), or \( \mathbb{D} \) unioned with a subset of \( T \).

Let us explain the terminology. For fixed \( w_0 \in \mathbb{D} \), call the set \( \{(z, w_0) : z \in \mathbb{C}\} \) a horizontal line over \( \mathbb{D} \). Supposing \( N \leq n \), being horizontally \( \mathbb{D} \)-stable is equivalent to saying the image of

\[
E : \mathbb{C}^2 \to \mathbb{C}^N
\]

when restricted to a horizontal line over \( \mathbb{D} \) sits in no linear subspace of dimension less than \( N \). The reason is simple:

\[
E(z, w_0) = E(w_0) \Lambda_n(z),
\]

and when \( E(w_0) \) has full rank, the span of the right hand side as \( z \) varies over \( \mathbb{C} \) is \( \mathbb{C}^N \). Being horizontally \( \mathbb{D} \)-stable is much stronger than saying \( E \) is nonvanishing on \( \mathbb{C} \times \mathbb{D} \). A similar interpretation holds for \( F \) and “vertical” objects.

Notation 1.7. We let \( | \cdot | \) denote the standard norm on \( \mathbb{C}^N \) (where the \( N \) will be understood from context) and therefore if \( E = (e_1, \ldots, e_N)' \in \mathbb{C}^N[z, w] \), then

\[
|E(z, w)|^2 = \sum_{j=1}^{N} |e_j(z, w)|^2
\]

is evaluated pointwise (and does not represent any type of function space norm).
Definition 1.8. The degree of \( p \in \mathbb{C}[z, w] \) will always refer to the bidegree. So,
\[
\deg p = (n, m)
\]
means \( p \) has degree \( n \) in \( z \) and \( m \) in \( w \), while
\[
\deg p \leq (n, m)
\]
means \( p \) has at most degree \( n \) in \( z \) and at most \( m \) in \( w \). The same notation applies to vector and matrix polynomials component-wise.

Frequent use will be made of the following notion of polynomial reflection.

**Definition 1.9.** If \( p \in \mathbb{C}[z, w] \) is a polynomial of degree at most \((j, k)\) we define the reflection (at the \((j, k)\) degree) to be
\[
\tilde{p}(z, w) := z^j w^k p(1/\bar{z}, 1/\bar{w}).
\]

**Remark 1.10.** In the case of a stable polynomial (no zeros on the closed bidisk \( \mathbb{D}^2 \)), the theorem is deducible from the work of Geronimo and Woerdeman [2004]. It is the goal of the present paper to extend the sums of squares decomposition with uniqueness to all polynomials with no zeros on the open bidisk \( \mathbb{D}^2 \). Why are we concerned with such an extension?

First, it allows a direct, unified proof of the Cole–Wermer formula which does not make use of Andô’s inequality, Agler’s Pick interpolation theorem, or any of their close relatives (the original proof of Cole and Wermer relies heavily on these results). Our hope is that the uniqueness aspects could prove helpful in uniqueness issues of Pick interpolation on the bidisk.

Second, it allows us to improve a bounded analytic extension theorem (from [Knese 2009]) for the already alluded to curves called distinguished varieties. See Section 11.

Third, our method of proof may be of interest to some as we study orthogonal polynomials with respect to a positive Borel measure on \( \mathbb{T}^2 \) which may have infinite mass. Since such measures will not necessarily have finite moments, methods involving doubly Toeplitz matrices (as in [Geronimo and Woerdeman 2004]) are not directly available to us, and therefore our method of using reproducing kernels of subspaces of polynomials from [Knese 2008] is well adapted to the present situation. Our method of proof also allows us to improve a characterization of two-variable Fejér–Riesz factorizations from [Geronimo and Woerdeman 2004]. See Section 10.

**Remark 1.11.** The assumption that \( q \) is almost stable (i.e., has finitely many zeros on \( \mathbb{T}^2 \)) is there to put us into the most interesting case and not to avoid a difficulty. Every polynomial \( q \) with no zeros on the bidisk can be factored into \( q = q_1 q_2 \) where \( q_1 \) has at most finitely many zeros on the two-torus and every factor of \( q_2 \) has infinitely many zeros on the two-torus. If \( q \) has a nontrivial factor of the type \( q_2 \), then it can be factored out of the entire sums of squares formula. These polynomials with no zeros on the bidisk and infinitely many zeros on the two-torus can be studied separately; see [Knese 2009]. These notions will appear several places later on so we give the following definitions of toral and atoral.

**Definition 1.12.** A polynomial \( p \in \mathbb{C}[z, w] \) is toral if every factor of \( p \) has infinitely many zeros on \( \mathbb{T}^2 \).

**Definition 1.13.** A polynomial \( p \in \mathbb{C}[z, w] \) is atoral if \( p \) has finitely many zeros on \( \mathbb{T}^2 \).

These terms were introduced in [Agler et al. 2006] in a more natural way that makes sense for higher dimensions, but these definitions will suffice for our purposes.
Remark 1.14. The requirements on $E$ and $F$ in Theorem 1.3 that make the decomposition unique are essential in proving our bounded analytic extension theorem for distinguished varieties. The requirements are also curiously asymmetric. In fact, the entire formula (1-2) can be “reflected”: replace $(z, w)$ with $(1/\bar{z}, 1/\bar{w})$ and multiply through by $-|zw^n|^2$. The result will be a new sums of squares formula with $E$ and $F$ replaced with

$$E(z, w) = z^{n-1}w^mE(1/\bar{z}, 1/\bar{w})$$

and

$$F(z, w) = z^n w^{m-1}F(1/\bar{z}, 1/\bar{w}),$$

respectively. These new choices will have the stability requirements reversed in Theorem 1.3: $E$ will be horizontally $\mathbb{E}$-stable and $F$ will be vertically $\mathbb{D}$-stable. (Notice that in Example 2.1, below, the two choices for the sums of squares decompositions are not simply obtained from one another by performing this reflection.)

These thoughts beg the following question. Which almost stable polynomials have a unique sums of squares decomposition?

Theorem 1.15. Suppose $q \in \mathbb{C}[z, w]$ is almost stable with $\deg q \leq (n, m)$. The following are equivalent.

1. There exist unique nonnegative functions $\Gamma_1, \Gamma_2$ which can be written as the sum of the squared moduli of two-variable polynomials such that

$$|q(z, w)|^2 - |\bar{q}(z, w)|^2 = (1 - |z|^2)\Gamma_1(z, w) + (1 - |w|^2)\Gamma_2(z, w). \tag{1-4}$$

2. There are no nonzero polynomials $f \in \mathbb{C}[z, w]$ with degree at most $(n-1, m-1)$ such that

$$\frac{f}{q} \in L^2(\mathbb{T}^2).$$

3. There exist vector polynomials $E \in \mathbb{C}^n[z, w], \deg E \leq (n-1, m)$ and $F \in \mathbb{C}^m[z, w], \deg F \leq (n, m-1)$ satisfying

$$|q(z, w)|^2 - |\bar{q}(z, w)|^2 = (1 - |z|^2)|E(z, w)|^2 + (1 - |w|^2)|F(z, w)|^2$$

that are symmetric in the sense that:

$$E(z, w) = z^{n-1}w^mE(1/\bar{z}, 1/\bar{w}) \text{ and } F(z, w) = z^n w^{m-1}F(1/\bar{z}, 1/\bar{w}).$$

Moreover, $E$ is horizontally $\mathbb{D} \cup \mathbb{E}$-stable, and $F$ is vertically $\mathbb{D} \cup \mathbb{E}$-stable.

The polynomial $q(z, w) = 2 - z - w$ from Example 1.1 has a unique sums of squares decomposition, since the decomposition we gave satisfies (3), after multiplying by a suitable unimodular constant. Item (2) says that the polynomials with a unique decomposition must in some sense have as many zeros as possible on the torus. Because of this, polynomials with no zeros on the closed bidisk never have unique decompositions unless they are one variable polynomials.

Corollary 1.16. If $q \in \mathbb{C}[z, w]$ is stable, then $q$ has a unique sums of squares decomposition if and only if $q$ is a function of only one variable (i.e., one of $q$’s partial derivatives vanishes identically).

It would be interesting to have a parametrization of the polynomials in Theorem 1.15. Both Theorem 1.15 and Corollary 1.16 are proved in Section 9.
2. An example

Example 2.1. Let \( f(z, w) = 2 - zw - z^2w \). One decomposition of \( f \) is

\[
|2 - zw - z^2w|^2 - |2z^3w^2 - z^2w - zw|^2 = (1 - |z|^2)|E(z, w)|^2 + (1 - |w|^2)|F(z, w)|^2,
\]

where

\[
E(z, w) = \sqrt{2} \begin{pmatrix} 1 - z^2w \\ w - zw^2 \\ zw - z^2w^2 \end{pmatrix} = \sqrt{2} \begin{pmatrix} 1 & 0 & -w \\ w & -w^2 & 0 \\ 0 & w & -w^2 \end{pmatrix} \begin{pmatrix} 1 \\ z \\ z^2 \end{pmatrix},
\]

\[
F(z, w) = \sqrt{2} \begin{pmatrix} z - z^3w \\ 1 - zw \end{pmatrix} = \sqrt{2} \begin{pmatrix} z & -z^3 \\ 1 & -z \end{pmatrix} \begin{pmatrix} 1 \\ w \end{pmatrix}.
\]

Alternatively, we could choose instead

\[
E(z, w) = \begin{pmatrix} \sqrt{2}(z - z^2w) \\ z - z^2 \\ 2 - zw - z^2w \end{pmatrix} = \begin{pmatrix} 0 & \sqrt{2} & -\sqrt{2}w \\ 0 & 1 & -1 \\ 2 - w & -w & -w \end{pmatrix} \begin{pmatrix} 1 \\ z \\ z^2 \end{pmatrix},
\]

\[
F(z, w) = \begin{pmatrix} z + z^2 - 2z^3w \\ z^2 - z^3 \end{pmatrix} = \begin{pmatrix} z + z^2 & -2z^3 \\ z^2 - z^3 & 0 \end{pmatrix} \begin{pmatrix} 1 \\ w \end{pmatrix}.
\]

These two choices are not equivalent up to unitary multiplication (reflecting is no remedy either) as can be checked. The second choices of \( E \) and \( F \) fit the requirements of Theorem 1.3, while the first choices do not.

3. Sums of squares and uniqueness

In this section we present several lemmas on sums of squares decompositions. Lemma 3.4 proves uniqueness in Theorem 1.3, namely, item (4). This section can easily be skipped and referred back to as necessary. It is included here because it does not require the more demanding notation of the rest of the paper.

The following theorem can be found in [D’Angelo 1993].

**Theorem 3.1** (polarization for holomorphic functions). Let \( \Omega \) be a domain in \( \mathbb{C}^N \) and set

\[
\Omega^* = \{ \bar{z} = (\bar{z}_1, \ldots, \bar{z}_N) : z \in \Omega \}.
\]

If \( f : \Omega \times \Omega^* \to \mathbb{C} \) is a holomorphic function with the property that

\[
f(z, \bar{z}) = 0 \quad \text{for all } z \in \Omega
\]

then

\[
f(z, w) = 0 \quad \text{for all } (z, w) \in \Omega \times \Omega^*.
\]

The following lemma holds equally well for multivariable polynomials, and may be well known to some readers. See [Cole and Wermer 1999, Appendix] for a proof.
Lemma 3.2. Suppose $\Gamma(z)$ is a sum of squares of polynomials and let $N$ be the rank of the matrix of coefficients of $\Gamma$. Then, there exists $A \in \mathbb{C}^N[z]$ so that

$$\Gamma(z) = |A(z)|^2$$

and $A$ is minimal in the sense that

$$|A(z)|^2 \equiv |B(z)|^2, \quad B \in \mathbb{C}^M[z]$$

implies $B(z) = VA(z)$ for some isometric $M \times N$ matrix $V$.

Lemma 3.3. Let $E \in \mathbb{C}^n[z, w]$, $\deg E \leq (n-1, m)$. Suppose $E$ is horizontally $\mathbb{D}$-stable. Suppose further that $A \in \mathbb{C}^N[z, w]$ satisfies

$$|E(z, w)|^2 = |A(z, w)|^2$$

for $(z, w) \in \mathbb{C} \times \mathbb{T}$.

Then, $n \leq N$, $A(z, w)$ has degree at most $n-1$ in $z$ and there exists an $N \times n$ matrix valued rational inner function $\Psi : \mathbb{D} \rightarrow \mathbb{C}^{N \times n}$, holomorphic on $\mathbb{D}$ such that

$$A(z, w) = \Psi(w)E(z, w).$$

By $N \times n$ matrix valued inner function we mean that $\Psi$ is isometry valued on the circle (or more appropriately, unitary valued in the case $n = N$).

Proof. We have assumed

$$|E(z, w)|^2 = |A(z, w)|^2,$$

for all $z \in \mathbb{C}$ but $w \in \mathbb{T}$. By the polarization theorem for holomorphic functions

$$\langle E(z, w), E(Z, w) \rangle = \langle A(z, w), A(Z, w) \rangle,$$  \hspace{1cm} (3-1)

for all $z, Z \in \mathbb{C}$ and $w \in \mathbb{T}$. The left hand side has degree at most $n-1$ in $z$ and this implies $A(z, w)$ has degree at most $n-1$ in $z$ as follows. If some component with the largest degree, say $A_1(z, w) = \sum_{j=0}^{M} a_j(w)z^j$, of $A(z, w)$ has degree $M$ larger than $n-1$, then

$$A_1(z, w)A_1(Z, w) = |a_M(w)|^2 z^M \bar{Z}^M + \text{lower order terms}.$$

We necessarily have $a_M(w) \equiv 0$ on $\mathbb{T}$, which implies $a_M(w) \equiv 0$ for all $w \in \mathbb{C}$.

Therefore, we may write

$$A(z, w) = A(w)\Lambda_n(z),$$

where $A(w)$ is an $N \times n$ matrix polynomial. Let us write

$$E(z, w) = E(w)\Lambda_n(z), \quad E(w) \in \mathbb{C}^{n \times n}[w].$$

Saying $E$ is horizontally $\mathbb{D}$-stable means $E(w)$ is invertible for all $w \in \mathbb{D}$.

Rewriting (3-1) in matrix form we have

$$\Lambda_n(Z)^* E(w)^* E(w)\Lambda_n(z) = \Lambda_n(Z)^* A(w)^* A(w)\Lambda_n(z),$$

and since this holds for all $z, Z \in \mathbb{C}$

$$E(w)^* E(w) = A(w)^* A(w)$$ \hspace{1cm} (3-2)
for all \( w \in \mathbb{T} \) because \( \Lambda_n(z) \) spans \( \mathbb{C}^n \) as \( z \) varies over any \( n \) points. Now define
\[
\Psi(w) = A(w)E(w)^{-1}
\]
for \( w \in \mathbb{D} \), a rational matrix polynomial with no poles on the disk (since \( E(w) \) is invertible in the disk). Equation (3-2) says that \( \Psi(w) \) is isometric for \( w \in \mathbb{T} \). In particular, \( n \leq N \), any singularities of \( \Psi \) on the circle are removable (\( \Psi \) is rational and bounded on the circle), and by the maximum principle \( \Psi \) is contraction valued in the disk. By definition, \( A(z, w) = \Psi(w)E(z, w) \) for all \( z, w \in \mathbb{C} \).

\( \square \)

**Lemma 3.4** (uniqueness). Let \( E, \tilde{E} \in \mathbb{C}^n[z, w], \deg E, \tilde{E} \leq (n-1, m) \). Suppose both \( E \) and \( \tilde{E} \) are horizontally \( \mathbb{D} \)-stable.

Suppose further that there are vector polynomials \( F, \tilde{F} \in \mathbb{C}^m[z, w] \) such that
\[
(1 - |z|^2)|E(z, w)|^2 + (1 - |w|^2)|F(z, w)|^2 = (1 - |z|^2)|\tilde{E}(z, w)|^2 + (1 - |w|^2)|\tilde{F}(z, w)|^2.
\]
Then, there exists an \( n \times n \) unitary \( U_1 \) and an \( m \times m \) unitary \( U_2 \) such that
\[
E(z, w) = U_1\tilde{E}(z, w), \quad F(z, w) = U_2\tilde{F}(z, w).
\]

**Proof.** Setting \( |w| = 1 \) in (3-3) and canceling the factor \((1 - |z|^2)\) we have
\[
|E(z, w)|^2 = |\tilde{E}(z, w)|^2 \quad \text{for } (z, w) \in \mathbb{C} \times \mathbb{T}.
\]
Both \( E \) and \( \tilde{E} \) satisfy the conditions of Lemma 3.3. Therefore, there exist \( n \times n \) matrix valued rational inner functions \( \Psi_1, \Psi_2 : \mathbb{D} \to \mathbb{C}^{n \times n} \) such that
\[
\tilde{E}(z, w) = \Psi_1(w)E(z, w), \quad E(z, w) = \Psi_2(w)\tilde{E}(z, w).
\]
This implies \( \Psi_1(w)\Psi_2(w) = I \), and as \( \Psi_1, \Psi_2 \) are contractive valued, we must have \( \Psi_1 \) and \( \Psi_2 \) constant and equal to unitary matrices. Hence, there exists an \( n \times n \) unitary matrix \( U_1 \) such that
\[
E(z, w) = U_1\tilde{E}(z, w),
\]
which implies
\[
|E(z, w)|^2 = |\tilde{E}(z, w)|^2 \quad \text{for all } (z, w) \in \mathbb{C}.
\]
In turn, by (3-3) we have
\[
|F(z, w)|^2 = |\tilde{F}(z, w)|^2 \quad \text{for all } (z, w) \in \mathbb{C}.
\]
By Lemma 3.2, there exists an \( m \times m \) unitary matrix \( U_2 \) such that
\[
F(z, w) = U_2\tilde{F}(z, w). \quad \square
\]

We conclude this section with a lemma about the presence of zeros on the “undistinguished” portion of the boundary of \( \mathbb{D}^2 \), namely \( (\mathbb{D} \times \mathbb{T}) \cup (\mathbb{T} \times \mathbb{D}) \).

**Lemma 3.5.** Suppose \( q \in \mathbb{C}[z, w] \) has no zeros on \( \mathbb{D}^2 \). If \( q(z_0, w_0) = 0 \) for some \( (z_0, w_0) \in \mathbb{T} \times \mathbb{D} \), then \( q(z_0, w) = 0 \) for all \( w \in \mathbb{C} \); i.e., \( (z - z_0) \) divides \( q \). In particular, there can only be finitely many \( z_0 \in \mathbb{T} \) such that \( q(z_0, \cdot) \) has a zero in \( \mathbb{D} \).
Proof. There is no harm in assuming $q$ is irreducible. Suppose $q(z_0, w)$ is not identically zero as a function of $w$. Then, we can apply the Weierstrass preparation theorem to $q$ and write

$$q(z, w) = u(z, w)(z^k + a_1(w)z^{k-1} + \cdots + a_k(w))$$

on some bidisk $D_1 \times D_2$ containing $(z_0, w_0)$ where $u$ is holomorphic and nonvanishing on $D_1 \times D_2$ and each $a_j$ is holomorphic on $D_2$. We also assume $D_2 \subset \mathbb{D}$. Furthermore, for $w \in D_2 \setminus \{w_0\}$, each $a_j(w)$ is a symmetric function of the $k$ (necessarily) distinct roots (by irreducibility) $z_1(w), z_2(w), \ldots, z_k(w) \in D_1$ of $q(\cdot, w)$ for $w \in D_2 \setminus \{w_0\}$. Note $a_k(w) = (-1)^k z_1(w) \cdots z_k(w)$ for $w \neq w_0$ and $a_k(w_0) = (-z_0)^k$.

Since $q$ has no zeros in $D_2$, $|z_j(w)| \geq 1$ for all $j$ and $w \in D_2$, and hence $|a_k(w)| \geq 1$ for all $w \in D_2$.

Since $|a_k(w_0)| = 1$ the maximum principle implies $a_k$ is a unimodular constant, which in turn implies the roots $z_1(w), \ldots, z_k(w)$ are all unimodular valued. The roots must be constant and equal to $z_0$; that is, $q(z, w)$ can be divided by $z - z_0$.

\[ \square \]

4. Preliminaries

As in [Knese 2008], our approach will be to study two-variable orthogonal polynomials with respect to a positive Borel measure $\mu$ on the two-torus. The difference is that here we allow measures with infinite mass. In particular, we study “Bernstein–Szegő” measures on $\mathbb{T}^2$

$$\frac{1}{|q(z, w)|^2} d\sigma,$$

where $d\sigma$ is normalized Lebesgue measure on the torus:

$$d\sigma = d\sigma(z, w) = \frac{dz}{2\pi iz} \frac{dw}{2\pi i w},$$

(4-1)

and $q \in \mathbb{C}[z, w]$ has finitely many zeros on $\mathbb{T}^2$ (and hence this measure can have infinite mass). On one hand, this causes a number of certain superficial (but still interesting) changes in the theory. For instance, we have to deal with the ideal $\mathbb{C}[z, w] \cap L^2(\mu)$ of polynomials in $L^2(\mu)$ as opposed to all of $\mathbb{C}[z, w]$ when studying orthogonal polynomials. (In particular, studying moment matrices will not be an option, because our measures may not have finite moments.) On the other hand, this change forces us to take greater care in certain situations. For instance, if $q \in \mathbb{C}[z, w]$ has no zeros on the bidisk and finitely many zeros on the two-torus, we cannot say (as we would in the case with no zeros on $\mathbb{T}^2$) that

$$\int_{\mathbb{T}^2} \frac{1}{q(z, w)} d\sigma(z, w) = \frac{1}{q(0, 0)}$$

since $1/q$ will not be integrable. Perhaps this integral could be understood in a principal value sense, however we confront this issue in our own way in Proposition 7.1.

Let us begin to provide some details. We shall make the following standing assumptions:

- $\mu$ is a positive Borel measure on $\mathbb{T}^2$;
- the ideal

$$\mathcal{I}_\mu := L^2(\mu) \cap \mathbb{C}[z, w]$$

(4-2)

is nontrivial, where elements of $\mathbb{C}[z, w]$ here are thought of as measurable functions on $\mathbb{T}^2$;
the support of $\mu$ is not contained in the zero set of a nonzero polynomial, thus ensuring that $\|q\|_{L^2(\mu)} \neq 0$ if $q \neq 0$.

The inner product on $L^2(\mu)$ will be denoted by

$$\langle f, g \rangle_{\mu} = \int_{T^2} f \overline{g} d\mu.$$  \hfill (4-3)

We shall make use of the machinery of reproducing kernel Hilbert spaces.

**Notation 4.1.** Given a finite-dimensional subspace $V \subset L^2(\mu) \cap \mathbb{C}[z, w]$, we shall use $KV$ to denote the reproducing kernel of $V$. Namely, for each $(Z, W) \in \mathbb{C}^2$, $KV(Z, W)$ is the unique element of $V$ satisfying

$$f(Z, W) = \langle f, KV(Z, W) \rangle_{\mu} \quad \text{for all } f \in V$$

and we define $KV : \mathbb{C}^2 \times \mathbb{C}^2 \to \mathbb{C}$ by

$$KV((z, w), (Z, W)) := KV(Z, W)(z, w).$$

It is not hard to show $KV$ is conjugate symmetric:

$$KV((z, w), (Z, W)) = \overline{KV((Z, W), (z, w))},$$

and if $\{e_1, \ldots, e_N\}$ is an orthonormal basis of $V$, then

$$KV((z, w), (Z, W)) = \sum_{j=1}^{N} e_j(z, w)\overline{e_j(Z, W)}.$$

Given $q \in \mathbb{C}[z, w]$ we use

$$\hat{q}(j, k)$$  \hfill (4-4)

to denote the coefficient of $z^j w^k$ in the Fourier series of $q$.

**Remark 4.2.** Throughout, we fix positive integers $n$ and $m$. The notations below depend on this.

We use the following notations as in [Knese 2008] which define subspaces of polynomials based on what frequencies may appear in their Fourier series (or in other language, we define subspaces based on the *carrier* of the polynomials). The symbols should be thought of a lying in the grid $\mathbb{Z}^2$ with the lower left corners representing the origin. A blackened section denotes excluded Fourier support. The box with the lower left corner missing \(\square\) denotes the polynomials of degree at most $(n, m)$ which vanish at $(0, 0)$, while the box with the upper right corner missing \(\square\) denotes the polynomials of degree at most $(n, m)$ with no $(n, m)$ Fourier coefficient.

**Notation 4.3.**

- \(\square := \{ q \in \mathbb{C}[z, w] : \deg(q) \leq (n, m) \}\)
- \(\square := \{ q \in \mathbb{C}[z, w] : \deg(q) \leq (n-1, m) \}\)
- \(\square := \{ q \in \mathbb{C}[z, w] : \deg(q) \leq (n, m-1) \}\)
- \(\square := \{ q \in \mathbb{C}[z, w] : \deg(q) \leq (n-1, m-1) \}\)
- \(\square := \{ q \in \square : q(0, 0) = 0 \}\)
- \(\square := \{ q \in \square : \hat{q}(n, m) = 0 \}\)
For any of the above subspaces (and similar variations) we shall use a subscript $\mu$ to denote the intersection with $L^2(\mu)$. Namely,

\[ \square_\mu := \square \cap L^2(\mu) \]
\[ \square_\mu := \square \cap L^2(\mu) \]
\[ \square_\mu := \square \cap L^2(\mu), \ldots \]

We use the following notations for shifts and certain orthogonal complements using the inner product on $L^2(\mu)$.

**Notation 4.4.**

\[ w\square_\mu := \{wp : p \in \square_\mu \} \]
\[ z\square_\mu := \{zp : p \in \square_\mu \} \]
\[ \square_\mu := \square_\mu \oplus \square_\mu \]
\[ \square_\mu := \square_\mu \oplus (w\square_\mu) \]
\[ \square_\mu := \square_\mu \oplus (z\square_\mu) \]
\[ \square_\mu := \square_\mu \oplus \square_\mu \]
\[ \square_\mu := \square_\mu \oplus (w\square_\mu) \]
\[ \square_\mu := \square_\mu \oplus (w\square_\mu) \]

For instance, $\square_\mu$ denotes all $p \in \mathbb{C}[z, w] \cap L^2(\mu)$ of degree at most $(n-1, m)$ which are orthogonal to the polynomials in $\mathbb{C}[z, w] \cap L^2(\mu)$ of degree at most $(n-1, m-1)$.

**A discussion of the notation.** A more traditional notation for the subspaces above might work as follows:

\[ \mathcal{P}_{n,m} := \{q \in \mathbb{C}[z, w] : \deg(q) \leq (n, m)\} \]
\[ \mathcal{P}_{n,m-1} := \{q \in \mathbb{C}[z, w] : \deg(q) \leq (n, m-1)\} \]
\[ \mathcal{P}_{n-1,m-1} := \{q \in \mathbb{C}[z, w] : \deg(q) \leq (n-1, m-1)\} \]
\[ \mathcal{P}_{n,m}^{(n,m)} := \{q \in \mathbb{C}[z, w] : \deg(q) \leq (n, m), \hat{q}(n, m) = 0\} \]

In which case one could write out orthogonal complements in detail as in:

\[ \mathcal{P}_{n,m} \oplus \mathcal{P}_{n,m-1}. \]

To illustrate how cumbersome this becomes let us compare this more traditional notation with the box notation above. In the rest of this paper it will be important to decompose $(\mathcal{P}_{n,m})_\mu$ (or $\square_\mu$) in a variety of ways. With more traditional notation we have:

\[ \mathcal{P}_{n,m} = (\mathcal{P}_{n,m} \oplus \mathcal{P}_{n,m}^{(n,m)}) \oplus \mathcal{P}_{n,m}^{(n,m)} \]
\[ = (\mathcal{P}_{n,m} \oplus \mathcal{P}_{n,m}^{(n,m)}) \oplus (\mathcal{P}_{n,m}^{(n,m)} \oplus \mathcal{P}_{n,m-1}) \oplus \mathcal{P}_{n,m-1}. \]

All orthogonal sums and complements are taken with respect to $L^2(\mu)$. With our notation we have:

\[ \square_\mu = (\square_\mu \oplus \square_\mu) \oplus (\square_\mu \oplus \square_\mu) \]
\[ = \square_\mu \oplus (\square_\mu \oplus \square_\mu) \]
\[ = \square_\mu \oplus \square_\mu \oplus \square_\mu \]
It becomes necessary to take this even further:

\[
\begin{align*}
\mathbb{M}_\mu &= \mathbb{M}_\mu \oplus \mathbb{M}_\mu \oplus \mathbb{M}_\mu \\
&= \mathbb{M}_\mu \oplus \mathbb{M}_\mu \oplus (\mathbb{M}_\mu \oplus \mathbb{M}_\mu) \\
&= \mathbb{M}_\mu \oplus \mathbb{M}_\mu \oplus \mathbb{M}_\mu \oplus \mathbb{M}_\mu
\end{align*}
\]

Another way of decomposing \( \mathbb{M}_\mu \) is as

\[
\mathbb{M}_\mu = \mathbb{M}_\mu \oplus \mathbb{M}_\mu \oplus \mathbb{M}_\mu \oplus \mathbb{M}_\mu
\]

All of these decompositions translate into formulas for reproducing kernels since the reproducing kernel of a direct sum is the sum of the reproducing kernels [Knese 2008, Section 3]. Therefore,

\[
\begin{align*}
K\mathbb{M}_\mu &= K\mathbb{M}_\mu + K\mathbb{M}_\mu + K\mathbb{M}_\mu + K\mathbb{M}_\mu, \\
K\mathbb{M}_\mu &= K\mathbb{M}_\mu + K\mathbb{M}_\mu + K\mathbb{M}_\mu + K\mathbb{M}_\mu.
\end{align*}
\]

□

The two subspaces \( \mathbb{M}_\mu, \mathbb{M}_\mu \) are either one-dimensional or trivial and are important enough to warrant special names:

\[
\begin{align*}
\text{Max}_\mu := \mathbb{M}_\mu &= \mathbb{M}_\mu \oplus \mathbb{M}_\mu = \{ p \in \mathbb{C}[z, w] \cap L^2(\mu) : p \in \mathbb{M}_\mu, p \perp \mathbb{M}_\mu \}, \\
\text{Min}_\mu := \mathbb{M}_\mu &= \mathbb{M}_\mu \oplus \mathbb{M}_\mu = \{ p \in \mathbb{C}[z, w] \cap L^2(\mu) : p \in \mathbb{M}_\mu, p \perp \mathbb{M}_\mu \}.
\end{align*}
\]

We choose these names because \( p \in \text{Max}_\mu \) maximizes the quantity

\[
\frac{|f(0, 0)|}{\|f\|_{L^2_\mu}}
\]

among all \( f \in \mathbb{C}[z, w] \cap L^2(\mu) \) of degree at most \((n, m)\). This follows from the fact that \( p \in \text{Max}_\mu \) if and only if \( p \) is orthogonal to all \( f \in \mathbb{M}_\mu \) vanishing at \((0, 0)\). Elements of \( \text{Min}_\mu \) maximize the value of

\[
\frac{|\hat{f}(n, m)|}{\|f\|_{L^2_\mu}}
\]

among \( f \in \mathbb{M}_\mu \).

We continue Example 1.1 to make all these definitions concrete.

**Example 4.5.** Let \( q(z, w) = 2 - z - w \). Let

\[
d\mu = \frac{1}{|2 - z - w|^2} \, d\sigma(z, w) = \frac{1}{(2\pi i)^2 |2 - z - w|^2} \, \frac{dz \, dw}{z \, w}.
\]

It turns out that \( \mathcal{M}_\mu = L^2(\mu) \cap \mathbb{C}[z, w] \) equals the maximal ideal \((z - 1, w - 1) \subset \mathbb{C}[z, w] \). Indeed, a double application of Cauchy’s formula shows

\[
1 \notin L^2(\mu) \text{ and } z - 1, w - 1 \in L^2(\mu).
\]
Also,

\[ 2 - z - w \perp w(z - 1), \ z(w - 1), \quad 2zw - z - w \perp (z - 1), (w - 1). \]

If we set \( n = 1 \) and \( m = 1 \), then

\[
\begin{align*}
\square_\mu &= \{0\}, \quad \text{since } 1 \notin L^2(\mu), \\
\square_\mu &= (w - 1)\mathbb{C}, \\
\square_\mu &= (z - 1)\mathbb{C}, \\
\square_\mu &= \text{span}\{z - 1, w - 1, z + w - 2zw\}, \\
\square_\mu &= (2 - z - w)\mathbb{C}, \\
\square_\mu &= (2zw - z - w)\mathbb{C}.
\end{align*}
\]

Since \( \square_\mu \) is trivial,

\[
\square_\mu = \square_\mu \ominus \square_\mu = \square_\mu.
\]

In general, \( \square_\mu \neq \square_\mu \), but the singularity of \( \mu \) forces certain subspaces to degenerate.

\section{5. General properties of orthogonal polynomials on \( \mathbb{T}^2 \)}

This section is about orthogonal polynomials on \( \mathbb{T}^2 \) with respect to a (not necessarily finite) positive Borel measure on \( \mathbb{T}^2 \). We use reproducing kernels to study entire subspaces of polynomials all at once, so the “orthogonal polynomials” are in some sense disguised.

The heart of the following two propositions should be familiar to those who know something about orthogonal polynomials on the unit circle. Namely, if \( \rho \) is a probability measure on \( \mathbb{T} \), and if \( q \in \mathbb{C}[z] \), \( \deg q \leq n \), then in \( L^2(\rho) \)

\[ q \perp z, z^2, \ldots, z^n \implies q \text{ is stable}. \]

In two variables, consider the \textit{subspace} of polynomials \( \square_\mu = \square_\mu \ominus \square_\mu \); that is, all

\[ p \in \mathbb{C}[z, w] \cap L^2(\mu), \deg p \leq (n, m-1) \]

satisfying

\[ p \perp \text{span}\{z^j w^k : 1 \leq j \leq n, 0 \leq k \leq m-1\} \cap L^2(\mu). \]

The conclusion of the first proposition below is that \( p(z, w) \) has no factors of the form \((z - z_0)\) with \( z_0 \in \mathbb{D} \), and the second proposition says that a vector consisting of an orthonormal basis for \( \square_\mu \) is vertically \( \mathbb{D} \)-stable. Both of these notions are generalizations of one variable stability.

Another way to generalize orthogonal polynomials from one to two variables is to consider \( p \in \mathbb{C}[z, w] \cap L^2(\mu), \deg p \leq (n, m) \) satisfying

\[ p \perp \text{span}\{z^j w^k : 0 \leq j \leq n, 0 \leq k \leq m, (j, k) \neq (0, 0)\} \cap L^2(\mu), \]

namely, \( p \in \text{Max}_\mu = \square_\mu \). This situation is much more subtle and is the topic of \textbf{Section 6}.

\textbf{Definition 5.1.} We say an element \( p \) of \( \mathbb{C}[z, w] \) is a \textit{divisor of the ideal} \( \mathcal{I}_\mu \) if whenever \( pq \in \mathcal{I}_\mu \), then \( q \in \mathcal{I}_\mu \).
Polynomials with no zeros on $\mathbb{T}^2$ are always divisors of $\mathcal{J}_\mu$.

**Proposition 5.2.**

1. (a) If $p$ is a nonzero element of $\mathbb{M}_\mu$ or $\mathbb{M}_\mu$, then $p$ is not divisible by a polynomial of the form $L(z, w) = z - z_0$ for $z_0 \in \mathbb{D}$.
   
   (b) If $p$ is a nonzero element of $\mathbb{M}_\mu$ or $\mathbb{M}_\mu$, then $p$ is not divisible by any $L(z, w) = z - z_0$ when $z_0 \in \mathbb{C} \setminus \mathbb{D}$.

2. (a) If $p$ is a nonzero element of $\mathbb{M}_\mu$ or $\mathbb{M}_\mu$, then $p$ cannot have a factor of the form $J(z, w) = w - w_0$ when $w_0 \in \mathbb{D}$.
   
   (b) If $p$ is a nonzero element of $\mathbb{M}_\mu$ or $\mathbb{M}_\mu$, then $p$ cannot have a factor of the form $J(z, w) = w - w_0$ when $w_0 \in \mathbb{C} \setminus \mathbb{D}$.

(c) In addition, if $w_0 \in \mathbb{T}$, and $L(z, w) = z - z_0$ happens to be a divisor in $\mathcal{J}_\mu$, then nonzero elements of $\mathbb{M}_\mu$, $\mathbb{M}_\mu$, $\mathbb{M}_\mu$, $\mathbb{M}_\mu$ cannot have $L$ as a factor.

**(2) Proof.** We prove item (1a). Let $p \in \mathbb{M}_\mu$ and suppose $p = gL$ for some $g \in \mathbb{M}$ where $L(z, w) = z - z_0$ with $|z_0| < 1$. Since $L$ has no zeros on $\mathbb{T}^2$, $g = p/L \in L^2(\mu)$. Then, $z_0 g(z, w) = zg(z, w) - p(z, w)$ and

$$|z_0|^2 \|g\|^2_{L^2(\mu)} = \|p + zg\|^2_{L^2(\mu)} = \|p\|^2_{L^2(\mu)} + \|zg\|^2_{L^2(\mu)} = \|p\|^2_{L^2(\mu)} + \|g\|^2_{L^2(\mu)},$$

since $p \perp_\mu zg$. Rearranging we arrive at

$$\|p\|^2_{L^2(\mu)} = (|z_0|^2 - 1)\|g\|^2_{L^2(\mu)} < 0,$$

a contradiction. The proofs of the other statements are variations on the above idea. □

Curiously, slightly more complicated factors can be ruled out by a similar argument. For instance, if $|a| < 1$, then $P(z, w) = z^2 - aw^3$ cannot be a factor of any polynomial in $\mathbb{M}_\mu$. If $|a| = 1$ and $P$ is a divisor of $\mathcal{J}_\mu$ then the same conclusion holds.

The next proposition shows that horizontal $\mathbb{D}$-stability occurs naturally (recall Definition 1.6).

**Proposition 5.3.** Let $\{e_1, \ldots, e_N\} \subset \mathbb{C}[z, w]$ be an orthonormal basis for $\mathbb{M}_\mu$ which we write vectorially as $E(z, w) = (e_1(z, w), \ldots, e_N(z, w))^t$. Then, $N \leq n$ and $E$ is horizontally $\mathbb{D} \cup X$-stable, where $X \subset \mathbb{T}$ is the set of $w_0 \in \mathbb{T}$ such that $L(z, w) = w - w_0$ is a divisor of $\mathcal{J}_\mu$.

The same results hold for $\mathbb{M}_\mu$ with the roles of $z$ and $w$ switched.

**(Proof.** First, we claim $\dim \mathbb{M}_\mu := N \leq n$. Given $n + 1$ polynomials in $\mathbb{M}_\mu$, some linear combination of them will be a multiple of $w$ (since the degree in $z$ is at most $n-1$); such a combination would be orthogonal to itself (by definition of $\mathbb{M}_\mu$) and therefore zero; and hence any $n + 1$ polynomials in $\mathbb{M}_\mu$ are dependent. So, $\dim \mathbb{M}_\mu \leq n$.

Write

$$E(z, w) = E(w) \Lambda_n(z),$$

where $E(w)$ is an $(N \times n)$-matrix valued polynomial in $w$ of degree at most $m$. We must prove $E$ is horizontally $\mathbb{D} \cup X$-stable which means $E(w)$ has rank $N$ for all $w \in \mathbb{D} \cup X$.}
So, suppose $E(w_0)$ has rank less than $N$ at some point $w_0 \in \mathbb{C}$. Since $E(w_0)$ is $N \times n$ and $N \leq n$ there must be a nonzero vector $v \in \mathbb{C}^N$ such that $v^t E(w_0) = 0'$; that is, the following (necessarily nonzero) polynomial

$$q(z, w) = v^t E(w) \Lambda_n(z) = v^t E(z, w)$$

is in $\mathbb{D}_j$ and vanishes on the set $\{w = w_0\}$. By the previous proposition this can only happen if $w_0 \notin \mathbb{D}$ and when $w_0 \in \overline{T}$, $w - w_0$ cannot be a divisor of $J$. So, $E(w_0)$ has full rank $N$ everywhere in $\mathbb{D}$ and at all points $w_0 \in \overline{T}$ for which $w - w_0$ is a divisor of $J$, that is, $E$ is horizontally $\mathbb{D} \cup X$-stable. 

Continuing our previous aside, we can also say that $E \in \mathbb{C}^N[z, w]$ as above when restricted to the variety $\{z^3 - aw^3 = 0\}$ (here $|a| < 1$) does not sit inside any proper subspace of $\mathbb{C}^N$.

**Remark 5.4.** The main ideas of the previous two propositions appeared in the appendix of [Knese 2009] in a less detailed form.

The following is an analogue of the one variable Christoffel–Darboux formula.

**Proposition 5.5** (Christoffel–Darboux type formulas). Suppressing $((z, w), (z, w))$ in front of each kernel we have

$$K \mathbb{D}_j - K \mathbb{D}_j = (1 - |z|^2) K \mathbb{D}_j \quad \text{and} \quad K \mathbb{D}_j - K \mathbb{D}_j = (1 - |w|^2) K \mathbb{D}_j.$$ 

**Proof.** Let us decompose $\mathbb{D}_j$, the subspace of polynomials $p \in \mathbb{C}[z, w] \cap L^2(\mu)$, deg $p \leq (n, m-1)$, in two ways:

$$\mathbb{D}_j = (\mathbb{D}_j \ominus \mathbb{D}_j) \oplus \mathbb{D}_j = \mathbb{D}_j \oplus z \mathbb{D}_j,$$

$$\mathbb{D}_j = (\mathbb{D}_j \ominus \mathbb{D}_j) \oplus \mathbb{D}_j = \mathbb{D}_j \oplus \mathbb{D}_j.$$ 

The reproducing kernel of a direct sum is the sum of the reproducing kernels [Knese 2008, Section 3], and so

$$K \mathbb{D}_j + K(z \mathbb{D}_j) = K \mathbb{D}_j + K \mathbb{D}_j,$$

$$K \mathbb{D}_j + z \bar{Z} K \mathbb{D}_j = K \mathbb{D}_j + K \mathbb{D}_j,$$

since shifting a subspace by $z$ “shifts” the reproducing kernel by the factor $z \bar{Z}$. Here we have suppressed the argument $((z, w), (Z, W))$ in front of every reproducing kernel. After rearranging we get the first equation of the proposition:

$$K \mathbb{D}_j - K \mathbb{D}_j = K \mathbb{D}_j - z \bar{Z} K \mathbb{D}_j = (1 - z \bar{Z}) K \mathbb{D}_j.$$ 

The proof of the second equation is similar. 

**Definition 5.6.** A polynomial $p \in \mathbb{C}[z, w]$ is $T^2$-symmetric if it equals a unimodular constant $\mu$ times its reflection:

$$p(z, w) = \mu \bar{p}(z, w) = \mu z^j w^k p(1/\bar{z}, 1/\bar{w});$$

here $p$ has degree exactly $(j, k)$.

**Proposition 5.7.** Let $P$ be the greatest common divisor of $\mathbb{D}_j$. Then, every factor of $P$ is $T^2$-symmetric and the zero set of every factor of $P$ intersects $T^2$.
Proof. The greatest common divisor $P$ is necessarily $\mathbb{T}^2$-symmetric (basically since the set $\varnothing_\mu$ is). Let $q$ be an irreducible factor of $P$ and let $j$ be the highest power such that $q^j$ divides $P$. Suppose $q$ is not a multiple of $\bar{q}$. Then $q^j\bar{q}^j$ divides $P$. Let $p$ be an element of $\varnothing_\mu$ divisible by the maximal number of factors of $q$; that is, $q^k$ divides $p$ and no nonzero element of $\varnothing_\mu$ is divisible by $q^{k+1}$. Since $\bar{q}^j$ divides $p$ we may write $p = q^k\bar{q}^j g$ for some $g \in \mathbb{C}[z, w]$. Since $|q| = |\bar{q}|$ on $\mathbb{T}^2$, it follows that $p$ being in $L^2(\mu)$ implies $q^{k+j}g \in L^2(\mu)$. In particular, $q^{k+j}g \in \varnothing_\mu$ contradicting the maximality property of $p$ and $k$. Hence, $q$ must be $\mathbb{T}^2$-symmetric.

The zero set of every factor $q$ of $P$ must intersect $\mathbb{T}^2$ since otherwise $qg \in L^2(\mu)$ implies $g \in L^2(\mu)$ for any $g \in \mathbb{C}[z, w]$. \hfill \Box

**Question 5.8.** Is $P$ toral? That is, does the zero set of every factor of $P$ intersect $\mathbb{T}^2$ on an infinite set?

This question is made more difficult by the fact that there exist irreducible, atoral, $\mathbb{T}^2$-symmetric polynomials:

$$p(z, w) = (3z + 1)w^2 - (z + 3)(3z + 1)w + z(z + 3)$$

is such a polynomial taken from [Agler et al. 2008].

### 6. OC measures

The following theorem should be thought of as an attempt to prove a two-variable Christoffel–Darboux formula for general positive Borel measures which fails. The expression $\epsilon$ below measures how much it fails.

**Theorem 6.1.** Let $\mu$ be a positive Borel measure on $\mathbb{T}^2$ for which $\mathbb{C}[z, w] \cap L^2(\mu) \neq \{0\}$ and for which $\text{Max}_\mu = \varnothing_\mu$ is one-dimensional. Let

$$\epsilon := (K\varnothing_\mu - K\varnothing_\mu) - (K\varnothing_\mu - K\varnothing_\mu).$$

If $q$ is any unit norm polynomial in $\text{Max}_\mu$, then writing

$$q\bar{q} = q(z, w)\bar{q}(Z, W)$$

and omitting the expressions $((z, w), (Z, W))$, we get:

$$q\bar{q} - q\bar{q} = (1 - z\bar{Z})(1 - w\bar{W})K\varnothing_\mu + (1 - z\bar{Z})K\varnothing_\mu + (1 - w\bar{W})K\varnothing_\mu + \epsilon$$

$$= (1 - z\bar{Z})K\varnothing_\mu + (1 - w\bar{W})K\varnothing_\mu + \epsilon$$

$$= (1 - z\bar{Z})K\varnothing_\mu + (1 - w\bar{W})K\varnothing_\mu + \epsilon.$$

The proof of this theorem is identical to the proof of Theorem 4.5 in [Knese 2008], which is for probability measures. We already have many of the details in place so it seems worthwhile to include the proof.
**Proof.** By Equation (4-5),

\[
K □_\mu = K □_\mu + K □_\mu + K □_\mu + K □_\mu
= K □_\mu + K □_\mu + K □_\mu + K □_\mu + (K □_\mu - K □_\mu),
\]

and, by Equation (4-6),

\[
K □_\mu = K □_\mu + K □_\mu + K □_\mu + K □_\mu
= K □_\mu + K □_\mu + K □_\mu + K □_\mu + (K □_\mu - K □_\mu)
= K □_\mu + z\bar{Z}K □_\mu + w\bar{W}K □_\mu + z\bar{Z}w\bar{W}K □_\mu + (K □_\mu - K □_\mu).
\]

Using the formulas in Proposition 5.5 to eliminate \( K □_\mu \) and \( K □_\mu \), we get:

\[
K □_\mu = K □_\mu + z\bar{Z}(K □_\mu + (1 - w\bar{W})K □_\mu) + w\bar{W}(K □_\mu + (1 - z\bar{Z})K □_\mu)
= K □_\mu + z\bar{Z}K □_\mu + K □_\mu + K □_\mu + \epsilon.
\]

Note that since \( \text{Max}_\mu = □_\mu \) is one-dimensional, \( q\bar{q} \) is its reproducing kernel. Likewise, \( \text{Min}_\mu = □_\mu \) is the reflection of \( \text{Max}_\mu \) and therefore has reproducing kernel \( \bar{q}\bar{q} \). This proves the first formula of the theorem.

The remaining formulas follow from Proposition 5.5 by eliminating either \( K □_\mu \) or \( K □_\mu \). See [Knese 2008] for more details.

The \( \epsilon \) in Theorem 6.1 is identically zero for measures of the following type, as we explain below.

**Definition 6.2.** We will call the measure \( \mu \) an **OC measure** if it satisfies this orthogonality condition:

\[
□_\mu = □_\mu.
\]

These measures are so fundamental to the rest of the paper that they warrant extra discussion. Note that being an OC measure is only a constraint on how \( \mu \) behaves with respect to polynomials of degree at most \((n, m)\). When \( \mu \) is a finite measure, being an OC measure is a condition on the moments of \( \mu \), as is explained in [Knese 2008, Appendix].

**Discussion of OC measures.** Recall \( \mathcal{F}_\mu = \mathbb{C}[z, w] \cap L^2(\mu) \). Here are four ways to interpret OC measures:

- Every \( p \in \mathcal{F}_\mu \) of degree at most \((n, m)\) with \( \hat{p}(n, m) = 0 \) which is orthogonal to polynomials in \( \mathcal{F}_\mu \) of degree at most \((n, m-1)\) automatically satisfies

  \[
  \hat{p}(n, k) = 0 \text{ for } k = 0, 1, \ldots, m-1.
  \]

In symbols:

\[
(p \in □_\mu \text{ and } p \perp □_\mu) \implies p \in □_\mu.
\]
• Every \( p \in \mathcal{F}_\mu \) of degree at most \((n-1, m)\) which is orthogonal to all polynomials in \( \mathcal{F}_\mu \) of degree at most \((n-1, m-1)\) is automatically orthogonal to all polynomials in \( \mathcal{F}_\mu \) of degree at most \((n, m-1)\). In symbols:

\[
\left( p \in \Box_\mu \quad \text{and} \quad p \perp \Box_\mu \right) \implies p \perp \Box_\mu.
\]

• An OC measure satisfies a certain inclusion-exclusion principle:

\[
0 = K\Box_\mu - K\Box_\mu - K\Box_\mu + K\Box_\mu.
\]

To see this, consider the decompositions

\[
\begin{align*}
K\Box_\mu &= K\Box_\mu + K\Box_\mu + K\Box_\mu, \\
K\Box_\mu &= K\Box_\mu + K\Box_\mu, \\
K\Box_\mu &= K\Box_\mu + K\Box_\mu.
\end{align*}
\]

When \( \mu \) is an OC measure, \( \Box_\mu = \Box_\mu \). This yields Equation (6-2).

The symmetry in Equation (6-2) also proves that

\[
\Box_\mu = \Box_\mu \quad \text{if and only if} \quad \Box_\mu = \Box_\mu.
\]

• An OC measure behaves like a Bernstein–Szegő measure

\[
\frac{1}{|q(z, w)|^2} d\sigma(z, w);
\]

here \( q \in \mathbb{C}[z, w] \) has no zeros on \( \mathbb{D}^2 \). Section 7 is devoted to this fact and its converse: Bernstein–Szegő measures are OC measures! See Corollary 7.6 and Theorem 7.4.

Additionally, if \( \Box_\mu = \Box_\mu \) holds, then we have

\[
\Box_\mu = \Box_\mu
\]

by reflecting these subspaces (polynomial reflection is an antiunitary and so preserves orthogonality relations).

Therefore, if \( \mu \) is an OC measure then the \( \epsilon \) in Theorem 6.1, given by \((K\Box_\mu - K\Box_\mu) - (K\Box_\mu - K\Box_\mu)\), disappears.

Hence, if \( \mu \) is an OC measure, we have

\[
q(z, w)q(\overline{Z}, \overline{W}) - \overline{q}(z, w)\overline{q}(\overline{Z}, \overline{W}) = (1 - z\overline{Z})K\Box_\mu((z, w), (Z, W)) + (1 - w\overline{W})K\Box_\mu((z, w), (Z, W)),
\]

where \( q \) is any unit norm polynomial in \( \text{Max}_\mu = \Box_\mu \).

Evaluating on the diagonal \((z, w) = (Z, W)\) we have

\[
|q(z, w)|^2 \geq |q(z, w)|^2 - |q(z, w)|^2 = (1 - |z|^2)K\Box_\mu((z, w), (z, w)) + (1 - |w|^2)K\Box_\mu((z, w), (z, w)) \geq 0,
\]

for all \((z, w) \in \mathbb{D}^2\). If we scrutinize this inequality, we can prove something quite strong.
Proposition 6.3. Let $\mu$ be an OC measure and let $q$ be any unit norm polynomial in $	ext{Max}_\mu$. If $q(z_0, w_0)$ vanishes for some $(z_0, w_0) \in \overline{\mathbb{D}^2}$, every element of $\square \mu$ vanishes at $(z_0, w_0)$.

Proof. Recall two formulas from above. By Proposition 5.5
\[ K\Box\mu - K\Box \mu = (1 - |z|^2)K\Box \mu \]  
(6-4)
and by (4-5)
\[ K\square \mu = K\Box \mu + K\Box \mu + K\Box \mu + \overline{q}, \]  
(6-5)
where every reproducing kernel is evaluated on the diagonal $(z, w) = (Z, W)$.

First, suppose $(z_0, w_0) \in \overline{\mathbb{D}^2}$. We write $v = (z_0, w_0)$ for short. From (6-3), it is immediate that $q(v) = 0$ implies
\[ \overline{q}(v) = K\Box \mu(v, v) = K\Box \mu(v, v) = 0. \]  
(6-6)
Then, $K\square \mu(v, v) = 0$ by formulas (6-4) and (6-5). Indeed, $K\Box \mu(v, v) = 0$ implies $K\Box \mu(v, v) = K\Box \mu(v, v) = 0$ by (6-4) (using the fact that reproducing kernels are nonnegative on the diagonal). Then, (6-5) implies $K\square \mu(v, v) = 0$ since $K\Box \mu = K\Box \mu$ by assumption. If $K\square \mu(v, v) = 0$ then every element of $\square \mu$ must vanish at $v$.

To prove the claim for $v = (z_0, w_0) \in \overline{\mathbb{D}^2} \setminus \overline{\mathbb{D}^2}$, notice that the left hand side of (6-3) vanishes to order at least two at $v$, and the terms $(1 - |z|^2)$ and $(1 - |w|^2)$ can vanish to order at most one. This again implies (6-6) and by a similar argument $K\square \mu(v, v) = 0$.

Therefore, every element of $\square \mu$ vanishes at a zero of $q$ in $\overline{\mathbb{D}^2}$. \qed

Remark 6.4. If $\mu$ is a finite measure, then $1 \in \square \mu$ and this implies $q$ has no zeros on the closed bidisk. Hence, this proves stability in the case of probability measures, as in [Geronimo and Woerdeman 2004; Knese 2008].

Corollary 6.5. Suppose $\mu$ is an OC measure and let $q$ be any unit norm polynomial in $\text{Max}_\mu$. Then, $q$ can be factored into $q = q_1q_2$ where

- $q_1$ divides every element of $\square \mu$;
- every irreducible factor of $q_1$ is $\mathbb{T}^2$-symmetric, has infinitely many zeros in $\overline{\mathbb{D}^2}$, and vanishes somewhere on $\mathbb{T}^2$; and
- $q_2$ has no zeros in $\overline{\mathbb{D}^2} \setminus \mathbb{T}^2$ and finitely many zeros in $\mathbb{T}^2$.

Proof. It is clear $q$ may be factored into the form $q = q_1q_2$ where every irreducible factor of $q_1$ has infinitely many zeros in $\overline{\mathbb{D}^2}$ and $q_2$ has finitely many zeros in $\overline{\mathbb{D}^2}$ (we of course allow for the case where $q_1$ or $q_2$ is a constant).

Suppose $f$ is an irreducible factor of $q$ possessing infinitely many zeros in $\overline{\mathbb{D}^2}$; that is, a factor of $q_1$. By Proposition 6.3, every element of $\square \mu$ has infinitely many zeros in common with $f$ and hence $f$ divides every element of $\square \mu$. So, $f$ can be divided out of both sides of the inequality (6-3) and using the resulting inequality one can then show that if $f$ occurs in the factorization of $q$ with multiplicity, it then divides every element of $\square \mu$ with the same multiplicity. Hence, $q_1$ divides every element of $\square \mu$. By Proposition 5.7, any such $f$ necessarily is $\mathbb{T}^2$-symmetric and vanishes somewhere on $\mathbb{T}^2$. This proves the first two items in the statement of the corollary.
Finally, if \( q_2 \) has finitely many zeros in \( \mathbb{D}^2 \), \( q_2 \) can have no zeros in the bidisk. By Lemma 3.5, \( q_2 \) can have no zeros on the sides: \( \mathbb{D} \times \mathbb{T} \) and \( \mathbb{T} \times \mathbb{D} \). This proves the third item.

Since the factor \( q_1 \) in the above corollary divides every element of \( \square_{q_1} \), the study of \( \mu \) and \( \square_{q_1} \) can be separated into the study of \( q_1 \) and the study of \( |q_1|^2 d\mu \) and the set \( \square_{q_1}/q_1 \) (which is nothing more than all \( p \in L^2(|q_1|^2 d\mu) \) of degree less than or equal to \( (n - n_1, m - m_1) \), where \( (n_1, m_1) \) is the degree of \( q_1 \)). Indeed, the map sending

\[
f \in \square_{q_1} \mapsto f/q_1 \in \square_{q_1}/q_1
\]

is an isometry (using the inner product of \( L^2(\mu) \) on the left and the inner product of \( L^2(|q_1|^2 d\mu) \) on the right). Although this is a somewhat trivial observation, we now feel justified in making the assumption that \( \text{Min}_{q_1} \) and \( \text{Max}_{q_1} \) have no common factor, a statement equivalent to saying \( q \) and \( \tilde{q} \) have no common factor. A statement which is in turn equivalent to saying \( q_1 \) is a constant. The following proposition is immediate, since its hypotheses imply \( q = q_2 \) in Corollary 6.5.

**Proposition 6.6.** If \( \mu \) is an OC measure and if \( \text{Max}_\mu \) and \( \text{Min}_\mu \) are one-dimensional and have no factor in common, then any \( q \in \text{Max}_\mu \) is almost stable.

**Lemma 6.7.** Suppose \( \text{Min}_\mu \) is one-dimensional and has no factor in common with \( \text{Max}_\mu \), and suppose \( \mu \) is an OC measure. Then,

\[
\dim \square_{q} = n \quad \text{and} \quad \dim \square_{\mu} = m.
\]

**Proof.** Let \( h \) be a unit norm polynomial in \( \text{Min}_{q_1} \). The polynomial \( h \) necessarily has degree exactly \( (n, m) \), otherwise it would be orthogonal to itself. Set \( q = \tilde{h} \), where the reflection is performed at the \( (n, m) \) level. By Theorem 6.1 with \( \epsilon = 0 \),

\[
q(z, w)\overline{q}(Z, W) - \overline{q}(z, w)\overline{q}(Z, W) = (1 - z\overline{Z})K_{\square_{\mu}}((z, w), (Z, W)) + (1 - w\overline{W})K_{\square_{\mu}}((z, w), (Z, W)).
\]

Let \( d_1 = \dim \square_{q} \) and \( d_2 = \dim \square_{\mu} \); let \( e_1, \ldots, e_{d_1} \) be an orthonormal basis for \( \square_{q} \) and \( f_1, \ldots, f_{d_2} \) an orthonormal basis for \( \square_{\mu} \). We write these vectorially as

\[
E(z, w) = \begin{pmatrix} e_1(z, w) \\ \vdots \\ e_{d_1}(z, w) \end{pmatrix} \quad \text{and} \quad F(z, w) = \begin{pmatrix} f_1(z, w) \\ \vdots \\ f_{d_2}(z, w) \end{pmatrix},
\]

and then the formula above becomes

\[
q(z, w)\overline{q}(Z, W) - \overline{q}(z, w)\overline{q}(Z, W) = (1 - z\overline{Z})\langle E(z, w), E(Z, W) \rangle + (1 - w\overline{W})\langle F(z, w), F(Z, W) \rangle.
\]

Upon rearranging we have

\[
q(z, w)\overline{q}(Z, W) + z\overline{Z}\langle E(z, w), E(Z, W) \rangle + w\overline{W}\langle F(z, w), F(Z, W) \rangle
\]

\[
= \overline{q}(z, w)\overline{q}(Z, W) + \langle E(z, w), E(Z, W) \rangle + \langle F(z, w), F(Z, W) \rangle.
\]
The map defined by
\[
\begin{pmatrix}
q(z, w) \\
z E(z, w) \\
w F(z, w)
\end{pmatrix} \mapsto \begin{pmatrix}
\tilde{q}(z, w) \\
E(z, w) \\
F(z, w)
\end{pmatrix}
\]
for each \((z, w) \in \mathbb{C}^2\) defines a unitary on the span of the elements in \(\mathbb{C}^{1+d_1+d_2}\) of the form on the left to the span of the elements in \(\mathbb{C}^{1+d_1+d_2}\) of the form on the right, which can be extended to a unitary matrix \(U\) of dimensions \((1+d_1+d_2) \times (1+d_1+d_2)\). We write \(U\) in block form as
\[
U = \begin{pmatrix}
\mathbb{C}^{d_1+d_2} & 0 \\
0 & \mathbb{C}^{d_1+d_2}
\end{pmatrix}
\begin{pmatrix}
A & B \\
C & D
\end{pmatrix}.
\]
We also define a \(\mathbb{C}^{d_1+d_2}\)-valued polynomial \(G\) by
\[
G(z, w) := \begin{pmatrix}
E(z, w) \\
F(z, w)
\end{pmatrix},
\]
and define the \((d_1 + d_2) \times (d_1 + d_2)\) diagonal matrix
\[
\Delta(z, w) := \begin{pmatrix}
z I_{d_1} & 0 \\
0 & w I_{d_2}
\end{pmatrix}.
\]
Then,
\[
Aq(z, w) + B\Delta(z, w)G(z, w) = \tilde{q}(z, w),
\]
\[
Cq(z, w) + D\Delta(z, w)G(z, w) = G(z, w).
\]
The latter formula implies
\[
G(z, w) = q(z, w)(I - D\Delta(z, w))^{-1}C,
\]
and in turn the former formula implies
\[
A + B\Delta(z, w)(I - D\Delta(z, w))^{-1}C = \frac{\tilde{q}(z, w)}{q(z, w)}.
\]
Since \(\tilde{q}/q\) is already in reduced terms we must have \(d_1 \geq n\) and \(d_2 \geq m\). We already know \(d_1 \leq n\) and \(d_2 \leq m\) (see Proposition 5.3). Therefore, \(n = \dim \square_{\mu}\) and \(m = \dim \square_{\rho}\), and the result follows.

\begin{enumerate}
\item \textbf{Theorem 6.8} (spectral matching). Let \(\mu\) and \(\rho\) be two OC measures. Suppose \(\text{Max}_\mu = \text{Max}_\rho \neq \{0\}\) and let \(q \in \text{Max}_\mu\). Assume \(q\) and \(\tilde{q}\) have no common factor. Then, \(\square_{\mu} = \square_{\rho}\) and the inner products \(\langle \cdot, \cdot \rangle_\mu\) and \(\langle \cdot, \cdot \rangle_\rho\) agree up to a constant multiple on \(\square_{\mu}\); that is,
\[
\frac{1}{\|q\|^2_{L^2(\mu)}} (f, g)_\mu = \frac{1}{\|q\|^2_{L^2(\rho)}} (f, g)_\rho \quad \text{for all } f, g \in \square_{\mu}.
\]
In other words,
\[
\frac{1}{\|q\|^2_{L^2(\mu)}} K\square_{\mu} = \frac{1}{\|q\|^2_{L^2(\rho)}} K\square_{\rho}.
\]
\end{enumerate}
Proof. We may renormalize $\mu$ and $\rho$ so that $1 = \|q\|_{L^2(\mu)} = \|q\|_{L^2(\rho)}$.

By choosing orthonormal bases for the $n$-dimensional subspaces (by Lemma 6.7) $\blacksquare_\mu$ and $\blacksquare_\rho$, we may write

$$K \blacksquare_\mu((z, w), (Z, W)) = \langle E_\mu(z, w), E_\mu(Z, W) \rangle,$$

$$K \blacksquare_\rho((z, w), (Z, W)) = \langle E_\rho(z, w), E_\rho(Z, W) \rangle,$$

for $E_\mu, E_\rho \in \mathbb{C}^n[z, w]$.

Likewise, we may write the $m$-dimensional subspaces $\blacksquare_3 \mu$ and $\blacksquare_3 \rho$ as

$$K \blacksquare_3 \mu((z, w), (Z, W)) = \langle F_\mu(z, w), F_\mu(Z, W) \rangle,$$

$$K \blacksquare_3 \rho((z, w), (Z, W)) = \langle F_\rho(z, w), F_\rho(Z, W) \rangle,$$

where $F_\mu, F_\rho \in \mathbb{C}^m[z, w]$.

By Proposition 5.3, both $E_\mu, F_\mu$ and $E_\rho, F_\rho$ satisfy the hypotheses of Lemma 3.4 (in place of $E, F$ and $\tilde{E}, \tilde{F}$), since by Theorem 6.1, we have

$$(1 - z \bar{Z}) K \blacksquare_\mu((z, w), (Z, W)) + (1 - w \bar{W}) K \blacksquare_\mu((z, w), (Z, W)) = (1 - z \bar{Z}) K \blacksquare_\rho((z, w), (Z, W)) + (1 - w \bar{W}) K \blacksquare_\rho((z, w), (Z, W)).$$

Therefore, $E_\mu$ is a unitary multiple of $E_\rho$ and $F_\mu$ is a unitary multiple of $F_\rho$. In other words,

$$K \blacksquare_\mu((z, w), (Z, W)) = K \blacksquare_\rho((z, w), (Z, W)),$$

$$K \blacksquare_\mu((z, w), (Z, W)) = K \blacksquare_\rho((z, w), (Z, W)).$$

(6-7)

Now we will see that this is all that is needed to reassemble the two inner products on $\blacksquare_\mu$ or $\blacksquare_\rho$.

By reflection

$$K \blacksquare_\mu((z, w), (Z, W)) = K \blacksquare_\rho((z, w), (Z, W)),$$

and by the formulas (which hold for both $\mu$ and $\rho$)

$$K \blacksquare_\mu - K \blacksquare_\mu = (1 - |z|^2) K \blacksquare_\mu \quad \text{(Proposition 5.5)}$$

and

$$K \blacksquare_\mu = K \blacksquare_\mu + K \blacksquare_\mu + K \blacksquare_\mu + \tilde{q} \bar{q} \quad \text{(Equation (4-5))}$$

where every reproducing kernel is evaluated on the diagonal $(z, w) = (Z, W)$, we see that

$$K \blacksquare_\mu = K \blacksquare_\rho.$$

(This is similar to the argument in the proof of Proposition 6.3.)

\[ \square \]

7. Bernstein–Szegő measures

Converse to the previous section, we now study Bernstein–Szegő measures, which will be shown to be OC measures. Bernstein–Szegő measures are measures on $\mathbb{T}^2$ of the form

$$d\mu = \frac{1}{|q(z, w)|^2} d\sigma(z, w),$$
where \( q \in \mathbb{C}[z, w] \) has no zeros on \( \mathbb{D}^2 \). (Recall \( d\sigma \) is normalized Lebesgue measure on \( \mathbb{T}^2 \).)

The following proposition looks innocuous, but it addresses the main technical difficulty not present in the case of polynomials with no zeros on the entire closed bidisk. Note this proposition does not require the polynomial to have finitely many zeros on \( \mathbb{T}^2 \).

**Proposition 7.1.** Let \( q \in \mathbb{C}[z, w] \) have degree at most \((n, m)\) and no zeros on \( \mathbb{D}^2 \). Define a measure on \( \mathbb{T}^2 \) by

\[
d\mu = \frac{1}{|q(z, w)|^2} d\sigma(z, w).
\]

Then, \( q \in \text{Max}_\mu \) and more generally

\[
q \perp \mu \{ f \in L^2(\mu) : \hat{f}(j, k) = 0 \text{ for } k < 0 \text{ and for } k = 0 \text{ and } j \leq 0 \}.
\]

**Proof.** Let \( f \in L^2(\mu) \) satisfy

\[
\hat{f}(j, k) = 0 \quad \text{for } k < 0 \text{ and for } k = 0 \text{ and } j \leq 0.
\]

It is necessarily true that \( f \in L^2(\mathbb{T}^2) \). For almost every \( z \in \mathbb{T} \), the function \( f(z)(w) = f(z, w) \) is in \( L^2(\mathbb{T}) \) and since \( \hat{f}(j, k) = 0 \) for \( k < 0 \), \( f(z) \) is actually in \( H^2(\mathbb{T}) \) for almost every \( z \in \mathbb{T} \).

So, the function (of \( w \))

\[
g(z)(w) := \frac{f(z, w)}{q(z, w)}
\]

is in the Smirnov class \( N^+ \) (which consists of all ratios of bounded analytic functions with outer denominator; see [Duren 1970, Section 2.5]), for almost every \( z \in \mathbb{T} \): \( q(z, \cdot) \) has no zeros in the disk for all but finitely many \( z \in \mathbb{T} \) (by Lemma 3.5) and is therefore outer for almost every \( z \in \mathbb{T} \). Since \( f \in L^2(\mu) \), Fubini’s theorem says that for almost every \( z \in \mathbb{T} \), we have \( g(z) \in L^2(\mathbb{T}) \). By Theorem 2.11 in [Duren 1970], \( N^+ \cap L^2(\mathbb{T}) = H^2(\mathbb{T}) \), and therefore \( g(z) \in H^2(\mathbb{T}) \) for almost every \( z \in \mathbb{T} \).

Owing to the fact that \( g(z) \) is orthogonal to \( w^j \) for \( j < 0 \),

\[
f(z, 0) = \int_{\mathbb{T}} f(z, w) \frac{d\omega}{2\pi i w} = \int_{\mathbb{T}} f(z, w) \frac{d\omega}{q(z, w)} \frac{q(z, w)}{q(z, w)} \frac{d\omega}{2\pi i w} = \int_{\mathbb{T}} \frac{f(z, w)}{q(z, w)} q(z, 0) \frac{d\omega}{2\pi i w}
\]

for almost every \( z \in \mathbb{T} \), and so

\[
\int_{\mathbb{T}^2} \frac{f(z, w)}{q(z, w)} \frac{d\omega}{2\pi i w} \frac{dz}{2\pi i z} = \int_{\mathbb{T}^2} \frac{f(z, 0)}{q(z, 0)} \frac{dz}{2\pi i z}.
\]

Now, the function defined by \( h(z) = f(z, 0)/q(z, 0) \) is in \( L^2(\mathbb{T}) \) by Fubini’s theorem. Also, \( h \) is in the Smirnov class \( N^+ \) because \( f(\cdot, 0) \) is in \( H^2(\mathbb{T}) \) (by the assumption that \( \hat{f}(j, 0) = 0 \) for \( j \leq 0 \), and \( q(\cdot, 0) \) is outer since \( q(z, 0) \) has no zeros in the disk). Therefore, \( h \) is in \( H^2(\mathbb{T}) \). Thus, we may conclude

\[
\int_{\mathbb{T}^2} \frac{f(z, w)}{q(z, w)} \frac{d\omega}{2\pi i w} \frac{dz}{2\pi i z} = \int_{\mathbb{T}} \frac{f(z, 0)}{q(z, 0)} \frac{dz}{2\pi i z} = \frac{f(0, 0)}{q(0, 0)} = 0,
\]

since \( \hat{f}(0, 0) = 0 \).
Since
\[ \langle f, q \rangle_\mu = \int_{\mathbb{T}^2} \frac{f(z, w)\overline{q(z, w)}}{|q(z, w)|^2} d\sigma(z, w) = \int_{\mathbb{T}^2} \frac{f(z, w)}{q(z, w)} d\sigma(z, w), \]
we have shown \( \langle f, q \rangle_\mu = 0 \), or in other words \( f \perp_\mu q \). \qedhere

From here, the proofs follow the stable case, as in [Knese 2008], with some minor changes.

**Corollary 7.2.** If \( f \in L^2(\mu) \cap H^2(\mathbb{T}^2) \) and
\[ \hat{f}(j, k) = 0 \text{ for } k > m \text{ and for } k = m \text{ and } j \geq n, \]
then \( \langle f, \tilde{q}g \rangle_\mu = 0 \) for any \( g \in H^\infty(\mathbb{T}^2) \).

**Proof.** Notice that \( \langle \tilde{q}g, f \rangle_\mu = \langle \tilde{f}gz^n w^m, q \rangle_\mu \). Also, notice that \( \tilde{f}gz^n w^m \) satisfies the hypotheses of the previous proposition (it helps to draw a picture of the frequency support of \( f \) and \( \tilde{f}gz^n w^m \)). Therefore, \( \langle f, \tilde{q}g \rangle_\mu = 0 \). \qedhere

**Lemma 7.3.** Define
\[ L_{(z, w)}(z, w) = L((z, w), (Z, W)) = (z\bar{Z})^n q(z, w)\overline{q(1/\bar{z}, W)} - \bar{q}(z, w)\bar{q}(1/\bar{z}, W) \]
\[ (1 - z\bar{Z})(1 - wW). \] (7-1)

Suppose \( f \in L^2(\mu) \cap H^2(\mathbb{T}^2) \), with \( \hat{f}(j, k) = 0 \) for \( k > m \) and for \( k = m \) and \( j \geq n \). Then, for \((Z, W) \in \mathbb{D}^2, \)
\[ \sum_{k=0}^{m-1} \sum_{j=n}^{\infty} \hat{f}(j, k)Z^j W^k = \langle f, L_{(z, w)} \rangle_\mu. \]

**Proof.** By **Corollary 7.2**, \( f \) is orthogonal to the function
\[ G_{(z, w)}(z, w) = \frac{\tilde{q}(z, w)z^n\overline{q(1/\bar{z}, W)}}{(1 - z\bar{Z})(1 - wW)} \]
for each \((Z, W) \in \mathbb{D}^2. \)

Therefore,
\[ \langle f, L_{(z, w)} \rangle_\mu = \int_{\mathbb{T}^2} \frac{f(z, w)q(z, w)}{(1 - \bar{z}Z)(1 - \bar{w}W)|q(z, w)|^2} dwdz \]
\[ = \int_{\mathbb{T}} \int_{\mathbb{T}} \frac{f(z, w)q(z, W)\overline{q(1/\bar{z}Z)}}{(1 - \bar{z}Z)(w - W)|q(z, w)|^2} \frac{dw}{2\pi i} \frac{dz}{2\pi i} \]
\[ = \int_{\mathbb{T}} \frac{f(z, W)}{q(z, W)} \overline{q(z, W)} \frac{(\bar{z}Z)^n}{(1 - \bar{z}Z)2\pi i} \frac{dz}{2\pi i} \]
\[ = \sum_{j=n}^{\infty} \sum_{k=0}^{m-1} \hat{f}(j, k)Z^j W^k. \] (7-4)

Going from (7-2) to (7-3) is an application of the Cauchy integral formula and going from (7-3) to (7-4) involves cancellation and another application of the Cauchy integral formula. \qedhere
Theorem 7.4. Let $q$ be a nonzero polynomial of degree at most $(n, m)$ with no zeros on $\mathbb{D}^2$. Define a measure on $\mathbb{T}^2$ by

$$d \mu = \frac{1}{|q(z, w)|^2} d\sigma(z, w).$$

Then, $\mu$ is an OC measure.

Proof. Let

$$HS = \{ f \in L^2(\mu) \cap H^2(\mathbb{T}^2) : \hat{f}(j, k) = 0 \text{ for } k \geq m \},$$

($HS = \text{half strip}$) and let

$$NHS = \{ f \in L^2(\mu) \cap H^2(\mathbb{T}^2) : \hat{f}(j, k) = 0 \text{ for } k > m \text{ and when } k = m \text{ and } j \geq n \},$$

($NHS = \text{notched half strip}$).

We claim that $NHS \ominus HS = \mathbb{1}_{\mu}$. To prove $NHS \ominus HS \subset \mathbb{1}_{\mu}$, notice that $L_{(z, w)}$ from Lemma 7.3 is in $HS$ since the numerator of $L_{(z, w)}$ vanishes when $w = 1/\bar{W}$, and hence $L_{(z, w)}$ is a polynomial of degree at most $m - 1$ in $w$. So, if $f \in NHS \ominus HS$, then

$$0 = \langle f, L_{(z, w)} \rangle_{\mu} = \sum_{j=0}^{m-1} \sum_{k=0}^{\infty} \hat{f}(j, k) Z^j W^k,$$

which means $f \in 1_{\mu}$ and therefore $f \in \mathbb{1}_{\mu}$. So, $NHS \ominus HS \subset \mathbb{1}_{\mu}$.

To prove that $\mathbb{1}_{\mu} \subset NHS \ominus HS$, let $P_{HS} : L^2(\mu) \to HS$ denote the orthogonal projection onto $HS$, a necessarily closed subspace of $L^2(\mu)$ (the topology on $L^2(\mu)$ is finer than the topology on $L^2(\mathbb{T}^2)$). If $f \in \mathbb{1}_{\mu}$ then

$$f - P_{HS} f \in NHS \ominus HS \subset \mathbb{1}_{\mu},$$

and this implies

$$P_{HS} f \in \mathbb{1}_{\mu} \cap HS = \{0\}.$$

Hence, $P_{HS} f = 0$ which means $f \perp HS$. In other words, $f \in NHS \ominus HS$. Hence, $NHS \ominus HS = \mathbb{1}_{\mu}$.

Now, since $\mathbb{1}_{\mu} \subset NHS \ominus HS$, it follows that $\mathbb{1}_{\mu} \subset \mathbb{1}_{\mu}$. A similar argument to the above (using the projection $P_{HS}$) proves $\mathbb{1}_{\mu} \subset NHS \ominus HS = \mathbb{1}_{\mu}$. This implies $\mathbb{1}_{\mu} = \mathbb{1}_{\mu}$; namely, $\mu$ is an OC measure. \(\square\)

Corollary 7.5. Let $q$ be a nonzero polynomial of degree at most $(n, m)$ with no zeros on $\mathbb{D}^2$. Define a measure on $\mathbb{T}^2$ by

$$d \mu = \frac{1}{|q(z, w)|^2} d\sigma(z, w).$$

Then,

$$q(z, w)q(Z, W) - \bar{q}(z, w)\bar{q}(Z, W) = (1 - z\bar{Z})K \mathbb{1}_{\mu}(\langle z, w \rangle, (Z, W)) + (1 - w\bar{W})K \mathbb{1}_{\mu}(\langle z, w \rangle, (Z, W)).$$

Proof. Proposition 7.1 says $q \in \text{Max}_{\mu}$ and Theorem 7.4 says $\mathbb{1}_{\mu} = \mathbb{1}_{\mu}$. Since $\|q\|_{L^2(\mu)} = 1$, the conclusion follows from Theorem 6.1 since $\mathbb{1}_{\mu} = \mathbb{1}_{\mu}$ says $\epsilon = 0$. \(\square\)
Corollary 7.6 (“Bernstein–Szegő approximation”). Let $\rho$ be an OC measure and suppose $q \in \text{Max}_\rho$ has no factors in common with $\tilde{q}$. Define

$$d\mu = \frac{1}{|q(z, w)|^2} d\sigma(z, w).$$

If we normalize $\rho$ so that $\|q\|_{L^2(\rho)} = 1$, then $\Box_\rho = \Box_\mu$ and

$$K \Box_\rho = K \Box_\mu,$$

that is, the inner products on $\Box_\mu$ and $\Box_\rho$ from $L^2(\mu)$ and $L^2(\rho)$ agree.

Proof. By Proposition 7.1 $q \in \text{Max}_\mu$ and by Theorem 7.4, $\mu$ is an OC measure. We have assumed $q$ has no factors in common with $\tilde{q}$ and this allows us to apply Theorem 6.8, from which the conclusion follows immediately. \qed

One final lemma will make the proof of the main theorem a matter of bookkeeping. We use the following notations:

$$Z_q = \{(z, w) \in \mathbb{C}^2 : q(z, w) = 0\},$$

$$\pi_1(z, w) = z \text{ and } \pi_2(z, w) = w.$$

Lemma 7.7. If $\mu$ is the Bernstein–Szegő measure associated to $q \in \mathbb{C}[z, w]$, that is,

$$d\mu = \frac{1}{|q(z, w)|^2} d\sigma(z, w),$$

then $J(z, w) = (w - w_0)$ and $L(z, w) = (z - z_0)$ will be divisors of the ideal $\mathcal{J}_\mu$ whenever $w_0 \notin \pi_2(Z_q \cap \mathbb{T}^2)$ and $z_0 \notin \pi_1(Z_q \cap \mathbb{T}^2)$, respectively.

Proof. If $(z - z_0) f(z, w) \in L^2(\mu)$ for some $f \in \mathbb{C}[z, w]$ and $z_0 \notin \pi_1(Z_q \cap \mathbb{T}^2)$, then let $U$ be a neighborhood of $Z_{z - z_0} \cap \mathbb{T}^2$ which does not intersect $Z_q$. Then, $|z - z_0|^2$ is bounded below on $\mathbb{T}^2 \setminus U$ and $|q|^2$ is bounded below on $U$, say by a constant $c$. Then,

$$\infty > \int_{\mathbb{T}^2} \frac{|z - z_0|^2 |f(z, w)|^2}{|q(z, w)|^2} d\sigma \geq \int_{\mathbb{T}^2 \setminus U} \frac{c |f(z, w)|^2}{|q(z, w)|^2} d\sigma$$

and

$$\infty > \int_{U} |f(z, w)|^2 d\sigma \geq \int_{U} \frac{c |f(z, w)|^2}{|q(z, w)|^2} d\sigma$$

together imply

$$\|f\|_{L^2(\mu)}^2 = \int_{U} \frac{|f(z, w)|^2}{|q(z, w)|^2} d\sigma + \int_{\mathbb{T}^2 \setminus U} \frac{|f(z, w)|^2}{|q(z, w)|^2} d\sigma < \infty.$$ 

So, $L$ is a divisor of $\mathcal{J}_\mu$. The proof for $J$ is similar. \qed
8. Proof of the main theorem

We have all of the pieces in place to prove the theorem from the introduction. Here is the main theorem with extra details filled in. When we use the inner product notation \((\cdot, \cdot)\) below with no subscript, we are taking inner products in \(\mathbb{C}^N\) (where the \(N\) is taken from context) and not taking any kind of Hilbert function space inner product.

**Theorem 8.1.** Let \(q \in \mathbb{C}[z, w]\) be almost stable with \(\deg q \leq (n, m)\). Then, there exist vector polynomials \(E \in \mathbb{C}^n[z, w]\) and \(F \in \mathbb{C}^m[z, w]\), with \(\deg E \leq (n-1, m)\), and \(\deg F \leq (n, m-1)\), satisfying the following conditions:

1. \(E\) is horizontally \(\mathbb{D} \cup X\)-stable where \(X = \mathbb{T} \setminus (\pi_2(Z_q))\).
2. \(\tilde{F}\) is vertically \(\mathbb{D} \cup Y\)-stable where \(Y = \mathbb{T} \setminus (\pi_1(Z_q))\).
3. \(q(z, w)\overline{q}(Z, W) - \overline{q}(z, w)\overline{q}(Z, W) = (1 - z\overline{Z})(E(z, w), E(Z, W)) + (1 - w\overline{W})(F(z, w), F(Z, W))\). (8-1)
4. If \(\tilde{E} \in \mathbb{C}^n[z, w]\) and \(\tilde{F} \in \mathbb{C}^m[z, w]\) satisfy items (1) and (3) above in place of \(E\) and \(F\), then there exist unitary matrices \(U_1, U_2\) such that
   \[E(z, w) = U_1\tilde{E}(z, w)\quad \text{and} \quad F(z, w) = U_2\tilde{F}(z, w)\].

**Proof.** We use the setup (and conclusion) of Corollary 7.5. By Lemma 6.7, \(\mathbb{H}_\mu\) has dimension \(n\) and \(\mathbb{H}_\mu\) has dimension \(m\). Let \(\{e_1, \ldots, e_n\}\) be an orthonormal basis of \(\mathbb{H}_\mu\) and \(\{f_1, \ldots, f_m\}\) an orthonormal basis of \(\mathbb{H}_\mu\). Define \(E = (e_1, \ldots, e_n)^t \in \mathbb{C}^n[z, w]\) and \(F = (f_1, \ldots, f_m)^t \in \mathbb{C}^m[z, w]\). Corollary 7.5 now proves item (3).

Write \(E(z, w) = E(w)\Lambda_n(z)\) and \(F(z, w) = F(z)\Lambda_m(w)\). With these choices, Proposition 5.3 says \(E(w)\) is invertible for all \(w \in \overline{\mathbb{D}}\) with the exception of \(w_0 \in \mathbb{T}\) with the property that \(w - w_0\) is not a divisor of \(\mathbb{H}_\mu\). Lemma 7.7 says \((w - w_0)\) is a divisor of \(\mathbb{H}_\mu\) when \(w_0 \notin \pi_2(Z_q \cap \mathbb{T}^2)\). So, \(E(w)\) is invertible when \(w \in \overline{\mathbb{D}} \setminus \pi_2(Z_q \cap \mathbb{T}^2)\). The entries of
   \[\tilde{F}(z, w) = z^n w^{m-1} \tilde{F}(1/\overline{z}, 1/\overline{w})\]
form an orthonormal basis for \(\mathbb{H}_\mu\) and
   \[\tilde{F}(z, w) = z^n F(1/\overline{z}) w^{m-1} \Lambda_m(1/\overline{w}) = z^n \tilde{F}(1/\overline{z}) \chi \Lambda_m(w),\]
where \(\chi\) is the \(m \times m\) matrix with ones on the antidiagonal (entries \((j, m - j)\)) and zeros elsewhere. By Proposition 5.3 and Lemma 7.7 \(z^n \tilde{F}(1/\overline{z}) \chi\) is invertible for \(z \in \overline{\mathbb{D}} \setminus \pi_1(Z_q \cap \mathbb{T}^2)\). Of course, \(\chi\) is invertible, so the same statement holds for \(z^n \tilde{F}(1/\overline{z})\). This proves items (1) and (2) of Theorem 8.1.

Lemma 3.4 proves item (4). □

9. Polynomials with unique decompositions

In this section we give a characterization of the polynomials with no zeros on the bidisk that have a unique sums of squares decomposition.
Proof of Theorem 1.15. Suppose \( q \) is almost stable with \( \text{deg } p = (n, m) \).

To prove item (1) implies (2) in Theorem 1.15, suppose there are unique \( 0 \) and \( \tilde{q} \), sums of squared moduli of two-variable polynomials, such that

\[
|q(z, w)|^2 - |\tilde{q}(z, w)|^2 = (1 - |z|^2)\Gamma_1(z, w) + (1 - |w|^2)\Gamma_2(z, w).
\]

By Corollary 7.5, if \( \mu \) is the Bernstein–Szegő measure associated to \( q \) then

\[
|q(z, w)|^2 - |\tilde{q}(z, w)|^2 = (1 - |z|^2)K_{\square \mu}((z, w), (z, w)) + (1 - |w|^2)K_{\square \mu}((z, w), (z, w))
\]

\[
= (1 - |z|^2)K_{\square \mu}((z, w), (z, w)) + (1 - |w|^2)K_{\square \mu}((z, w), (z, w)).
\]

These reproducing kernels can be written as sums of squares of two variable polynomials. Since we are assuming such decompositions are unique we have

\[
K_{\square \mu}((z, w), (z, w)) = K_{\square \mu}((z, w), (z, w)).
\]

Because of the formula (Proposition 5.5)

\[
K_{\square \mu}((z, w), (z, w)) - K_{\square \mu}((z, w), (z, w)) = (1 - |w|^2)K_{\square \mu}((z, w), (z, w)),
\]

(9-1) we see that

\[
K_{\square \mu}((z, w), (z, w)) = 0.
\]

This implies \( \square \mu = \{0\} \). In other words, there are no nonzero \( f \in \square \cap L^2(\mu) = \square \cap L^2(1/|q|^2d\sigma) \) and this just says there are no nonzero \( f \in \square \) such that

\[
f/q \in L^2(\mathbb{T}^2).
\]

This proves that item (1) implies item (2) in Theorem 1.15.

To prove item (2) implies (3) in the theorem, assume there are no nonzero \( f \in \square \) such that

\[
f/q \in L^2(\mathbb{T}^2).
\]

Notationally, \( \square \mu = \{0\} \) and again by (9-1) we have

\[
K_{\square \mu}((z, w), (z, w)) = K_{\square \mu}((z, w), (z, w)).
\]

The two subspaces \( \square \mu \) and \( \square \mu \) are reflections of one another. So, if we write

\[
K_{\square \mu}((z, w), (z, w)) = K_{\square \mu}((z, w), (z, w)) = |E(z, w)|^2,
\]

where \( E(z, w) = (E_1(z, w), \ldots, E_n(z, w))^t \in \mathbb{C}^n[z, w] \) and \( E_1, \ldots, E_n \) are an orthonormal basis for \( \square \mu = \square \mu \), then the entries of

\[
\tilde{E}(z, w) := z^{n-1} w^m \overline{E(1/z, 1/w)}
\]

also form an orthonormal basis for \( \square \mu = \square \mu \). So,

\[
|E(z, w)|^2 = |\tilde{E}(z, w)|^2,
\]

and by Lemma 3.2 there is an \( n \times n \) unitary matrix \( U \) such that

\[
U \tilde{E}(z, w) = \tilde{E}(z, w).
\]
(As we commented there Lemma 3.2 holds for two-variable polynomials just as well.) If we reflect both sides of this equation (take conjugates, replace \((z, w)\) with \((1/\bar{z}, 1/\bar{w})\), and multiply through by \(z^{n-1}w^m\)) we see that

\[
\tilde{U}\tilde{E}(z, w) = E(z, w).
\]

Note that \(\tilde{U}\) is the matrix obtained by taking complex conjugates of each entry of \(U\) and is not the adjoint of \(U\). In fact, \(\tilde{U}^{-1} = U^t\) and therefore

\[
U^tE(z, w) = \tilde{E}(z, w) = UE(z, w).
\]

Hence, \(U = U^t\) since the vectors \(E(z, w)\) span all of \(\mathbb{C}^n\) as \((z, w)\) varies over \(\mathbb{C}^2\) (by Proposition 5.3). The matrix \(U\) is therefore symmetric unitary. Symmetric unitaries can be factored as \(U = V^tV\) where \(V\) is a unitary — this is the so-called Takagi factorization. The vector polynomial

\[
VE(z, w)
\]

is then symmetric since its reflection is

\[
V\tilde{E}(z, w) = (V^t)^{-1}UE(z, w) = VE(z, w)
\]
as \(U = V^tV\). So we replace \(E\) with \(VE\) and this proves there exists a symmetric vector polynomial \(E\) such that

\[
K\boxtimes_{\mu}((z, w), (z, w)) = K\boxtimes_{\mu}((z, w), (z, w)) = |E(z, w)|^2.
\]

By Proposition 5.3, \(E\) is horizontally \(\mathbb{D} \cup E\)-stable, since \(E\) and \(\tilde{E}\) are both horizontally \(\mathbb{D}\)-stable.

Similar arguments show that when \(\square_{\mu} = \{0\}\), there exists a symmetric vector polynomial \(F \in \mathbb{C}^m[z, w]\) of degree \((n, m-1)\) which is vertically \(\mathbb{D} \cup E\)-stable, and

\[
K\boxtimes_{\mu}((z, w), (z, w)) = K\boxtimes_{\mu}((z, w), (z, w)) = |F(z, w)|^2.
\]

By Corollary 7.5, we have that

\[
|q(z, w)|^2 - |\bar{q}(z, w)|^2 = (1 - |z|^2)|E(z, w)|^2 + (1 - |w|^2)|F(z, w)|^2,
\]

where \(E\) and \(F\) satisfy all of the desired properties. This proves item (2) implies item (3).

To prove item (3) implies (1) assume (9-2) holds where \(E\) is horizontally \(\mathbb{D}\)-stable and \(F\) is vertically \(\mathbb{D}\)-stable. We must show this is the only sums of squares decomposition for \(q\).

Suppose there are vector polynomials \(A \in \mathbb{C}^N[z, w], B \in \mathbb{C}^M[z, w]\) such that

\[
|q(z, w)|^2 - |\bar{q}(z, w)|^2 = (1 - |z|^2)|A(z, w)|^2 + (1 - |w|^2)|B(z, w)|^2.
\]

Setting \(|w| = 1\), Equation (9-2) implies

\[
|E(z, w)|^2 = |A(z, w)|^2 \quad \text{for} \ (z, w) \in \mathbb{C} \times \mathbb{T}.
\]

Since \(E\) is horizontally \(\mathbb{D}\)-stable, Lemma 3.3 applies: \(n \leq N\) and there exists a one variable \(N \times n\) matrix valued rational inner function \(\Psi_1\) such that

\[
A(z, w) = \Psi_1(w)E(z, w) \quad \text{for} \ (z, w) \in \mathbb{D}^2.
\]
By similar reasoning, \( m \leq M \) and there exists an \( M \times m \) matrix valued rational inner function \( \Psi_2 \) such that
\[
B(z, w) = \Psi_2(z)F(z, w).
\]
So,
\[
|A(z, w)|^2 \leq |E(z, w)|^2, \quad |B(z, w)|^2 \leq |F(z, w)|^2 \quad \text{for all } (z, w) \in \mathbb{D}^2.
\]
However, we must have equality at every point in both of these inequalities because otherwise
\[
(1 - |z|^2)|E(z, w)|^2 + (1 - |w|^2)|F(z, w)|^2 = (1 - |z|^2)|A(z, w)|^2 + (1 - |w|^2)|B(z, w)|^2
\]
would be violated. Hence, the sums of squares terms for \( q \) are unique:
\[
|A(z, w)|^2 = |E(z, w)|^2, \quad |B(z, w)|^2 = |F(z, w)|^2 \quad \text{for all } (z, w) \in \mathbb{C}^2.
\]
This proves (3) implies (1) and concludes the proof. \( \square \)

Corollary 1.16 says that the only stable polynomials with a unique decomposition are one variable polynomials. We prove this now.

**Proof of Corollary 1.16.** Suppose \( p \in \mathbb{C}[z, w] \) is stable and \( \deg p = (n, m) \). It is implicit in most of this paper that \( n, m > 0 \). By **Theorem 1.15**, since \( 1/|p|^2 \) is integrable, it follows that \( p \) does not have a unique sums of squares decomposition. If \( n = 0 \) or \( m = 0 \) then \( p \) is really just a one variable polynomial with no zeros on closed disk. It is well known that the decomposition in the one variable Christoffel–Darboux formula is unique, since the sums of squares term can just be solved for; it equals
\[
\frac{|p(z)|^2 - |\hat{p}(z)|^2}{1 - |z|^2}
\]
in the case where \( m = 0 \). \( \square \)

10. **Application: Fejér–Riesz factorization**

The classical Fejér–Riesz theorem says that a nonnegative one variable trigonometric polynomial \( t \) can be factored as \( |p(z)|^2 \) where \( p \in \mathbb{C}[z] \) has no zeros in the disk \( \mathbb{D} \). It is false that all nonnegative two variable trig polynomials can be factored as \( |p(z, w)|^2 \) where \( p \in \mathbb{C}[z, w] \) has no zeros on the bidisk. Indeed, Geronimo and Woerdeman [2004] give a characterization of which strictly positive trig polynomials have a “Fejér–Riesz type factorization”. We reprove and extend this result to certain cases of nonnegative trigonometric polynomials. Our proof does not make use of a certain “maximal entropy result” and is therefore self-contained.

We emphasize that requiring a finite measure \( \mu \) to be an OC measure is a condition on its moments [Knese 2008, Appendix]. First, let us establish the strictly positive result.

**Theorem 10.1** [Geronimo and Woerdeman 2004]. Let \( t : \mathbb{T}^2 \to \mathbb{C} \) be a positive trigonometric polynomial of two variables with Fourier coefficients \( \hat{t}(j, k) \) supported on the set \( |j| \leq n, |k| \leq m \). Then, there exists a stable \( p \in \mathbb{C}[z, w] \), \( \deg p \leq (n, m) \) satisfying \( t(z, w) = |p(z, w)|^2 \) for all \( (z, w) \in \mathbb{T}^2 \) if and only if the measure \( d\mu = (1/\hat{t}) d\sigma \) is an OC measure.
Proof. The “only if” direction follows from Theorem 7.4. To prove the “if” direction, observe that if \( \mu \) is an OC measure, then by Corollary 7.6, if \( p \) is a unit norm polynomial in \( \text{Max}_\mu \), then \( p \) is stable (see Remark 6.4) and defining
\[
d\rho = \frac{1}{|p(z, w)|^2} d\sigma,
\]
we have that the inner products on \( L^2(\mu) \) and \( L^2(\rho) \) agree when restricted to \( \square \). So, the moments agree:
\[
\int_{\mathbb{T}^2} z^j w^k d\mu = \int_{\mathbb{T}^2} z^j w^k d\rho \quad \text{for } |j| \leq n, |k| \leq m.
\]

Here is where we deviate from the Geronimo–Woerdeman proof. Observe that
\[
\mu\text{ is an OC measure, then by Corollary 7.6, if } \mu \text{ is stable (see Remark 6.4) and defining}
\]
\[
\int_{\mathbb{T}^2} z^j w^k d\mu = \int_{\mathbb{T}^2} z^j w^k d\rho \quad \text{for } |j| \leq n, |k| \leq m.
\]

We would like to extend this result to the case of nonnegative trigonometric polynomials, and we have some results in this direction. Work on characterizing when a nonnegative operator-valued two variable polynomial has a Fejér–Riesz type factorization was done in [Dritschel and Woerdeman 2005]. (Although the subtleties of all of the different candidates for the notion of outerness in several variables seem to have prevented getting a necessary and sufficient condition for a Fejér–Riesz factorization in that paper.)

We believe that any Fejér–Riesz type factorization for nonnegative two-variable trigonometric polynomials should take into account the notions of toral and atoral polynomials. These notions were alluded to in Remark 1.11.

Example 10.2. Consider the nonnegative trigonometric polynomial \( t(z, w) = |z - w|^2 \). It cannot be factored as \( |p(z, w)|^2 \) where \( p \in \mathbb{C}[z, w] \) has no zeros on the bidisk, because \( p \) would necessarily vanish on the set \( \{(z, w) \in \mathbb{T}^2 : z = w\} \) and therefore \( z - w \) would divide \( p \). So, the polynomial \( zw t(z, w) = 2zw - z^2 - w^2 \) associated to \( t \) has a toral factor, and since this toral factor has zeros in the bidisk, there is no hope for such a Fejér–Riesz type of factorization. So, the question of whether a Fejér–Riesz factorization exists depends on the properties of the toral factors of \( t \). This is true more generally.

Let \( t : \mathbb{T}^2 \to \mathbb{C} \) be a nonnegative trigonometric polynomial of two variables, given by
\[
t(z, w) = \sum_{j=-N}^{N} \sum_{k=-M}^{M} t_{jk} z^j w^k \geq 0,
\]
and let \( q(z, w) := z^N w^M t(z, w) \in \mathbb{C}[z, w] \).
Lemma 10.3. If \( q \) has an irreducible toral factor \( p \), then \( p^2 \) divides \( q \), and \( t/|p|^2 \) is a nonnegative trigonometric polynomial.

Proof. Write \( q = hp \) for some \( h \in \mathbb{C}[z, w] \). By definition of toral, \( p \) has infinitely many zeros on \( \mathbb{T}^2 \). The lemma is not difficult in the case where \( p \) is a linear polynomial in one variable alone, so we assume this is not the case. Suppose \( p \) has degree \((n, m)\). Let \((z_0, w_0) \in \mathbb{T}^2 \cap \mathbb{Z}_p \) with the property that \( p(\cdot, w_0) \) has a zero of multiplicity one at \( z_0 \) and \( t(\cdot, w_0) \) is not identically zero; this will be the case for all but finitely many of the \((z, w) \in \mathbb{T}^2 \cap \mathbb{Z}_p \). Now, \( t(z, w_0) = z^{-N}w^{-M}h(z, w_0)p(z, w_0) \), and as \( t(\cdot, w_0) \) is a nonnegative trig polynomial of one variable, it must have zeros of even order on \( \mathbb{T} \). Hence, \( h(z_0, w_0) = 0 \). Therefore, \( h \) and \( p \) share infinitely many zeros, and this implies \( p \) divides \( h \) by irreducibility of \( p \). Hence, \( p^2 \) divides \( q \). Toral polynomials are \( \mathbb{T}^2 \)-symmetric in the sense that

\[
\tilde{p} = cp
\]

for some unimodular constant \( c \). So,

\[
t(z, w) = z^{-N}w^{-M}p(z, w)^2g(z, w) = z^{-N+n}w^{-M+m}|p(z, w)|^2g(z, w) \quad \text{for some } g \in \mathbb{C}[z, w].
\]

Thus, \( t/|p|^2 \) is a nonnegative trig polynomial. \( \square \)

Corollary 10.4. If \( t \) is a nonnegative trigonometric polynomial, then \( t \) can be factored into \( t(z, w) = |p(z, w)|^2s(z, w) \) where \( p \in \mathbb{C}[z, w] \) is a toral polynomial (or is a constant) and \( s \) is a nonnegative trigonometric polynomial with finitely many zeros on \( \mathbb{T}^2 \).

The corollary divides the study of characterizing trig polynomials with a Fejér–Riesz factorization into the question of when a toral polynomial has no zeros on the bidisk and when a nonnegative trig polynomial finitely many zeros on the torus has a Fejér–Riesz factorization.

To introduce the next result we recall that every positive two variable trigonometric polynomial can be written as a sum of squares of two-variable polynomials. This was proved in [Dritschel 2004] and reproved in [Geronimo and Lai 2006] (the latter paper has a summary of related known results). It is unknown if all nonnegative trigonometric polynomials can be written as a sum of squares of two variable polynomials. The above corollary says that it is enough to address this question for trig polynomials with finitely many zeros. On the other hand, if it is true that all nonnegative trig polynomials are equal to a sum of squares of polynomials, then our approach allows us to characterize when they can be written as a single square of a polynomial with no zeros on the bidisk.

Theorem 10.5. Suppose \( p_1, \ldots, p_N \in \mathbb{C}[z, w] \) have degree at most \((n, m)\) and no common factor. Also, assume that for some \( j \), \( p_j(0, 0) \neq 0 \). Let

\[
t(z, w) = \sum_{j=1}^{N} |p_j(z, w)|^2 \quad \text{for } (z, w) \in \mathbb{T}^2,
\]

and define \( d\mu = (1/t) d\sigma \). The trigonometric polynomial \( t \) can be written as \( t(z, w) = |p(z, w)|^2 \), where \( p \) has no zeros on the bidisk, if and only if \( \mu \) is an OC measure.

If every \( p_j \) vanishes at the origin, we could apply a Möbius transformation to make sure not all of the polynomials vanish at the origin and then apply the above theorem to check whether the trig polynomial has the desired factorization.
Proof. Our proof in the case of a strictly positive trig polynomial carries over with some modifications. The “only if” direction again follows from Theorem 7.4. Let us prove that if \( \mu \) is an OC measure then \( t \) has a Fejér–Riesz type of decomposition.

Since \( t \) is of the given form it is clear that each \( p_j \in L^2(\mu) \), as \( |p_j|^2/t \leq 1 \) on the torus. The assumption that \( p_j(0, 0) \neq 0 \) guarantees that \( \text{Max}_\mu \) is nonempty (since we then know \( \square_\mu \neq \square_\mu \)). Let \( q \) be a unit norm polynomial in \( \text{Max}_\mu \). By Corollary 6.5, \( q \) is almost stable. To see this, note the corollary says \( q \) can be factored as \( q_1q_2 \) where \( q_1 \) divides every element of \( \square_\mu \) and \( q_2 \) is almost stable, but we assumed \( p_1, \ldots, p_N \) have no common factor. Hence, \( q_1 \) must be a constant.

Define

\[
d\rho = \frac{1}{|q(z, w)|^2} d\sigma.
\]

By Corollary 7.6, \( \square_\mu = \square_\rho \) and the inner products of \( L^2(\mu) \) and \( L^2(\rho) \) agree on \( \square_\mu \). In particular,

\[
p_j/q \in L^2(\mathbb{T}^2) \quad \text{for each } j.
\]

Just as in the proof in the strictly positive case, we can prove

\[
1 \leq \|q\|_{L^2(\mu)} \sqrt{\|t\|_{L^1(\rho)}}
\]

by an application of Cauchy–Schwarz. Since \( q \) has unit norm, \( \|q\|_{L^2(\mu)} = 1 \), and since the inner products agree, we have

\[
\|t\|_{L^1(\rho)} = \sum_{j=1}^{N} \|p_j\|_{L^2(\rho)}^2 = \sum_{j=1}^{N} \|p_j\|_{L^2(\mu)}^2 = \|t\|_{L^1(\mu)} = 1.
\]

Therefore, just as in the proof for the strictly positive case, we have equality in Cauchy–Schwarz, which implies \( t = |q|^2 \) on the torus.

So, the above theorem addresses nonnegative trig polynomials of a specific form. The above proof would also work if we could decompose \( t \) as

\[
t(z, w) = \sum_{j=1}^{N} p_j(z, w)q_j(z, w),
\]

where \( p_j, q_j \in L^2((1/t)d\sigma) \) have no common factor and not all vanish at \((0, 0)\).

**Question 10.6.** Can every nonnegative two variable trigonometric polynomial \( t \) be decomposed as

\[
t(z, w) = \sum_{j=1}^{N} p_j(z, w)q_j(z, w),
\]

where \( p_j, q_j \) are in \( L^2(\frac{1}{t}d\sigma) \) and have no common factor?

Next, we tackle toral factors of nonnegative trig polynomials.

**Theorem 10.7.** An irreducible toral polynomial \( p \in \mathbb{C}[z, w] \) has no zeros in the bidisk if and only if

\[
\frac{\partial p}{\partial z} + \frac{\partial p}{\partial w}
\]
is almost stable. In this case, all of the zeros on $\mathbb{T}^2$ occur at singularities of $Z_p$ (i.e., common zeros of $\partial p/\partial z$ and $\partial p/\partial w$).

The above reflections are performed at the degrees of $\partial p/\partial z$ and $\partial p/\partial w$ that would generically be expected. Namely, if $p$ has degree $(n, m)$, we reflect $\partial p/\partial z$ at the degree $(n - 1, m)$.

**Proof.** If $p$ is toral, then $p$ is necessarily $\mathbb{T}^2$ symmetric, meaning $p$ is a unimodular constant times $\bar{p}$ (and in fact we may assume $p = \bar{p}$ by multiplying by an appropriate constant). It is proved in [Knese 2009] that if $p$ is $\mathbb{T}^2$ symmetric and has no zeros in the bidisk, then

$$\frac{\partial p}{\bar{\partial} z} + \frac{\partial p}{\bar{\partial} w}$$

has no zeros in the set $\overline{D^2}$ except possibly at singularities of $Z_p$ (and there can be at most finitely many singularities).

Conversely, suppose $\partial p/\partial z + \partial p/\partial w$ is almost stable. This implies

$$\phi(z, w) = \frac{z(\partial p/\partial z)(z, w) + w(\partial p/\partial w)(z, w)}{(\partial p/\partial z)(z, w) + (\partial p/\partial w)(z, w)}$$

is a (nonconstant) inner function on the bidisk, and must be bounded by 1 in modulus on the bidisk.

It is also proved in [Knese 2009] that if $p$ is $\mathbb{T}^2$ symmetric, then

$$(n + m)p(z, w) = z\frac{\partial p}{\partial z}(z, w) + w\frac{\partial p}{\partial w}(z, w) + \frac{\partial}{\partial z}(z, w) + \frac{\partial}{\partial w}(z, w).$$

So, if $p(z, w) = 0$ for some $(z, w) \in D^2$, then $|\phi(z, w)| = 1$, which is a contradiction. Therefore, $p$ has no zeros in the bidisk. \qed

**Remark 10.8.** We view this as progress on determining which nonnegative trig polynomials have a Fejér–Riesz decomposition for the following reasons. A nonnegative trig polynomial has a unique toral factor $|p|^2$ and determining whether $p$ has no zeros in the bidisk can be approached by looking at each factor of $p$. For the factors $f$ whose zero sets have no singularities on the torus, the above theorem says we can check whether $\partial f/\partial z + \partial f/\partial w$ is stable. A two-variable Schur–Cohn test, such as the one presented in [Geronimo and Woerdeman 2004], can be used to check this condition. For factors with singularities on the torus, one would need to adapt the Schur–Cohn test to the almost stable case. We leave this for future work.

To summarize, given a nonnegative trig polynomial $t$ we can factor it into $t(z, w) = |p(z, w)|^2 s(z, w)$ where $p$ is a toral polynomial and $s$ is a nonnegative trig polynomial with finitely many zeros on $\mathbb{T}^2$. The above remark addresses cases where we can determine whether $p$ has no zeros in the bidisk. If $s$ has no zeros on the torus, the Geronimo–Woerdeman theorem characterizes whether it can be factored as $|q|^2$ where $q$ is stable. We have extended this characterization to a class of nonnegative trig polynomials with a special form, for which it is unknown whether this is all nonnegative trig polynomials.
11. Application: distinguished varieties

One of our main applications is a bounded analytic extension theorem for distinguished varieties, which we now define.

**Definition 11.1.** A nonempty subset $V \subset \mathbb{C}^2$ is a distinguished variety if $V$ is an algebraic curve: there exists $p \in \mathbb{C}[z, w]$ such that

$$V = \{(z, w) \in \mathbb{C}^2 : p(z, w) = 0\}$$

and $V$ exits the bidisk through the distinguished boundary

$$\partial(V \cap \overline{D}^2) \subset T^2.$$

Our goal is to prove the following result. (This is a more qualitative version of Theorem 11.4 below.)

**Theorem 11.2.** Let $V \subset \mathbb{C}^2$ be a distinguished variety. Then, there is a rational function of $z$, $C(z)$, with no poles in $\overline{D}$, such that for every $f \in \mathbb{C}[z, w]$, there is a rational function $F \in \mathbb{C}(z, w)$, holomorphic on $\overline{D}^2$, which agrees with $f$ on $V$:

$$F(z, w) = f(z, w) \quad \text{for all} \quad (z, w) \in V \cap \overline{D}^2$$

and satisfies the estimate

$$|F(z, w)| \leq |C(z)| \sup_{V \cap \overline{D}^2} |f| \quad \text{for all} \quad (z, w) \in \overline{D}^2.$$

If $V$ has no singularities on $T^2$, $C(z)$ can be taken to be a constant.

The last statement is already proved in [Knese 2009]. Essentially, the purpose of this section is to inject the work of this paper into the work of [Knese 2009]. The use of the Cole–Wermer sums of squares formula is essential to the work in [Knese 2009], and if we use Theorem 1.3 in its place, the following lengthy theorem can be proved by slightly modifying the proofs in [Knese 2009].

**Theorem 11.3.** Let $V$ be a distinguished variety given as the zero set of a square-free polynomial $p \in \mathbb{C}[z, w]$ of degree $(n, m)$. Let $a, b > 0$ be positive real numbers. Then, there exist $P \in \mathbb{C}^n[z, w], \deg P \leq (n-1, m)$, and $Q \in \mathbb{C}^m[z, w], \deg Q \leq (n, m-1)$ such that

- $P$ is horizontally $\mathbb{D} \cup X_2$-stable and $Q$ is vertically $\mathbb{D} \cup X_1$-stable where $X_2 = \mathbb{T} \setminus T_2(S), X_1 = \mathbb{T} \setminus T_1(S)$ and $S$ is the set of singularities of $V$;
- $(bm - an)|p(z, w)|^2 + 2 \text{Re} \left[ (az \frac{\partial p}{\partial z}(z, w) - bw \frac{\partial p}{\partial w}(z, w)) \overline{p(z, w)} \right] + (1 - |z|^2)|P(z, w)|^2 = (1 - |w|^2)|Q(z, w)|^2$;
- there is a $m \times m$ matrix-valued rational inner function $\Phi : \mathbb{D} \to \mathbb{C}^{m \times m}$ such that $V$ has the following representation

$$V \cap \overline{D}^2 = \{(z, w) \in \overline{D}^2 : \det(wI_m - \Phi(z)) = 0\},$$

and $Q$ is a “polynomial eigenvector” for $\Phi$:

$$\Phi(z)Q(z, w) = wQ(z, w) \quad \text{for all} \quad (z, w) \in V.$$
Guide to the proof. Everything above is contained in a theorem in [Knese 2009] except for the horizontal and vertical stability of \( P, Q \), respectively. So let us briefly outline how all of this can be done. All of the following are proved in [Knese 2009]:

1. If \( p \in \mathbb{C}[z, w] \) has degree \((n, m)\) and defines a distinguished variety, then the polynomial

\[
q(z, w) = z^n p\left(\frac{1}{z}, w\right)
\]

is \( \mathbb{T}^2 \)-symmetric and has no zeros on the bidisk.

2. Such a \( q \) has the property that for each \( a, b > 0 \)

\[
a \frac{\partial q}{\partial z} + b \frac{\partial q}{\partial w}
\]

has no zeros on the closed bidisk \( \overline{D}^2 \) except possibly at the finite number of singularities of \( Z_q \), which necessarily occur on \( \mathbb{T}^2 \).

3. Such a \( q \) satisfies

\[
(\text{an} + \text{bm})^2 |q(z, w)|^2 - 2 \text{Re}[(a z q_z(z, w) + b w q_w(z, w))(\text{an} + \text{bm}) q(z, w)]
\]

\[
= |a \frac{\partial q}{\partial z}(z, w) + b \frac{\partial q}{\partial w}(z, w)|^2 - |a z \frac{\partial q}{\partial z}(z, w) + b w \frac{\partial q}{\partial w}(z, w)|^2.
\]

By Theorem 8.1, this last item (11-1) can written as

\[
(1 - |z|^2)|E(z, w)|^2 + (1 - |w|^2)|F(z, w)|^2
\]

where \( E \) is horizontally \( \mathbb{D} \cup X_2 \)-stable and \( F \) is vertically \( \mathbb{D} \cup X_1 \)-stable; here \( Y_2 = \mathbb{T} \setminus \pi_2(S_q), Y_1 = \mathbb{T} \setminus \pi_1(S_q), \) and \( S_q \) is the set of singularities of \( q \). If we convert back to statements involving the polynomial \( p \) (by replacing \( z \) with \( 1/z \) and multiplying by \( z^n \)) we get

\[
(\text{bm} - \text{an}) |p(z, w)|^2 + 2 \text{Re}\left[\left(a z \frac{\partial p}{\partial z}(z, w) - b w \frac{\partial p}{\partial w}(z, w)\right)p(z, w)\right] + (1 - |z|^2)|P(z, w)|^2
\]

\[
= (1 - |w|^2)|Q(z, w)|^2,
\]

where \( P \) is horizontally \( \mathbb{D} \cup X_2 \)-stable, \( Q \) is vertically \( \mathbb{D} \cup X_1 \)-stable, \( X_2 = \mathbb{T} \setminus \pi_2(S), X_1 = \mathbb{T} \setminus \pi_1(S), \) and \( S \) is the set of singularities of \( V \).

For the rest of the theorem, the proofs in [Knese 2009] can be applied unchanged.

Here is the promised bounded analytic extension theorem. The proof is identical to the proof in [Knese 2009] for distinguished varieties with no singularities on the torus. The only difference is that we did not have Theorem 1.3 to tell us that \( Q \) as above is vertically \( \mathbb{D} \cup X_1 \)-stable, where \( X_1 = \mathbb{T} \setminus \pi_1(S) \). (In the case of no singularities we already knew \( Q \) is vertically \( \mathbb{D} \)-stable.)

Let us write

\[
Q(z, w) = Q(z) \Lambda_m(w),
\]

where the matrix polynomial \( Q(z) \) is invertible for all \( z \in \mathbb{D} \cup X_1 \) (by definition of vertical \( \mathbb{D} \cup X_1 \)-stability).
Theorem 11.4. Let $V$ be a distinguished variety and let $\Phi$, $Q$, and $Q$ be as in Theorem 11.3. Then, for any polynomial $f \in \mathbb{C}[z, w]$, the rational function

$$F(z, w) := (1, 0, \ldots, 0)Q(z)^{-1}f(zI_m, \Phi(z))Q(z, w)$$

is equal to $f$ on $V \cap \mathbb{D}^2$ and we have the estimates

$$|F(z, w)| \leq \|Q(z)^{-1}\| |Q(z, w)| \sup_{V \cap \mathbb{D}^2} |f| \leq \sqrt{m} \|Q(z)^{-1}\| \|Q(z)\| \sup_{V \cap \mathbb{D}^2} |f| \quad \text{for all } (z, w) \in \mathbb{D}^2.$$ 

Here we are taking the operator norm of the matrices $Q(z)$ and $Q(z)^{-1}$.

In words, the growth of the extension $F$ is controlled by a rational function of one variable. When $V$ has no singularities on $\mathbb{T}^2$, $Q(z)$ is invertible for $z \in \partial \mathbb{D}$ and

$$\sup_{\mathbb{D}} \|Q(z)^{-1}\| \|Q(z)\|$$

is a finite constant.

The following is an example of the above two theorems.

Example 11.5. Consider the following reducible distinguished variety in $\mathbb{C}^2$

$$V = \{(z, w) \in \mathbb{C}^2 : (z - w)(z^2 - w) = 0\}.$$ 

Like all distinguished varieties it has a determinantal representation of the following form:

$$V \cap \mathbb{D}^2 = \{(z, w) \in \mathbb{D}^2 : \det(wI - \Phi(z)) = 0\},$$

where $\Phi$ is a rational matrix valued inner function. One choice of $\Phi$ is

$$\Phi(z) = \frac{1}{2} \begin{pmatrix} z(1 + z) & z^2(1 - z) \\ (1 - z) & z(1 + z) \end{pmatrix}.$$ 

As can easily be checked

$$\det(wI_2 - \Phi(z)) = w^2 - zw - z^2w + z^3 = (w - z)(w - z^2).$$ 

The variety $V$ is simple yet instructive because it has a singularity at the origin and more importantly a singularity on the torus at the point $(1, 1)$.

One choice for $Q$ as above is

$$Q(z, w) = \begin{pmatrix} 2w - z - z^2 \\ 1 - z \end{pmatrix}.$$ 

Writing

$$Q(z, w) = Q(z) \begin{pmatrix} 1 \\ w \end{pmatrix},$$

where

$$Q(z) = \begin{pmatrix} -z - z^2 & 2 \\ 1 - z & 0 \end{pmatrix},$$

we note that $Q(z)$ is invertible in $\overline{\mathbb{D}} \setminus \{1\}$; that is, $Q$ is vertically $\overline{\mathbb{D}} \setminus \{1\}$-stable.

The analytic extension theorem now works as follows.
Let \( f \in \mathbb{C}[z, w] \) which we think of as a function on \( V \). Then, the rational function

\[
F(z, w) = (1, 0)Q(z)^{-1}f(zI, \Phi(z))Q(z, w)
\]

agrees with \( f \) on \( V \) because \( Q \) is a polynomial eigenvector for \( \Phi \) on \( V \). Furthermore, the size of \( F \) on the bidisk can be estimated purely in terms of a fixed rational function of \( z \) and the supremum of \( f \) on \( V \cap \mathbb{D}^2 \).

Indeed,

\[
|F(z, w)| \leq |(1, 0)Q(z)^{-1}| |Q(z, w)| \sup_{V \cap \mathbb{D}^2} |f| \leq \sqrt{1 + \frac{16}{|1 - z|^2}} \sup_{V \cap \mathbb{D}^2} |f|.
\]

12. Application: Agler’s Pick interpolation theorem

As another application we give a simple proof of necessity in the Pick interpolation theorem on the bidisk. The proof below sidesteps the use of Andô’s inequality and cone-separation arguments found in most proofs. (The proof of sufficiency can be accomplished with a “lurking isometry” argument; see Lemma 6.7 for something similar.) The proof is very similar to the argument in [Cole and Wermer 1999] for establishing Andô’s inequality from the sum of squares decomposition.

**Theorem 12.1 (Agler).** Given distinct points

\[(z_1, w_1), \ldots, (z_N, w_N) \in \mathbb{D}^2\]

and complex numbers

\[c_1, \ldots, c_N \in \mathbb{D},\]

there exists a holomorphic function \( f : \mathbb{D}^2 \to \mathbb{D} \) which interpolates

\[f(z_j, w_j) = c_j \text{ for } j = 1, 2, \ldots, N\]

if and only if there exist positive semidefinite \( N \times N \) matrices \( \Gamma \) and \( \Delta \) such that

\[1 - c_j \bar{c}_k = (1 - z_j \bar{z}_k)\Gamma_{jk} + (1 - w_j \bar{w}_k)\Delta_{jk}.
\]

**Proof of necessity.** We first prove the theorem for rational inner functions and then use an approximation theorem to prove necessity in general. So, let \( f \) be a rational inner function on the bidisk. Every rational inner function can be written as \( f = \tilde{p}/p \) for some \( p \in \mathbb{C}[z, w] \) of degree at most \((n, m)\) having no zeros on the bidisk [Rudin 1969, Section 5.5.1]. Decomposing \( p \) as in (8-1) and setting \((z, w) = (z_j, w_j)\) and \((Z, W) = (z_k, w_k)\) we have

\[
p(z_j, w_j)p(z_k, w_k) - \tilde{p}(z_j, w_j)\bar{p}(z_k, w_k)
\]

\[
= (1 - z_j \bar{z}_k)(\mathbf{E}(z_j, w_j), \mathbf{E}(z_k, w_k)) + (1 - w_j \bar{w}_k)(\mathbf{F}(z_j, w_j), \mathbf{F}(z_k, w_k)).
\]

Therefore, if \( f(z_j, w_j) = (\tilde{p}/p)(z_j, w_j) = c_j \), then

\[
\Gamma_{jk} = \frac{1}{p(z_j, w_j)p(z_k, w_k)}(\mathbf{E}(z_j, w_j), \mathbf{E}(z_k, w_k)), \quad \Delta_{jk} = \frac{1}{p(z_j, w_j)p(z_k, w_k)}(\mathbf{F}(z_j, w_j), \mathbf{F}(z_k, w_k))
\]
are both positive semidefinite matrices and they satisfy
\[ 1 - c_j \bar{c}_k = (1 - z_j \bar{z}_k) \Gamma_{jk} + (1 - w_j \bar{w}_k) \Delta_{jk}, \]  
(12-1)
as desired.

In general, suppose \( f : \mathbb{D}^2 \to \mathbb{D} \) is holomorphic and \( f(z_j, w_j) = c_j \). Rudin’s extension of Carathéodory’s theorem to the polydisk [Rudin 1969, Theorem 5.5.1] says that \( f \) is the pointwise limit of a sequence of rational inner functions: \( f_\alpha \to f \) as \( \alpha \to \infty \), where \( \alpha \) is used to index the positive integers. Corresponding to each such rational inner function \( f_\alpha \), we write \( f_\alpha(z_j, w_j) = c_{\alpha,j} \) and we choose positive semidefinite matrices \( \Gamma_\alpha, \Delta_\alpha \) so that an equation analogous to (12-1) holds:
\[ 1 - c_{\alpha,j} \bar{c}_{\alpha,k} = (1 - z_j \bar{z}_k)(\Gamma_\alpha)_{jk} + (1 - w_j \bar{w}_k)(\Delta_\alpha)_{jk}. \]  
(12-2)
The set of positive semidefinite matrices (of a fixed size) with diagonal entries bounded by some constant is compact (their operator norms are bounded by their traces which are uniformly bounded). The diagonal entries of \( \Gamma_\alpha \) and \( \Delta_\alpha \) are bounded independently of \( \alpha \) (e.g., it is not hard to prove
\[ \frac{1}{1 - |z_j|^2} \geq (\Gamma_\alpha)_{jj} \]for \( j = 1, \ldots, N \)) and therefore we may choose a subsequence so that \( \Gamma_\alpha \) converges to some positive semidefinite matrix \( \Gamma \) and \( \Delta_\alpha \) converges to some positive semidefinite matrix \( \Delta \). Therefore, if we take the limit as \( \alpha \to \infty \) in Equation (12-2) we have proved
\[ 1 - c_j \bar{c}_k = (1 - z_j \bar{z}_k) \Gamma_{jk} + (1 - w_j \bar{w}_k) \Delta_{jk}, \]which proves necessity in general. \( \square \)

**Question 12.2.** Can the uniqueness in Theorem 1.3 be carried over in some way to the above theorem?

Solutions to extremal Pick problems in two variables (those solvable with a function of norm one but no less) are not unique as they are in one variable, so we are necessarily vague in our question.

### 13. Questions

We have already asked three questions: Questions 5.8, 10.6, and 12.2. Here are two others. One of the most fundamental questions to come out of our research is the following:

**Question 13.1.** When is a rational function \( p/q \) in \( L^2(\mathbb{T}^2) \)?

Here we may as well assume \( p, q \in \mathbb{C}[z, w] \) are relatively prime but we are otherwise not imposing any conditions on their zero sets. If we impose restrictions, we can ask a more concrete question.

Suppose \( q \in \mathbb{C}[z, w] \) is almost stable, \( \deg q = (n, m) \), and suppose \( p \in \mathbb{C}[z, w] \) has degree \( \leq (n - 1, m - 1) \). If \( p/q \in L^2(\mathbb{T}^2) \), then the sums of squares decomposition (as in Theorem 6.1) tells us that there is a constant \( c \) such that
\[ |q(z, w)|^2 - |\bar{q}(z, w)|^2 \geq c(1 - |z|^2)(1 - |w|^2)|p(z, w)|^2 \]for \( (z, w) \in \mathbb{D}^2 \),
(13-1)
since \( p \) will be in \( \Box_\mu \) for the Bernstein–Szegő measure \( \mu \) associated to \( q \).

**Question 13.2.** Is the converse true? Does the estimate (13-1) imply \( p/q \in L^2(\mathbb{T}^2) \)?
Notational index and conventions

In this section we index where various notations and terms are defined in the paper. We also list our notational conventions.

stable/almost stable Definition 1.4 horizontally stable Definition 1.6
vertically stable Definition 1.6 reflection \( \tilde{q}(z, w) \) Definition 1.9
\( \Lambda_n(z), \Lambda_m(w) \) Equation (1-3) toral Definition 1.12
atoral Definition 1.13 divisor of ideal Definition 5.1
distinguished variety Definition 11.1
degree \((n, m)\) Equation (1-3)
\( \square, \square, \square, \square, \square \) Notation 4.3
\( KV, K\square_\mu, \text{ etc.} \) Notation 4.1
Max_\mu, Min_\mu Equations (4-7) and (4-8)
OC measure Definition 6.2
\( L(z, w) \) Equation (7-1)
\( Z_q \) Equation (7-5)

\( n, m \) fixed positive integers (see Remark 4.2)
\( p, q \) elements of \( \mathbb{C}[z, w] \)
\( E, F, G, A, B, Q \) vector polynomials
\( E, F, A, B, Q \) matrix polynomials in one variable
\( \langle \cdot, \cdot \rangle \) with no subscript inner product on \( \mathbb{C}^N \) (\( N \) determined from context)
\( L^2(\mathbb{T}^2) \) \( L^2 \) on the torus with respect to Lebesgue measure
\( L^2(\mu), L^2(\rho) \) \( L^2 \) on the torus with respect to the measure \( \mu \) or \( \rho \)
\( H^2(\mathbb{T}), H^2(\mathbb{T}^2) \) classical Hardy space on \( \mathbb{T} \) or \( \mathbb{T}^2 \)
\( \Phi, \Psi \) one variable matrix valued inner functions
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