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ON THE AREA OF THE SYMMETRY ORBITS OF COSMOLOGICAL
SPACETIMES WITH TOROIDAL OR HYPERBOLIC SYMMETRY

JACQUES SMULEVICI

We prove several global existence theorems for spacetimes with toroidal or hyperbolic symmetry with
respect to a geometrically defined time. More specifically, we prove that generically, the maximal
Cauchy development of T2-symmetric initial data with positive cosmological constant A > 0, in the
vacuum or with Vlasov matter, may be covered by a global areal foliation with the area of the symmetry
orbits tending to zero in the contracting direction. We then prove the same result for surface symmetric
spacetimes in the hyperbolic case with Vlasov matter and A > 0. In all cases, there is no restriction on
the size of initial data.
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1. Introduction

The study of the global Cauchy problem constitutes one of the main areas of research in mathematical
relativity and is one of the most natural problems to investigate in view of the hyperbolicity of the Einstein
equations and of the theorems concerning the local Cauchy problem [Foures-Bruhat 1952; Choquet-
Bruhat and Geroch 1969]. These theorems assert that given an appropriate initial data set, there exists a
maximal solution of the Einstein equations

Ruv — 38R =87 Ty — Agpuv, (1)

MSC2000: 83CO05.
Keywords: Einstein equations, singularities, hyperbolic partial differential equations.
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coupled if necessary to appropriate matter equations,' which is unique up to diffeomorphism in the class
of globally hyperbolic spacetimes. We call this solution the maximal Cauchy development of the initial
data. The global hyperbolicity assumption guarantees the domain of dependence property and is essential
to the uniqueness statement.

The global Cauchy problem consists in understanding the global geometry of the maximal Cauchy
development. A fundamental conjecture, known as strong cosmic censorship,” states that the maximal
Cauchy development of generic compact or asymptotically flat initial data is inextendible as a regular’
Lorentzian manifold. This can be thought of as a statement of uniqueness in a class of spacetimes not
assumed a priori to be globally hyperbolic.

The expression “generic initial data” in the statement of the conjecture reflects the fact that there exist
particular initial data for which the maximal Cauchy development fails to be inextendible. However, the
extendibility property of the maximal Cauchy development for these particular initial data is expected to
be dynamically unstable and, as we shall see below, this expectation has been verified in several cases.
From the point of view of physics, uniqueness means predictability and thus, strong cosmic censorship
asserts that, generically, general relativity is a deterministic theory in the same sense that Newtonian
mechanics is deterministic.

1A. Areal foliations of T*-symmetric and k < 0 surface-symmetric spacetimes. In full generality, the
questions tied to the global Cauchy problem are not accessible with the current set of mathematical
techniques. In order to make progress, one may try to look at simpler but connected problems, such as
the study of the global Cauchy problem within certain classes of symmetries.

Following this approach, two classes of solutions arising from compact initial data with symmetry have
been given much attention recently, the so-called T2-symmetric and surface-symmetric spacetimes. The
T?-symmetric spacetimes constitute a class of solutions arising from initial data with spatial topology
T3 and admitting a torus action. They contain as special subcases the T3-Gowdy spacetimes and the
polarized T2-symmetric spacetimes.* The surface-symmetric spacetimes constitute a class of solutions
arising from initial data where the initial Riemannian 3-manifold is given by a doubly warped product
S! x &, where & is a compact 2-surface of constant curvature k and such that the rest of the initial data
is invariant under the local isometries of &. By rescaling, kK may be taken as being —1, 0 or +1 and the
different cases are known as hyperbolic, plane® or spherical symmetry.

In the case of T'>-symmetric or k < 0 surface-symmetric spacetimes, the local geometry of the solution
possesses the particular property that, unless the spacetime is flat, the symmetry orbits are either trapped
or antitrapped, a feature which is shared by the spheres of symmetry in the black or white hole regions of
a Schwarzschild solution with m > 0. If we denote by ¢ the area of the symmetry orbits, this means that

ISee [Choquet-Bruhat 1970; 1971] for the case of Vlasov matter.

2The conjecture was originally developed by R. Penrose [1979] and first formulated as a statement about the global geometry
of the maximal Cauchy development in [Moncrief and Eardley 1981]. See also the presentation in [Christodoulou 1999].

3The regularity concerns here the degree of differentiability of the possible extensions and gives rise to different versions
of the conjecture. For instance, the C 2 formulation of the conjecture is obtained by replacing “regular” with C 2 in the above
statement of the conjecture.

4They also contain the even more special case of polarized T3-Gowdy spacetimes.

SNote that the plane symmetric case is a special case of T3-G0wdy polarized solutions.
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the gradient of 7 is everywhere timelike and that r may be used as a time coordinate.® For the vacuum
T2-symmetric case with zero cosmological constant (A = 0), the existence of a global areal foliation
where ¢ takes value in (7o, 00) with fg > 0 was proven in [Berger et al. 1997]. The proof was then extended
to the Vlasov case [Andréasson 1999; Andréasson et al. 2004] and to the case with A > 0 [Clausen and
Isenberg 2007]. Similarly, the existence of a global areal foliation for the surface-symmetric case with
k=—1, A =0 and Vlasov matter’ was proven in [Andréasson et al. 2003] and extended to the case with
A > 0 in [Tchapnda and Rendall 2003; Tchapnda and Noutchegueme 2005].

It was soon realized that in the vacuum T3-Gowdy case with A = 0, one has 7y = 0 unless the
spacetime is flat [Moncrief 1981; Chrusciel 1990]. The natural question arose: Is ty = 0 generically for
all the possible cases? The proofs that o = 0 generically for 72-symmetric spacetimes with A = 0, in
the vacuum or with Vlasov matter, were given in [Isenberg and Weaver 2003] and [Weaver 2004]. It has
also been proven that 7o = 0 in the case of plane symmetric initial data with A = 0 and Vlasov matter
as well as in the case of plane or hyperbolic symmetric initial data with A > 0 and Vlasov matter under
an extra small data assumption [Rein 1996; Tchapnda 2004]. Moreover, the results for k£ < O surface-
symmetric initial data have been extended to the Einstein—Vlasov-scalar field system [Tegankong and
Rendall 2006].

1B. Strong cosmic censorship for T*-symmetric or surface-symmetric spacetimes. One motivation for
the study of the value of 7y was the expectation that, in the cases were fyp = 0, the curvature should in
general blow up as ¢ goes to 0, thus providing a proof of inextendibility (and thus of strong cosmic
censorship) for these cases. Indeed, for vacuum 73-Gowdy spacetimes with A = 0, first in the polarized
case® and then for the full class, detailed asymptotic expansions were obtained and used in this sense
to establish a proof of the C? formulation of the strong cosmic censorship conjecture [Chrusciel et al.
1990; Ringstrom 2006; 2009].

While it seemed difficult to extend the analysis of the vacuum 73-Gowdy spacetimes to the more
general case of T2-symmetric spacetimes, strong cosmic censorship was nonetheless proven for T2-
symmetric spacetimes with A = 0 in the presence of Vlasov matter [Dafermos and Rendall 2006]. The
analysis starts with the remark that for T2-symmetric or k < O surface-symmetric spacetimes, with
or without Vlasov matter and with A > 0, the fact that ¢ is unbounded implies inextendibility in the
expanding direction because of the continuous extension of the Killing fields to possible Cauchy horizons
[Dafermos and Rendall 2005]. Thus it is sufficient to study the contracting direction in order to complete
the proof of strong cosmic censorship for these classes of spacetimes. The proof given in [Dafermos
and Rendall 2006] relied on a rigidity of the possible Cauchy horizon, linked with the fact that 7y = 0,
and on the particular properties of the Vlasov equation. The assumption that A = 0 was necessary only
as to ensure that fo = 0. Therefore the proof remained valid in the case where A > 0, if one added

6In particular, any nonflat Tz—symmetric or k < 0 surface-symmetric spacetime can be oriented by Vz. With this choice of
orientation, the future corresponds to the direction where ¢ increases (expanding direction) and the past to the direction where ¢
decreases (contracting direction).

"Note that, in the surface-symmetric case, a result analogous to Birkhoff’s theorem applies, by which we mean that these
spacetimes have no dynamical degree of freedom in the vacuum.

8Note that, in [Chrusciel et al. 1990], strong cosmic censorship was also proved for polarized Gowdy spacetimes arising
from initial data given on 52 x 85!, 83 and L(p.q).



194 JACQUES SMULEVICI

the extra assumption that o = 0. In [Smulevici 2008], we studied the remaining cases, namely the 72-
symmetric spacetimes with A > 0 and Vlasov matter for which ¢y > 0, and proved their inextendibility,
thus completing a proof of strong cosmic censorship for 72-symmetric spacetimes with A > 0 and
Vlasov matter. In the same article, we proved that vacuum 7'>-symmetric spacetimes with A > 0 and
to > 0 were also generically inextendible. Finally, in the surface-symmetric case with Vlasov matter,
strong cosmic censorship was resolved in the affirmative for k <0 and A >0 and fork =1 and A =0,
some obstructions remaining in the spherical case with A > 0, in particular the possible formation of
Schwarzschild—de-Sitter or, even worse, extremal Schwarzschild—de-Sitter black holes [Dafermos and
Rendall 2007].

1C. The past asymptotic value of t and the main theorems. The results of [Smulevici 2008], as well
as the proof of inextendibility for the k < 0 surface-symmetric cases where #y > 0 contained in [Dafermos
and Rendall 2007], gave satisfactory answers to the strong cosmic censorship conjecture. However, they
did not address the question of the value of 7. It is the subject of this article to resolve this question.

First, in Theorem 1 (see Section 5), we will extend the work of M. Weaver [2004] proving that the
maximal Cauchy development of T?*-symmetric initial data with A > 0 and nonvanishing Vlasov matter
can be covered by global areal foliations with t going to zero in the contracting direction. Thus o =0
for these spacetimes.

As often happens in these types of problems, the vacuum case is more difficult than the Vlasov case.
This is already reflected in the fact that for vacuum 7'2-symmetric spacetimes with A > 0, one can find
special families of (nonflat) solutions for which 7y > 0 . That these solutions are indeed special is the
content of Theorem 2 which states that vacuum T>-symmetric spacetimes with A > 0 for which ty > 0
are necessarily polarized. Thus, generically, fy = 0 for vacuum 72-symmetric spacetimes with A > 0.

Finally, we will show that the proof given for the 7?2 case with Vlasov matter may be adapted to
the hyperbolic case. We will obtain Theorem 3 which asserts that #g = 0 for k < 0 surface-symmetric
spacetimes with A > 0 and nonvanishing Vlasov matter. Thus Theorem 3 asserts that the results of [Rein
1996; Tchapnda 2004] are true in general and do not require any smallness assumption. To summarize,
we provide in Tables 1 and 2 a picture of the current status of the analysis of singularities for the T2-
symmetric and surface-symmetric spacetimes in the vacuum or with Vlasov matter.

1D. Outline. The outline of this article is as follows. We start in Section 2 with an introduction to the
different classes of symmetry and present the classes of initial data that we will consider in the rest of
the paper. In Section 3, we recall the existence and uniqueness of the maximal Cauchy development and
in Section 4, we present the previous results concerning the global foliations of T2-symmetric and k < 0
surface-symmetric spacetimes that we shall use as a starting point for our analysis. The statements of the
theorems proved in this article then follow in Section 5. Before giving the proofs of the three theorems
in sections 7, 8 and 9, it will be useful to describe the approach that we will take, especially for the proof
of Theorem 2, and this is done in Section 6. We end this paper with some comments and open questions
in Section 10. In Appendix A, we provide some information on the initial data sets of the Einstein and
Einstein—Vlasov systems for the reader not familiar with this. In Appendix B, we very briefly describe
a coordinate transformation for k = —1 surface symmetric spacetimes and finally in Appendix C, we
recall the classical results that symmetric initial data lead to symmetric spacetimes.
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A=0 to =0 [Moncrief 1981; Chrusciel 1990]
vacuum A>0 to=0 Theorem 2
T3-Gowdy 0=
Vlasov A=0 to=0 [Weaver 2004]
A>0 to=0 Theorem 1
A=0 to =0 [Isenberg and Weaver 2003]
vacuum
2 . A>0 to =0 Theorem 2
T~-symmetric
Vlasov A=0 to=0 [Weaver 2004]
A>0 to=0 Theorem 1
k=0 Viasov A=0 to=0 [Weaver 2004] .
A>0 to =0 Theorem 3; see also [Tchapnda 2004] with small data
k= —1 Viasov A=0 to =0 Theorem 3; see also [Rein 1996] with small data
- A>0 to =0 Theorem 3; see also [Tchapnda 2004] with small data

Table 1. Value of £ for generic T2-symmetric and k < 0 surface-symmetric spacetimes.

vacuum A =0 | Holds [Chrusciel et al. 1990; Ringstrom 2006; 2009]
T3-Gow dy A > 0 | Holds for cases with #y > 0 [Smulevici 2008]; open otherwise
Viasov A =0 | Holds [Dafermos and Rendall 2006]
A > 0 | Holds [Dafermos and Rendall 2006; Smulevici 2008]
A =0 | Open
vacuum . .. .
5 . A > 0 | Holds for cases with #y > 0 [Smulevici 2008]; open otherwise
T~-symmetric
Viasov A =0 | Holds [Dafermos and Rendall 2006]
A > 0 | Holds [Dafermos and Rendall 2006; Smulevici 2008]
A =0 | Holds [Dafermos and Rendall 2007]
k=0 Vlasov
A > 0 | Holds [Dafermos and Rendall 2007]
k=1 Viasov =0 | Holds [Dafermos and Rendall 2007]
o A > 0 | Holds under some conditions [Dafermos and Rendall 2007]; open otherwise

Table 2. Status of strong cosmic censorship for 72-symmetric and surface-symmetric spacetimes.

2. Preliminaries

2A. T2-symmetric spacetimes with spatial topology T3. A spacetime (M, g) is said to be 72-symmetric
if the metric is invariant under an effective action of the Lie group T2 and the group orbits are spatial.
The Lie algebra of T is spanned by two commuting Killing fields X and Y everywhere nonvanishing
and we may normalize them so that the area element ¢ of the group orbits is given by

2(X, X)g(Y,Y)—g(X,Y)> =1>

In previous analysis of these spacetimes [Chrusciel 1990; Berger et al. 1997; Andréasson et al. 2004;
Clausen and Isenberg 2007], it has been shown that any nonflat globally hyperbolic 72-symmetric space-
time with spatial topology T3 that satisfies the Einstein equations in the vacuum or with Vlasov matter
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and with A > 0 admits a metric in areal coordinates of the form
ds? = 2V (—adi® +d6%) + &V (dx + Ady + (G + AH)dO)’ + e Vi (dy + Hd6)?,  (2)

where all functions depend only on ¢ and 8 and are periodic in the latter. Note that the form (2) of the
metric is unchanged under an SL(2, R) transformation of the Killing vectors X = d/dx and Y = 9/dy.
As T?-symmetric spacetimes contain several dynamical degrees of freedom, certain special cases
have been introduced. A first simplification appears in the case where the Killing fields X and ¥ may be
chosen such that their inner product, and thus the function A, vanishes. Such cases are called polarized
T2-symmetric spacetimes.
Associated with T2-symmetric spacetimes are certain quantities called the twist quantities, defined by

J = €abea X YPVX, 3)
K = €upea X YPVEYY, 4)

These are related to the metric functions by

le72v+4U
J:—T(GI+AH,), )
t3e—2v
K=AJ— H;. (6)

Nz

For any pair of commuting Killing vectors on a spacetime satisfying the vacuum Einstein equations,
the associated twists quantities are constant [Geroch 1972]. Thus, for vacuum 72-symmetric spacetimes,
by an SL(2, R) transformation of the Killing fields X and Y, we may ensure that the form of the metric (2)
is unchanged while one of twist quantities vanishes. Therefore, in the vacuum, we shall always assume
that J = 0.

The cases where both J = 0 and K = 0 are called 73-Gowdy spacetimes. By Frobenius’s theorem,
the conditions J = K = 0 are equivalent to the integrability of the planes orthogonal to dx, dy.

2B. Spacetimes with a hyperbolic surface of symmetry. A spacetime (Jl, g) is said to be k = —1
surface-symmetric if it can be foliated by spacelike surfaces X; such that, for all #, 3; is isometric
to a doubly warped product (S' x ¥, h;) where S is a fixed compact surface of constant curvature —1.

It follows from previous analysis [Rendall 1995] that any k = —1 surface symmetric spacetime which
is globally hyperbolic and satisfies the Einstein equations with A > 0, in the vacuum or with Vlasov
matter, admits a metric in areal coordinates of the form’

&2

ds* = —T(Oldtz —d6?) + ty.pdx®dx?, @)

where the functions v and « depend only on ¢ and 8 and are periodic in the latter with period 1 and y
induces a metric of constant curvature —1 on the orbits of symmetry.

9Compared to the usual metric for these spacetimes, we use the square of the radius function = r2 as the time coordinate
rather than the radius function r itself. Moreover, we have introduced the functions « and v by analogy with the T2 case, so as
to ease the application of the method of the T2 case to this class of spacetimes. See Appendix B for a description of the change
of coordinates from the usual parametrization to this one.
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2C. The Einstein—Vlasov system. Apart from the vacuum case, where we will set 7, = 0 in (1), we
will couple the Einstein equations to the Vlasov matter model, which we present in this section.

Let % C Tl denote the set of all future-directed timelike vectors of length —1. & is classically called
the mass shell. Let f denote a nonnegative function on the mass shell. The Vlasov equation for f is
derived from the condition that f be preserved along geodesics. In coordinates, we therefore have

PO f =T, pP pY o f =0, (8)

where p® denotes the momentum coordinates on the tangent bundle conjugate to x“.
The energy-momentum tensor is defined by

Tup (x) = / L, Peped ©)

where 7 :  — J is the natural projection from the mass shell to the spacetime and the integral is with
respect to the natural volume form on 7 ~!(x).

2D. The classes of initial data. After this introduction to the symmetry classes and the matter fields,
we are ready to present the initial data sets that will be studied in this article. For convenience, we will
require that the initial data be smooth and, in the nonvacuum case, that the support of the Vlasov field
be compact. These assumptions may clearly be relaxed if necessary.'?

Definition 1. A vacuum T>-symmetric initial data set is a triplet (X, h, K) such that

(1) X is a smooth differential 3-manifold with topology T (in particular, ¥ admits an effective action
of T?),

(2) his a smooth Riemannian metric on X that is invariant under an effective action of the Lie group 72,
(3) K is a smooth symmetric 2-tensor also invariant under the same T2 action,
(4) (X2, h, K,p) satisfies the vacuum constraint equations of general relativity.

We describe in Appendix A the constraint equations in the vacuum or in the presence of Vlasov matter
for the reader not familiar with them.

Definition 2. A T2-symmetric initial data set with Vlasov matter is a quadruplet (Z, &, K, f ) such that
(1) conditions (1), (2) and (3) of the preceding definition hold,

(2) f is a smooth, nonnegative function of compact support defined on 7' which is invariant under
the natural lift to 7% of the T action,

3) (=, h, Kup, f ) satisfies the constraint equations of the Einstein—Vlasov system.
Let us also define the notion of polarized T?-symmetric initial data and of Gowdy initial data:

Definition 3. A vacuum 72-symmetric initial data set (X, &, K) (respectively a T2-symmetric initial
data set with Vlasov matter (X, &, K, f)) is said to be polarized if there exist two Killing fields (X, Y)
which generate the 72 action such that #(X,Y) =0and K(X,Y)=0on X.

10For instance, we could have chosen the initial data to be compatible with the statement of Theorem 4.1 of [Dafermos and
Rendall 2006]. However, we decided to give preference to clarity and will therefore stick with compact data for the Vlasov
field.
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Definition 4. A vacuum T2-symmetric initial data set (X, &, K) (respectively a T2-symmetric initial
data set with Vlasov matter) is said to be a Gowdy initial data set if there exist linearly independent,
commuting vector fields Z, X, Y on ¥ such that X, Y are Killing fields which generate the 77 action
and such that h(Z, X)=h(Z,Y)=K(Z,Y)=K(Z,X) =0.
We define k = —1 surface-symmetric initial data with Vlasov matter as follows:
Definition 5. A k=—1 surface-symmetric initial data set with Vlasov matter is a quadruplet (X, 4, K, f )
such that
(1) = =S x ¥ where ¢ is a smooth compact surface,
(2) h is a smooth Riemannian doubly-warped product metric on X of the form a(9) dé* + b(0)yy,
where y¢ is a metric of constant curvature —1,
3) f is a smooth, nonnegative function of compact support defined on 7 X and invariant under the
natural lift of the local isometries of ¥ to T X,

@ (=, h, Kup, f ) satisfies the constraint equations of the Einstein—Vlasov system.

3. The maximal Cauchy development

We will recall in this section the classical results concerning the existence and uniqueness of the maximal
Cauchy development to which we will refer often in the rest of this article. We will state the theorem in
the case of Vlasov matter. For the vacuum case, it suffices to replace all matter terms by zero.

Theorem. Let (X, h, K, f ) be an initial data set for the Einstein—Vlasov system. There exists a triplet
(M, g, ), called the maximal Cauchy development of (X, h, K, f), satisfying these conditions:

(1) (M, g) is a smooth globally hyperbolic spacetime and f is a smooth, nonnegative function of com-
pact support defined on the mass shell P.
(2) (M, g, f) satisfies the Einstein—Vlasov system (1), (9), (8).

(3) There exists a smooth embedding ¢ : ¥ — M such that ¢ (X) is a Cauchy surface for M and if b,
K', ' denotes respectively the first and second fundamental form of ¢ (X) and the restriction of f
to the tangent bundle of ¢ (X) then ¢*(h') = h, p*(K') = K, ¢*(f') = f.

(4) If (M, g, f) is another triplet satisfying (1), (2) and (3) and if ¢ denotes the corresponding embed-
ding of ¥ in M then there exists an smooth isometry W from (M, g) onto a subset of (M, g) such that
v*f = f and Y ($(X)) = ().

See [Foures-Bruhat 1952; Choquet-Bruhat and Geroch 1969; Choquet-Bruhat 1970; 1971] for the
original proofs of these results.

4. Global areal foliations of T2-symmetric or k = —1 surface-symmetric spacetimes

We present in this section certain previous results concerning areal foliations of 72-symmetric or k = —1
surface-symmetric spacetimes. Let us first recall that symmetries of the initial data are transmitted to
the maximal Cauchy development. For the reader not familiar with these results, they are presented
in Appendix C. Thus, 72-symmetric (respectively surface-symmetric) initial data lead to 72-symmetric
(respectively surface-symmetric) spacetimes.
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From [Chrusciel 1990; Berger et al. 1997; Andréasson et al. 2004; Clausen and Isenberg 2007] for
the 72 case and from [Andréasson et al. 2003] for the hyperbolic case, we have:

Proposition 1. Let (M, g, f) be the maximal Cauchy development of nonflat T*-symmetric initial data

(respectively k = —1 surface-symmetric initial data) with A > 0, either in the vacuum or with Vilasov
matter.
(1) (M, g) is T?-symmetric (respectively k = —1 surface-symmetric) and f is invariant under the nat-

ural lift to T M of the T? action (respectively under the natural lift to T M of the local isometries of
S, with & as in Definition 5).

(2) (M, g) can be covered by areal coordinates (t, 0, x, y) where the metric takes the form (2) (respec-
tively (7)) and t ranges from ty > 0 to +o00.

(3) In the T? case, (M, g) is a polarized T*-symmetric spacetime (respectively a T3-Gowdy spacetime)
if and only if the initial data are polarized (respectively Gowdy).

We also have a continuation criterion, which follows from the standard local well-posedness theory
for the Einstein—Vlasov system as found in [Choquet-Bruhat 1970; 1971]:

Proposition 2. Let (M, g, f) be a past development'! of T?-symmetric initial data (respectively k = —1
surface-symmetric initial data) with A > 0, either in the vacuum or with Vlasov matter and assume that
(U, g) can be covered by areal coordinates (t,0, x, y), where t ranges from ty > 0to t;, ty < t; and the
metric takes the form (2) (respectively (7)) . Assume that

(1) all metric functions and their derivatives admit a continuous extension to t = ty, and
(2) in the Vlasov case, f and all its derivatives admit a continuous extension to t = ty.

Then there exists a past development (A, g, f ) of the initial data and an isometric embedding i of M into
M satisfying i*(f) = f and such that i (M) # M.

5. The theorems

Theorem 1. Let (M, g, f) be the maximal development of T>-symmetric initial data with Vlasov matter
and A > 0. Suppose that the Viasov field f does not vanish identically. Then (M, g) admits a global
foliation by areal coordinates with the time coordinate t taking all values in (0, 00); that is, tg = 0 in the
notation of Proposition 1.

Thus the presence of Vlasov matter forbids 79 > 0. In the vacuum case, we know that nonflat solutions
with 79 > 0 exist in [Smulevici 2008, Appendix E], an indication that this case is more difficult.

Theorem 2. Let (M, g) be the maximal Cauchy development of vacuum T>-symmetric initial data with
A > 0 and suppose that the spacetime is not polarized. Then (M, g) admits a global foliation by areal
coordinates with the time coordinate t taking all values in (0, 00); that is, to = 0 in the notation of
Proposition 1.

The last theorem is the analogous of Theorem 1 in the hyperbolic symmetric case:

Here and everywhere else in the paper, we will consider that, by definition, a development of an initial data set for the
Einstein equations is a globally hyperbolic spacetime that satisfies the Einstein equations and agrees with the given data initially
in the usual sense of general relativity.
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Theorem 3. Let (M, g, f) be the maximal development of k = —1 surface-symmetric initial data with
Vlasov matter and A > 0. Suppose that the Vlasov field f does not vanish identically. Then (M, g)
admits a global foliation by areal coordinates with the time coordinate t taking all values in (0, 00); that
is, to = 0 in the notation of Proposition 1.

Note that in the vacuum case, there exist solutions of the Einstein equations with hyperbolic symmetry
such that 7y > 0 [Rendall 1995]. Thus, the assumption on the Vlasov field is necessary.

6. Remarks on the strategy of the proofs

We will present here the main ideas of the proofs of the theorems. We will place particular emphasis on
the proof of Theorem 2 as it is the most difficult one. The reader might want to return to this section
while reading the proof of Theorem 2 in order to better follow the arguments.

The proofs of Theorems 1 and 3 are based on the strategies developed in [Isenberg and Weaver 2003;
Weaver 2004]. However, some crucial arguments of these previous works fail in the case of Theorem 2
and we have thus been forced to introduce a different approach, which we will present below.

In order to explain these differences and before presenting this new approach, let us first briefly revisit
some of the ideas of the proofs contained in [Isenberg and Weaver 2003] and [Weaver 2004] for T2-
symmetric spacetimes with A = 0, respectively in the vacuum and in the Vlasov case.

6A. Previous work. Let us thus assume that (L, g, f) is a past development of T>-symmetric initial
data, with A =0, in the vacuum or with Vlasov matter. Suppose that (Jl, g) is covered by areal coordi-
nates with ¢ € (¢, t;], where 7y > 0. In view of Proposition 2, in order to obtain a statement analogue to
that of Theorem 1, it is sufficient to prove that for all such (M, g), all metric functions, the Vlasov field
f and all their derivatives admit continuous extensions to # = ty.

The conformal coordinate system and the function «. Let us first recall from [Berger et al. 1997] that
another coordinate system may be introduced in (M, g), the so-called conformal coordinate system. In
this coordinate system, the metric takes the form

ds? = 2V (—dr? +dx?) + eV (dx + Ady + (G + AH)dy ) + e Vi dy+ Hdx)>.  (10)

In the coordinate system (t, x, x, ), if one assumes that the area of the symmetry orbits ¢ is uniformly
bounded from below by a strictly positive constant, one may obtain'? continuous extensions of all metric
functions, the Vlasov field and their derivatives [Berger et al. 1997]. Thus, it is clear that in order to
obtain the same statement in areal coordinates, the key point is to control the function o appearing in
(2), as well as its derivatives, since it is this function which dictates the change of coordinates from
conformal to areal coordinates. Moreover, it turns out that the function « is necessarily nondecreasing
in the past, and in fact increasing if K > 0 (i.e., the spacetime is not of 73-Gowdy type). This implies
that, in essence, one only need prove that « is bounded above.

12The proof (in the vacuum case) is essentially based on energy and null cone estimates where the energies considered arose
naturally from the wave map background structure of the equations. On the other hand, these estimates and the results obtained
in conformal coordinates do not provide any information concerning the behavior of the function ¢, apart from what is already
contained in the statement of Proposition 1, see [Berger et al. 1997].
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The energy estimates. For this purpose, one introduces the energy density!
2 » Y 2
g=U; +aU9+m(A,+aA9) (11)

and the energy integral

8
E, = / & (12)
7 Joeony Ve
This energy can easily be shown to be bounded from above.
The estimate on a. Moreover, one can obtain an estimate of the type:
E,(t
ozezv(t,Q) <C o (11) (13)

Eo(t)’
for some positive constant C which depends only on the initial data and the value of 75 > 0. Thus, in order
to obtain an upper bound on ae?”, it is sufficient to have a lower bound on E ¢ In the vacuum case with
A =0, this lower bound follows easily from the Einstein equations, as E, is necessarily nondecreasing
in the past direction. From the bound on ae?”, the upper bound on « follows easily by integration of
the evolution equation for «; see (106) with A = 0. The key points are thus the estimate (13) and the
monotonicity of E,.

In the Vlasov case, the monotonicity of E is actually broken and thus one loses the easy upper bound
on ae?’. In order to obtain a bound on «, one introduces another energy integral, which we shall call
here E, r, which can also be proven to be bounded from above. It turns out that E,  controls p, an
energy density associated with the energy-momentum tensor, and using the fact that f does not vanish
identically, Weaver [2004] proved that one can extract enough information from p to obtain the estimate

min «(t,-) <M, (14)
0€[0,1]

for some constant M > 0 . Thus, using the fact that f does not vanish, one obtains an estimate on the
function «. This estimate is not as strong as in the vacuum case but it turns out that, together with the
upper bound on E,, this control on « is sufficient to derive pointwise estimates on g and bounds on the
support of f, from which it is easy to derive all the remaining estimates.

6B. The proofs of Theorem 1 and Theorem 3. Assume now that we are in the setting of Theorem 1,
where we focus on the Tz—symmetric case with Vlasov matter and A > 0. In this case, as in the case
where A =0, f # 0 discussed in Section 6A, we do not have monotonicity of E,. However, all other
important monotonicity properties hold and the estimate concerning mingego, 17 @(#, -) still holds. This
implies that the proof in the Vlasov case with A = 0 can be extended without too much difficulty to the
case where A > 0. This is treated in detail in Section 7.

Remark 6B.1. In particular, we note that the assumption of the nonvanishing of the Vlasov field is
necessary only so as to establish the estimate (14). In other words, we have the following proposition,
which will be useful in the course of the proof of Theorem 2.

B3n the Gowdy case, this energy quantity arises naturally from the wave map structure of the equations. For the T2 case,
the vacuum Einstein equations may be regarded as the equations of a wave map problem with source, for which the natural
associated energy density is g.
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Proposition 3. Let (M, g, f) be a development of T >-symmetric initial data in the vacuum or with Viasov
matter and with A > 0. Assume that (M, g) admits a global areal foliation (t, 6, x, y) where t ranges
fromt; > 0tot;, ty <t;. Assume moreover that the estimate (14) holds. Then, all the metric functions,
the Vlasov field f and all their derivatives admits continuous extensions to t = ty, i.e the assumptions of
Proposition 2 are verified.

Let us also note that the important monotonicity properties used in the proof of Theorem 1 remain
valid in the case of hyperbolic symmetry. We will prove Theorem 3 by adapting the strategy of the proof
of Theorem 1 to the hyperbolic symmetric case. This is treated in detail in Section 9.

6C. The proof of Theorem 2. In the vacuum case with A > 0, we lose again the monotonicity property
of E,. Thus, one does not have a priori the lower bound on E, required to apply (13). Moreover, we
cannot obtain an a priori estimate on mingejo, 1] @ (f, - ) as in the Vlasov case as this required that certain
matter terms do not vanish. However, estimates similar to (13) hold and thus, we easily obtain that the
statement that « is bounded above is equivalent to the statement that E, is bounded from below by a
strictly positive constant.

Different parametrizations for the orbits of symmetry and explicit solutions of the equations. The mono-
tonicity of E, is linked with the homogeneity or inhomogeneity of the wave equation for the metric
function U defined in (2). When A > 0, an extra term arises in the time derivative of E, which has the
wrong sign; see (124). In fact, when both twists quantities vanish, i.e., in the T3-Gowdy case (K =0),
there is a way to recover the monotonicity argument. Indeed, one may apply a simple transformation
to the function U such that the wave equation for the resulting metric function P is homogeneous; see
(113) with K = 0. Using (U, A) or (P, A) corresponds to a different choice of parametrization for the
extrinsic geometry of the orbits of symmetry. The system of wave equations satisfied by (P, A) has a
similar structure to that of (U, A) and one may introduce an energy Ej associated with it, which plays
a role similar to that of E,.

The interpretation of the transformation is as follows. In the case (K = 0, A = 0), all flat Kasner
spacetimes corresponding to U = k Int, A = constant are possible solutions of the equations. In the case
(K > 0, A =0), the only Kasner spacetimes of the form U = kIn¢, A = constant satisfying the Einstein
equations are those for which U = 0 and A = constant. Another characterization of these solutions is
that they correspond to E, = 0. In the case K =0, A > 0, there can be naturally no flat Kasner solutions,
but there are plane symmetric solutions which are characterized by E, = 0. We also remark that in both
cases, (K >0, A =0) and (K =0, A > 0), there are solutions, with respectively E, =0 or E;, =0, for
which #y > 0; see [Isenberg and Weaver 2003; Smulevici 2008, Appendix E].

The easy case (K = 0, A > 0). In this case, as mentioned above, the system of wave equations for
(P, A) is homogeneous. Moreover, one can easily prove that Ej, is nondecreasing in the past direction
(see Remark 8E.1). An estimate similar to (13) can be derived, from which we obtain the desired upper
bound on o under the assumption that E;, # 0 initially. This case can thus be treated separately and we
present it in Proposition 4 (see Section 8E).

The general case. The contradiction setting. When both K > 0 and A > 0, there is no easy way to
recover a monotonicity property on Ej or E, and thus there are no a priori lower bounds on E, or Ej,.
We will prove Theorem 2 by recovering such a lower bound via other methods. The aim will therefore
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be to bound away from O the energy integrals Ej, and E, associated with the nonlinear system of wave
equations describing the motion of the orbits of symmetry. For this, we will proceed by contradiction,
assuming that 7y > 0 for the maximal Cauchy development.

This will allow us to obtain two important facts: « is uniformly blowing up (Section 8C) and the
energy integrals E, and E), tend to 0 as t — 1y (Section 8H). (The uniform blow up of « is in fact an
immediate consequence of the Remark 6B.1.)

Control on the spatial differences of some metric functions. We will use the uniform blow up of « and
the vanishing limit of E;, and E, to obtain successively more and more control on the solutions and
improve our understanding of the nonlinear terms in the equations. First, the vanishing of Ej and E,
in the limit + — #y will imply a strong control on the spatial differences of some the metric functions
(Section 8I). In particular, control on maxgejo,1] e’ — mingeo, 1] @e” and similar quantities will be used
extensively in the null cone estimates and the analysis of the characteristics which we will pursue later.

Some tools for the null cone estimates. In Sections 80 and 8P, we will derive null cone estimates. In
order to do so, it will be necessary to have at hand the following tools:

— an estimate on (3/90) (In ) (Section 8J),

— estimates for the integrals of small powers of « (Section 8M), which will essentially be used to
control some error terms in the null cone estimates,

— a parametrization of the null rays in areal coordinates (Section 8K).

Moreover, to exploit these null cone estimates in the last step of the proof, we will need to control a
change of coordinates from the coordinates adapted to the null rays to the areal system of coordinates.
The required estimate is proved in Section 8L.

Finally, in order to prove the pointwise estimates from below of Section 8P, we will need to start with
large data. The analysis of the polarization energy, which we describe below, will enable us to exhibit
such large data.

The polarization energy E 4. In Section 8L, we will focus our attention on the polarization energy E 4 of
the spacetime associated with the wave equation satisfied by the polarization function A defined in (2).
Since by definition, E4 < Ej, a lower bound on E 4 is sufficient to obtain a lower bound on Ej and close
the estimates. (Motivation for considering this energy comes from the fact that the evolution equation
for A stays homogeneous even with A > 0 and the simple remark that one of the common features of
all known cases with 7y > 0 is that all such spacetimes are polarized and thus have E4 = 0.) From the
contradiction setting, it follows that £4 — 0 as t — #y. Using the assumption E 4 > 0 and the vanishing
limit of E4, we will exhibit a sequence of points in the spacetime where the energy density / is of the
order of «.

The null cone estimates. These points will be used in Section 8P as large initial data for some null cone
estimates along the characterisitics of the spacetime. The aim of these null cone estimates will be to
prove that not only is 4 of order « at some points, but it is in fact blowing up at least like o' =€ along
certain characteristics. However, in order to control the spatial derivatives and the nonlinearity of the
equations, we will also need an estimate from above for 4. Thus, we will first prove that 4 is blowing
up at most like ' +€. To derive these pointwise estimates on %, we will use the tools developed in the
previous sections and apply null cone estimates similar to those we introduced in [Smulevici 2008].
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By a continuity argument, it will actually follow that /4 necessarily blows up along a whole family of
characteristics.

The contradiction. In the previous step, we have obtained the blow up of & as «' =€ along a strip of

characteristics. This can be integrated in space but if we want to relate the resulting integral to Ej,
we need to control the difference between the integral of & over the spacelike foliation associated with
the conformal coordinate system and its integral over the spacelike foliations associated with the areal
coordinate system. Using the results of Section 8L, we will prove in Section 8Q that the two integrals
differ at most by a factor of «¢. It follows that

h
E, = / Mg
[0.1] V&

is bounded from below by § ming¢[o, 1 a'/272¢ for some § > 0 and thus, in particular, does not vanish as
t goes to ty. This is a contradiction, which concludes the proof of Theorem 2.

7. Proof of Theorem 1

We will prove Theorem 1 in this section. As discussed above, the method will follow [Weaver 2004]. It
would be sufficient to check that the extra terms arising from the introduction of A > 0 do not spoil any
of the monotonicity arguments and may be controlled when required, but in order to be self-contained,
we will provide a full proof. Moreover, some of the estimates given here will be useful later in order to
prove Theorem 2 in Section 8, in particular, to obtain the uniform blow up of @ of Lemma 8.1. We start
by recalling the Einstein—Vlasov system for T2-symmetric spacetimes in areal coordinates.

7A. Viasov matter in T*-symmetric spacetimes. Let (M, g, f) be a past development of 72-symmetric
initial data with Vlasov matter as described in Section 2D and assume that (¢, 6, x, y) is a system of areal
coordinates such that the metric takes the form (2). Let v;, fori =0, 1, 2, 3, denote the components of
the velocity vector in the untwisted set of 1-forms:

{dt,dO,dx + Gdo,dy + Hdb}. (15)
The dual basis is

0 0 d o a 0
_9__G__H_7_7_ (16)
at 960 ax dy dx dy
In this new frame, the metric (2) and its inverse are given by
—ae?0) 0 0 0
- 0 2= 0 0
S = 0 0 e 2 A ’ (a7
K 0 0 VA 72U 42U A2
(—oﬁlefz(”*w 0 0 0
. 0 e 20 0 0
g’ = —2U | 2U A2,—2 _ 2U 4.2 |- (18)
0 0 e Y feM AT —e”V At

0 0 —e2UAp2 U2
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Note that, along a geodesic, the components v, and v3 of the velocity vector are constant, since if we
denote the tangent vector to a geodesic by V, the geodesic and the Killing equations give

v2:g<V, %) (19)
va<V, %) —g(VVV aa )+g(v vvaa ) 0. (20)

We will parametrize the mass shell % by the coordinates (¢, 8, x, y, vi, va, v3), where by an abuse of
notation we denote the lift to P of the coordinates on [l by the same symbols. The Vlasov field f can
then be identified with a function of (¢, 6, x, y, v, v2, v3) or, using the symmetry, with a function of
(t, 0, v1, v2, v3) only. We shall, abusing notation, use both definitions and always denote it by f.

With these definitions, the mass shell relation v, v#* = —1, which holds on the support of the Vlasov
field, is given by'*

Vg = —/ ae2=U) av% +ae2(”—2U)v§ +at—2e2v(v3 — Avy)?, (21)
and the Vlasov equation reads as

9 dvp 0 dv e ae?v—4U 9
o _ 9w of °+‘/_ (K—AJ)(v3 — sz)—i—\/——lvz af
30 9 P v,

ar vy 960

(22)

7B. The Einstein equations in areal coordinates. The Einstein equations (1) give rise to the following
system of equations in areal coordinates:

Constraint equations:

4 2v—-4U 2v 2
R 2 ae 5  aeV(K=AJ)
" = U? +aU; + (A +aA )+ 2 J + e

+ae?VUA + 8”? / flvoldvidvydus,  (23)
R3

a_t _ _anU—4U]2 B anv(K_AJ)Z _4ta62(v—U)A
« ! o 22 4 L2042
I+e vy +e 17" (v3 — Av
_1oraee-v [ LS o (3 — Av)” ) doydvadvs, (24)
R3 Vo
4U
v e o
79=2U,U9+22A A@—%— */_/ fuidvy dvy dvs. (25)
Evolution equations:
2 4U
OgVg OV, o (0727} e
Vit — Vg = B §—4G+T—U,2+OJU92+E(A?—O[A§)
20—4U 72 W 3/2,2v _ 2
J 3 K—AJ A
_%e e xe (4t4 i FaAlV _gr? t: f(v3| | v2) dvi dvy dvs, (26)
R3 Vo

14Note that vg < 0 since W0 > 0.
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U apUy U e*Y

U,, —aUpp = —— - AZ_ A2
= @Upp = ="+ =t Sy T ap (i medd)
20-4U 72 3/2,2(v=U) —2U,2
J 1+2 v
N U L AT P JAH2¢770) 1o dvrdvs, @7)
2t2 2t R [vo|
At OlgAg atAt
Att—(XA66=T+ > + o —4(A Uy —aAgUp)
20-4U _ 3/2 ,2v-4U —
J(K—AJ A
+ % ( ) L 1en % e Joas = Av) g dus. (28)
12 t R? |vol
Auxiliary equations:
fuivg
J; =—16na dvy dvy dus, (29)
rs  |vol
J9= 167 fvgdln dvzdv3, (30)
R3
Soivs
K;=—16na dvi dvy dvs, 3D
r3  |vol
K9= 167‘[/ fvgdvldvzdv3. (32)
R3

We will now proceed to the proof of Theorem 1.

In the rest of this section, (M, g, f) will be a past development of T2—symmetric initial data with
Vlasov matter and A > 0. We will cover (A, g) by areal coordinates (t, 9, x, y), where the range of
the coordinates is (7, ;] x [0, 11? with 0 < tr < t;. The metric is then given by (2) where all functions
depend on ¢ and 6 and are periodic in 6 with period 1. The Einstein—Vlasov system implies that the
system (23)—(32) completed by (22) holds for all (¢, 8) € (t7, t;] x [0, 1]. Moreover, we will assume that
f does not vanish identically. From what has been said in Section 6, we will prove that for all such
(M, g, ), the hypotheses of Proposition 2 are satisfied, from which Theorem 1 follows immediately.

First we recall some standard facts about the Vlasov field in such spacetimes.

7C. Conservation laws. From the conservation of the Vlasov field f along geodesics, if follows imme-
diately that f is bounded above by some constant F' > 0:

f=F. (33)

Since v and v3 are constant along geodesics, it follows that the support of f in v, and v3 is conserved.
By compactness of the initial Cauchy surface, we therefore have an upper bound on the support of f in
vy and vz in (M, g). Let X be such an upper bound:

X = sup{max(|vz], [v3]) : 3(r, 6, vy) such that f(z,6, v1, vz, v3) > 0} < o0. (34)

The particle current is given by

N"z\/—a Lv“dvl dvy dvs. (35)

t Jrs |vol
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From the Vlasov equation it follows that N* is divergence free: V,N* = 0. We therefore have the
conservation law, for all ¢,

N%Jae* V"V do = /

[0.1]

( fdv dvgdv3> do = Q, (36)
R3

[0.1]

for some constant Q. And since, by assumption, the Vlasov field does not vanish identically, we have
Q>0. (37)

7D. Lower bound on the mean value of |vi|. We now prove a lower bound on the mean value of |v; | for
the measure f dv d6. This lower bound is the important estimate that takes advantage of the assumption
that f # 0. Coupled to the energy estimates derived in the next section, this estimate will give us uniform
control of mingg 17 (%, - ); see Section 7H.

Lemma 7.1. There exists § > 0 such that

/ flvi|dvy dvy dvsdf > § (38)
[0,1] JR3
forallt € (17, 1;].
Proof. Let
€= _Q
16X2F’

so that Q — €8X?F = Q/2 > 0. We have

€
/ flvildvy dvy dvy = / ( flvlldm) dvydvs + / (/ flvlldvl) dvy dvs
[0,1] JR3 0,11 JrR2 \J—¢ [0,1] JR2 \J|v;|>¢
Zef / (/ fdv1> dvodvy > €Q/2. ]
[0,11 JR2 \J |v;|>€

7E. Energy estimates. The following energy estimates take their origins in the underlying wave map
structure of the equations, visible in the vacuum case [Berger et al. 1997] and easily modifiable to suit
the Vlasov case.

Define the energy integral E, x A, r(f) by!3

Vi
E¢ k., =/ do. (39)
& f [0,1] \/at

From the constraint equation (23), it follows that

4U Ole2v_4U J2

4¢2

Eg kA ¢ —/ L<U2+04U2+e—(A2+oeAZ)+
&K, 0, ] — t 0 t 0
[0,1] \/& 412
2v 2
ae”’(K—AJ) _ o
b Fa’ A+ 8z VO flvoldvidvydv ) d6.  (40)
4¢ t R3

15The motivation for the notation E ¢,K, A, f 18 that this energy may be decomposed into four terms, containing respectively

g, K, A and f. Later, we will introduce several other energy integrals and the notation will follow the same pattern.
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Using the Einstein equations, we may compute the time derivative of E; g A, r:

dE 2 (U2 &V ae? ™ Jae® (K—AJ)?

ﬂ:_/ [—(—’+—2J&A5)+~/— : +f (5 )
dt (0.1] NI 2t t

t

2v —A 2

+8n/%(f|;2)0|+ae ft(;'}|3v0| v2) )dvldvzdv3] do. (41
R;

Since the right-hand side is nonpositive, E; g A,y is nondecreasing when 7 is decreasing.'®
Lemma 7.2. E, g A, 7 is bounded on (ty, t;] and admits a continuous extension at ty.
Proof. From (39), (41) and the mass shell relation (21), we obtain

dEg’K,A’f -

4
T > _;Eg,K,A,f7 42)

where the factor of 4 arises because of the terms containing (K—AJ)?. Applying Gronwall’s lemma and
using the lower bound ¢ > ¢y > 0, we then obtain a uniform bound on E, x . O

7F. Estimate for J/ae*+PU. Here we exploit the monotonicity properties of the constraint equations.

Lemma 7.3. For any real number b,
ﬁ82v+bU (43)

is uniformly bounded on (17, t;] x [0, 1].

Proof. Using equations (23) and (24), we see that a 8 Jae? TPV is decreasing with decreasing :
at(tb2/8ﬁ62v+bU) _ bz/SZbZ/S—lﬁezwa + tb2/8 2i‘/t_ezu+bU + tb2/8ﬁ62v+bU(2vt +bU,)
o

. b ) €4U
_ b /8\/&62v+bU(2t|:<Ut+E) +er92+m(Ar2+“A§)]

2

+8n¢&/ f(|vo|+ﬁ)dv1dv2dv3>zo. 0
R3 [vol

Thanks to the freedom in the choice of the Killing fields, we also have:
Lemma 7.4. For any positive real number r and any real number A,
ar/Zeer-‘r)LUAZ (44)
is bounded on (17, t;] x [0, 1].
Proof. Consider inverting the role of X and Y in the metric:

Y, (45)
—X. (46)

~a P
Il

e 4
161 contrast, Eg = f[o,l] ﬁ (U,2 + otUe2 + %(Al2 + ocA%)) d@ is not necessarily monotonic.
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This is an SL(2, R) transformation and therefore (see Section 2A), the form of the metric is unchanged
if we relabel the metric functions as follows, using tilde notations for the new metric functions:

620 _ eZUAZ—i—tZe_zU, (47)
PUA=—AeY, (48)
&=a, (49)
ae20=U) — g 20=0), (50)

Let g < r, using the previous equations, it follows that

dq/ZequJ-‘rZ(l—q)U — aq/Zequ-‘rZ(l—q)UAZ +aq/2t262qv—2(l+q)U (51)

Since the tilde metric functions satisfy the same equations with respect to the same ¢, the left-hand
side of (51) is bounded on (#¢, t;] x [0, 1] from Lemma 7.3. Since the second term on the right hand side
is positive, the first term is bounded. By Lemma 7.3,

a=D/220r=v+(G=2(1-g)HU (52)

is bounded, and multiplying this by the first term on the right in (51), we obtain the desired estimate. []
The quantity ,/ae” will play an important role in the analysis. To simplify some of the computations,

let us define 8 by
P = Jae. (53)

7G. Estimates for spatial derivatives integrals. From (25), we derive

U
By =2t (UIUQ—FZ?AIAQ)—ST[\/&/% fvrdvy dvy dus. (54)
R;

It follows from this equation and the energy estimates obtained in Lemma 7.2 that we can uniformly
control the variation in 6 of the metric functions. In other words:

Lemma 7.5. The integrals

/ 1ol 6, / Ul 6, f V) Aq| do, / (gl d6, / |Ky| d6
[0,1] [0,1] [0,1] [0,1] [0,1]

are uniformly bounded on (i, t;].

Proof. From (54), we obtain
8ol _
r T Jat
and by integration we obtain a bound on f[o,u |Bo| d6 in view of (39) and the bound on E, A, r. The
bounds on f[o‘” |Jo| dO and f[o 1 |Kg| d6 follow from the auxiliary equations (30), (32), and the con-
servation of the flux (36) together with (34). The bounds on the remaining quantities follow from the

definition of E, g, s and the monotonicity in ¢ of c. ]

(55)
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TH. Control of o along special curves. In this section, we obtain a bound on mingeo 1 «(f, - ), using
the lower bound on the mean value of |vy|.

Lemma 7.6. mingc(o,1) o (t, -) is uniformly bounded on (iy, t;].

Proof. From the definition of E, x A, s, we have

8ﬂf f|U0|dv1 dvgdv3d9§tEg,K,A,f, (56)
[0,1] /R3
and from the mass shell relation (21), we obtain
tE
/ vl dvy dvy dvs df < —85AL (57)
[0,1] JR3 8
. tEg k.A.f
J min a(t, ) flvildvydvy dvs df < ————=| (58)
6€l0,1] [0,1] R3 8
. tEg kA, f
/ t, ) < —2d 59
ererll(l)fllja( )= 8ms (59)
where we have used the lower bound of Lemma 7.1 to obtain the last inequality. U

Remark 7H.1. This is the only step in the proof of Theorem 1 where we need the assumption that f
does not vanish. In particular, in the proof by contradiction of Theorem 2 given in Section 8, we will be
able to assume that the above lemma does not hold (see Section 8D).

Corollary 1. There exists 0 € [0, 1] such that o(t, 0) is bounded on (tr, 1.

Proof. Let M be a bound for minjo ;j . Suppose that for every 8 € [0, 1], « (¢, ) is unbounded. By
assumption, for every 6, there exists a t*(0), for which «(¢*(9), 8) > 2M and by continuity, there exists
an open interval Iy = (6 — 8y, 0 + 8g) such that

a(t*(0),0") > M forall 0’ € Iy. (60)

Consider Uee[o,l] Iy. This is an open cover of [0, 1]; by compactness, it has a finite subcover. Let
6o, 01, ...,0, be such that [0, 1] = UOkan Iy, and let T = ming<x<, t*(6k). Since « is increasing with
decreasing time, it follows that (7', 8) > M for every 0 € [0, 1] which contradicts the definition of M. [J

71. Estimate for /e’ +bY.

Lemma 7.7. For any real number b, \/&e‘“rb U = oP+bU g uniformly bounded on (tz, t;] x [0, 1].

Proof. By Lemma 7.3 and Corollary 1, we have

L2BO+DU.0) _ /a(t,é) /oz(t,é P2V (1.0)+bU (1.6) < B, 61)

for some constant B > 0. The uniform bound on ¢#?V then follows from Lemma 7.5, since we have
|B(t,0)—B(t,0)| < B, (62)
\U(t,0)—U(t,0)| < B, (63)
for all (¢, 0) € (tf, t;] x [0, 1] and a fixed constant B’ > 0, which implies

eﬂ(l,9)+bU(I,9) < BeB/—Hb‘B/. 0
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7). Control of the polarization. Corollary 1 also implies a sharper estimate on the inner product of the
Killing fields:

Lemma 7.8. For any real numbers r and b, " B+bU A g uniformly bounded on (ty, t;] x [0, 1].
Proof. It follows from Corollary 1 and Lemma 7.4 that PPV A is bounded on (tr, t7]x {6}. Furthermore,
0
PPUA®R, 0) <PV AR, 0) + / <e’ﬁ+“f A(rBy + bUp) + ¢ PTE=2U 2V A9> do’.  (64)
6

Using the bound on ePHoU A(q, 0_), we therefore obtain
0
PPV A1, 0)| < B+ ‘ / ePHUIA|(IrBs| + |bU9|>d9' : (65)
0

for some constant B > 0 and we can conclude using Gronwall’s inequality and Lemma 7.5. ]

7K. Estimates for the time integrals of the twist quantities. To estimate the first derivatives of U and
A in the next section, we will need the following estimates for the time integrals of the twist quantities:

Lemma 7.9. The quantity

t
/ max [e*27*V J21(¢, 0) dt’
; 0€l0,1]

is uniformly bounded on (1, t;].

Proof. From Lemma 7.5, there exists a constant M such that

@, 0) <M+ |J{,0) and ¥V 6) <MV (1, 0). (66)
Thus,
t; 1 —
em[g)%][ezﬂ_d'U J2(, 0) di’ < f M (VI +2M|T |+ MP))({, 0) dt’ (67)
t V€U, t

and using 2|J| < J?+1 as well as Lemma 7.7, we obtain

t

t; _
Gm[(e)lﬁ][ezﬁ_‘w J(t',0)dt' < B+ B’ f [*2~*V 12(¢', 0) dt’, (68)
t 0€lU, t

for some constants B and B’.
Since by integration of (24) we have

fi - t,0
f [PV 121, By di’ < 1,10 22 (69)
‘ a(t;, )
which is bounded from Corollary 1, the right-hand side of (68) is uniformly bounded. (I

Similarly:
Lemma 7.10. The quantity

14

max [e?P(K—AJ)?1(t, 0) di’
. 0€[0,1]

is uniformly bounded on (ty, t;].
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Proof. We first integrate the 6 derivative of eP(K—AJ), using the auxiliary equations (32) and (30) to
replace the derivatives of Ky and Jy by matter terms:
eP\K—AJT|(t,0)
0
Seﬂ|K—AJ|<r,9)+‘/_ (eﬂ|K—AJ||ﬂe|+eﬂ—2U|J|e2U|A9|
6

+16neﬂ/ f|v3|dv1dv2dv3+16ne’3A/ f|v2|dv1dv2dv3)d6’. (70)
R3 R3

Using Lemmas 7.5, 7.7 and 7.8, as well as the conservation law (36) and the uniform boundedness
(34) of the support of f in v3 and v,, we obtain
P\ K—AJ|(1,0) <eP|K—AJ|(t,0)+B

0
/ eP|K—AJ||Bg| dO’ +cern[3>§l[eﬁ—w|f|<z,-)1+D, (71)

0

for some constants B, C and D. Applying Gronwall’s lemma, we obtain
e |K=AJI(1.6) < (¢PIK=AJ (0. 0) + B max [e#2V 110 )]+ C) (14T #1471) - (72)
€lo,

and therefore, using Lemma 7.5 again, we have

max P|K—AJ|(t,-) < D(PIK—AJ|(t,0)+ B n%g%][ P21, 1+ C). (73)
We now conclude by integrating (24) and applying Lemma 7.9 to bound the term containing J. U

7L. Null cone estimates for the first derivatives of U and A coupled to an estimate for the support
of f. We will perform null cone energy estimates to bound the first derivatives of U and A. However,
to close the estimates we will also need to estimate the support of f.

Recall the definition of the energy density:

oAU

412
Lemma 7.11. The function g is uniformly bounded on (tr, t;] x [0, 1] and the support of f is uniformly
bounded on (tr, t;] x [0, 1] x R3.

Proof. We define g* by

g—U2+aU9+ (A2+aA9)

g¥ =2Ja (U,U9+42A Ag) (74)

We have g +g¢* > 0. Let 9, = 9; — /a3 and 9, = 9, + 1/ dy.
Using the Einstein equations, we can compute the null derivatives of g + ¢g* and g — g*:

t 412 0 o t
2p—4U 22U 1+ 202U 42
+2(U,+J&Ue><e S =y dvzdv3+ez’32UA>
R3 Vo

4U

+627(At+«/&A9)(

28—4U 24U 4
‘ J(K—AJ)+167a fu2(v3—Avy)

dv1 dv2 dv3),
R3 [vo
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X

&

t
28—4U 282U (1_|_2€—2Uv2)
e oe

+2(U,—J&U9)( 572 Prgn ¥ ! 2

X 2 2 e4U 2 o X
du(g—g ):_? U; +m0ﬂ49 +;(8—g )+ (76)

dvidvydus +e*P2U N
2t R3 [vol

2p-4U fva(vz — Avy)

R3 [vol

e4U eZﬁ*4U e

dv1 dvz dv3).

Define 77 and 7> by

- - U2
PP s g VEPTY [ (2072003

T — dvy dvy dvs + P72V A, 77
] 572 5, . ol vidvydvz+e (77)
28-2U 262U —A
1= kA piemyat o [ A g, gy (78)
t t R3 |v0|

T and T, can be estimated using (24):

Ty < o | (79)
2t
o
IT>| < ﬁ (80)
‘We therefore obtain
o 1 3
10, (g 4+ 89 < |— (§+—+2g)+—g, (81)
t 2t t
o 1 3
19,(g — &™) < |— <§+2—t+2g>+7g. (82)

To perform null cone estimates, in view of the last two inequalities, we need to control the time integral
of a; /o, that is to say, we need to control In . Consider the right-hand side of (24). The time integral of
the two terms containing the twist quantities are bounded from Lemmas 7.9, 7.10 and the term containing
the cosmological constant is bounded from Lemma 7.7. Therefore to control |o;/«|, we only need to
control the last term, which is the term containing the Vlasov field. While we already have a bound on
the support of the Vlasov field in v, and vz, we still cannot estimate the support of f in v;. Therefore,
the best we can obtain from (24) is an estimate for |, /| which depends on the support of f in v; and
quantities which have been shown to be bounded. On the other hand, using the characteristic equations
associated with the Vlasov equation, i.e., using the geodesic equations, we can obtain a bound on the
support of v in terms of g and quantities which have been shown to be bounded. The strategy, which
was originally developed by Andréasson [1999], is therefore to combine the two. For this, we define the
functions

upy = «/&U], (83)
it (1) = sup {/a|vi| : 3, 0, v2, v3) € [t, ;] x [0, 1] x R* such that f (¢, 6, vy, vo, v3) #0}, (84)
Y (t) =max( sup g(t,-)+ir(1),2). (85)

0€l0,1]
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) — Y in terms of ity
o
~%(1,0) <C(t) + B, 0), (86)
o

for some nonnegative function C(¢) whose integral in time is bounded and where B(¢, 6) is given by

14 e 202 417262 Av)2
B(t,0) = 167e*P 2V [lre +| | = A duy dvy dvs.
R3 vo

We have

B(t,0)
28-2U fa+ e_ZUvg + 17262 (v3 — Avy)?)

R3 ef=U. [1 4 e=26+2U,2

< 16meP~ UF(1+e—2UX2+—(X+|A|X) 4X2f

< 16me duy dvy dvs

/1 +e—2ﬂ+2U 2

<16meP~ UF(1+e—2UX2 (X+|A|X) )4X2-2(e5—U1n(ﬁ1+ -2 | 2 +e—1). 87)

Therefore, using Lemmas 7.7 and 7.8, it follows from (86) that there exist a nonnegative function C (¢)
whose integral in time is bounded and a constant D > 0 such that we have the estimate

—%(r,@) < C(t)+ DIn(1 +i3). (88)

On the other hand, from the characteristic equation of the Vlasov equation (22), it follows that

2
dui o ,
o

ds
2/ oy _ B e
+ {—0(62'3 2V (By — Ug) + P~ (By —2Up)v3 + t_2(v3 — Avp)((v3 — Av2) By — A9v2)>

(89)

2e%F K—Al)(v;—A
N etu1(< >t(:3 vz)+e4ij2)

and therefore we have, by integration,

i (s) —ui(n)] = ‘ / (—u% z*f%(ezﬂ—w(ﬂe = Us) + ¢ (By —2Up)v;
28
+ et—2(v3 — Avy)((v3 — Av) By — Aevz)>

26%P K—AJ —A
L2 141(( )(v3 U2)+e_4UJv2))ds’.

; 2 (90)

Let us estimate one by one the terms on the right-hand side.
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The first term can be estimated using (88) as follows.!” For s < f;, we have

/ %u%d

where C(s) is a nonnegative function whose integral is uniformly bounded and D is a nonnegative
constant.
To estimate the second term on the right-hand side of (90), we use (54) to obtain

Ja|Bs| < Bg + D3, (92)

for some constants B and D which depend on the bounds on ¢, f and the support of f in v, and vs.
Moreover, from the definition of g, we have

N

ds’

=

/s (C(s) + D In(1 + i1 (s")) i1 (s") ds’|, 91)

ti

1
ﬁ|Ue|s§+§, (93)
e2UlA

Ja | 6|§2g+%. (94)

From the uniform bounds on =2V, ¢2# A, and the support of f in v, and v3, and from the estimate for
Be, we have, using |u1| < |vg|, that along a characteristic for which f does not uniformly vanish:

$ 2/ au e ,
/ % (ezﬂ_w(ﬁe —Up)+e? 7 (By = 2Up) vy + —5 (13— Avo) (v3— Av2) iy —Aevz)) ds
1

S
<B+ ’ f (Dg + Eii7) ds’|, (95)
t
for some constants B, D and E.
Consider the last term on the right-hand side of (90). We have
2e%F
/ et U ((K=AT) (w3 — Avy) + eV Jv,) ds’
t
s 2_
< ‘ / (e max (P IK—ATD(. ) [X +IAIX]+ eV X max @27, )ds'|. (96)
t t 0€[0,1] 6el0,1]

Using Lemmas 7.7, 7.8, 7.9, 7.10 and the inequality 2a < a*+ 1 to replace i, max (eﬂ|K AJ)(, )
and err}gx @Y1, ) by their respective squares, we obtain o<

262’3141 4
‘/ 3 (K—AJ)(v3 — Avy) +e "V Jvy) ds’| < B+ (97)

/‘ @2 F(s)ds'|,
1

where B is a constant and F(s) is a nonnegative function whose integral is uniformly bounded. Using
(91), (95) and (97), we therefore obtain for i the estimate

i3 (t) < B+/S (C(s)+ BIn(1+i3(s")) ﬁ%ds/+/s (Bg + Bir?) ds’+fs iTF(s)ds'.  (98)

17Note the importance of the independence in 6 of the right-hand side of (88) to perform the estimate along the
characteristics.
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where B is a nonnegative constant and C(s), F (s) are nonnegative function whose integrals are uniformly
bounded.

These estimates are sufficient to obtain an upper bound on . We first use equations (81) and (82) to
do a null cone estimate for g(z, 6). For this let (¢, 0) be in (¢7, #;] x [0, 1] and integrate (81) and (82)
along the integral curves of d,, d, ending at (¢, ). Adding the equations obtained, we have

o

((27g+1+2g)+37g)du’+/ & ((27g+1+2g)+37g>dv’. (99)

where B is a constant which depends on the maximum of g on the initial hypersurface and is finite by
compactness. Using the estimate (88) and taking the maximum for 6 in [0, 1], we obtain, for ¢ € (¢7, ;],

2g(t,9)sB+/ %

u

t
max g(¢t,-)<B +/ (C(")+ BIn(1 —l—ﬁ%(t’)) max g(t',-)dt, (100)
0€[0.1] . 0€[0.1]

where B is a nonnegative constant and C(¢) is a nonnegative function whose integral is uniformly
bounded. Combining this with (98), we derive for i the estimate

y(t) < B+/i F(s)In(y)(s)y () ds, (101)
t

where B is nonnegative constant and F'(s) is a nonnegative function whose integral is uniformly bounded.
From the last line it follows that
-1

t -1 I
lemp(BJr/ F(s)ln(t/x)(s)xﬂ(s)ds) (ln(B—i—f F(s)ln(xp)(s)w(s)ds» < F(s), (102)
t t

and by integration we obtain
Y (1) < BN FO s, (103)

Since the integral is uniformly bounded, it follows that i is uniformly bounded. (Il

7M. Continuous extension of the metric functions. Now that g and the support of f have been proven
to be uniformly bounded, it follows easily that:

Lemma 7.12. The first derivatives of U, A, J, K, together with v, a; are uniformly bounded on (ty, t;] X
[0,11and U, A, v, o, J, K admit continuous extension to t = ty.

7N. Estimates for the derivatives of f, vy, ag and higher order estimates. Such estimates follow by
standard methods, which can be found for instance in [Weaver 2004].

70. The conclusion. Since all metric functions, the Vlasov field and all their derivatives have been
shown to be uniformly bounded, the assumptions of Proposition 2 have been retrieved. In particular, the
maximal Cauchy development cannot have ¢y > 0 which concludes the proof of Theorem 1.

8. Proof of Theorem 2

8A. The Einstein equations in areal coordinates for vacuum T?-symmetric spacetimes. The Einstein
equations (1) for vacuum 72-symmetric solutions reduce in areal coordinates to the following system of
equations:
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Constraint equations:

Ve 2 et 2 K> 200-U)
7= U +aUy+ 47(14; +aAy) + o +ae A, (104)
4U
Vg e (072}
— =2U,Ug+ —5A;Ag — —, 105
; t9+2t21‘9 o (105)
2v 2
K
L Ty (106)
o t
Evolution equations:
2 4U 2 2
Qgve Qv A Qg 2 , e ) s dae K 2v—U
Vit = QVep = —5 +g—E+T—U; +aUj +E(At —Ae)_T-i-OlAe =0 (107)
U | aUs o U; eV 2 2 2(v=U)
U,t —O[UQ@ = —T+ ) + a +?(At —aA9)+OlA€ v , (108)
A[ C(QA@ atA[
Ay —alAgg=—+ + —4(A U, —aAgUy). (109)
t 2 2a
Auxiliary equations:
0=G,+ AH,, (110)
2v
K
o—p YK (111)

13

Note that the Killing fields have been chosen such that the twist quantity J vanishes and note that K is
a nonnegative constant (see Section 2A).
Let us define the following replacement for the function U':

P =2U —Int. (112)

We refer to the discussion on page 202 for the motivation for the introduction of the quantity P.
The evolution equation for U leads to the following equation for P:

ap P, 1

20 4 P (A2 — A2y — S K> (113)

As mentioned on page 202, this equation is homogeneous in the Gowdy case K = 0, since there are no

terms containing A compared to (108). In the following, it will be useful to work both with P and U

and to use two energy densities, one associated with the system of wave equations for (U, A) and one

associated with the system of wave equations for (P, A).

8B. The universal cover of M/T? In Section 8K, we will study the characteristic equation which de-
fines null rays in areal coordinates. It will be easier to address this problem in the universal cover of
the quotient of the spacetime. For any 7'2-symmetric spacetimes (M, g), we introduce 9 = ./ T?, the
quotient of the spacetime by the orbits of symmetry, and then define 9 as the universal cover of 9. Let
71 M — 9 be the natural projection from Jl to 2.

Suppose (L, g) is foliated by areal coordinates with the metric taking the form (2). Let o be such
that o is the pull-back of g by 7. We then define & to be the lift to 9 of ap. We may define similarly
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tilde functions for all metric functions, such as D, U, etc. Note that 9 has topology R x R and admits
areal coordinates (7, 0) € (t7.t;] x R and Lorentzian metric:

ds? = —20-0)(qd® — ad?). (114)

Note also that all tilde functions 7, U, etc. are periodic in # with period 1 and that they satisfy the system
of equations (104)—(111) on (¢7.1;] x R.
In the following, we will often,'® by an abuse of notation,'® drop the tildes on functions defined on 9.

8C. The contradiction setting. As explained in Section 6, the proof will follow by contradiction. Let
us thus assume that (L, g) is the past maximal development of vacuum 7T'>-symmetric spacetimes with
A > 0 such that 5 > 0. By Proposition 1, there exist a global areal foliation where the metric takes the
form (2) and such that ¢ lies in (#g, ¢;]. Thus, there exists functions «, v, U, A defined on (%, t;] x [0, 1]
which are periodic in 8 with period 1, and a constant K such that o, v, U, A and K satisfy the system of
equations (104), (109). Moreover, since the cases where A = 0 have already been treated, and since the
cases where K =0, A > 0 may be treated by similar methods as we explained in the previous section, we
will suppose that we are in the case where K > 0 and A > 0. Finally, let us assume that the assumptions
of Theorem 1 hold, i.e., the spacetime is not polarized.

8D. Uniform blow up of a. The contradiction setting immediately implies the following:

Lemma 8.1. Under the assumptions of Section 8C, for all 6 € [0, 1], we have a(t,0) — oo ast — 1
and mingeo, 17t (t, 0) = oo ast — ty.

Proof. Suppose the lemma does not hold. Because « is monotonic, it follows that mingeo, 17 (2, 0) is
uniformly bounded, i.e., results similar to those of Section 7H hold. We may then apply similar estimates
as the estimates of sections 71 to 7N, replacing f by 0 everywhere. Indeed, the presence of the Vlasov
matter was necessary only so as to ensure that the content of Section 7H is valid. Proposition 2 then
applies, and thus (Jl, g) is not maximal, a contradiction. (Il

Remark 8D.1. Since the rest of the proof of Theorem 2 will rely on the assumptions of Section 8C, it

will be from now on assumed that they hold.

8E. The basic energy estimates. We will need to work with several energy densities and several energy
integrals. Let us thus define

€4U
g=U,2+OlU92+m(A,2+‘XA§), (115)
h=P}+aP;+e*’ (A2 +aA]). (116)
g
E (t):/ ~_de, (117)
’ [0,1] v/
h
En(1) :/ —de, (118)
(0.1 Ve

18That is to say, we shall use the same symbol for a function defined on Jl and for its associated tilde function.
19Note that strictly speaking, in the analysis of Section 7, all metric functions were also defined on 2 rather than Jl since we
had considered them to be function of (¢, ). The same remark applies for the analysis carried in Section 9.
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aeviZ
Enx(t) = Ex(t) + */_—4419, (119)
[0.1] t
anvK2 anva
Ep g a(t) = Eh(t)+/ <“/_[—4 +4A\/—7> deo. (120)
[0,1]

Several computations will also be useful for the rest of the analysis. First, using the constraint equa-
tions (104) and (106), we have the identities

3 (e | 1
2 (—t ) = V@ (=), (121)
d
o (Vae®) =2t J/ae™g. (122)
Taking the time derivative of Ej;, and using the Einstein equations, we obtain
dEj 2 / P 2P 2 2v—P 20 2 1 20 -2
—_—= —L +e"Va A7 —2A Joae T h— Joae' K g+— Jae” K
dt [0.1] v/ [0,1] [0,1] 265 Jio,1)
2
- = VoaPy+——=Py. (123)
[0.1] 2\/_

The terms on the last line vanish thanks to the 6 periodicity, so we obtain®’

dﬂ_ 2/ P_+£A2 2A Joae*? P — Jae? K?g+ — : Jae? K2
dt v Ja! [0.1] f3 [0.1] 25 Jioy
(124)
or, written only in terms of 4 and P,
dEj, 2/ P2 et P 5o, / 1 «a
—_— — 4+ —A7 — —ae”"' K+ ———h. (125)
dt o Ve Vot Sy Jart 0,17 2 /2

We see that the last term on the right-hand side of (124) is competing against the others.

Remark 8E.1. In the case where K = 0, the last term vanishes, thus, we obtain the desired monotonic-
ity21 on Ej; and we could conclude as in [Isenberg and Weaver 2003]. Thus, we obtain:

Proposition 4. Let (M, g) be the maximal development of T*-symmetric initial data in the vacuum with
A > 0and K = 0. Suppose that Ej, does not vanish identically. Then (M, g) admits a global foliation
by areal coordinates with the time coordinate t taking all values in (0, 00), i.e., tg = 0 in the notation of
Proposition 1.

Unfortunately, in the general case, we lose this monotonicity and the analysis is, as we will see, more
complex.

20That the terms involving derivatives in 6 add up to an exact derivative is due to the wave map background structure of the
equations. See [Berger et al. 1997].

21Note that the parallelism between the cases (K > 0, A =0) and (K =0, A > 0) does not extend beyond the issue of the
value of #y. Indeed, once we know that 7y = 0, the different powers of ¢ for the terms containing A and K in (106) are likely to
yield different asymptotics for the solutions.
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We may also compute the time derivative of E, g and Ej g A:

dEnk _ 2 / L + 2P JaA? —2A Jae®FPh— 7 Jae® K2 (126)
dt t Jioay Ve ' [0.1] 26° Jio.1g ’
dE 2 p? 7 2P
M:__/ L P JaA? - — Jae’K? —2A */&e—. (127)
dt t S1[0,1] ﬁ 2t5 [0,1] [0,1] 12

We see in particular that £ ¢ and Ej g s are nondecreasing with decreasing time.2?

Lemma 8.2. E,, Ej, Ej, x and Ej g s are uniformly bounded on (1o, t;] and the last two quantities can
be continuously extended to t.

Proof. From (127), we have

dEL g A 7
——>—-—F . 128
dt - 2 h,K,A ( )

By application of Gronwall’s lemma, therefore, Ej, x A is bounded uniformly if 7o > 0. However, since
En <Epx <Epkn, (129)

we also obtain a uniform bound on Ej and Ej . Since Ej x and Ej g o are monotonically increasing
they admit strictly positive limits at # = fy. A similar analysis implies the uniform bound on E,. ([

8F. Continuous extensions of the twist and cosmological energies. In order to extract some information
from the continuous extensions of Ej x and Ej x A, we will need the following:

Lemma 8.3. The functions Jae® and Jae* =, and therefore also Jae®’ K?/t* and A/ae* =" /t,
admit continuous extensions to t = ty and are uniformly bounded in (o, t;] x [0, 1].

Proof. The derivatives with respect to t of /ae?” and t~'/2/ae®’~F are positive, as can be verified
by direction computation. Therefore, they are monotonically decreasing in the past direction and admit
continuous extensions to ¢t = fy. Moreover, they are bounded by the maximum of their values on the
initial data surface, which is finite by compactness. U

Since /ae?’ and t~1/2,/ae®’~F are pointwise decreasing with ¢ in the past direction and are positive,
their integrals over 6 at fix ¢ are positive functions which are decreasing in the past direction and therefore,
they admit a limit as ¢ goes to #p. Thus:

Lemma 8.4. The integrals

\/&821) K2

2v—P
Aﬁe d
4

[0,1] !

do and 0

[0.1]

admit continuous extensions to t = ty.
8G. Estimate for the spatial derivatives of 8 and B — P /2. We define 8 as in the Vlasov case by
e = we?. (130)

22Note that this monotonicity cannot be used as a replacement of the monotonicity of Eg or Ej, since no estimate similar to
(13) can hold when Ej is replaced by Ej, g or Ej g A, as can be seen by studying homogeneous plane symmetric solutions.
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It follows as in Lemma 7.5 that By is bounded by g/./a:

8
<. 131
1Bol < Ja (131)
By integration, we obtain:
Lemma 8.5. Forallt € (1, t;],
t,-)—minB(t, ) <t E,. 132
r[r(}’al)]cﬁ( ) {311111/3( ) <tE, (132)

In particular, maxo 1 B(¢, - ) —mingo, 17 B(¢, -) is uniformly bounded.

We may do the same analysis using 4 and P. First, we rewrite (105) as

Py
,39—725(19})9—1—6 PAAp), (133)
from which we obtain that
IB Pg [ h (134)
9 4 Ja

Therefore, using the bounds on Ej, we have:

Lemma 8.6. Forallt € (1, t;],
. li
28— P)(t,-) — 28— P)(t,-) < —E,. 135
?Sjaf]‘( B—P),-) f&lf]l( B—P),-) > En (135)
In particular, maxpo 1128 — P)(¢t, -) —ming, 1(28 — P)(¢, - ) is uniformly bounded.

8H. Limit of the gravitational energy of the orbits of symmetry.
Lemma 8.7. For all € > 0 there exists t. > ty such that either Ej(t.) < € or E4(t:) < €.

Proof. Suppose the lemma does not hold. Then there exists an € > 0 such that min(Ej,, E,) > € for all
t > 1.
By integration of (124), we have, for all ¢ € (7, t;],

L4

f " 2K? 1
/21\ \/anVPhdedHf t—S\/aez”ngdt’§Eh(t)—Eh(t,-)+/ﬁ Jae® K2 (136)
t [0,1] t t [0,1]

Since all terms on the right-hand side are bounded by Lemmas 8.2 and 8.4, we have in particular, that,
there exits some constant D > ( such that

ti
f 2A VaePhdo dt < D. (137)
t [0,1]

Using the control on the spatial derivatives of 28 — P obtained in Lemma 8.6, we obtain, for all (¢, 6)

in (Z(), ti] X [0, 1]9
/ / —de ds < B, (138)
[0,1] Vo

min e~ (s, )E,(s)ds < B, (139)
. 0'€l0,1]
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t; B
min e~ P (s, )ds < —, (140)
; 0'€l0,1] €
14 B
/ e?PP(s,0)ds < —+ B'(t; — 1), (141)
t €
1
/ e?P=P(s,0)ds < B, (142)
t

for some constants B > 0, B’ > 0 and B” > 0.

Similarly, one obtains from inequality (136) and Lemma 8.5 the existence of a constant B” > 0 such
that, for all (¢, 0) € (1, 1, 4
/ e*P(s,0)ds < B". (143)

t

It follows from (142) and (143) that the right-hand side of (106) is bounded and by integration, In &
and therefore « are uniformly bounded above, which contradicts Lemma 8.1. O

We may now prove a stronger version of Lemma 8.7:
Lemma88. E, — Oast — Oand E; — Oast — 0.

Proof. We have E;, = Ej x — flo’”(\/&ezvl{z/t“) df. In view of Lemmas 8.2 and 8.4, both terms on the
right-hand side have a limit, thus Ej has a limit. Similarly, E, has a limit. In view of the last lemma,
both limits cannot be strictly positive and therefore at least one of them has to be zero. Suppose for
instance, that £}, tends to O as ¢ tends to #g. From the definition of 4, g, P and U it follows that

h P 1
g=7+

PR TR
1
8= 5 + 32
Since on the other hand, /& tends to infinity uniformly in 6 by Lemma 8.1, it follows from the last
inequality that E, also tends to O as ¢ tends to 7. The case where we know a priori that E, tends to 0
and we need to deduce that £}, tends to O may be treated similarly. ([

and therefore
(144)

81. Strong control on the spatial derivative of . An immediate application of these limits allows an
improvement to Lemmas 8.5 and 8.6:

Lemma 8.9. tlgltlo (r[%a]x B(t,-)— IIlln B(t,)) =
tli_)rrt})(r[r(}jal)](Qﬂ —P)(,-)— {61’1{]1(2/3 — P)(t, -)) =0. (145)

From this it follows that:
Lemma 8.10. For all € > 0, there exists t' > to such that, for all t € (ty, '],

max e??(¢,-) <e“mine??(, ), (146)
6¢€[0,1] [0,1]
max e~ P(t,.) <efmine?? P, ), (147)
0€l0,1] [0,1]
max (——(t,-)) < ¢ min (——(z,.)). (148)
0el0,1] o 6€[0,1] 07
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Proof. The first two inequalities follow directly from the last lemma. Next, write the Einstein equation
for «, (106), in terms of 8 and P:

28 g2
R ey (149)
o t
Now the last inequality of the lemma follows from the first two. (Il

Note that by integration, we could easily obtain from the last line that for all € > 0, there exists t' > #,
and a constant C > 0 such that
max «(t,-) < C min «a(z, )1+€ for all t € (1o, t']. (150)
6¢€[0,1] 0¢€[0,1]
Unfortunately, the exponent of the right-hand side is not 1 and this will not be sufficient for our analysis.
Thus, we need a stronger estimate than this one, which we provide in the next section.

8J. An estimate for (3/00) (In«). The estimates on By and 28y — Py coming from the inequalities
(131) and (134) were based on previously known estimates for 72-symmetric spacetimes written in areal
coordinates. Here, we will derive a stronger estimate from these inequalities, using the identities (122)
and (121) and Equation (106). The estimate that we obtain is the following:

Lemma 8.11. There exists a constant C > 0 such that, for all (¢, 0) € (ty, t;] x [0, 1],

‘% (In(a)) (£,0)| < C. (151)

Proof. Multiplying (131) and (134) by ¢*# and ¢*#~F, we obtain

1 v
|Bsl e < t% & = Zo(Vae). (152)
t h 172
By — | 2P < 4[ 2P — %at(t—l/zﬁezu—P)’ (153)

where we have used the identities (122) and (121) arising from the constraints to rewrite the right-hand
sides of the equations.
On the other end, from (106), we have

0 K?e?P
—— Ina =4Ae*PF 154
57 0 e + 3 (154)
Thus, taking the 6 derivative of the last equation, we obtain
3 (0 K2 2p
— (8— In a) —4NQBy — PP 428~ (155)

We now integrate the last line and commute the 6 and ¢ partial derivatives in the integrand of the
left-hand side to obtain, for all (z, ) € (¢, t;] x [0, 1],

1 t Kz 28
Bglna(t,e)zaglna(tiﬁ)—i-/ 4A(2,39—P9)e2’6_P(s,0)ds+f 2By (5.6)ds.  (156)
t
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Using (152) and (153), we have

t; t; K262/3
|06 Ina (2, 0)| < sup |aelna<ti,-)|+/ 4A|(2/39—Pe)ezﬁ_P|(S,9)dS+/ 26—~
0€[0,1] t t )

(s,0)ds,

t; K2
= sup [dIna@, )l +4Atil/2/ (172 ae®) + 3
0€[0.1] t ;

f aJaety, (5T

t
and the lemma follows from the uniform bounds on /ae?” and /ae? =7, ]
By integration, we immediately obtain:

Corollary 2. There exists a constant C > 0 such that, for all t € (1, t;], we have

max «(t,0) <C min «a(t,6). (158)
6€[0,1] 6€[0,1]

Combining this with Lemma 8.5, we may obtain:

Corollary 3. There exist constants M| and M, such that for all (t, 0) € (ty, t;], we have
MiVa(t,0) = ¢ (1,60) = Mo /a1, 6). (159)
Similarly, there exist constants M{ and Mé such that for all for all (¢, 0) € (g, t;], we have
MiJa(t,0) > e~ (t,0) > MbJ/a(t, 0). (160)

Proof. Given that Ej, x is nondecreasing in the past direction, that Ej, tends to zero as ¢ tends to ¢y and
that K > 0, it follows that the limit of f[o,l] Jae?'d@ is nonzero. This implies, using the monotonicity
of /ae?” as a function of ¢ and the monotone convergence theorem, that there exists a 6y and a constant
M > 0 such that \/ae?"(t,6y) > M for all ¢ € (ty, t;]. Let M’ be an upper bound for \/ae?’(t, 6p). By
Lemma 8.5, there exits a constant M"” such that, for all (¢, 8) € (¢, ;] x [0, 1],

M P (1,00) = e (1,0) = e M 2P (1, 60) (161)
and thus
M'eM™ Ja(t,00) = e (t,0) = Me™™" Ja(t, 6p) (162)
Let M be such that, for all (¢, 0) €t € (;, 9] x [0, 1],
M a(t,0) = Va(t, 00) = e a(t, 0). (163)
Then we have
MM M Ja(t,0) =P (r,0) = Me™" ™M \Ja(t, 6) (164)

This proves the inequalities (159). The second set of inequalities can be treated similarly, using E, and

another energy integral
8 200-U)
Eq A :f <— +ae A) dao, (165)
* 0.1 \ Ve

which may be easily proven to be nondecreasing in the past direction and uniformly bounded. U
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The aim of the next two sections will be to describe the characteristics curves and to establish several
estimates about their behavior for ¢ close to #y. We will actually not need to analyze all null curves, but
only null curves orthogonal to the orbits of symmetry. Note that in the next sections, we will often, by
an abuse of notation, denote by the same name functions defined on Al or 9 together with their lifts to
9, the universal cover of 9.

8K. An analysis of the characteristics in areal coordinates. Consider a null curve y in JM which is
orthogonal to the orbits of symmetry and let 7 be the lift to 9 of the projection to 2 of y. In null
coordinates as those used in [Smulevici 2008], y is given by u = constant or v = constant. In areal
coordinates, we obtain y by solving the characteristic equation

O'(s) = £Val(s, O()), (166)

with appropriate initial conditions. If ®(¢) is a solution to the above equation, then y is given in areal
coordinates by (¢, ©(1)).

By standard arguments, solutions of (166) exist and are smooth and unique on (ty, ¢] for any ¢ € (¢, ;]
once initial conditions have been fixed.

Now let us consider the characteristics parallel to the constant v lines. They are parametrized by
(s, ®O(s, 06,1)), where O(s, 0, t) satisfies

@(s,@,t):@—/l Ja(s', O, 8, 1)ds'. (167)
t
Taking the 6 derivative,
Op(s. 0 t):l—/sl<ﬂ) (s'. O, 6, 1) Op(s'. 0, 1) ds’ (168)
’ ’ t 2 /J& ’ ’ ’ ’ ’ ’

Solving this equation implicitly, we see that

t
Op(s,0,1) = exp/ % (%) (s',0(s,0,1)ds’. (169)

We are naturally lead to estimate the integral on the right. This is the subject of the next section.

8L. Estimates for the integral along the characteristics of og [ J/ct.

Lemma 8.12. For all € > 0, there exists a t > ty, such that for all t' € (ty, t] there exists a negative
constant M and a positive constant M, such that, for all (¢, 0) € (fy,t'] x [0, 1],

M) —elna(t, O, 0, t))</ ——(s O(s,0,1))ds < Ma+elnalt, 0@, 0,1)). (170)

Proof. Let € > 0 and let t € (t, t;] be such that Lemma 8.10 holds in the following way: for all
(t,0,0") € (to, 1] x [0, 1%,

o ; (073 oy /
—(1-6e)—(,0)<——@1,0) <—(1+€)—(,0). (171)
[07 o [07
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Fix t' € (19, ] and let ©(z, 0, t') be a characteristic such that

t
@(t,@,/):@—/ Ja(s, O, 0,1))ds. (172)
t/
We have, for all (¢, ) € (to, t'] x [0, 1],
t v
oy , oy oo oy ’
——(5,0(s,0,1))ds = —_————— ,0(3s,0,t))d 173
ft ﬁ(s (s ))ds /t (a Ja O[>(s (s ))ds (173)

t/ d t/
:/ < (Ina(s, O, 0, 1) ds—/ Y (5, O, 6, 1)) ds. (174)
t ds t o

We now use (171) to estimate the second integral on the right-hand side. Let 6y be in [0, 1]. Then
t v
—f X (5, 05,0, 1)) ds > —(1—e)f % (5. 60 ds, (175)
r o r o

—/ ﬂ(s, O(s,0,1))ds > —(1 —€) (Ina(’, 6p) — In(a(t, 6))) - (176)
;o

Using Corollary 2, there exists a constant M > 0 such that

—f %(s, O(s,0,t))ds = —(1—e)(Ina@', 01", 0,1)) —Ina(r, O, 0,1))) — M. (177)

Similarly, we obtain

—/ %(s,@(s,@,t/))ds5—(1+6)(lna(t/,®(t/,9,t/))—lna(t,@(t,@,t/)))+M. (178)

Thus we have, from (174) and (177):
lna(, 01, 0,1)—Ina, O@1,0,1)—(1—e)(lna(’, O, 0,1') —lnal(t, O, 0,1')—M

474

fft ﬁ(s,®(s,9,t/))ds (179)

and similarly

/Z —a\/—e_(s, O(s,0,t))ds <lna(t',0{",0,1)) —Ina(t, O(,0,1))

t ’ —(I+e)(Ina(, 04, 0,1")) —Ina(t, O, 0,1)) + M. (180)
The lemma follows by simplifying the terms containing a (¢, ® (%, €)) in (179) and (180). ]
8M. Estimates for the integrals of small powers of a. It will be useful for the derivation of pointwise

energy estimates to have some control over the integral of «” for small enough p. We first need the
following result:

Lemma 8.13. There exists 0 € [0, 1], such that

lim /ae? (¢, 6) > 0. (181)

t—1oy
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Proof. Suppose that the lemma does not hold. Since /ae?' (¢, 6) is a decreasing function of ¢, it must
then tend to O as ¢ tends to #y for any 8. From the compactness of [0, 1] and using again the fact that
Jae?' is decreasing in ¢, it follows that f[o,u Jae?'dh tends to 0 as ¢ tends to #o. This contradicts the
facts that Ej g tends to a strictly positive value by monotonicity and Ej, has limit 0. (I

Lemma 8.14. For all p < %, there exists a function B(t') such that B(t") — 0 as t' — tog and such that
forall (t,0) € (19, t'] x [0, 1], with ' > ty, we have

f af(s,0)ds < B(t'). (182)

Proof. Let 6y € [0, 1] be such that the previous lemma holds, and thus such that ﬁezv( -, 6p) is bounded
from below by a strictly positive constant on (, 7’'].
We then rewrite (106) as

(047
_(%_p)m:(%—l?)apf(tﬂo), (183)

where
2v 2
K
f(t,60) =4AJae™ " + ﬁi—a
is a function bounded from below by a strictly positive constant. Integrating (183), we obtain

/ t

/ %(al’*l/z)ds = / (3 —p)a? f(s, 60) ds. (184)
t t

Using the lower bound on f (s, 8), we therefore obtain

t/
/ al (s, 0p) ds < (185)
t

all2=r(t, 6p)’
for some constant C > 0. The lemma then follows by application of Corollary 2 of Section 8J and the
fact that limy ., a(t', 6y) = +00. O

From (124), we have seen that E}, is a priori not monotonic. In the next section, we will analyze an
energy integral associated with the polarization function A. The advantage of this energy integral over
E), is that, as the wave equation for A is homogeneous, we will be able to extract useful information
from the sign of dE 4 /dt.

8N. Analysis of the polarization energy. Define the energy associated with the wave equation for A as

62P
EA:/ — (A%> +aA2) do. (186)
[0.1] «/5( ! 9)

Since by definition E4 < Ej, we immediately obtain that E4 — 0, when t — #y. The aim of this section
is to extract some information from this remark. Note that the wave equation for A, (109), may also be
written as

2P
3 <teJ;’> — 3 (te*"VaAg) = 0. (187)
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We first compute the time derivative of E4:

—_— = — | —=A — A
dt —/[0,1] ot (\/& t) T (e Vady)

2P 2P
¢ e
B /[0 g <ﬁA’> A At A20,(e*" /o) +2Ag Age*’

ZPA[
= A |0 Ap) —
/[0’1] t( o (e*" o Ag) ﬁ)

1 2P
(oot (= 50 ) A+ s = 24P —ads P)) 2
F2P e Ja Al + TP A2 4 2Ag, Age*P
2@’
1€2PA2 eZP 1 2PA2 o €2PA2 eZP ;
= —= + A9 (e*F/a A AjoAgy — ——— + — Ly lagAg—=
/[01]f\/5 e(x/_e)\/&zee Ja T2 Ja AT
2P ZPAI o
2A2P,f+2aP9A9 i +2Pte2PﬁA§+ZﬁeZPA§+2A9,A9e2Pﬁ,
2P A2 2P A2
e A; e A o
=/ -2 +289(A,e2PfA9)+(£—2P,>W’+<£+2P,>e2PﬁA§. (188)
[0,1]

Since the second term vanishes due to the periodicity, we obtain

dE 4 e2P A2 o e2P A2 o
St Tty (ST o2k ) St (S 4 2R) X VAl 189
dt \/[‘() 1] \/& 20 ! \/& 20 ! \/_ o ( )
Note that by assumption, the spacetime is not polarized and thus £ 4 cannot identically vanish on any
Cauchy surface, in particular, on any surface of constant ¢. Now, if there exists ¢’ € (¢, ¢;] such that, for
all (¢, 0) € (¢, t'] x [0, 1], both (¢ /2a) + P; and («; /2a) — P, tend to 0, it follows that E 4 is increasing
in the past direction, which contradicts the fact that £4 — 0 as t — #y. We are led to the following:

Lemma 8.15. There exists a constant C > 0 and a sequence of points (t,, 0,) in (ty, t;] x [0, 1], with
t, — ty, as n — +o0o such that il (tn, 6,) > C.

Proof. As explained above, we have a sequence of points (#,, 6,) such that | P;|+«a;/(2a) > 0; otherwise
E 4 is increasing for ¢ close to fy. From Corollary 3 of Section 8J and (149), there exists a constant M > 0
such that, for all (z, 6) € (19, t;] x [0, 1],

% t,0) < —M a1, 0), (190)
o
from which we obtain
(Iﬂl—%\/&) (tn, On) = 0, (191)
which proves the lemma. (]

The set of points we have just obtained will be used as initial data for some null cone estimates, where
the aim will be to estimate from below the energy density 2. However, we will need to treat some of the
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nonlinear terms as error terms, and for this, it will be necessary to first control 4 from above, which is

the subject of the next section.

80. Pointwise null cone energy estimates: control from above. We introduce the energy density:

h* =2Ja P, Py+ 26 Ja A, Ay.
Let us compute the sum and the difference of # and A *:
h+h* = (P +VaPs) + " (A + VaAp)?,
h—h* = (P — JaPy)* +e*" (A, — JaAg)™.
Define
D, =0 — Jady,
Dy =3+ /ads,
P,=D,P, P,=D,P,
A,=D,A, A,=D,A.
With this notation, we have
h+h* = P>+ e* A2
h—h* = P> 4P A2

We may also rewrite the wave equations (113) and (109) for P and A as??

o 1 1
D,D,P = qu - Z(PM +P)+e*PAA, — ﬁae%[{z,
o 1 1
DUDMP=$PM—2—t(PM+PU)+e2PA Ay —2—4ae2”K2
1
DuDyA=3SEA = 3-(Au+A) = APy — AP,
o 1
DuDyA= 35 Au= Ayt A) = APy = AP
We have
Du(h+h*) = (—%+%)(Pf+e2PA%)—%(P Pt e AA) — Boyei?,
Dy(h—h*) = (—%+%)(Pf+e2PAi)—%(P Pot+e AA)— 2 Puger k2,

or, equivalently,

Dy(h+h*) = (—l )(h+h )—%(P Pote A - Poger k2,

~

Dv(h—hx):<—% )(h nx )—%(P P+ A4~ Puger k2,

23Note that Dy Dy = Dy Dy + 2L 5.
o

(192)

(193)
(194)

(195)
(196)
197)
(198)

(199)
(200)

(201)
(202)
(203)

(204)

(205)

(206)

(207)

(208)
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We will prove the next result using null cone estimates:

Lemma 8.16. For all € > 0, there exists a constant B > 0, a t’ > ty and a 0y € [0, 1] such that, for all
t'>1>1,

sup h(r,-) < Ba'T(z, 6p). (209)
6¢€[0,1]

Proof. Let t € (f, t;] and let O(s, 8, t) denote a solution of the characteristic equation with initial
conditions ® (¢, 8, t) =6 such that (s, O (s, 8, t)) corresponds to a constant v line in null coordinates, as
introduced in Section 8K.
We have
d(h+h>) d(h+h>)
as ( ot Ve a0

and therefore (207) can be rewritten as follows, for any ¢’ > #,:

(h+h")(s, O(s,0,1)) = =D,(h+h*)(s,O(s,0,1)) (210)

1

;—s<(h + 1) (s, O(s. 0. 1)) expfs (—? + %) (s', O, 6, 1)) ds’>

= (exp/ (—% + %) (s',0(',0,1) ds/>¢(s, O(s,0,1)), ((211)

where | P
¢ = _;(PMPU +e*P AL A,) — S—:aez”Kz.

Let ¢’ > r > 1y and integrate the last line between ¢’ and ¢ to obtain

/

t
(h—i—hx)(t/,@(t/,G,t))—(h+hx)(t,9)exp/( I

s

:/ [(expf (—5—%%)(5,®(s’,9,t))ds’>¢(s,®(s,9,t))] ds. (212)

Let € > 0 and fix a 6 in [0, 1]. Assume ¢’ is such that Lemma 8.10 holds in the following sense: for all
(t,0) € (10, t'] x [0, 1],

+ %)(s/, O, 6. 1))ds’
o

1+ 2, 8) < 2(1.0) < (1— €) 2 (+, ), (213)
o o o
which implies the estimates
t (', 60\ /f’ 1 ), ) )
— < ——+ L), 06, 0,)d 214
t,((w,eo) <exp t - (s', O(s ) ds (214)
and |
YOl ), t (', 6)\ ¢
gt ,0(,0,1)ds' < — | ——= . 215
eprt ( S/+a)(s (s ) s_t,(a(t’eo)) (215)

Define F (s, 0,t) by

/ 14€
M) , (216)

F(s,0,t)=(h+h")(s, O(s, 0, t))% (a(s 6o)
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Note that it follows from the definition of F (s, 8, ¢) that, for all ¢, ¢’ € (f, #;],

sup F(s,0,t)= sup F(s,0,t)
0€[0,1] 0€[0,1]
Thus, we may define Z(s) by

Z(s)= sup F(s,0,1).
0€l0,1]

From (212), (214) and (215), we have

2 .0
F(r,e,r>sF<r’,9,z)+/ 5 (%)
t t/ a(S»QO)

1—e
) o (s, ©(s, 0,1))|ds. 2217)

We will now estimate the second term on the right-hand side of the last inequality. First note that

1 P
6 (s, OCs, 0,0)] = ‘——(PL,PU +e P A A) — e K? (218)
S N
h P K2
< —+Vhh*——. (219)
S S
Thus
a(t', 8\ ¢ a(t’,60)\ ¢ a(t',60)\ ¢ 2P K2
0N (s, 05 07 < (20 Ly CON S n — (220
a(s, 6p) a(s, 6p) a(s, 6p) s

The second term on the right-hand side of this last line may then be rewritten in terms of F (s, 6, t):

alt’, 00\ ¢ PK2 [a(t,00)\' /PP KE 12
h+h> - (—) F(s,0,0). 21
( ) Vit —(5) VFsen. @

a(s, 0y) (s, 6p) s

Moreover, from Lemmas 8.5 and 8.14 and Corollary 3, for € small enough we have

t t,0 1/2-3¢/2 26R2 ,\1)2 t
/ (Z((s 0(‘;;) ¢ . (%) ds < / Ca®92(s,00)ds < M, (222)
t ’ 1

for some constant M > 0. We now use estimates of the type found in [Smulevici 2008]. Let #,, be such
that Z(#,,) is a maximum of Z on [z, ¢']. Note the trivial fact that supy, ,; Z = Z(t,,) = supy, 4 Z.
It follows from (217), (220) and (222) that

ds, (223)

t' ’ 1—e€
Flty. 0. 1,) < F(t/,e,tm)—i—\/Z(tm)M—i-/ 5<a(t’9°)> h(s, ©6. 6, in))
tm Ol(S,Q())

t K

for some constant M > 0. Note that F(¢’, 0, t,,,) is uniformly bounded since, by definition,

F(t',0,t,)=h+h)1,00,0,t,) < sup (h+h™)({#,-)<C (224)
6€[0,1]

for some constant C > 0. Thus we have, from (223),

t ’ 1—e
F(zm,e,tm)§c+,/2(tm)M+f ;(a(m%)) h(s, 06,0, 1)) (225)

(s, 6p) K
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and taking the supremum over 6, we obtain

1—e

Z(tw) <C+~Z(tw)M + D/ (a(t’, 00)) sup (h(s,-))ds. (226)

a(s, 6) 0€[0,1]

We interpret the last line as an inequality for a second-order polynomial equation in /Z(t,). Thus
v Z(t,,) must lie between the roots of this polynomial, and we obtain easily that

o [l 60\
Z(ty) <C' +C —_— sup (h(s,-))ds, (227)
m \2(5,00) ) aeio1]
for some constant C’ > 0. Since Z(¢) < Z(t,,) and since r < t,,, we have
t t/, 9 1—€
Z(t) <C'+ C/f (O‘( 0)) sup (h(s,-))ds, (228)
¢ \as,00) /) oo

Thus, we have established that

/ I+e t / 1—e
( sup (h+h>*)(, .))£<a(t ’ 90)) <B +C/ <a(t ‘ 90)) sup (h(s,-))ds, (229)

0€[0,1] '\ a(t, 6p) a(s, 6o) 0el0,1]

for some constants B, C > (0. A similar estimate may be obtained using 7 — 2™ and (208). Adding the
estimate for 4 — A to (229), we obtain easily that

(sup A, .))5<“(’/’0°))]+6 < B+c/ﬂ(“(t’,00))l_€ sup (s, -)) ds.

0€[0,1] t'\ a(t, o) a(t, o) 0€l0,1]

Applying Gronwall’s lemma, together with Lemma 8.14, completes the proof. U

8P. Pointwise null cone energy estimates: control from below. With the control from above for £ that
we have just obtained, we may now prove an estimate from below for / if we have appropriate initial data:

Lemma 8.17. Suppose that there exists a constant B > 0 and a sequence of points (t,, 6,) with t, — tg

as n — 4090, such that
P
l—\/&'(lh, 6,) > B forall n.
For all € > 0, there exists C > 0,1t > 19, 0’ € [0, 1] and an interval [0’ — §, 0’ + 8] with § > 0 such that,
forall (¢,0) € (tg,t'] x [6' —6,0" + 6],

ht, ©(,0,1)) > Ca'~(t,0(,0,1)), (230)

where (s, ©(s, 6, 1)) denote the parametrizations of the null lines parallel to the constant v lines starting
at (', 8) which were introduced in Section 8K.

Proof. Let € > 0 and ng € N be such that Lemma 8.16 holds and Lemma 8.10 holds as in (213), with
¢’ replaced by t,, in both lemmas. Let n > no. We will integrate (207) in a way similar to the proof of
the last lemma. Let us denote by ®, (¢, 8) the null lines parallel to the constant v lines starting at (¢,, 6),
ie., ©,(t,0)=0(t,0,t,). Equation (207) can then be integrated as
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1

G

1, 1,
B n n _l % , , ,
—/l ((eXP/S ( v T a)(s,G)n(S ,9))d5)¢(s,®n(s,9))) ds, (231)

1 P,
¢ = __(PMPU +62PAUAM) - _:anUKQ.
N N

(h+h)(t,,0) — (h+h™)(, ©,(,0)) expf n( + %)(s’, O,(s",0))ds’

where

Fix 6y € [0, 1]. Since Lemma 8.10 holds in the sense of (213) for t € (19, t,], we have again the estimates

(el o)\ R

aw) o[ GHed)eowon -
o [ (542, 0pts, 0 ds < (L) - (233)
pt s o) T \alt b))

Using this, we may estimate the last term on the right-hand side of (231):

f"<(exp/"<—l,+%)(s’, @n(s’,G))ds’)qb(s, @,,(s,e))) ds
¢ s S o
bt (a(ty, 00)\ €
sft E(a(t, 90)) 115, Ou(s. 0)) ds
Wt (aty, 00)\ €[ h —e?PK?
E/; E(Q[(t’eo)) (;-i— h+h s4 )dS

We now use Lemma 8.14 and the estimates h+h* <2h, h < Ca't¢, Vh </Cva!*€ and * < C/a,
for some constant C > 0 independent of n, to obtain

/ ' <(exp f (5 +4)6 0,66 ds/>¢<s, Ouls. 9))) ds < ain, 6)¢ f "Ca

< Cya(ty, ), (235)

(234)

where C, — 0 as n — oo.
We obtain from (231) that

In
(h+ 1), ©n(t, 0)) = ((h+ 1) (tn, 0) — Cl (D)t 60)) expf (sl — %)(s/, O,(s’, 0)) ds’, (236)
t

1—e
(2, %) ) . (237)

(h+h*)(t, ©,(t,0) = ((h+h*)(tn, ) — Cp(D)ex(t, 00))17”<a(r 60)

By assumption, for all n € N, we have
| Py
—(ty, 0y) > B,

J&

and thus, from (199), (h 4+ h™)(t,, 6,)/a(t,, 6,) > A, for some A > 0. By application of Corollary 2,
we obtain (h + h*)(t,, 0,) /a(t,, By) > A’, for some constant A’ > 0. Thus, for all n € N, there exists an
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interval around 6,, say [6, — §,, 6, + 8,] with §, > 0O, such that, for all 6 € [6, — §,, 6, + 5,1,

(hAh")(tn, 0)

a(tn,60) =7 (239

Let n; be such that for all n > ny and all 7 € (19, t,], C, < A’/4. Let n, = max(ng, n1). Then we have,
from (237) and (238), for all (¢, 8) € (to, tn,] X [0, — Snys Oy + Sy ],

A twy { @(t,60) \'~

h4+h")(t, O, (t,0)) > —alty,, ) — | ——— ) 239
(h+h")(1, On,(t,0)) > 2 o (tn,, 0o) ; (a(tnzﬁo) (239)

Moreover, we have a(t, ©,,(t, 0)) < Ma(t, 6y) for some constant M > 0; thus we obtain

A tny ((t, O, (t,0))\' ¢

h+h™ ), ©,,(t,0)) > , 2 g A e , 240
(h+h")(2, O, (t,0)) > e ———a(ly,, O )to ( (s, O0) (240)
which proves the lemma. (Il

Remark 8P.1. With the notation of Lemma 8.17, it is possible to choose ¢’ so that ¢’ € (1, t |, where
t is such that Lemma 8.12 holds. To see this, just replace in the above proof ng by nj > ng such that
tn6 € (1o, t_]

8Q. The contradiction. From Lemma 8.15, there exists a sequence of points (¢,, 6,) and a constant
A > 0 such that 22 (t,,, 6,) > A. Thus, without of generahty, we may assume that there exists a sequence

of points (1,, ) and a constant A > 0 such 22 (tn, o)) > >4 5, exchanging the role of u and v if necessary.

Therefore, Lemma 8.17 applies, and for all € > 0, there ex1sts aC>0,at >1,a0 €[0,1] and an
interval [0’ — 8, 8’ + 8] with § > 0 such that, for all (z,0) € (tp, '] x [0’ — 8,0 + 6],

h(t, ©(,0,1)) > Ca' (1, O, 6, 1)), (241)

where (s, O (s, 0, t')) denote the parametrizations of the null lines parallel to the constant v lines, starting
at (¢',0). Moreover, let us choose ¢’ so that ' € (¢, ], where ¢ is such that Lemma 8.12 holds, as in
Remark 8P.1.

Consider the integral in 6 of h(z, ©(¢,0,1")) and fix a 6y € [0, 1]. We have

/ h(t, ©(t,0,1))do > 28Ca' (1, 6), (242)
[0,1]
using Corollary 2. On the other hand, we have, by the change of variable 6’ = ©(z, 0, t'),
/ h(t, ©(t,6,1))db =/ h(t,0)0,'de’. (243)
[0,1] [0,1]
From (169), we therefore have

/ ’ ! 1( o /
h(t,®(t,0, do = h(t, 0 —| —=)d dae’, 244
/[0,1] (1. 00,019 /[0,1] y )(exp/ﬂ 2(«/5) s) (24

where the integral in the exponential is taken along the characteristics.
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Since Lemma 8.12 holds, we have
t
1( o c
expf —(—) ds < Ma°. (245)
t 2 ﬁ

f h(t,®(,0,1))do < / hMa“(t,0") do'. (246)
[0,1] [0,1]

Using again Corollary 2 and the boundedness of E; = f[o 1](h /A/a)df, we see that the right-hand of

the last inequality is bounded by M'a!'/>*<(t, 6y) for some constant M’. Choosing € small enough, this
contradicts (242) since @« — o0 as t — fy. Thus Theorem 2 is proved.24

Thus, we obtain

9. Proof of Theorem 3

We will prove Theorem 3 in this section. For this, we will adapt the proof found by Isenberg and Weaver
[2003] to the case of k = —1 surface-symmetric spacetimes. To exploit their methods, we have rewritten
the metric in a form similar to the 72 case (see (7) in Section 2B). In particular, the coordinate ¢ used
in (7) denotes the square of the usual areal time used for these spacetimes, as found for instance in
[Tchapnda 2004].

To start, we recall the Einstein—Vlasov system for spacetimes with a hyperbolic surface of symmetry.

9A. Vliasov matter in k = —1 surface-symmetric spacetimes. Let (L, g, f) be a past development
of k = —1 surface-symmetric initial data with Vlasov matter as described in Section 2D and assume
that (¢, 6, x, y) is a system of areal coordinates such that the metric in Jl takes the form (7). Let v,
i =0,1,2,3 denotes the components of the velocity vector in the canonical basis of 1-forms associ-
ated with the coordinate system (¢, 6, x, y). We will parametrize the mass shell % by the coordinates
(t,0, x,y, v, vz, v3), where by an abuse of notation, we denote the lift to P of the coordinates on .l by
the same symbols. The Vlasov field f can be seen as a function of (¢, 6, x, y, vy, v, v3) or, using the
symmetry, as a function depending only on ¢, 6, w = (+/7/e”)v; and L = y*’v, v}, and we will, by an
abuse of notation, use both definitions and denote it by f in either case.”
With these definitions, the mass shell relation v, v* = —1 is given by

2v v
_ o 5 2 ae b _ ﬁe 2
vo——\/?e”+av1+ 5V vty = — N vi+w + L/t (247)

and the Vlasov equation for f (¢, 6, w) reads as

2/taw o
2x/;31f+\/1+w—27+m39f— (ﬁ(zvz—l/f)w+<ve+£)2«/£\/1 +w2+L/t)8wf=0- (248)

24We see that the margin of error is, up to €, al/2 This margin follows from our estimates because, up to a€, we have h ~ «
along certain characteristics. On the other hand, if we did not have this margin, i.e., if we had 4 ~ all 2, then it would follow
that for ¢/ close enough to fg, (o /2a) & P; < 0 for all § € [0, 1], and (189) would the imply that that E 4 is increasing the past.
This would contradict the fact that E4 — 0 as t — 1.

25The indices on the velocities v; are raised or lowered using the metric (7), not using y,p. This implies that if p¢ denotes
the canonical momentum associated with the coordinates system (¢.0.x.y), then L = tzyab pe pb .
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9B. The Einstein equations. The Einstein equations (1) reduce to the following system of equations:

Constraint equations:
2v

1 k
Vi =7 +ae® A — Ol: +37T\/a/ flvoly =2 dvi dva dvs, (249)
R3
4kore® 42

M 4nae® + X 6nad2e? uy_l/z dvy dvy dvs, (250)

o t R3 |v0|
v9+g_(i:_8”\/a/ fory™ 2 dvydvy dvs. (25D

R3

Evolution equation:

ozg Vog 1 oy, e’ A o3/2e?v fL
Vi — Vg = S0gg — — + —— — —— + — 4 —— —
2 4o 2 4t 200 t t RV

Here k denotes the curvature of the surface of symmetry and will therefore be —1 in the case of hyperbolic
symmetry. y denotes the determinant of the metric y,p.

In the rest of this section, (M, g, f) will be a past development of k = —1 surface-symmetric initial
data with Vlasov matter and A > 0. We will cover (M, g) by areal coordinates (¢, 8, x, y), where the
range of the coordinates (¢, 0) is (¢f, #;] x [0, 1] with 0 < ¢y < ;. The metric will be given by (7) with the
functions « and v depending only on (#, 8) and being periodic in 6 with period 1. The Einstein—Vlasov
system implies that the system (249)—(252) completed with (248) holds for all (z, 0) € (t7, t;] x [0, 1].
Moreover, we will assume that f does not vanish identically. Following what has been said in Section 6,
we will prove that for all such (M, g, f), the hypotheses of Proposition 2 are satisfied, from which
Theorem 3 follows immediately.

First, we recall some properties of the Vlasov field for such spacetimes.

y 12 dvy dvy dvs. (252)

9C. Conservation laws. As in Section 7C, since f is conserved along geodesics, we have an immediate
upper bound on f:
f=F, (253)

for some F > 0. Since by assumption, f has compact support, conservation of angular momentum along
geodesics implies an upper bound on the support of f in L; that is, we have

X= sup L <oo. (254)
Lesupp(f)

The particle current is given by

=ﬂ Lv“y_l/zdvldvzdv3. (255)

t Jrs |vol

NH

From the Vlasov equation it follows that N* is divergence free V,, N* =0 and therefore, we have the
conservation law,

NOwe?do = f

< fy_l/zdvldvzdm) do=Q forall 1, (256)
[0,1] R3

[0.1]

for some nonnegative constant Q. Moreover, since by assumption, the Vlasov field does not vanish
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identically, we have
0> 0. (257)

9D. Lower bound on the mean value of |v1|. The proof of Lemma 7.1 is easily adapted to the present
setting to give:

Lemma 9.1. There exists § > 0 such that, for all t,
/ ( £y~ v dv dvy dv3> do > s. (258)
[0,11 \JR3

9E. Energy estimates. We define E(¢) as the energy integral

Vy
E(t) = db. 259
® /Mtﬁ (259)

Lemma 9.2. E admits a continuous extension to ty. In particular E is uniformly bounded on (t7, t;].

Proof. As usual, we take the time derivative of E and use the Einstein equations and the periodicity to
simplify the resulting equations. It follows that

dE 1 kﬁe2v flvol  ae® fL B
dr B 8 2 dvydvydvs | do. (260
dt /[0,1] (2l3«/5 N n/Ra( 2 2w )Y v1dv2 dvs (260)

Since k = —1, we see that E is increasing with decreasing ¢. Moreover from the last equation, the
definition of E, and (249), it follows that

dE 4E
s (261)
dt t
and by integration of the last line, we obtain an upper bound for E on (z7, £;]. U
9F. Estimate for Joe®".
Lemma 9.3. ﬁezv is uniformly bounded on (ty, t;].
Proof. 1t follows from equations (249) and (250) that
3 (Vae?”) > 0. (262)

We will use this bound in order to estimate the terms containing cve?” in the right-hand side of (250).
This will follow from the next two lemmas.

9G. Estimate for [, | (Vae’), 1d0. Let ef = /ae'. Equation (251) can now be written as

By = —8n¢a/ fory =2 dv; dvs dvs. (263)
R3

Lemma 9.4. f[o 1 |Bo| dO is bounded on (tr,t;). In particular, there exists a bound independent of
t € (ty, t;] on the difference between the maximum and the minimum of B(t, -).
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Proof. From (263), we have
-1/2 -1/2 Vi
1Bol < 877«/&/ fury T “dvidvaduy < 877/ fvoy /“dvidvadvs < —, (264)
R3 R3 ﬁ

where we have used the fact that \/a|v;| < vy from the mass shell relation to obtain the second inequality
and (249) to obtain the third.

Dividing (264) by ¢ and integrating v, /+/a over [0, 1], we obtain a bound on f[o,u |Bg| dO from the
bounds on ¢ and E. O
9H. Control of a along special curves. Similar to Section 7H, we now prove:

Lemma 9.5. mino 1) (¢, -) is bounded on (t7, t;].

Proof. From the definition of E and from (249),

Sn/ £y 12 vl dvy dvy dvs dO < tE(1). (265)
[0,11 /R
Since /a|v;| < vy, we obtain
. —1/2 tE(t)
min(v/a) flvily dvidvydv3dfd < ——= < A, (266)
[0,1] [0.1] Jr? 8
for some constant A depending on the bound on E. However from Lemma 9.1, we have
8 5/ floilyy " dvi dvy dv;, (267)
[0,11 /R
for some 8 > 0. Therefore min j7(/&x) < A/3. |
This concludes the proof of Lemma 9.3. ]

As in Corollary 1 of Section 7H, we obtain:
Corollary 4. There exists 0 such that a(t, 0) is bounded on (tp, ti .

91. Estimate for e*®.

2

Lemma 9.6. ¢2f = ae?' is uniformly bounded on (ty, t;] x [0, 1].

Proof. This follows from Corollary 4 and Lemmas 9.3 and 9.4 by an argument similar to the one given
for the proof of Lemma 7.7. O

9J. Estimates for the support of f. Let

v
uy = Jav = */j;” w (268)
and define u; by
i) (1) = sup | |uy] : 3O, L) such thatf(z,e, ﬂ,L) £0 (269)
Ja

Lemma 9.7. u, is uniformly bounded on (1, t;].
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Proof. The characteristic equation for u; associated with the Vlasov equation written (248) in terms of
the coordinates (¢, 0, u;, L) gives

d(u%) o 2 2\/_ upe

ds _al

—,39(1 +L/1). (270)

The transformation (268) from w to u; will avoid the difficulty arising from the term containing Sy in
(248). Indeed, this term contains the factor /1 + w2 + L/¢, which depends in w in a not completely
trivial way. On the other hand, having vy at the denominator of the last term in the right-hand side of
(270) will enable us to easily estimate this term.

Let us first estimate the factor o, /o appearing in the first term of the right-hand side of (270). From
(250) and the bounds on e obtained previously, we have, for appropriate constants C and A’,

71+ Lt
3/2 2v M —1/2 dl)] dUsz3

o lvol
f _1+Lt 2) du
<C+C f/ / —ndL
i |v0| \/_

” 1 g du1
<C+C'F + —
tr tf —i; vol

ul du
<C+ A/ _
—ii ,/1+te‘2ﬂu%
<C+A [eﬁfl/z ln<u1 +\/ezﬂ/t +u%)]ul_
_a,
<C+ A (In(ar + e /r+id) +e7!). 271)

We now estimate the second term on the right-hand side of (270). First note that the mass shell relation
written in terms of u; reads as

o 2 2 ae® b
v = — 7e”—|—u1+ Vv p (272)

and thus, we have |u|/|vg| < 1. Moreover, from (263), we have
Japy <87 FXits. (273)
Integrating (270) and using the estimates (273) and (271), we obtain an inequality of the form
ti ti
ui(t) < A+ B/ ui(s) In(1+ i) (s) ds + C/ i3 (s) ds, (274)
t t

for some positive constants A, B and C. It follows from the last line, as in (101)—(103), that u; is
uniformly bounded. U
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9K. Estimates for o, B, v and By.
Lemma 9.8. o, B, v and By are uniformly bounded on (t7, t;] x [0, 1].

Proof. This follows easily from the Einstein equations since the right-hand sides of equations (249),
(250) and (251) contain only quantities that have been shown to be bounded. O

9L. Estimates for the derivatives of f, oy, vep and higher-order estimates. This follows by standard
arguments, which can be found for instance in [Weaver 2004].

9M. The conclusion. Since all metric functions, the Vlasov field and all their derivatives have been
shown to be uniformly bounded, the assumptions of Proposition 2 have been retrieved. In particular, the
maximal Cauchy development cannot have fy > 0, which concludes the proof of Theorem 3.

10. Comments and open questions

10A. Weaver’s estimate for Vlasov matter. The result of Theorem 3 was obtained in [Rein 1996; Tchap-
nda 2004] under a small data assumption. The main difference in our analysis which enables us to remove
this smallness assumption, is to use, following [Weaver 2004], the presence of the Vlasov field to obtain
a lower bound on one of the matter terms (see Lemma 9.1). It would be interesting to see if this estimate
could be applied in other geometries and what would be the consequences.

Let us also note that if we couple the Einstein—Vlasov system to extra matter fields, a statement
analogous to Lemma 9.1 would certainly be true if the extra matter fields satisfy the strong energy
condition. For instance, the results of Theorems 1 and 3 can certainly be extended to include a massless
scalar field.

10B. Theorem 2 and the hierarchization of the equations. The proof of Theorem 2 is based on the
recovery of the lower bound on the energy quantities £, and E,. In the vacuum case, this lower bound is
obtained directly from the monotonicity of E£,. However, this monotonicity is unstable to any perturbation
in the setting of the problem, such as the introduction of matter or of a positive cosmological constant.

Our strategy has been to prove that, while Ej, is not necessarily monotone, one can recover a mono-
tonicity for another energy, namely E 4, which controls Ej; from below and thus is sufficient to obtain
the required lower bound on Ej. Since E 4 is the energy associated with the wave equation for A only,
while E, is associated for the system of equations for (U, A), this shows that, in the contradiction setting
that we have deployed, a certain hierarchy in the evolution equations appears, in the sense that one may
first focus on the evolution equation for A and extract information from it, which we then reintroduce in
the whole system.

Let us also note that not all estimates derived during the proof of Theorem 2 require the contradiction
setting of Section 8Q. In particular, in Section 8], we have proven a new estimate for T2-symmetric
spacetimes which might be useful in a further study of these solutions.

10C. Antitrapped initial data. One of the common features of 72-symmetric and k = —1 surface-
symmetric spacetimes is the antitrapping of the orbits of symmetry. This property arises from the positiv-
ity of the Hawking mass (excluding the flat case) and the fact that the orbits of symmetry have nonpositive
curvature. The positivity of the Hawking mass is itself a consequence of the topology of Cauchy surfaces
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and of the Einstein equations, especially the Raychaudhuri equations. The proofs of the positivity of the
Hawking mass and of antitrapping for vacuum 7> symmetry and for k < 0 surface-symmetric spacetimes
with Vlasov matter or with a massless scalar field were first obtained in [Chrusciel 1990] and [Rendall
1995]. In [Rendall 1997], the results on T2-symrnetry were extended to the nonvacuum cases where local
T2-symmetry only is assumed. In order to improve our understanding of the structure of cosmological
singularities, it would be interesting to try to generalize these results. One might ask for instance the
following question. Assume that ¥ is a compact Cauchy surface of a given spacetime satisfying the
vacuum Einstein equations such that there exist a diffeomorphism ¢ between X and S' x % where R is a
compact surface. Assume moreover that for every point 6 € S, $~! ({6} x R) has nonpositive curvature.
Is it then true that ¢ ~! ({8} x R) is necessarily trapped or antitrapped?

10D. Strong cosmic censorship in polarized T>*-symmetric spacetimes. Theorems 1, 2 and 3 complete
our understanding of the value of 7y for 72-symmetric and surface-symmetric spacetimes, as can be
observed in Table 2, and we should therefore focus our attention to the remaining, very difficult, open
problems presented in Table 1. One of the first questions to consider is that of strong cosmic censorship
for vacuum polarized T2-symmetric spacetimes with A = 0. While it is likely that the dynamics of
these spacetimes are very different from those of general vacuum 7'2-symmetric spacetimes, they are the
simplest examples of vacuum inhomogeneous cosmological models where, writing the Einstein equations
in areal coordinates, the constraint equations do not decouple from the evolution equations, as can be
seen by removing the terms involving A in (104)—(110).

10E. Future causal geodesic completeness of T>-symmetric and k = —1 surface-symmetric space-
times. By the arguments of [Dafermos and Rendall 2005], (nonflat) Tz—symmetric and k = —1 surface-
symmetric spacetimes are future inextendible. In the Gowdy case, where a complete understanding of
the asymptotics has been obtained [Ringstrom 2004], and in the k = —1 surface-symmetric case with
either small data [Rein 2004] or A > O [Tchapnda and Rendall 2003], future geodesic completeness has
also been proven. More generally, we have the following conjecture:

Conjecture 1. Let (M, g) be the maximal Cauchy development of T>-symmetric or k = —1 surface-
symmetric initial data in the vacuum or with Vlasov matter and with A > 0. Assume (M, g) is nonflat.
Denote by t the area of the orbits of symmetry and orient (M, g) by Vt. Then (M, g) is future causally
complete.

10F. The past boundary of 9. One might also consider the following question about the structure of
singularities in 72-symmetric or k = —1 surface-symmetric spacetimes. Let 9 be the universal cover of
the quotient by the group orbits of the maximal Cauchy development. It is possible to draw a Penrose
diagram of 9, by introducing bounded double null coordinates on 9 and then regarding 9 as a bounded
subset of R!*!. In the case of vacuum nonflat 73-Gowdy initial data with A = 0, it is then a well known
fact that its past boundary is spacelike with respect to the causality of R!*! and thus the Penrose diagram
takes the following form:
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On the other hand, for nongeneric vacuum 72-symmetric spacetimes”® with #o > 0, the past boundary is
null:

o

It is natural to ask where the general case stands compared to these two particular cases, whether the
past boundary is spacelike, null or neither.

Appendix A. Initial data and constraint equations for the Einstein and Einstein—Vlasov systems

We present below the constraint equations of the Einstein—Vlasov system. To obtain the constraint
equations in the vacuum case, it suffices to replace all matter terms (i.e., all terms containing f) by zero.

Recall that a smooth initial data set for the Einstein—Vlasov system is a quadruplet (X, &, K, f) such
that:

(1) X is a smooth 3-dimensional manifold,
(2) h is a smooth Riemannian metric on X,
(3) K is a smooth symmetric 2-tensor on X,
4) f is a smooth function defined on the tangent bundle of X,
B) (£,h, K, f ) satisfies the constraint equations
R® — KWK + (trK)? = 167p 4 2A, (275)
VOK, -V (trK) =81, (276)
where V& and R® denote the Levi-Civita and the Ricci curvature scalar of 4 and p and j, are
given by
p= /R A+ ptpa) PV hdp! dp? dp’, 277)

o= [ Fruiap! ap? ap’ @)
R,

where it has been assumed in the above definitions that, if 7y denotes the natural projection from
TX to X, then (p', p?, p?) are global coordinates on ngl(x) for any x € X.

26See the appendix of [Smulevici 2008], for instance.
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Appendix B. Surface-symmetric spacetimes in areal coordinates

We present in this appendix a change of coordinates and parametrization of the metric which brings the
metric (7) from the usual parametrization:

ds®> = =D gr? 4 0302 4 12y dxdx’. (279)

We define the new time coordinate by ¢ = 2. The metric now takes the form

2
ds? = —Z—tdﬁ 1 e%d0? + 1y dx¥ dx’. (280)

We can then define the functions « and v by

A= (281)
2t = dae®. (282)

in order to obtain the metric in the form (7).

Appendix C. From symmetric initial data to symmetric spacetimes

We recall in this section that the symmetries of initial data are transmitted to the maximal Cauchy de-
velopment. For the proofs in the vacuum case and a more exhaustive treatment of these questions, we
refer the reader to the classical work of Chrusciel [Chrusciel 1991]. We will write the theorems in the
vacuum case for simplicity.

First, we recall that Killing data leads to Killing vector fields:

Proposition 5. Let (X, h, K) be a vacuum initial data set for the Einstein equations. Assume that there
exists a smooth vector field Y such that

Pyh=%LyK =0 (283)

Let (M, g) denote the maximal Cauchy development of (X, h, K) as in the statement of the theorem of
Section 3 and let ¢ : X — JM be the corresponding embedding. Then there exists a smooth vector field X
on M such that

£xg=0, X =¢(Y). (284)

Proposition 6. Let (X, h, K) be a vacuum initial data set for the Einstein equations. Assume that there
exists a topological group G and a smooth action of G by isometries on (X, h, K), that is, a map

p:GxT—> 2%, (q,p) ¢s(p) such that ¢;h=h and ¢;K=K. (285)

Let (M, g) denote the maximal Cauchy development of (X, h, K) as in the statement of the theorem of
Section 3 and let i be the corresponding embedding of ¥ in M. There exists an action  of G on M,

VG xM— M, (q,p)—= by(p), (286)

such that, forall g € G,
w;gzg, Ygoi=iodg. (287)
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ON A MAXIMUM PRINCIPLE AND ITS APPLICATION TO THE
LOGARITHMICALLY CRITICAL BOUSSINESQ SYSTEM

TAOUFIK HMIDI

In this paper we study a transport-diffusion model with some logarithmic dissipations. We look for two
kinds of estimates. The first is a maximum principle whose proof is based on Askey theorem concerning
characteristic functions and some tools from the theory of Cy-semigroups. The second is a smoothing
effect based on some results from harmonic analysis and submarkovian operators. As an application we
prove the global well-posedness for the two-dimensional Euler—-Boussinesq system where the dissipation
occurs only on the temperature equation and has the form |D|/log® (e* + D), with « € [0, %]. This result
improves on an earlier critical dissipation condition (¢ = 0) needed for global well-posedness.
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1. Introduction

The first goal of this paper is to study some mathematical problems related to the following transport-
diffusion model with logarithmic dissipations:

ID|# d
00 +v-VO+k—f3———0=0, (t,x) Ry xR?,
log“ (L+|D
divv =0, og” (++[D]) (D
9|t:0:90-

Here, the unknown is the scalar function 6, the velocity v is a time-dependent vector field with zero
divergence and 6, is the initial datum. The parameters are ¥ > 0, A > 1 and «, 8 € R. The operator
ID|#/1og® (A + |D|) is defined through its Fourier transform:

%(Lf) ©=—"2" _@ne.
log” (% + D) log® (h +E])

We will discuss along this paper some quantitative properties for this model; especially two kinds of
information will be established: maximum principle and some smoothing effects. We notice that the

MSC2000: primary 35Q35; secondary 76D03.
Keywords: Boussinesq system, logarithmic dissipation, global existence.
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special case of (1) corresponding to « = 0 and B € [0, 2] appears naturally in some fluid models like
quasigeostrophic equations or Boussinesq systems. In this context A. Cérdoba and D. Cérdoba [2004]
established a priori L? estimates: for p € [1, oo] and t > 0,

10y < l160llLr- 2

We remark also that the proof in the case p = +0co can be obtained from the following representation
of the fractional Laplacian |D|?:

J@) = f)

dy.
o Jx =yt P

IDIPf (x) = cq
R
Indeed, one can check that if a continuous function reaches its maximum at a point xo, then IDIAf (x0) >0
and hence we conclude as for the heat equation. Our first main result is a generalization of the result of
[Cordoba and Cérdoba 2004] to (1).

Theorem 1.1. Letk >0, d € {2,3}, B€10,1], a >0, A > 29/ and p e [1, o). Then any smooth
solution of (1) satisfies
10ILr < l60llLr-

Remark 1.2. The restriction on the parameter 8 is technical and we believe that the above theorem
remains true for g € ]1, 2[ and o > 0.

We discuss the proof in the special case v = 0. Equation (1) is reduced to the fractional heat equation

. D|?
819+K$9=0 with g::a—.
log* (A + D)

The solution is explicitly given by the convolution formula
0(t, x) = K% 0p(x) with K, (&) = e'I§1"/10g" GH18D)

We will show that the family (K;);>¢ is a convolution semigroup of probabilities, which means that £
is the generator of a Lévy semigroup. Consequently, this family is a Cy-semigroup of contractions on
L? for every p € [1, oo[. The important step in the proof is to get the positivity of the kernel K;. For
this purpose we use Askey’s criterion for characteristic functions; see Theorem 3.4. The restrictions
on the dimension d and the values of 8 are due to the use of this criterion. Now to deal with the full
transport-diffusion equation (1) we use some results from the theory of Cy-semigroups of contractions.

The second estimate that we intend to establish is a generalized Bernstein inequality. Before stating
the result we recall that for ¢ € N the operator A, is the frequency localization around an annulus of size
27; see next section for more details.

Theorem 1.3. Lerd e{1,2,3}, €10, 1], >0, A>eCT29/B and pe]l, ool. ForqeNand f € $(R?),
ID|#
log” (A + |D[)

where C is a constant depending on p, a, B and A.

2% (q+ D18 f 17, sc/Rd< Aqf) Ay fIP72A, f dx,

The proof relies on some tools from the theory of Lévy operators or more generally submarkovians
operators combined with some results from harmonic analysis.
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Remarks 1.4. (1) When o = 0 then the inequality above is valid for all 8 € [0, 2]. The case 8 =2 was
discussed in [Danchin 2001; Planchon 2000]. The remaining case 8 € [0, 2[ was treated in [2007],
but only for p > 2.

(2) The proof for the case p =2 is an easy consequence of the Plancherel identity and does not require
any assumption on the parameters «, § and A.

The second part of this paper is concerned with an application of Theorems 1.1 and 1.3 to the following
Boussinesq model with general dissipation

dv+v-Vo+Vr =6er, (1, x)eRy xR,
00 +v-VO+x£6=0,

divv =0,

Vjr=0 = Vo, Or=0 = 6.

3

Here, the velocity field v is given by v = (v!, v?), while the pressure 77 and the temperature 6 are scalar
functions. The force term e, in the velocity equation, with e; the vector (0, 1), models the effect of
gravity on the fluid motion. The operator &, whose form may vary, is used to take into account anomalous
diffusion in the fluid motion.

From a mathematical point of view, the question of global well-posedness for the inviscid model,
corresponding to k =0, is extremely hard to deal with. We point out that the classical theory of symmetric
hyperbolic quasilinear systems can be applied to this system and thus we can get local well-posedness
for smooth initial data. The significant quantity that one needs to bound in order to get global existence
is the L°°-norm of the vorticity, defined by w = curl v = 91v% — 9,v!. Now we observe from the first
equation of (3) that w solves the equation

dw~+v-Vo=00. “4)

The main difficulty encountered for global existence is due to the lack of strong dissipation in the temper-
ature equation: we don’t see how to estimate in a suitable way the quantity fOT 1010l L. However, the sit-
uation in the viscous case, k >0 and £ =—A, is well understood, and the question of global existence was
solved recently in a series of papers. Chae [2006] proved global existence and uniqueness for initial data
(vo, 6p) € H® x H?, with s > 2; see also [Hou and Li 2005]. This result was improved in [Hmidi and Ker-
aani 2009] to initial data vy € B;f{p 1 and 6y € B;IIHZ/ 200 L", r > 2. The global existence of Yudovich
solutions for this system was treated in [Danchin and Paicu 2009]. The same authors [2008] constructed
global strong solutions for a dissipative term of the form 9,6 instead of A6. In [Hmidi and Zerguine
2010; Hmidi et al. 2011] we try to understand the lower dissipation & = |D|* needed for global existence.
In the first of these papers we proved global well-posedness when « € |1, 2[. The proof relies on the fact
that the dissipation is sufficiently strong to counterbalance the possible amplification of the vorticity due
to d,0. However the case o« = 1 is not reached by this method, and this value of « is called critical, in
the sense that the dissipation and the amplification of the vorticity due to 9,6 have the same order.

In [Hmidi et al. 2011] we proved there is some hidden structure leading to global existence in the
critical case. More precisely, we introduced the mixed quantity

01

Fr'=w+RH, with R:=—;
|D|
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it satisfies the equation
ol'+v-VI=—[R, v-V]0.

As a matter of fact, the problem in the framework of Lebesgue spaces is reduced to estimating the
commutator between the advection v - V and Riesz transform %, which is homogenous of degree zero.
Since Riesz transform is a Calderén—Zygmund operator, we can, using the smoothing effects for 6 in
a suitable way, get a global estimate of ||w(¢)||L». We can then use this information to control more
strong norms of the vorticity, like [|w(¢) ||z or ||w(?)]] B - For more discussion about the global well-
posedness problem concerning other classes of Boussinesq systems we refer to [Hmidi et al. 2010; Miao
and Xue 2009].

Our goal here is to relax the critical dissipation needed for global well-posedness by some logarithmic
factor. More precisely, we will study the logarithmically critical Boussinesq model

0v+v-Vo+ Vo =0e,,
D]
00+v-VO+——0=0,
f log” (A + D|)
divv =0,

0 0
V=0 =V, O=0=0".

&)

Before stating our result we need some new definitions. We define the logarithmic Riesz transform
Re by Ry = (91/|D])]og” (A + |D|). Next, for given o € R we define the function spaces {%,}1<,<o0 by

uek, < ”u”%,, = ||u||BgO nLP =+ ||g?docu||32O nLr < 0.
Our result reads as follows (see Section 2 for the definitions and the basic properties of Besov spaces).

Theorem 1.5. Letr o € [0, %], A > e* and p €12,00[. Let vg € Béo’l NWLP be a divergence-free vector
field of R* and 6y € % p- Then there exists a unique global solution (v, 0) to the system (5) with

ve LRy Bl NWEP), 0 e L (R %,) N Lig (Rys B o9).
The proof shares the same ideas as the case o« =0 treated in [Hmidi et al. 2011] but with more technical

difficulties. We define

d
Ry = —

_|D|loga(k+|D|) and T'=w+R0.

Then we get
o +v-VI=—[Ry,v-V]6.

To estimate the commutator in the framework of Lebesgue spaces we use the paradifferential calculus
combined with Theorems 1.1 and 1.3.

Remarks 1.6. (1) For global well-posedness for the generalized Navier—Stokes system in dimension
three, Tao [2009] proved that we can improve the dissipation [D|*/? to

DIRE
log!?@2+ D))
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3)

“4)

(&)

ON THE LOGARITHMICALLY CRITICAL BOUSSINESQ SYSTEM 251

The space &, is less regular than the space Bgo,l N B;’l, for all ¢ > 0. More precisely, we will see
in Corollary 4.3 that B | N B;,l > %,.

If we take & = 0O then the system (5) is reduced to the two-dimensional Euler system. It is well-
known that this system is globally well-posed in H® for s > 2. The main tool for global existence
is the BKM criterion [Beale et al. 1984] ensuring that the development of finite-time singularities
for Kato’s solutions is related to the blowup of the L°° norm of the vorticity near maximal time
existence. Vishik [1998] extended the global existence of strong solutions to initial data belonging
to Besov spaces B 117’+12/ P These spaces have the same scale as Lipschitz functions and in this sense
they are called critical and it is not at all clear whether BKM criterion can be used in this context.

Since Brlflrz/r < Bl ,NW"? forall r € [1, +-00[ and p > max{r, 2}, the space of initial velocity in
our theorem contains all the critical spaces B:rlz/ P except the biggest one, Béo,l' For the limiting
case we have been able to prove the global existence only under the extra assumption that Vvg € L?
for some p € ]2, oo[. The reason behind this extra assumption is that to obtain a global L*> bound
for the vorticity we need first to establish an L? estimate for some p € ]2, oo[ and it is not clear
how to get rid of this condition.

Since Vv € LlloC (R4; L), we can propagate all the higher regularities, both critical (for example

vy € Bllﬁlz/ P with p < 0o) and subcritical (for example vy € H*, with s > 2).

2. Notation and preliminaries

Throughout this paper we will use the following notation.

For any positive A and B the notation A < B means that there exists a positive constant C such that
A <CB.

For any tempered distribution u, both & and Fu denote the Fourier transform of u.
For every p € [1, oc], we denote by | - || L» the norm in the Lebesgue space L?.

The norm in the mixed space time Lebesgue space L” ([0, T], L" (R)) is denoted by || - | 4% (with
the obvious generalization to || - || Ll for any normed space &).

For any pair of operators P and Q on some Banach space &, the commutator [P, Q] is given by
PQ—QP.

For p € [1, oo], we denote by WP the space of distributions u# such that Vu € L?.

Functional spaces. We introduce the so-called Littlewood—-Paley decomposition and the corresponding
cut-off operators. There exists radial positive functions x € @(R?) and ¢ € @(R?\{0}) such that:

@

(i)

X&)+ D 9(279&) =1 and supp x Nsuppp(2~?) = @ for all ¢ > 1.
q>0

supp (277 ) NsupppQ~*) =@ if |j —k| = 2.

For every v € ¥'(RY) we set

qg—1
A_jv=x(Dy, Ajpw=¢Q2 ID)v forgeN, S,= > A; forqeN.
j=—1
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The homogeneous operators are defined by

Ajv=9Q27 D)y and S,= Y A; forqeZ
Jj=q—1

From [Bony 1981] we split the product uv into three parts:
uv=T,v+ Tyu+ R(u, v),
with

. . 1
Tow=) S;—iuAzv and R(u,v)=) AjuA,v, where A, = 'ZlAq—H.
q q i=—
For (p, r) €[1, +00]? and s € R we define the inhomogeneous Besov space B, , as the set of tempered
distributions u such that

lullss, = Q¥ AqullLr)er < +o00.
The homogeneous Besov space B; . is defined as the set of u € &’ (R?) up to polynomials such that
lullgs = Q¥ AgullLe)er @) < +oo.

For s,s" € R and p,r € [1, o] we define the generalized Besov space Bls;’sr,

distributions u such that

as the set of tempered

lull . 2= Q@7 (lgl + D* 1 Agullo)er < 00

Let T > 0 and p > 1. We denote by L’;Bls;,sr/ the space of distributions u such that

el o = 22 a1+ D7 1A gull o)

L < 400.
We say that u belongs to the space Z’; B;’r if

lulize g, = Q% Uql+ D" 1Agull g 1o)er < +00.

By a direct application of the Minkowski inequality, we have the following links between these spaces,
for ¢ > O:
LyB),— L7B),, — LyB)F, ifr=p,
+ > .
LyB) — LyB,, — L}B, ., ifp>r

We will make frequent use of Bernstein inequalities (see [Chemin 1998], for instance).
Lemma 2.1. There exists a constant C such that, for g,k e N, 1 <a <band f € L* (Rd), we have

sup [|8%S, fl» < Ck2a*k+d1/a=1/) g £
|a|=k
and

C 2K Ay fllze < sup [8%A, fllze < CF2%| A, fllLa.
lo|=k
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3. Maximum principle

Our task is to establish some useful estimates for the following equation generalizing (1):

360 +v-V6+ Lol 0=f
V- ——— 0=,
' log® (A + |D[)
divv =0, ©6)

9|t:0 = 6.

Two special problems will be studied. One deals with L? estimates that give in particular Theorem 1.1.
The second consists in establishing some logarithmic estimates in Besov spaces with index regularity 0.
The first main result of this section generalizes Theorem 1.1:

Theorem 3.1. Let p € [1,00],8€10,1], & >0and A > eBT20/B, Any smooth solution of (6) satisfies

0OIlLr = ||90||Lp+/0 If(OllLrdr.

The proof is in two steps. The first is to check the result for the free fractional heat equation. More
precisely, we will establish that the semigroup e'%, with

D)
" log* (A + D))’

is a contraction in Lebesgue spaces L?, for every p € [1, oo[ of course under suitable conditions on the
parameters «, 8, A. This problem is reduced to showing that ||K,||,1 < 1. This is equivalent to K, € L'
and K; > 0. As we will see, to get the integrability of the kernel we do not need any restriction on the
value of our parameters. Nevertheless, the positivity of K, requires some restrictions, which are detailed
in Theorem 3.1. The second step is to establish the L? estimate for the system (6) and for this purpose
we use some results about Lévy operators or, more generally, submarkovian operators.

Positive definite functions. As we will see, there is a strong connection between the positivity of the
kernel K, introduced above and the notion of positive definite functions. We will first gather some
well-known properties about positive definite functions and recall some useful criteria for characteristic
functions. Then, as an application, we will show that the kernel K; is positive under suitable conditions
on the parameters involved.

Definition 3.2. Let f : R? — C be a complex-valued function. We say that f is positive definite if for
every integer n € N* and every set of points {x;, j =1,...,n} of R< the matrix (f(xj —XxK)1<jk<n 1S
positive Hermitian, that is,

> O —xEE =0 forall &,....5 €C.
Jj.k=1

We will give some results about positive definite functions.

(1) From the definition, every positive definite function f satisfies

[0 =0, f(=x)=f0), |f@I=< [0,
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(2) Continuity of a positive definite function f at zero implies continuity everywhere. More precisely,

|f ) = FDII=2fO)(fO) = f(x — ).

(3) The sum of two positive definite functions is also positive definite and according to Schur’s lemma
the product of two positive definite functions is also positive definite and therefore the class of
positive definite functions is a convex cone closed under multiplication.

(4) Let p be a finite positive measure. Its Fourier-Stieltjes transform is given by

AE) = fR .

It is easy to see that [i is a positive definite function. Indeed,

2
du(x) > 0.

n

Z efix-xjsj

d j=1

> A —xk)E & = f ( > e"*'*fs,-e’“kék)du(x>= /
jk=1 R\ j k=1 R

The converse of (4) is due to Bochner; see for instance [Bochner 1959, Theorem 19].

Theorem 3.3 (Bochner’s theorem). Let f : R? — C be a continuous positive definite function. Then f
is the Fourier transform of a finite positive Borel measure.

There are some criteria for radial functions to be positive definite. For example in dimension one
the celebrated criterion of Pélya [1949] states that if F : [0, +0o[ — R is continuous and convex with
F(0)=1andlim,_,; F(r) =0then f(x) = F(|x]) is positive definite. This criterion was extended to
higher dimensions by numerous authors [Askey 1973; Gneiting 2001; Trigub 1989]. We mention only
one extension:

Theorem 3.4 (Askey). Let d € N and let F : [0, +00[ — R be a continuous function such that
(1 FO) =1,
(2) the function r +— (= D4 FD(r) exists and is convex on 10, +00[, and
(3) lim,_, 4o F(r) =lim,_, ;oo F¥9 () =0.

Then for every k € {1,2,...,2d + 1} the function x — F(|x|) is the Fourier transform of a probability
measure on R,

Remark 3.5. As an application of Askey’s theorem we have that x > e~/ ” s positive definite for
allt > 0, B €]0,1] and d € N. Indeed, the function F(r) = e~ " ’is completely monotone, that is,
(—=DFF® @)y >0, forallr >0, ke N. Although the case 8 € ]1, 2] cannot be reached by this criterion,
the result is still true.

The perturbation of the function above by a logarithmic damping is also positive definite:
Proposition 3.6. Let o, t € [0, +00[ x 10, +00[, B €10, 1], 1 > ¢C+20/8 and define f : R? — R by

fx) = o 1IxIP/log? Gt x)

Then f is a positive definite function for d € {1, 2, 3}.
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Remarks 3.7. (1) It is possible that this result remains true for higher dimension d > 4 but we will
avoid dealing with this more computational case. We also think that the radial function associated
to f is completely monotone.

(2) The lower bound of A is not optimal by our method. In fact we can obtain more precise bounds, but
this seems to be irrelevant.

Proof. We write f(x) = F(|x|) with
V’B .
log® (A+71)
The function F is smooth on ]0, oo[ and assumptions (1) and (3) of Theorem 3.4 are satisfied. It follows
that the function f is positive definite for d € {1, 2, 3} if

Firy=e " and ¢(r)=

F® ) <o.
Easy computations give for r > 0,
FOw) =[-1¢D ) +32¢ (g (r) — 2 @' ()] F(r).

We will prove that
¢'(r)=0,¢6?r) <0 and ¢V (r)=0.
This is sufficient to get F® (r) <0, for all » > 0. The first derivative of ¢ is given by

/ pro-! arf
()= 1w - s
log“(A+r)  (A+r)log® (A +r)
rB-1

= e (Brlog(h+r) +r(Blog(h+71) — ).

We see that if A satisfies

A > e/P (7
then ¢’(r) > 0. For the second derivative of ¢ we obtain
() = _,B(l —B)rf2 B 2aprf-! 4 arf a(a+1)rP
log*(+7r) A+ log™(+r) A +1r)2log®™ (h4r)  (A+r)2log* (A + 1)
_ pP-2 [—,B(l . 2081 N ar? a(a+ Dr? ]
log*(A+7) (A+r)logh+r)  (A+r)2logh+r)  (A+r)2log?(A+r)d

Since (r2)/(A+r)> <r/(L+r) <1, we have

B2 5 |
o00) = ng‘:(Tr)[(l B ’8)<_’8 + log(ka+ r)> (A7) fi)rg()» —i—r)( B 10:(:_—1- r))]
B2 2 |
< loga(Tr)[(l —/3)(—/3 + 10;) e f:g(k—{—r) (1 _ ‘;‘O; )]

Now we choose A such that




256 TAOUFIK HMIDI

which is true whenever
A > max(eza/ﬂ, ea+1). (8)
Under this assumption we get
»@ @) <0 forall r > 0.
Similarly we have
V) =N+ L+ L+,
with

_ B— 1log™® (k—l—r)
=a(a+ Dr —()\_‘_ B

B logfzf"‘ (A+r)

(3xBlog(r +r)+r(3Blog(h+r) — 2+a))),

L=oar ) (=3(1+a) + (=3B>+6B —2) log(r +1)),
—1-a
I =arf™? W(w@ —6B)r +3228(1 - B)),

Ii=Q2—B)(1—B)Br’ 7 log™ (1 +r).
It is easy to see that /3 and I4 are nonnegative. On the other hand, I; + I, equals

B— 110g Z(A—%r)
3 Ba(a+ r —(A+r)2

8 log_z_"‘ (A+r)
(A+r)3

24«
log(A+T7)

log x _  logh
A

+ar [—3(1+a)+(a+1)(,\+r)(35— >+(—3ﬂ2+6,3—2)10g(k+r)].

Since —38% 468 —2 > —2 for B € [0, 1], and since — for all x > A > e, we have

log ™2~ (A4
L+5h>a(+ 1)rﬂ°g(T£)3’)[—3+ (4 (38—

log_z_“ (A+r)
> 1 ﬂ—[
>a(a+1r Gty
We can check that log A < A and log2 A <A, for all A > e. Thus

—2—a
11+122a(a+1)rﬂw[35—1 ;A(S—i-oz—l-i)]

2+a_2 log(L+7) )]
logh (a+1)(A+r)
3ﬁ_§_2+a_ ZIOgA]

A logh  (a+DAat

(A+r)? a+1
—2—o
glog ()»—i-r)[ 7+a}
>a(a+ Dr —(A+r)2 38— log
We choose A such that .
+o
3p log A =

It follows that I; + I, is nonnegative if
A > eTH/G)

A condition that implies this inequality and also (7) and (8) is

5> eBH20/B
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Finally, we get: for all >0, 8 €10, 1], and A > eB20/B
P r)>0 forallr>0.

This achieves the proof. O
More precise information about the kernel K; is listed now:
Lemma 3.8. Let A > 2 and denote by K, the element of &' (RY) such that
R, (£) = eI /log" D)
(1) For (t,a, B) €10, oo[ x R x 10, oo the function K; belongs to € L' N Cy.
(2) Ford e {1,2,3}, (t,a, B) €10, +00[ x [0, oo[ x 10, 1] and 1 > eB3+20/B ype have
K, (x)>0 forallx e Ry and ||Ki|p=1.

Proof. (1) By definition we have
K, () = (2n)d/ o161 logt Gt i 16 g
R4
Let u > 0. Integrating by parts we get
L= — B o ix-
|x|“x;th(x) = (=2im) d /I;d 35(6 1((1&17)/ log (k+|€|)))|x|ﬂe x édS.

On the other hand we have
x|/ e+ = [DJtte’

where |D| is a fractional derivative on the variable £. Thus we get
x[“x9K, (x) = (—2in)_d/d |D|“8§j (e—f'f'f’/log“(“'f'))e""'s dE.
R

Now we use the following representation for |D|* when u € ]0, 2]:

IDI* f(x)=C /f(x) fx— y) dy.

|y[d+H

It follows that
|H;(§)—=I;(E—y)l
e

umﬁmunsqﬁ/
R2d
with
&) = (161" log" G+1gDY
J

Now we decompose the integral into two parts:

A;%@%%ﬁ;wu‘% / Q%@)%@'”Mw%ﬁ/lﬁ%@*%ﬁ;”ww%
7

|y[d+H |4+ yi<kl |y[d+H

=1L +1.
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To estimate the first term we use the following estimate, which can be obtained by straightforward
computations:

Bl
4P log” (1 + IE])

Hence we get, under the assumption u € ]0, B,

— B o _ _ B o
1% (&) < C e 1E17 /log® (A+18D) < Ct,a,ﬂ|€|ﬂ d o= t/D)E1F/log" A+IED

1 —d — B/log® —d — —y[B/log® _
I < Cl'a’ﬂf T (|§|I3 d o= (t/2)§17/log® (A+E]) + |& _y|/3 d ,=(t/2)|E=y|P[log" (h+1§ yl)) d€ dy
g1<2yl 1Yl
! —de— P log* 1 - Brlog® (A
<Cia. / |g|ﬁ d = (/2)[§]"/log (A+|$|)dg dy < Cia. / o @/2)IEP/log( +|4§|)dS
P Jgrzaty 114 vl |oo g dtn—p

=< Ct,a,,B .
To estimate the second term we use the mean-value theorem to write
|7 &) —=H;jE =y < |yl sup [VH;ml;
nelg—y,&l

we also have
VI ()] < Cra /3|n|ﬁ*d*1e*(t/Z)ln\ﬁ/loga(an\).

Since |y| < 351, for n € [§ — v, §] we have

SIEN<Inl < 31l
This yields
7)) —HjE -y < C,ly||g|P~4—Te=Crlel?
Therefore we find, for u € 10, B[N ]0, 1],

L <Crap f M%W—d—le—c"f " dy dg < Crap f (1/1€] 4Py =CHEE g
REUSTHRA R2
<Ciap-
Finally we get
Ix“1x; 19K ()| < Crap forj=1,...,d.
Since K; € Cy, we have
(14 X" K, (0] < C.

This proves that K; € L'(RY).

(2) Using Theorem 3.4 and Proposition 3.6 we get K; > 0. Since K; € L', this implies || K |1 = I?, 0)=1.
O

Now set
ID|#

"~ log®(A+ D))’

We define the propagator e ' by convolution:

©)

e =K, f.
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Corollary 3.9. Leta >0, 8 €10, 1], A > eB3+29/8 and p € [1, 00]. Then

le ™ flir < fllr forall feLP.

Proof. From the classical convolution inequalities combined with Lemma 3.8 we get
—1&
le™ fllie < UKl Fllee < 0 Fllee O

Structure of the semigroup (e"ﬂf)tzo. We first recall the notions of Cy-semigroup and submarkovian
generators.

Definition 3.10. Let X be a Banach space and (7;);>0 a family of bounded operators from X into X.
This family is called a strongly continuous semigroup on X or a Co-semigroup if

(1) To =1d,
(2) Ti4s =TT, for every t, s > 0, and
(3) lim;— o+ || Ttx — x|| = 0 for every x € X.

If in addition the semigroup satisfies the estimate ||7;||¢x) < 1, then it is called a Cy-semigroup of
contractions.

For a given Cy-semigroup of contractions (7;),>0 we define its domain %(A) by

F(A) = {f € X: lim @ exists in x}

t—0t

and we set
Af = tim 1S =S for £ ea(a).

t—0t t
It is well-known that the operator A is densely defined: its domain %(A) is dense in X.

Definition 3.11. Let X = L?(R?), with pell, ool and d € N*. A Cy-semigroup (7}),>o of contractions
on X is said a submarkovian semigroup if it satisfies these two conditions:

(1) If f € X satisfies f(x) >0 a.e., then T, f(x) > 0 a.e. for every ¢ > 0.
(2) If f € X satisfies | f| <1, then |T; f| < 1 for every t > 0.
Define LfL ={f elL?; f(x) >0, ae.}. The next result is classical.

Theorem 3.12 (Beurling—Deny theorem). Let A be a nonnegative self-adjoint operator of L2. Then we
have equivalence between:

(1) fe L%r = e fe L%Lforallt > 0.
2) feDAY?) = |fl € DAY?) and | AV f1]| 2 < |AV2 £ 2.

Proposition 3.13. Letd € {1,2,3}, pe[l,00[, @ >0, B €10, 1] and 1 > e3+>I/B_ With £ as in (9),
we have:

(1) The family (e_tég),zo defines a Cy-semigroup of contractions in LP (R?).
(2) The family (e~ '%) t>0 defines a submarkovian semigroup in LP (RY).

(3) The operator (e_"gg),zo satisfies the Beurling—Deny theorem described in Theorem 3.12.
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Proof. (1) For f € L? we define the action of the semigroup on f

e fx) =K, % f(x),

where K, (&) = e~ "E1/102" A+IED From Corollary 3.9, the semigroup maps L” to itself if p € [1, o], and

1K * fllee < I fllize-

Conditions (1) and (2) of Definition 3.10 are easy to check. It remains to prove condition (3), concerning
the strong continuity of the semigroup. Since | K;||;1 =1 and K; > 0, we have, for n > 0,

Kix f(x) = f(x) =/Rd K(n)(f(x=y) = f(x)dy

[>n

Z/H Kz(y)(f(x—y)—f(X))der/ K (f(x=y) = f(x)dy
yl=n y

=11(x) + (x).

The first term is estimated as follows:

I11][zr S/Il KWIIfC=y) = FC)llerdy < sup [ f(-=y) = f()llLr-
yl=n

lyl=n
For the second term we write || Iz||zr < 2| fllLr K,;(y) dy. Combining these estimates we get
[yI=n
IKe* f— fller < sup (1 fC-=y) = fFCOller + 21 fllze K:(y)dy.
lyl<n [yI=n

It is well known that for every p € [1, oo[ we have

lim sup [ f(-=y) = f(-)llzr =0.

L
n=>0"|y|<n

Thus for a given ¢ > 0 we can find > 0 small enough that

sup | fC-=y) = f()ller <e.

[yI=n

Now to conclude the proof it suffices to prove that

lim K:(y)dy=0.
1=0% Jiy|=p e
This will follow from
t—0t
t — 60

To prove this last statement we write, for ¢ € &,

A

(K, ) (K:, )

__1 _ ~1[1
= = 20yl /Rde P (&)ds.

We can use now Lebesgue theorem and the inversion Fourier transform leading to

) 1
S K =G

| dee =0
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Finally we get that (K;*),>( defines a Cy-semigroup of contractions for every p € [1, ool.

(2) From Definition 3.11 and the first part of Proposition 3.13 it remains to show that

— for f € L with f(x) > 0 a.e. we have e ' f(x) > 0;

— for f € L? with | f(x)| <1 a.e. we have |e_t$f(x)| <1
This is a direct consequence of the explicit formula
e f0) = Kix f (),

where according to Lemma 3.8 we have K; > 0 and || K,||;1 = 1.

(3) It is not hard to see that the operator ID|#/ log® (A + |DJ) is a nonnegative self-adjoint operator of L?.
This operator satisfies the first condition of Theorem 3.12 since the kernel K; is positive. U

The following result gives in particular Theorem 3.1.
Proposition 3.14. Let A be a generator of a Cy-semigroup of contractions.
(1) Let p € [1,00[ and u € D(A). Then
/ Au |u|Psignudx < 0.
R
(2) Let 0 be a smooth solution of the equation
04+v-VO— A0 = f,

where v is a smooth vector field with zero divergence and f is a smooth function. Then

t
10Oy < ||90||L1’+/ If (D) llLrdT  forevery p €1, oc].
0

Proof. (1) We introduce the operation [/, g] between two functions by

e g1=1gl35” [ hlgti” sign o) dx.
R
Define the function ¥ : [0, co[ — R by

Y (t) = [e"u, ul.

We have ¥ (0) = |lu ||% ,. From the Holder inequality and the fact that the operator ¢4 is a contraction
on L? we get

A 2
Y (@) < lleullerllully < lullz,.

Thus we find ¥ (¢) < ¥ (0), for all £ > 0. Therefore we get lim,_, o+ w < 0. This gives

/ Au(x)|u(x)|P~signu(x) dx <0.
RZ
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(2) Let p € [1, oo[. Multiplying the first equation in (6) by |#|?~! sign @, integrating by parts and using
divv =0 we get
1d p p—1 o p—1
—EIIG(I)IIU + | 1A0@)E)[T signO(x)dx < I f O Lo IOOL, -
R
Using Proposition 3.14 we find

1d _
;Ene(t)u’zp <1 F Ol 167"

Simplifying, we get %HQU)HU < || f(#)]lLr. Integrating in time we get for p € [1, co[

10y < 160llLr-

Since the estimates are uniform on the parameter p, we can get the limit case p = 4-oc. (]

Logarithmic estimate. In the last part of this section we show some logarithmic estimates generalizing
results in [Vishik 1998; Hmidi and Keraani 2009]. We recall the following result on the propagation of
Besov regularities.

Proposition 3.15. Let k >0 and let A be a Cy semigroup of contractions on L™ (R?) for everym €1, ool.
We assume that for every g € NU {—1}, the operator A, commutes with A on a dense subset of L. Let
(p,r) €1, o00]?, s € 1—1, 1[, and let 0 be a smooth solution of

0+v-VO—kAl = f.
Then .
10175y, S €<V (ueong;v,,, + fo e VOl f @), dr),
where V() = ”VU”L}LOO and C is a constant depending only on s and d.
Proof. We set 0, := A,0. By localizing in frequency the equation of 6 we get
00y +v-VO, —kAO; = —[Ay,v-V]0 + f,.

Using Proposition 3.14 we get

t t
10, lzr < 16,0 zr +/ 1A, v-V]G(T)HLpdT-l-/ Il fg(@lLrdz.

0 0

At the same time, we have the classical commutator estimate [Chemin 1998]:
lAg, v-VI6|,, < C2 PcqlIVull=lBliss,,  ll(cgller = 1.
Thus . .
10s;, < lI60lls;, +C/ IVollL<l@1l;, +f If (Ol dr.
0 0 '

It suffices now to use the Gronwall’s inequality. ]

Now we will show that for the index regularity s = 0 we can obtain a better estimate with a linear
growth on the norm of the velocity.
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Proposition 3.16. Let v be a smooth divergence-free vector field on RY. Let k > 0 and let A be a
generator of Co-semigroup of contractions on L?(R?) for every p € [1, oo[. We assume that for every
q € N, the operators A, and A commute on a dense subset of L. Let 6 be a smooth solution of

30 +v-VO—kAO = f.

Then, for every p €[1, o],

t
101z g0, = CllO0llpo | +||f||L,‘Bgl)(l+/ IIVU(T)IILoodT),
» » : 0

where the constant C does not depend on p or k.

This was first proved in [Vishik 1998] for the case k = 0 by using the special structure of the transport
equation. In [Hmidi and Keraani 2008] we generalized Vishik’s result for a transport-diffusion equation
where the dissipation term has the form —«x Af. The method described in there can be easily adapted
here for our model.

Proof. Let g € NU{—1} and denote by 5,1 the unique global solution of the initial value problem

30, +v-VO, —kAO, = A, f,

- ! (10)
an:o = A,0°.

Using Proposition 3.15 with s = :I:% we get

ya) cv
19 Iz S (1880l gz + 18y 1l pam)eV ),

where V(¢) = | Vv]| LiLe- Combining this with the definition of Besov spaces this yields, for j, g > —1,

— Ly
18041l err S 2727 AG 00l Lo + 1A fll 1 o) eV . (11)
By linearity and again the definition of Besov spaces we have

101z g0 | = DR VT o S DR VT (12)
P j—qI=N li—gql<N
where N € N is to be chosen later. To deal with the first sum we use (11):
Y 140 lerr 27V (1AGB0llLr+ 1A il r)e @ 27N 2 (160 g0 +11f g0 )V
li—q1=N g=—1 = P!
We now turn to the second sum in the right-hand side of (12). It is clear that

> 1204ler S >0 N10gllLere.
lj—ql<N li—ql<N

Applying Proposition 3.14 to the system (10) yields ||§q||L,°°LP < [1A46ollLr + ||Aqf”L,1Lﬂ' It follows
that

> ||Aj§q||L,°°LP S 1\7(”90”1301 + ||f||L,'301)-
lj—gql<N P P

The outcome is that

1017050, < (1650, + 1 f 1l p0 )72 4 N,
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Choosing

2CV
N:[ (’)}H,
log2

we get the desired result. U
Combining Propositions 3.16 and 3.13 we get:

Corollary 3.17. Let v be a smooth divergence-free vector field on RY, with d € {2,3}. Let k,a > 0,
Bel0, 1], A > eBCT2/B and p €[1, o). Let 6 be a smooth solution of

30 +v-VO+«|DPlog*(r+ DO = f.
Then
t
1017050 < C(I60llgo +1Ifll 110 )(1+/ IIVv(r)llLoodr>,
t p.1 p.1 t=p,1 0

where the constant C depends only on A and o.

4. Proof of the generalized Bernstein inequality (Theorem 1.3)

We first extend the classical Bernstein inequality of Lemma 2.1 to more general operators:

Proposition 4.1. Let o € R, B> 0and A > 2. Then there exists a constant C such that for every f € $(R?)
and for every q > —1 and p € [1, oo] we have

124N ], < C2% g1+ D~ 1Ay fllLr,

DI

where ¥ = m

(as in (9)). Moreover,

1S4 D, < C2%(1g)+ D11y f L.

Remark 4.2. The first result of Proposition 4.1 remains true for more general situation where ¢ € N and
the operator |D|? is replaced by a(D), where a € C*°(R\{0}) is a homogeneous distribution of order
B € R satisfying

10/ a(©)| < Clg|P~"1 for every y e N“.

Proof of Proposition 4.1. Case g € N. It is easy to see that

Aq(if) — K * A, f,

log® (A +|D))
with ~
- P(279)|E |
K () =——>"2
¢ log® (A + |&1)

for ¢ a smooth function supported in the annulus {le <|x| < 3} and taking the value 1 on the support of
the function ¢ introduced in Section 2. By Fourier inversion and change of variables we get

_ e QIO qd/ v PE)EN _ naBodd f (nd
Kq(x)_cd/We log“(k+|§|)d§_cd2 2 Rde log“()»+2‘1|§|)d§_cd2 299K, (2%x),
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with

_ [ xs_?
K"(x)_/we log"‘(k+2qlél)d§'

Obviously we have
1Kg o = ca2? 11Kyl -

Hence to prove Proposition 4.1 it suffices to establish
I1Kqllr < Clq+ D)7 (13)
From the definition of K ¢ we see that
K, (x) = / eixfaw#dé,
R log®(A +291§1)

where v/ belongs to the Schwartz class and is supported in {Alf <l|x| < 3}. Integrating by parts we get,
for je{l,2,...,d},

d+1p o dtl ix-E qd+1 V(&) )
RO =D fiilélge % <log“<x+2q|5|> .

Now we claim that

ari __VE (&)
%, <loga()»+24|5|))‘ = Chadisgs G 1 21)"

where g € $(R?). This is an easy consequence of Leibniz formula and the fact that

)
—1 En 4 1 CA ,a,n 1
% = for + < <2,
5’(1%“(“26'!50)' Tk lc”‘(k+2qlél) log (2] ~ logr(rr2ny A==

Thus we get for j € {1, ..., d}

x| K, (x)] < Clog™@ (A +29)  for x e RY.
It follows that

x9N K, (x)] < Clog™ (A +29) for x € RY.
It is easy to see that qu is continuous and

Ky ()] < Clog™ (A +2%)
Consequently,
|K,(x)| < Clog™ (. 429)(1 + [x])"¥~"  for x € R,

This yields ||I€q I < Clog™%(A+429) < C(g + 1)™, which concludes the proof when ¢ € N.
Case g = —1. Here we can write the kernel K_ as

[ e X©IEF /
K“(’”‘/Rde oo G e = £ 6)dE,
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where x is a smooth compactly supported function taking the value 1 on the support of the function x
introduced in Section 2. The function x; is given by

X(©)1E1P
log” (A + &)

xi16) =
We can see by means of easy computations that ¥ is smooth outside zero and satisfies, for every y € N,
0] X&) < Cy €71 forall & #0.
Using the Mikhlin—-Hormander theorem we get
[K-1(0)] < Clx| =7
Since K_; is continuous at zero we have

|K_1(x)] < C(1+x])~4~.

This proves that K_; € L.
To prove the second estimate we use the first result combined with the identity S,4>S, = S;:

q+1 q+1
I$0ED ] = X 185 D] = CUSyf e 32 27714+ D7
j== j==
Since 8 > 0, this last series diverges and
g+l
> 271+ D7 = €29 (gl + D7
j=-—1
This can be deduced from the asymptotic behavior
! 1
/ Pl dr ~ Beﬁxx_"‘ as x — +00. O
1

As a consequence of Proposition 4.1 we get the following result, which describes the action of the
logarithmic Riesz transform

_ d1log" .+ D))

R
“ ID|

on Besov spaces.
Corollary 4.3. Leta € R, A > 1 and p € [1, co]. The map
Id—A_DRy : B;”"r‘ — B;’,

is continuous.
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The generalized Bernstein inequality. In this section we prove Theorem 1.3, which we restate here for
convenience:

Theorem 1.3. Letd € {1,2,3}, 10,11, >0, 1 > eB+29/8 gnd p > 1. Forq e N and f € $(R?),
D

—A A, f1P " sign A, f dx.
Tog® (1 + D) qf)' o sen S

29 (g + D) AL fIIY, sc/d(
R

where C depends on p, a, B and .

Some preliminary lemmas will be needed. The first is a Stroock—Varopoulos inequality for submarko-
vian operators. For the proof see [Liskevich et al. 1996; Liskevich and Semenov 1996].

Theorem 4.4. If p > 1 and A is a submarkovian generator, we have
—1 . 2 1. . 2
4B ARSI sign ]2 < / JAD LA sign fdx < Cp| AV £17 sign )] o
R
The generator A satisfies the first Beurling—Deny condition

—1 1 .
AL AR 11 1 S/W(Af)lfl” !sign f dx.

Combining this result with Proposition 3.13 we get:
Corollary 4.5. Let p > 1, B €10, 1], a > 0and » > eC+29/B_ Then
2
p—1| |D}P? / ( ID|* ) n
4 < R Sl P~ gign fdx.
p? | log®’?(x+|D)) 2 Jre log“(k+lDl)f 7] enf
We will make use of the following composition results:

Lemma4.6. (1) Let u > 1ands € [0, u[ N[0, 2[. Then

(Lf1P7%)

1 s p—l
1711y, < CUF N, "
(2) Let w€10,1], p,g €[1,00]l and 0 < s < 1+%. Then
N1 gon <CIflgs -
(p/w).(q/ 1) pd

The first estimate is a particular case of a general result in [Chen et al. 2007]. The second was established
in [Sickel 1999]; see also [Kateb 2003, Theorem 1.4].
Next we recall the following result, proved in [Chen et al. 2007; Danchin 2001; Planchon 2000].

Proposition 4.7. Letd > 1, f €10,2] and p > 2. Then we have for g € N and f € $(R?),

218 fI17s < C/d(|D|f’Aqf) |Aq F17" sign A fdx.
R

where C depends on p and B. For B = 2 we can extend the inequality above to p € |1, ool.

Proof of Theorem 1.3. Using Corollary 4.5 it suffices to prove

ID|F/2 2
2 (A, fIP
tog"2Gppy /1)

2
C 2P @q+ DA fIY, < H 2
L
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We will use an idea from [Chen et al. 2007]. Let N € N then we have
IIDICAS 17D 2 < [ SvIDIA £ 172 | 2 + || Ad =S\DIA £ 172 ] -
It is clear that for s > 0
| 1d=SWIDIAL 1P 2 < C27¥ M fgl P21 g1 (14)

We have now to deal with fraction powers in Besov spaces. We will treat differently the cases p > 2
and p <2.

Case p > 2. Combining Lemma 4.6(1) with the Bernstein inequality we get, under the assumption that
0<s<min(p/2—1,2),

1712l = CULNE ™ W fall gy = CHOUANE
Case 1 < p < 2. Using Lemma 4.6(2) and the Bernstein inequality we get, for 0 <s < (p —1)/2,
F G P e FA e P 1
It follows from (14) and the previous inequalities that there exists s, > 0 such that for 0 <s <5,
| Gd=SmIDIC 17 1 = 27N 2909 £ 1702,

On the other hand Proposition 4.1 gives

ISnIDIf 1P ] 2 < ‘

_ D|#/2 2
Sy|D'#210g*?(1 + |D (—| r/
N| | g ( | |) log“/z(k |D|)(|fq| )

L2
DI

< C2NU=B/2) pe/2
- log®/?(»+|DJ)

(f 17"
L

Therefore we get

|D|ﬁ/2

D p/2 < 2~ Nspa(l+s) p/2 + CoNU=B/2) /2
DI fg 17 M2 = I fqll 1oz (1 ID])

(I f,17%)
L

According to Proposition 4.7 we have for p € ]1, ool,

2
Cp22 £ 1777 < IDIA £y 1P/ 2.
Combining the last two estimates we get

) 2 . DJ#/2
29 £ 157 < €22V 29 £ |71 4 NP Va2 m

FALS)

L2
We take N = ¢ + Ny such that C27Ms < % . Then we get

|D|ﬂ/2

p/2 <C2 qB/2 +1 a/2
(A% R Fererm

FALS)
L2

This gives the desired result. U
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5. Commutator estimates

We will establish in this section some commutator estimates. The following result was proved in [Hmidi
et al. 2011].

Lemma 5.1. Given (p, m) € [1, 0o)? such that p > m’ with m’ the conjugate exponent of m. Let f, g, h
be functions such that V f € LP, g € L™ and xh € L™ . Then,

Ihx(fg) = f(hx) e < lIxhllpw IV fllzrllgln-

Lemma 5.2. Let (ay,),cz be a sequence of strictly nonnegative real numbers such that
M = max(supa > aj,supay ). a; )
nesz j<n nesz j=n
For every p € [1, 00], the linear operator T : £P — €P defined by
T(wne) = (X aja;'b;)
neZ

j=n
is continuous and ||T || ¢@ry < M.

Proof. By interpolation it suffices to prove the cases p = 1 and p = +o00. Let’s start with p = 1 and set
b = (by)nez- From the Fubini lemma and the hypothesis we have

ITbllp < 32 3 aja,'1b)] < Z Ibjlaj 3 ay ' < Mbl,.

neZ j<n n>j

For the case p = +o00, we write

IThllex <sup Y- aja, '1bj| < ||bllex supa, ' Y a; < M|b|le.

neZ j<n nez j=n
This completes the proof. O
The goal now is to study the commutation between the operators

O joo®(A 4+ D)) and v-V.

Ry =
IDI

Recall that B<>o , is the space given by the set of tempered distributions u such that

lull gor = [ (2% (gl + D” 1AqullL~),

e
The main result of this section reads as follows.

Proposition 5.3. Let @ € R, A > 1, and let v be a smooth divergence-free vector field and 0 a smooth
scalar function.

(1) Forevery (p,r) € [2, oo x [1, o] there exists a constant C = C(p, r) such that
IR, v- VIOl gy < CIIVvIILp(IIQIIngr +1161lzr)-
(2) Forevery (r, p) € [1, 00] x ]1, oo[ and € > O there exists a constant C = C(r, p, €) such that

IR, v- V161, < C(llollre +llewllre) (101 B, + 16120).-
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Proof. (1) We split the commutator into three parts according to Bony’s decomposition [1981]:

[Res v- V10 = Y [Ras Sy1v - VIAD + 3[R, Agv-VIS;—160+ 3 [Re, Agv- VA0
qeN qeN g>—1

= ZI S I, + Y T, =T+I+IIL
geN g>—1

We start with the estlmate of the term I. It is easy to see that there exists ¢ € ¥ whose spectrum does not
meet the origin such that

I, (x) = hy % (S;_1v-VALH) — S, 1v- (hy x VAB),

where E,
he(§) =ig2 €)== ] log* (A + [€]).
Applying Lemma 5.1 with m = oo we get
Mg lir S MxhgllpillVSg—1vllLrllAg VOl < 2 xhgll i1 AgO Nl L=V VI Lr. (15)

We can easily check that
Ixhgllr =279 xhy )l with f;(é) = i@(é‘)% log” (A +271&]).
We can get, in a way similar to the proof of Proposition 4.1,
ligllr < C(1+ gD
Thus estimate (15) becomes
Mgllzr = C(L+1gD*[1AgO L=V Ve

Combined with the trivial fact

AJZIq = Z Ig,
q

lj—ql=<4
this yields

1/r
ey, < Mls)” < 190l 610

q>—1
Let us move to the term II. As before we write
I (x) =hyg*x(Agv-VS,_10) — Ayv - (hy x* VS,_10),
and then we obtain the estimate

- 2(A+1D .
Mgllir S 279+ 1gD*1Ag VVllLe1Sg-1VOllLe S IIVvIILPjg_ZW((I +17DNA 0l ).

Combined with Lemma 5.2 this yields
1T 5g, < IVl 0] o

To deal with III, we use the fact that the divergence of A, v vanishes to write
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M= Y Rediv(AgvAg8) — 3 div(A v RgAgd) + 3 [Ro, Agv-VIAH = Ji + Jo + J5.
q=2 q=2 g=<1

Using Remark 4.2 we get
| AR diviagv Rgd)] , S 271+ 1D I AL I AgOll Lo
and since g > 2,

|A; div(Av R A, S 27N AL I Ra Dbl S 27 (14 gD [ AgllLo | AgH ] L

~

Therefore we get

1A+ Dle S X 27A+1gD I AgulLrAg e SIVVle X 27791+ IgD)* 1 Ag0]l o,
geN geN
q=j—4 qzj—4

where we have again used Bernstein inequality to get the last inequality. It suffices now to use Lemma 5.2:
11+ Jallgg, S UV 101 oo -
For the term J3 we can write

Y[R Agv-VIAH(x) = Y [div X (D) Ry, Ayv]A,0(x),
—l=g=l g=<1

where ¥ belongs to % (R?). From the proof of Proposition 4.1 we know that div X (D)%, is a convolution
operator with a kernel £ satisfying
A< A+ xh™
Thus
J=3 hx(Ayv-As0) — Agv-(hxA0).
g<1

Note that A ;J3 =0 for j > 6; thus we just need to estimate the low frequencies of J3. Since xh belongs
to L? for p’ > 1, we can use Lemma 5.1 with m = p > 2 to obtain

1A Isllee S 2 x5kl o 1A VOllLr [Ag0 e S IVVlle Y 1840]I Lo
q=<1 —1=q=<l
This yields
13150, S IVl €]lLr,
completing the proof of the first part of Proposition 5.3.
(2) The second part can be done similarly, so we give a shorter proof. To estimate the terms I and II we

use two estimates: ||A,;Vullz~ =~ |Ajw|~ for all g € N, and

q—2
IVSg—1vlize SIVA_1vlize + 30 1AVl S ll@llre +gllolze.
j=0
Thus (15) becomes
gl < ol (X + gD [ Ag6]l
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and by Corollary 4.3
Mgy, < llwllz=liOll go1+a < @l llO1l e, -

The second term II is estimated as

Il gy, = ll@llLellfll oo < ll@llL=llB]lBe, -

oo,r

For the remaining term the analysis is the same as before, except for J3, where we apply Lemma 5.1
with p = oo and m = p, leading to

1A llLe S 22 Ixhllpr 1A VUl lAgOlle S IVVIlLe X2 1Ag01Le S llollLell0]lLe-
g=l —1=g=<l

This ends the proof of the theorem. O

6. Smoothing effects

In this section we describe smoothing effects for the model (6), with zero source term f:

,0+v-VO+26=0,

(TD)
0|t:0 = 6.

with |D|ﬁ

"~ log” (A + D|)
and divv = 0.

Theorem 6.1. Leta >0, A > e312 d € {2, 3}, B €10, 1] and let v be a smooth divergence-free vector
field of R? with vorticity w. Then, for every p € 11, oo, there exists a constant C such that

sup 2% (1 + q) ™| A1l 110 < Cll60ll e + Cllboll ]l 1.
geN

for every smooth solution 6 of (TD).
Remark 6.2. We give the proof in the case § =1 for simplicity, but the result remains true for g € ]0, 1].

Proof of Theorem 6.1 in the case B = 1. We start by localizing the equation in frequencies. for g > —1
we set 6, := A,0. Then

DI, _
log” (A +[D])
Recall that 6, is real function since the functions involved in the dyadic partition of the unity are radial.

Then multiplying the above equation by |6, |” —20,, integrating by parts and using Holder inequalities we
get

3,6, +v- Vo, + —[Ag,v-V]6.

1d D _ -
L1602+ [ (gt eal”0u dx < 16,125 WAy - V16

Using Theorem 1.3 we get for g > 0

q —a p |D| ) p—2
c29(1+¢q) ||9q||us/ﬂv(bga(mm)eq 16417 26,dx.
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where ¢ depends on p. Inserting this estimate in the previous one we obtain

~

510 <20y N7, S 161 LA - V16
Thus we find
%llquLP +c27(1+q) " N16gllLr S I[Ag, v-VIOIlLr. (16)
To estimate the right side we will use the following result; see [Hmidi et al. 2011, Proposition 3.3].
I[Ag, v-VI0lLr SIVVlLeOllg, -
Combined with (16) this lemma yields

%(e‘”"“*‘”’” 16 () l1Lr) S e O NIVu@) Lo 161 o,
SO o 0)]10 6ol -
To get the last line, we have used the conservation of the L° norm of 6 and the classical fact that
IVllr S llellzr  for pell, +ool.

Integrating the differential inequality we get for g € N

t
— q —a — — q —o
10 Ol e SN0 Lre™ > T 4 16| oo / e Um0 (1) | 1o T
0

Integrating in time yields

t t
27(1 +Q)_a||9q||L;Lp N ||9¢?||LP + 1|60l Lo / lo@)llzrdt S N60llzr + ||90||L°°/ lw(T)llLr dT,
0 0
which is the desired result. (I

7. Proof of Theorem 1.5

Throughout this section we use the notation ®; to denote any function of the form

©i(t) = Coexp(...exp(Cot) .. .),
ﬁf_—/

k times

where Cy depends on the relevant norms of the initial data and its value may vary from line to line up to
some absolute constants. We will make frequent and tacit use of the trivial inequalities

f ®p(t)dt < Dp(t) and exp(/ d,(7) dr) < Dp i (1).
0 0

The proof of Theorem 1.5 is done in several steps. We first give some a priori estimates for the
equations (5). Next we prove uniqueness. Finally, we discuss the construction of the solutions.
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A priori estimates. Theorem 1.5 deals with critical regularities and one needs to bound the Lipschitz
norm of the velocity in order to get the global persistence of the initial regularities. For this purpose we
will proceed in several steps: one of the main steps is to give an L°-bound of the vorticity, but due to
technical difficulties related to Riesz transforms, this is not done directly. First we prove an L”-estimate
for the vorticity with 2 < p < co.

Proposition 7.1. Let o € [0, %], A>3 and p € 12, 00[. Let (v, 0) be a solution of (5) with ° €
L?, 6y LPNL*® and Ry6y € LP. Then, for every € > 0,
lo@lLr + 1101l 1 pre = P2(8).

Proof. Applying the transform R, to the temperature equation we get

DI
log®(2+|DJ)

« = 01, the function I' := w + R, 0 satisfies

R0 +v- VRO + Ry = —[Ry, v-V]6. a7

DI

Since —————%
log®(4 + DI

' +v-VI'=—[Ry, v-V]6. (18)
According to Proposition 5.3(1), applied with r =2,
ITRer, v- VIOl o, S UV UIlLe (WO go, +1612r)-
Using the classical embedding 32,2 < LP? which is true only for p € [2, 00)
%R, v- V10l r < IVVIlLe (101l goc +161Lr)-

Since divv =0, the L? estimate applied to the transport equation (18) gives
IT@lL < HFOHLP4-thHﬁ%a,v-qu(t)HLpdr.
Applying Theorem 3.1 to (17) yields
R0 llLr < |RabollLr +/Ot 1[Re, v - VIOl e dr.

Set f(t) := lo@®)|lLr + |ReB(t)||Lr. From the previous estimates we get
t
f@) STolle + [ RabollLr +/ ||VU(T)||LP(||9(T)||BM2 +10lLr)dT
0 o0,

t
SPAY) +/0 S@OUO@) N goer, + 1100l r) d.

Here we have used the Calder6n—Zygmund estimate, to the effect that | Vv||.» < C|lw||r for p € (1, 00),
and also the estimate ||6(¢)||zr < ||00l|L»r from Theorem 3.1.
According to Gronwall’s lemma we get

clel

F() S FO)eCMllrtg TILI (19)
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For N e N, the Bernstein inequalities and Theorem 3.1 give

172
10,0 < 0| ( X A +1aD™1AG01E) |+ 10d= S0 p00
o qg<N t e,

SOl N2+ 3 (A + 1)1 Ag0 N 11 o
q=N

Stlboll Lo N2 4 3 (L4 1gD* 1 Ag Ol 1
q=N

SNI/ZJF“”QOHLOOt‘f’ Z 2q(2/p)(1+|CI|)(¥“A49”L}LP'
q=N

Using Theorem 6.1, we obtain for p >2and 0 <e <1—-2/p
> (A +1gh 21PN AB 1 S X L+ 1gDX 29 P70 (11601 Lo + 160l < ol 11 1.0)
q=N g=N

< 3 21D (16 Lo + 160l L Nl 1 o)
q>N

N(—1 2
S 160l e 4+ 2V PG | Lo [l 1 -

Consequently,
1011,y goe < N2 F NGl oo + 160l o + 27 TP 6g | Lo ol -
We choose
[ logtetllolle)
Cld—=e—=2/p)log2 |
This yields

t
101150, S 100llznee + 1ot log 12+ (e - f ||w(r)||Lpdr).
t oo, 0

Combining this estimate with (19) we get

Clol 1 4o.e
1611150, S 60l zr + 16oll et Tog! /2 ¥ (e 4 CF (0)eCINrte Tt

< Colog" D% (e + £(0)) (1+1%/2%) 1+ Cligyll 0]/ 21, (20)

1 700,2
where Cy is a constant depending on ||6|| Lrnree-

Case l: a < %

Lemma 7.2. There exists a number C, depending only on « € [0, 1[, such that ifa, b > 0 and if x € R4
is a solution of the inequality

x <a-+bx“, 2n

then
x < C(a+b"179),
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Proof. Set y = a~'x. Then (21) becomes
y < 14+ba*y*.

We will look for a number u > 0 such that y < e/*. It suffices to find i such that
1 +ba® el < ot

In particular (since e#** > 1) we can take for p the solution of

(14 ba* el = et

This gives e* = (1 + ba®~")!/(1=®) Now recall that there is a constant C = C, such that, for every

t,s >0,
(t +5)/0=0 < c (/1= 4 g1/(1-a)y.

With this constant we have y < C(14+b"/1=9g=1) or equivalently x < C(a+ b1/ (=) a9 required. [

Applying this lemma to (20) we get, for every t € R,
1611, goe < Cot™? +12/172) < Co(1 +12/1729) < @1 (1).

It follows from (19) that
Cot2/(1=22)

f @) = Coe = ®,(1)
Applying Theorem 6.1 and (23) we get, for every € > 0 and g € N,

(2/(1-20)

291+ gD 1 AgBl 1 1r < Coe® < ®2(1).

Case 2: o = % The estimate (20) becomes

1611, goue < Colog(e + FON+12) +Cloll Lt 0], s go2,
t Po00,2 17002
with Cy depending on ||y || Lrnr. Hence if we choose ¢ small enough that

Cll6oll~t = 5.
then
1611, o2 < Colog(e+ £ (O).
From (19) we get that
f@) = Cole+ fON.

Now let ¢ be a given positive time and choose a partition (ti)f.V: , of [0, 7] such that
~ 1
ClibollLe(tig1 — 1) = 5.

tit1
Seta; .= / ||9(‘L')||Bo,1/z dt and b; = f(¢;). Computations similar to (20) yield
t; 00,2

a; < Colog(e + b)) (1 + (tix1 — ;)3 + Cll6oll L= (tir1 — t1)a.

Hence we get
a; < Colog(e+b;).

(22)

(23)

(24)

(25)

(26)
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The analogous estimate to (19) is
bis1 < biec(ti+1_ti)“eO”LPecai < Cobiecai. (27)

Combining (26) and (27) yields
bit1 < Cole +b) .

By induction we can prove that for every i € {1, ..., N} we have b; < Coe®P €| and consequently, from
(26), a; < Coev’ . Tt follows that

N
1611, 012 = 3 a; < Coe®N < Cpe.
00,

i=!
We have used in the last inequality the fact that N &~ Cyt, a consequence of (25). We have also obtained
f(t) < CoePCor,
It is not hard to see that (24) implies
100355, < 161171 3 e < P2(0) forevery s < 1. (28)
This ends the proof of Proposition 7.1. U

Remark 7.3. Combining (28) with the Bernstein inequalities and the fact that p > 2 yields

||9||L}Be 1 < ®,(¢t) forevery e <1— % (29)

We are now ready to prove an L°°-bound on the vorticity.

Proposition 7.4. Let o € [0, %], A>3t p €12, oo[, and let (v, 0) be a smooth solution of the system
(5) such that @°, 0y, Reby € LP N L. Then we have

@l + 1RO (@) |0 < P3(1) (30)

and
[v(@)[|Le < D4(2). (31

Proof of (30). By using the maximum principle for the transport equation (18), we get
t
IT@) L < 1T +/ I[P, v- VIO (D)L= dT.
0
Since the function R, 0 satisfies the equation
(8, 4+v-V+ |Dllog %A+ |D|))9Ra0 =—[Ry, v V]6,
we get, using Theorem 3.1,

t
[FRab (Ol < RO (@) Lo +f [[Re, v- VIO (D)L~ dT.
0
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Thus we obtain
IT@ [l 4+ 190 @)L < Tl + [|Reboll L +2/0t (R, v- V1O (D)l L>dT
< co+f0t 19 v+ VIO@ll g dT.

It follows from Theorem 3.1, Proposition 5.3(2) and Proposition 7.1 that
lo@ Lo + 1Rab ()| L~

S Co+ /Ol lo (@)l nrr (10 (@) I8, ,+ 16(2) 20 ) dT

S Co+ IIwIIL,OOLp(IIQIIL;B;OJJrtI|90|ILn) + /Ot lo (@) 2o (16 (D) 13, ,+ 160l r) dT

LetO<e<1— % Using (29) we get

@l + 1RO (@)l S P2(1) +/Ot (@)L= IBe, | + 160llzr) dT.
Therefore we obtain by the Gronwall lemma and (29)
oz + 1Rl (@)l < P3(7). O
Proof of (31). Let N € N to be chosen later. Using the fact that ||Aqv||Loo ~ 271 ||Aqa)||Loo, we get
e < IxQYDhv@O =+ X 27 Agw @)~

g>—N
<Ix@Y Do)l + 2N ()| 1.

Applying the frequency localizing operator to the velocity equation we get
t t
x @Y Do = x 2" D)vo + f Px @Y DDO(r)dT + / Px 2" |D]) div(v ® v)(7) d,
0 0

where % stands for Leray projector. From Lemma 2.1, a Calder6n—Zygmund estimate and the uniform
boundedness of x (2" |D|) we get

t t
f Ilx 2N DNPO(7) || LedT < 27NEP / 16(T)lLrdT < tll60llLe-
0 0
Using Corollary 3.9(2) we find
t t
/ |2 x 2Y D) div(v ® v)(7) | edT S 2V / [v(T) |17 ~dT.
0 0

The outcome is

t t
lv@llze < lvollzee+tll6ollLr +27 f [v(@7edt+2N o)l < 2—N/ [v(T) |17 edT +2N D3 (2).
0 0
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Choosing judiciously N we find

t 1/2
[v@®)llLe < <I>3(t)<1 + (fo ||u(r)||imdr) )

From the Gronwall lemma we get [[v(f) ||z~ < D4(t), as desired. O
Finally, we turn to a Lipschitz bound of the velocity.

Proposition 7.5. Let o € [0, %], A>3t p €12, o[, and let (v, 8) be a smooth solution of the system
(5) with °, 69, Raby € BY, | N L. Then

120Dl + 0@l + 10Ol < Pa0).
Proof. Applying Corollary 3.17 to the equations (17) and (18), we obtain
IT@Olgo | + 1%t Ollgo | S (Cot [[[Fas v- VIO o YA+ NV VL1 L) (32)

Thanks to Propositions 5.3, 7.4, 7.1 and Equation (29) we get

t
[ 19, v 910 1o 5/ (lo @Iz~ + lo@ ) (101, + 10(D1Lr) dT S B3(1).
t P, 0 s
By easy computations we get
VUl < IVA_ vl 4+ 30 18¢VVllee Sllwllr + 32 [Aqolli=
geN qeN

SO0+l @l g - (33)

Putting together (32) and (33) leads to

t
lo®llg < IT@lp  + 1ROl g0 < <1>3<z><1 +f oo (D)1 o ldr>.
00, 00, 00, 0 00,
Thus we obtain from the Gronwall inequality
loxlg , + 1ROl o | < Pa(o). (34)

Coming back to (33) we get
[Vo(@)llLe < Pa(r).

Let us move to the estimate of v in the space B;o’l. By definition we have
@l S IO~ + lo®l g
Combined with (31) and (34) this yields
o)l 51, < Pa(o).

The proof of Proposition 7.5 is now achieved, and with it the first step in the proof of Theorem 1.5,
according to outline on page 274. U
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Uniqueness. We will show that the Boussinesq system (5) has a unique solution in the function space

€r=(L¥BY,  NLyBL ) x (LFLPNLLBy ), 2<p<oo.

(e.¢]

Let (v!, 8') and (v, 62) be two solutions of (5) belonging to the space €7, and set
v:vz—vl, 0=0>—0".

Then we get
v+ v2-Vo=—Vr —v-Vul +0e,,
[D| P
o
log™ (A + |DI)
V=0 = Vo, O=0 = 0.

9,0 +v*- Vo + =—v.Vo!,

According to Proposition 3.15 we have
1
Ol < Ce O (lvollg + IVl 50+l Vo g+ 10050 ),
with Vi (¢) = | Vv 1! - Straightforward computations using the incompressibility of the flows gives

Vi =-VA 'div(v- V' +v?) + VAT19,0
=1+IL

To estimate the term I we use the definition
IMige , S NVAT div) div A1 (0@ W' +v*) = + v V! + )1
From Proposition 3.1(2) of [Hmidi et al. 2011] and Besov embeddings we have
I(VAT div) div A1 (0® (v + 01z S v ® @' +v7) e S vl g 0!+ 02l -
Using the incompressibility of v and Bony’s decomposition one can easily obtain
- V@' +v)llge  Slvlig '+l .
Putting together these estimates yields
IWlgo S Wollgo 0"+l p . (35)
We now turn to the term II. By using Besov embeddings and a Calder6n—Zygmund estimate we get
Iy | SNVAT 001 2 S 161 g2

Combining this estimate with (35) yields

t
OIS seCV“)(nvonBo o+ / @ lg (141" ) (@)l l)dr) +eV 0101y o,
0, 00, 0 0, 00, tPp,

where V(1) := || (v', v2)||L}Bl g
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Now we have to estimate ||6|| By applying A, to the equation of € and arguing similarly to the

Ll B2/]p .
t7p,
proof of Theorem 6.1 we obtain for g € N

t
—ct24 —a 0 —c24 0
164 Ollr S e T 16211 + fo e~ DDA (- VO (D), dT

t
N / e~ DD 2.y, A ]0(0)],, dr.
0

Remark, first, that an obvious Holder inequality yields that for every e € [0, 1] there exists an absolute
constant C such that

/0 t e~ TP g < €' P27 (14 ¢)*° forall ¢ > 0.
Using this fact and integrating in time we obtain
221164l 1o S (g + D29 TPNON Lo + 1, (1) + 11,4 (1), (36)
where
I (1) = 1175 (q + 1)*217*F2/D) fo 1A - VOO s dr,
I, (1) = 1177 (g + 1*e21 e+ /0 09, A6 10 d.
Using Bony’s decomposition we get easily

[A;-VOOYDO e STv®lle Y 2714;0' O lr +27v@) e 3 140110

Jj=<q+2 Jj=q—4
Slv®Oliee Y A+1D*QIA+1iD 140" @)Lr)
Jj<q+2

+lv@®)liL= Y 2q_j(1+|j|)a(2j(1+|j|)_a||Aj91(t)||L1’)~
j=q—4

Integrating in time we get
Ig(1) S 1170 vl e 21P70 (g + D0 7
1’70(2!1((2/17)-1-1—8)(q + l)a(l-i-e) 3 2—/'(1 + 1)
e jzq—4
Sl e 27 PP (g + DITEIE 02y g 37)
t Pp,00

1—-¢ 1y
+1 vl 071715

To estimate the term II, we use the following classical commutator (since % < 1) [Chemin 1998]:
Iw? - V. Agl0llr S 271 V2 L 16]] -
P

Thus we obtain

1y (1) S1175(q + D277 | Vo2 || o 1116 (38)

L! Bf){{"
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We choose ¢ € ]0, 1[ such that 2_ & < 0, which is possible since p > 2. Combining (36), (37) and
(38) we get p

1—¢ 1 1—¢ 2
||9||L,'Bf,({’ Sl + 1 Nvllgers=llO g1 gt e + 1"V |IL,°°L°°||9||L;Bi_/{7-
It follows that there exists a small § > 0 such that for ¢ € [0, §]
1—¢ 1
IIGIIL;Bi{{a S0l + 1 vllper= 071 g1
Plugging this estimate into (36) we find
cv 1
Il zemo | S e O (lvollgo , + 160l + 10l g | + 1 I0llizor 16" g1.—e).

If § is sufficiently small then we get for ¢ € [0, §]

1ol 0, S lvollgo -+ H6ollLr- (39)
This gives in turn

I|9IIL;B§(5 S llvollge 411601l - (40)

This gives in particular the uniqueness on [0, §]. Iterating this argument yields the uniqueness in [0, T'].

Existence. We consider the system

o;v, + v, - Vv, + V, = 0,e,
D]
0,0 -V, + ————0, =0,
(O 0 VO g G D (B.)
divv, =0,
_ 0 _ 0
Un‘,:() = SnU , 0n|t:0 = S,,Q .

By using the same method as [Hmidi and Keraani 2009] we can prove that this system has a unique
local smooth solution (v,, 6,). The global existence of these solutions is governed by the following
criterion: we can push the construction beyond the time 7 if the quantity || Vv, ||, s is finite. Now from
the a priori estimates the Lipschitz norm cannot blow up in finite time and then the solution (v,, 8,) is
globally defined. Once again from the a priori estimates we have for 2 < p < oo:

loall o1, + l@alligrr + 16l L, < Pa(T).

The space &, was introduced before the statement of Theorem 1.5. It follows that up to an extraction
the sequence (v,, 6,) is weakly convergent to (v, ) belonging to L‘}OB;Q1 x LT, with w € LFL?.
For (n, m) € N? we set Un.m = Un — Uy, and 6, ,, = 6, — 6, then according to the estimate (39) and (40)

we get for T =6,
”vn,m ”L%OBgO . + ||9n,m ”LITBz/f SJ “SnUO - va0||}_!3gO . + ||Sn90 - Sm00||LP-
J P, ,

This shows that (v,, 6,) is a Cauchy sequence in the Banach space L‘}oBgo’ | X LITB;/ f and then it
converges strongly to (v, #). This allows to pass to the limit in the system (B,) and then we get that

(v, ) is a solution of the Boussinesq system (5).
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DEFECTS IN SEMILINEAR WAVE EQUATIONS AND TIMELIKE MINIMAL
SURFACES IN MINKOWSKI SPACE

ROBERT JERRARD

We study semilinear wave equations with Ginzburg—Landau-type nonlinearities, multiplied by a factor
of £72, where & > 0 is a small parameter. We prove that for suitable initial data, the solutions exhibit
energy-concentration sets that evolve approximately via the equation for timelike Minkowski minimal
surfaces, as long as the minimal surface remains smooth. This gives a proof of the predictions made (on
the basis of formal asymptotics and other heuristic arguments) by cosmologists studying cosmic strings
and domain walls, as well as by applied mathematicians.

1. Introduction

In this paper we prove that, if I" is a timelike minimal surface of codimension k = 1 or 2 in Minkowski
space R!*N  smooth in a time interval (=T, T), then, for suitable initial data and N > k, the solutions
u: RN — RF of the equation

Du+8—12f(u)=o, 0<e<l, (1-1)

exhibit an energy-concentration set that approximately follows I, at least up to time 7. Here, the model
nonlinearity is f (u) = (Ju|>—1)u in low dimensions; in higher dimensions, we take f to be a qualitatively
similar nonlinearity, satisfying growth conditions that leave equation (1-1) globally well-posed; see (1-9)
and (1-19) for the precise assumptions.

Our main motivation for this work comes from the very rich mathematical literature on corresponding
questions about elliptic and parabolic analogues of (1-1), which have been studied in great detail for the
past 30 years or so. In the elliptic case, these past results establish deep connections between energy-
concentration sets for the solutions u : @ C RY — R of the equation

—Au+gizf(u)=0, D<exl, (1-2)
and (Euclidean) minimal surfaces of codimension k in 2. Similarly, the parabolic equation

u,—Au+8i2f(u)=o, 0<e<kl, u:0,T)xRY >R, (1-3)
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is related to the geometric evolution problem of codimension-k motion by mean curvature. Our results
address the natural question of whether any parallel results hold, relating the semilinear wave equation
(1-1) to the timelike Minkowski minimal surface problem, which is a geometric wave equation.

It turns out that this question is also relevant to the description of cosmological domain walls (k = 1)
and strings (k = 2); see [Kibble 1976] for a seminal early paper, and [Vilenkin and Shellard 1994] for
an in-depth survey of a large body of work on related questions. The problems we study have also
been addressed in the applied math literature by [Neu 1990], with some generalizations considered by
[Rotstein and Nepomnyashchy 2000]. We will not say any more about any of these applications in this
paper, except to note that our main results can be described as giving a rigorous derivation, in the relatively
simple and physically unrealistic setting of a scalar particle described by equation (1-1), of the laws of
motion for cosmic strings and domain walls, deduced formally by cosmologists over 30 years ago.

1.1. Mathematical background. We first review results about the elliptic and parabolic equations (1-2)
and (1-3). Throughout this discussion, we consider the model nonlinearity f(u) = ( [u]?> — D u.

In the elliptic case, and when k = 1 (so that equation (1-2) is scalar), the general heuristic principle
(underlying essentially every work we know of) is that

d
urq(3). (1-4)
where ¢ : R — R solves
—q"+ f(g)=0, ¢q0)=0 and g¢g(x)— £1 as x — oo, (1-5)

and d : 2 — R is the signed-distance function to a minimal hypersurface I"' C €2, so that d is characterized

near I" by the properties
d=0 onTl, |Vd?=1 nearT, (1-6)

and I' satisfies
(Euclidean) mean curvature = 0. (1-7)

There are a vast number of results establishing various forms of these assertions. Roughly speaking, these
fall into two families. The first (see for example [Modica 1987] or [Hutchinson and Tonegawa 2000])
employ variational and measure-theoretic methods, together with elliptic estimates, to characterize the
limiting behavior of sequences of solutions as ¢ — 0. These proofs generally establish some form of
what is called “equipartition of energy’, which can be viewed as a weak form of the description (1-4).
The second family of proofs (see for example [Pacard and Ritoré 2003]) employ the Liapunov—Schmidt
reduction and related arguments, relying ultimately on the implicit function theorem and control of the
spectrum of some linearized operator. These arguments yield existence results that give very precise
descriptions, in the spirit of (1-4), of the solutions that are constructed.

In the £k = 1 scalar case of the parabolic equation (1-3), more or less the same heuristic (1-4), (1-5)
holds, except that now d is a function of ¢ and x, and, for every ¢, d(z, -) is the signed-distance function
from a hypersurface I3, so that

d(t,-)=0onT, and |V.d(t, -)|>=1nearl},
with I := J,_{t} x I} inside (0, T) x RY, satisfying

velocity = mean curvature. (1-8)
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Different versions of this result have been established by a variety of proofs, including linearization
techniques (see [de Mottoni and Schatzman 1995]), which establish a strong form of (1-4) but are valid
only locally in #; maximum principle arguments, which ultimately rely on an ansatz based on (1-4)
to build sub- and super-solutions (see [Chen 1992; Evans et al. 1992]), or which employ a change of
variables motivated by (1-4) and techniques for weak passage to limits [Barles et al. 1993]; and measure-
theoretic methods combined with parabolic estimates (as in [Ilmanen 1993]), in which (1-4) appears in
the weak form of assertions about equipartition of energy. The maximum principle and measure-theoretic
arguments give weaker descriptions that are, however, valid globally in ¢, with (1-8) understood in a weak
sense.

In the vector-valued k =2 case, for both the elliptic (1-2) and parabolic (1-3) systems, we do not know
of any characterization as precise as (1-4); obstacles to such results include the difficulty of describing
rotational degrees of freedom, and the related poor behavior of the spectrum of certain linearized oper-
ators. However, there are a number of results showing, in various degrees of generality for solutions of
equation (1-2) (including, among others, [Lin and Riviere 1999; Bethuel et al. 2001; Alberti et al. 2005])
and of equation (1-3) (see [Ambrosio and Soner 1997; Lin and Riviere 2001; Bethuel et al. 2006], for
example) with suitable energy bounds, that energy concentrates around a codimension-2 submanifold I"
satisfying (1-7) and (1-8), respectively. These results generally employ elliptic or parabolic estimates,
some of which are extremely delicate, in combination with measure-theoretic arguments, and they pro-
vide information, customarily phrased in the language of varifold convergence, about the precise way in
which energy concentrates around the codimension-2 surface I.

All results about (1-2) and (1-3) rely very heavily on tools that are not available for hyperbolic equa-
tions, such as maximum principles (in the scalar case) and elliptic or parabolic regularity. Thus, they do
not give much indication of how to proceed for the nonlinear wave equation (1-1). We know of only
two partial exceptions to this rule. First, there is no abstract reason that linearization arguments should
be impossible in the hyperbolic setting; they appear however to be hard to carry through. Second, a
number of papers, starting with [Bronsard and Kohn 1991], study (1-3) using weighted energy estimates.
In particular, we mention an argument presented by Soner in a 1995 lecture series [1998] for the scalar
parabolic equation (1-3), and developed in [Jerrard and Soner 1999; Lin 1998] for parabolic systems.
This argument relies on a rather straightforward but remarkable computation of % /; gy Ces(u) dx, where
e:(u) is a natural energy density associated with a solution u of (1-3), and ¢ is a smooth function such
that ¢(f, x) = %dist(x, I})? near I}, where the latter solves (1-8). This calculation certainly uses the
parabolic character of (1-3), but it is not clear if it uses it in an essential way. Indeed, our main proofs
originated as an attempt to develop an analogue of this argument in the hyperbolic setting.

Much less work has been done on the hyperbolic equation (1-1) than on its elliptic and parabolic
counterparts. The few papers of which we are aware mostly study situations rather different from those
we consider here, including

o works [Jerrard 1999; Lin 1999] that characterize the behavior of solutions of (1-1) in the limit £ — 0
in the case N = k = 2, for the model nonlinearity f(u) = (Ju|> — 1) u.

 [Gustafson and Sigal 2006], on the Maxwell-Higgs model, in which (1-1), with the model nonlin-
earity f(u) = (lul?> = Du, is coupled to an electromagnetic field, when N =k =2and 0 < ¢ < 1.
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« [Stuart 2004a], studying an equation of the form (1-1) on a Lorentzian manifold and with a focusing
nonlinearity, for 0 < ¢ < 1; see also [Stuart 2004b].

In all these papers, energy concentrates around points (known as “vortices” or “quasiparticles’, depending
on the situation), and these points evolve according to an ODE. These results are valid only as long as
the points remain separated from each other. The fact that points are geometrically very simple objects
makes the analysis easier, in some ways, than in the problems we consider here, where the same role
is now played by submanifolds of dimension n > 1. An additional significant, simplifying factor in all
the papers cited above (except those of Stuart) is that they study a scaling in which vortices move at
subrelativistic velocities, that is, velocities that tend to 0 as ¢ — 0.

It is also worth mentioning the work of Cuccagna [2008] that studies (1-1) in R!'*3 with ¢ = 1, and
establishes scattering for initial data (u, u,)|;—o, which is a small, very smooth perturbation of (¢ (x3),0).
This can be seen as an analogue for (1-1) of results [Lindblad 2004; Brendle 2002] that establish scat-
tering for solutions of the timelike Minkowski minimal surface problem, with initial data that is a small
perturbation of a motionless hyperplane.

As far as we know, the only work of rigorous mathematics that addresses exactly the questions we
consider here is a recent preprint of Bellettini, Novaga, and Orlandi [2008]. Its main result identifies
some conditions that, if they could be verified, would suffice to imply that a varifold, obtained from a
sequence of solutions (u.) of (1-1) satisfying natural energy bounds, is stationary with respect to the
Minkowski inner product structure. These conditions include lower density bounds, as well as, roughly
speaking, some quite strong constraints on the limiting tangent space. As discussed in Remark 1.6, the
results we obtain here are stronger than those projected in [Bellettini et al. 2008].

1.2. New results. In many ways, our results follow the pattern described previously. In the case k = 1
of a scalar equation, as in the earlier work on the elliptic and parabolic problems, we obtain, for suitable
initial data, a description of solutions of (1-1) parallel to (1-4), (1-5), (1-6), (1-7) with, in the last two
identities, the Euclidean metric replaced by the Minkowski metric. And in the case k =2, we prove that,
for solutions of (1-1) with suitable initial data, energy concentrates around a codimension-2 surface I"
that satisfies (1-7), again with the Euclidean metric replaced by the Minkowski metric. We also give a
precise description of the way in which this concentration occurs; in fact, we obtain this description for
the case k =1 as well.

The strongest results (for example [Bethuel et al. 2006]) on the parabolic equation (1-3) hold globally
for t > 0, and they assume only natural energy bounds on the initial data. Our results, by contrast, are
valid only locally in # —that is, as long as the surface I remains smooth — and require rather special
initial data. We note, however, that results like those we obtain are almost certainly not true globally in
t or for general initial data.

In all our results, we take the timelike minimal surface I" to have the topology of (—T7, T)) x T", where
n = N —k. When k = 2, this covers the important example of a closed string in R>. In fact, we view the
global topology of I' as relatively unimportant, since our results are in some sense local, and since both
the semilinear wave equation (1-1) and the timelike minimal surface equation enjoy finite propagation
speed. In any case, our methods should extend to I' = (—T, T') x M for more general M.

The quite general results in [Milbredt 2008] imply, in particular, the local existence of smooth timelike
minimal surfaces I', given smooth data at t = 0.



SEMILINEAR WAVE EQUATIONS AND TIMELIKE MINIMAL SURFACES 289

In the scalar case, we assume that the nonlinearity f in (1-1) has the form f = F’, where F : R — R
is a smooth function such that

F(x1)=0 and c(1—|[s])*> < F(s). 1-9)

We also assume that f grows sufficiently slowly so that (1-1) is globally well posed in H' x L2. If
N <4, we may take f(u) = (u>—1)u.
In the statement of our results, we use the notation

ee(u) = %(u,2+ |Vul?) +8i2F(u) (1-10)

1
K1 :=/ V2F(s)ds. (1-11)
-1

One can think of «; as a constant, related to the surface tension of an interface. In the scalar case, our
main results can be summarized as:

and

Theorem 1. Let T C (=T, T) x RN be a smooth timelike minimal hypersurface. Let Ty :=T N ({t} x RY)
and assume that, for every t € (—T, T), 1} is diffeomorphic to the torus T", forn = N — 1.

Given Ty < T, there exists a neighborhood N of T in (=T, Ty) x RN in which there exists a smooth
solution d : N — R of the problem

d=0 onT, —d*+|Vd*=1 nearT. (1-12)

(In other words, d is the signed Minkowski distance to I"; compare with (1-6).) Moreover, there exists a
solution u of (1-1) (with f as described above) such that, for any Ty < T,

Ji-a()

/dzeg(u)dtdx + / e.(u)dtdx < Ce. (1-14)
[ [(=To, To) xRN\ N

< C+e, (1-13)
12()

where g solves (1-5) and

In addition, if Teq) = (ggfﬁ (“))Q{ﬁzo and I (I") = (gg(F))(]XﬁZO denote the energy-momentum tensors
for u and T" (defined in (2-8) and (2-9), respectively), then

”igg(u) _ GJ(F)“ < Ce. (1-15)
K1 W=LI((=Tp, To) xRY)

In all these conclusions, C = C(1p, I') is independent of ¢.

Remark 1.1. The definitions imply that J 20(”) = e, (u), and that gg(F) is a measure supported on I
and defined by
T
/ ft,x)dT) = / ft,x)(1=VH~ V29" dx) dt,
-7Jr,
where V (¢, x) denotes the (Euclidean) normal velocity of I" at a point (¢, x) € I'. We can denote this
measure by (1 — V2)~12(" _T}) @ dt. The conclusion (1-15) thus implies, in particular, that

Hieg(u) — vy (%”LD)@dtH < Cs. (1-16)
K1 WL1((—=To.To) xRN)
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A parallel remark holds for conclusion (1-21) of Theorem 2 below.

Remark 1.2. Our arguments show that a solution u# of (1-1) satisfies (1-13), (1-14) and (1-15) if, for
example,

d(0, x) 1 ,,d0,x)
u %) =q( ) and w0 =-q( )di 0. x) (1-17)
£ £
in a neighborhood Ny of I'g, and if
/ es(u)dx <e. (1-18)
(0} x (R¥\No)

For details, see Lemma 9 and Theorem 22.

In the vector case, we can again take f(u) = (lu]?> — Du if N <4, or, in other words, f=V,F, for
Fu) = %(.|u|2 — 1)2. More generally, we require from f only that the equation (1-1) be globally well
posed in H! x L?, and that f =V, F where

cl—u)? < Fu) <C(—u])? for|u|<2 and F@u)=>c>0 for |u| > 2. (1-19)
We summarize our results in the k = 2 vector case in:

Theorem 2. Let I' C (=T, T) x RN be a smooth timelike minimal surface of codimension k = 2. Let
I :=T N ({t} x RY) and assume that, for every t € (=T, T), T} is diffeomorphic to the torus T", for
n=N-2>1.

When k = 2, there exists a solution for (1-1) such that, for any Ty < T, there is a constant C such that

/ Fe.(u)di dx < C. (1-20)
(—TQ,T())XRN
where d(t, x) = min{1, dist((¢, x), ')} and
1
H T () — 9‘(1“)” < Cllng|"1? (1-21)
7 |lnég| W=LL((=To, To) xRY)

where J,(u) and I (I") denote the energy-momentum tensors for u and I" defined in (2-8) and (2-9),
respectively. In all these conclusions, C = C(Ty, I') is independent of .

Remark 1.3. In Lemma 9 we give an explicit construction of initial data for which the conclusions of
the theorem hold.

Remark 1.4. The proof shows that the solutions # from Theorem 2 have a defect near I'; see (6-5) for
a precise, if opaque, version of this assertion.

Remark 1.5. In both the above theorems, the constants C in the conclusions are at least exponential in
Ty. That is, our proofs yield constants of the form C = ae’’0, where a, b themselves depend on I'" and
Ty, and may blowupas Ty ' T.

Remark 1.6. Our results imply in particular that, if we fix I as in either of the theorems above, there
exists a sequence (u.) of solutions of (1-1) such that the energy-momentum tensors 8, J,(u.) converge
weakly, as measures in (—7,T) x RV, to J(I"), if the scaling factor 8, = 8. (k) is chosen correctly.
This fact can be seen as a form of varifold convergence, analogous to results proved in [IImanen 1993;
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Ambrosio and Soner 1997; Bethuel et al. 2001; 2006] for elliptic and parabolic equations, and discussed
in the hyperbolic case in [Bellettini et al. 2008].

However, by providing quantitative estimates of ||§:T¢(u) — I ()| w-1.1, our results are sharper than
simple convergence results. This sharpening is significant, because convergence results, strictly analo-
gous to known results in the elliptic or parabolic cases, can fail in the hyperbolic setting. That is, in
our setting (but not for elliptic or parabolic problems) there exist sequences of solutions (u.) such that
8:J ¢ (ue) converges to a measure-valued tensor J supported on a codimension-k set, but such that J is
not the energy-momentum tensor for any timelike minimal surface I'; in other words, J is not weakly
stationary; see Section 1.4 for explicit examples.

Remark 1.7. If we fix I" and consider an associated sequence (u.) of solutions as found in Theorem 2,
with ¢ — 0, the uniform energy bounds (1-20) away from I", combined with a classical argument of
[Shatah 1988], imply that, after passing to a subsequence, u, converges weakly in Hllo J=T, T) x
RN \I') to a wave map into st

Remark 1.8. In both theorems, we ultimately rely on energy estimates in a frame that moves with I.
These estimates (summarized in Theorem 22) assert more or less that energy remains concentrated around
" on the same scale for 0 <t < T, as it is at t = 0. The hypotheses for Theorem 22 are:

» small energy away from I'g —see (2-31);
o a defect near I') — see (2-36);

» small energy, given the presence of the defect, near Iy, in a frame that moves with I' — see (2-34)
and (2-35).

Theorems 1 and 2 follow from the special case of Theorem 22 in which the energy is, roughly speaking,
as concentrated as possible around I'g. The fact that our results for k = 1 are considerably stronger than
for k = 2 stems ultimately from the fact that, when k£ = 1, for initial data that is nearly energetically
optimal (essentially, (1-17) and (1-18) or suitably small perturbations thereof) the energy is very sharply
concentrated around I'g, whereas when k£ = 2, for the model initial data, energy is quite spread out. A
more precise expression of this fact appears in (1-33).

1.3. About the proofs. A main issue in the analysis of (1-1) is to establish some kind of stability property
of the moving defect; that is, the interface (k = 1) or “string” (k = 2). The relativistic invariance of the
equation suggests that a defect should acquire extra energy when it accelerates (and this is confirmed
by our results; see, for example, (1-16)), so we must rule out this extra energy as a potential source of
instability. Our analysis starts from the observation that, for a solution that behaves as predicted in the
formal arguments of [Vilenkin and Shellard 1994; Neu 1990; Rotstein and Nepomnyashchy 2000] and
others, a moving defect will always appear to be energetically optimal in the frame of reference of an
observer who is moving with the defect.

1.3.1. Change of variables. Motivated by this, we begin by rewriting the equation in a frame that follows
the timelike minimal surface I', where the defect is expected to remain. In these variables, our task is
to show that the solution is approximately constant, and we expect the defect to have some optimality
property that we can exploit.
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To define the change of variables, we start with a map H defined on (—7, T) x T" and parametrizing
I c (—T,T) xR", and we extend H to a diffeomorphism y between, essentially, a neighborhood in
(=T, T) x T" x R* of (=T, T) x T" and a neighborhood of " in R'*VN. We write v as a function

of variables y = (y°,..., y¥) = (y% y"), where y* = (y°, ..., y") are variables tangent to I', and
y' = (y"*t1, ..., yV) correspond to directions normal to I'. We always arrange that y° is a timelike
coordinate, and that all other coordinates are spacelike.

We will also write, for example, D, = (8},0, ...y 0ypn)and V, = (ayn+1, R 8y1v). We generally write

D for a space-time gradient, and V for a gradient involving space-like variables only.
We then define v = u oy on the domain of ¥y. We find it convenient to write the equation satisfied by
v (that is, equation (1-1) expressed in terms of the y variables) in the form

dyen/—8
—dy0(g*9,5v) —b- Dv+ 81—2f(v)=0 and b= DIV pap, (1-22)
-8

Ner
Here, G = (gup) is the expression in the y coordinates of the Minkowski metric, (g% = (go,,g)_l, g=
det(gup), and we implicitly sum over repeated indices. Equation (1-22) enjoys certain useful properties,
which are summarized in Proposition 4. Some of these follow from the specific form we chose for the
map . The fact that I" is a timelike minimal surface implies a key property of the coefficient b of the
first-order term:

b’ < Cly"| at y=(©"%y"), for b":=@", ..., b"Y). (1-23)

We emphasize that the verification of (1-23) is the only place in our analysis where we explicitly invoke
the fact that I' is a minimal surface.

1.3.2. Energy estimates. We now focus on v solving (1-22) on, say, (=71, T1) x T" x B, (p,) for some
Ty < T and p, > 0, where B,(p,) :={y" € R’j :1y"l < py}. We will use the notation
1 2 1
e:v(V) 1= §|Vvv| + e_ZF(U)' (1-24)

We introduce a scaling factor 6, = 6. (k) (see (2-1)), chosen so that, heuristically,

85/ (V)Y )dy” = 1—o0.(1) ifv(y",-) has adefect near y” =0, (1-25)
{yveRk :|yv|<p1}

for every fixed pp; this is made precise later. One of our goals is to show that, if

ayi=b. [ Dl Pen@dy -y
Trx W, (s) y0=s

is small when s = 0, say, then it remains small for a range of positive s. Here, W, (s) is a neighborhood
of the origin in R¥ that may depend on the parameter s, but will always contain a ball of fixed radius p.
The smallness of ¢3 is consistent with v having a large amount of energy, as long as it involves mostly
the normal energy e, , (v) and is concentrated very near the codimension-k surface {y” = 0}.

Our strategy is to define some quantity ¢;(s) such that

¢l(s) < CL(s) (1-26)
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and such that, under suitable additional assumptions,

C1(s) > c&3(s) —oe(1). (1-27)

A main task will then be to show that these additional assumptions are preserved by equation (1-22). If
we can do this, we can easily use Gronwall’s inequality to control the growth of 3.
For the verification of (1-26), we define the approximately' conserved energy density

1 1
ee(v) = 34" vyevys + 5 F(v), (1-28)
where a®? is a positive-definite matrix related to g*?; see (2-16). (When we want to avoid any possibility
of confusion, we will write e, (v; G) for the above quantity, and e, («; 1) for the energy defined in (1-10),
with 1 denoting the expression in the original coordinates of the Minkowski metric.) We further define

£1(s) :=88f (I+waly"P)ec)dy dy™) — —1,
T x W, (s) Yo=s
where «» is a constant to be selected in a moment. (It will turn out later that we can take x, = 1 in the
scalar case.) We hope to show that ¢; satisfies the properties (1-26) and (1-27) above.
Indeed, as long as the sets W,,(s) are chosen to shrink rapidly enough, we will show in Section 3 that
the verification of (1-26) follows quite easily from the differential inequality

N

0 J 2 2 2
a—yoee(wf;a—yiw’w(wrw +1y" P IVol?) (1-29)
for some vector ¢ = ((p1 e (pN ). The differential inequality (1-29), in turn, follows easily from (1-22);

see Lemma 6. The key point in (1-29) is the factor | y"|% which follows from (1-23) and, hence, from
the fact that I" is a minimal surface.

To check (1-27), we first note that some of the good properties of (1-22) alluded to above imply that
if k» is chosen in a suitable way (see (2-23)), then

(1+120y"*)es () > c|Drvl* + (14 1y"1%) esu(v).

With this choice of «»,

¢1(s) = cg3(s) +/ (58/ ec,(v)dy’ — 1> dy'-- -dy”|
" W, (s)

Yo=s

Thus, in view of the choice (1-25) of §., we can deduce (1-27) as long as we can check that v(s, -) has
a defect confined near {(y',..., yV) e T" x [Rif : y¥ = 0}. (This is the additional assumption mentioned
before equation (1-27).)

IThe exact law expressing conservation of energy for (1-1) can, of course, be transposed to the y coordinates. As far as we
know, this is not useful for our problem, since it does not distinguish any good property of equation (1-22) resulting from the
fact that the change of variables is built around a parametrization of a minimal surface.
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1.3.3. A certain stability property. We therefore introduce a “defect confinement functional”
% : H'(T" x By(py) — R

that is designed to have two properties. (This functional takes quite different forms in the two cases k = 1
and k = 2 that we consider; see (3-1) and (5-1).) First, we require that

D(v(s,-)) small = “defectis confined” = lower energy bounds = (1-27) holds. (1-30)

This sort of argument will eventually lead to an inequality of the simple form

53(s) = C[L1(s) + 52(s) ]+ 0. (D), (1-31)

where

52(s) = D(v(s)).

Second, we need 9 to be such that
changes in {>(s) can be controlled by £3(s). (1-32)

Concrete versions of (1-30) and (1-32) are established in Section 3 for k = 1, and Section 5 for k = 2.
Heuristically, (1-32) should hold because, if the defect strays away from y* = 0, then it should carry
with it concentrations of energy that can be detected by ¢3. In the case k = 1, (1-32) will take the simple
form & (s) <26,(0)+C fos ¢3(0) do. The corresponding estimate for k = 2 is similar but slightly more
complicated. In both cases, however, by combining (1-31) and a specific concrete version of (1-32) with
(1-26), we obtain control over ¢;(s) for i =1, 2, 3. This gives us a good deal of information about the
behavior of v, from which all of our main conclusions are ultimately deduced.

One can view (1-31) and (1-32) as a weak stability property of states w for which % (w) is small and
for which the inequality in (1-31) is almost saturated.

The difference in the strength of our conclusions in the cases k =1 and k = 2, discussed in Remark 1.8,
stems from the fact that, for optimal initial data,

g2 when k=1,

1-33
lng|~! fork =2; (1-33)

fori=1,2,3, §,~(0)%{

see Lemma 9. This reflects sharper energy concentration around {y” = 0} in the case k = 1.

1.3.4. Some other issues. The change of variables that we employ is defined only in a neighborhood of
I". We must therefore combine estimates of v near I' with estimates of # away from I', and then iterate.
We verify in Section 6 that this can be done in such a way as to genuinely yield estimates valid up to
(—To, Tp) x RN for arbitrary Tp < T

Spacelike hypersurfaces of the form {y? = constant} play a distinguished role in our argument, as it
is along these surfaces that the defect structure is nearly energetically optimal for the solutions v that
we consider. This near-optimality is manifested, for example, in the fact that inequality (1-31) is nearly
saturated. In general, our change of variables ¥ ~! maps the hypersurface {(z, x) € R'*V : ¢ = 0} (on
which we assume the data for the solution u# of (1-1) is given) onto a hypersurface that is smooth and
spacelike, but otherwise can be quite arbitrary. So, a certain amount of work is needed to obtain control
of v on a suitable portion of some hypersurface {y” = constant}. This is done in Sections 4 and 5.3, and
involves mainly technical adjustments to our basic energy estimates as outlined above. This means that
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we carry out our main energy estimates twice, once in a simpler form that can easily be iterated, and
once to deal with complications caused by the geometry of the initial hypersurface in the transformed
variables. This, and the similarity between the cases k = 1 and k = 2, leads to a certain amount of
redundancy which, however, enables us to present out argument first in a relatively simple setting, in
Section 3; we believe this makes the main ideas easier to grasp.

The technical work of Section 4 could be avoided if we insisted on prescribing data only on spacelike
hypersurfaces that have the form {y? = constant} near I'¢, but we feel that this would be unnecessarily
restrictive.

Finally, we extract all the conclusions of the main theorems from control over quantities such as ¢y, &
and ¢3 above; this is done in Section 6. In the vector case, these arguments require a useful recent estimate
of [Kurzke and Spirn 2009], without which we would not be able to establish the full energy-momentum
tensor estimate (1-21).

1.4. Some examples. It is well known that the timelike minimal surface equation for (1+1)-dimensional
surfaces in R!™V is explicitly solvable for every N > 2. In particular, if a : R — RY and b : R — R" are
smooth maps such that |a’| = |b’| = 1, then the function

X(s,t):=(t,x(s,1)) with x(s,t):= %(a(s +1t)+b(s—1))

parametrizes a surface that satisfies the timelike minimal surface equation wherever it is smooth. (See,
for example, the exposition in [Vilenkin and Shellard 1994, Chapter 6].) From this one can deduce? in
particular, that, if g : R — R is any smooth function (where k = N — 1), then

[:={(,s,g(s—1)):t,s €R} (1-34)

is a (1 + 1)-dimensional minimal surface in R'*". For a timelike minimal surface I of this very simple
form, it turns out that there are corresponding solutions of the nonlinear wave equation (1-1) that exactly
follow I'. Indeed, if ¢ : R* — R is any smooth solution of

—Aq+(q* —1)g =0,
then, after writing x € R¥ = R'"** as (x!, x") € R x Rk,

x’—g(x! —t))

&

u(t, x) ::q( (1-35)

solves (1-1) in all of RV,

In particular, consider a family of surfaces (I"*).¢(0,1] of the form (1-34) associated with a sequence of
smooth rapidly oscillating functions (g,), converging weakly in H' to a limiting function go. Although
I'® converges in Hausdorff distance to the minimal surface I'y associated via (1-34) with the function g,
one can arrange the oscillation in such a way that 7 (I"®) converges weakly to a limiting measure that is
not equal to I (I'g). (This is a simple special case of the phenomenon known in the cosmology literature
as “wiggly strings”; see again [ Vilenkin and Shellard 1994, chapter 6]. Related issues are also discussed
in [Neu 1990].)

2Take a(s)= (s, 0) and b(s) of the form b= (o (s), h(o(s)), forh: R — R¥—1 smooth, and o strictly increasing and adjusted
so that || = 1. Then, a change of variables shows that the surface parametrized by x (s, ) can be written in the form (1-34), if
g is defined by requiring that %h(d r) = g(%(cr (r)+r)) for all . One can check that any smooth g can be realized in this way.
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To illustrate this in detail, let us for simplicity assume that k = 1 and gg = 0. One can check that, if
u, is the solution of the form (1-35) associated with g., then (using notation defined in Section 2.3)

| I+g? -8 s 100
gg(ug)=?q/2 g2 1-g2 g and TTo)=|0 1 0 |%*CT,.
-8 & O 000

From these it is easy to see that, unless g, — go =0 strongly in Hlt (R), (e/k1)T ¢ (ue) converges to a limit
that does not equal I (I'g). One can further check that this limit in general is not the energy-momentum
tensor for any smooth string.

2. Notation and assumptions

2.1. General notation. We will write B(p) to denote an open ball of radius p centered at the origin.
In order to emphasize the parallels between the two cases we consider, we will use the same notation
for k =1 and k = 2, normally without indicating the dependence on k. For example, we will write

. {8//(1 when k = 1, for «; defined in (1-11);

= 2-1
¢ (r|lng))~! fork=2. -1

Similarly, @ and %, will have different meanings in the cases k = 1 and k = 2; see (3-1)—(3-3) and
(5-1)—(5-2).

Throughout this work, we consider (1 4 n)-dimensional submanifolds in (1 + N)-dimensional Min-
kowski space. We will always write k = N — n for the codimension of the manifold. The same number
k is also the dimension of the target space for the semilinear wave equation (1-1).

A parametric (1 + n)-dimensional submanifold I" of R'*¥ is a submanifold described as the image
of a smooth map H : U — R!*Y, where U is an open subset of R!™". We will generally assume
that this map H is injective. Given a map H parametrizing a surface I', we will often define a map
¥ : U x (small ball in R¥) — R!*V that parametrizes a neighborhood of I" and agrees with H on U x {0}.
In this situation, we will typically write points in U x R¥ ¢ R!*" in the form

y=(%Ly") withy"=0(" ...,y eUandy’ =", ..., yV) eRrRk (2-2)

The superscripts stand for “tangential” and “normal”, respectively. We will also sometimes use the
alternative notation

Y=0" (2-3)

for y¥. We will always arrange that y° is a timelike coordinate, and we will often write y*' = (y!, ... y")
and y' := (y"', y¥), so that a “prime” denotes spatial variables only.

For notational consistency, we may sometimes write y* to denote a point (y°, ..., y") € U Cc R!*"

even when there are no normal y" variables present. We may also write, for example, [Ri’; to denote a
copy of R¥ that should be thought of as being in the normal y” variables, and we will write B, (p) :=
{y' e IRfj : |y"] < p}, where k should be clear from the context. We will generally write V to denote
the gradient in spatial directions only, and D to denote the spacetime gradient, so that D = (9, V).
When using the notation (2-2), we will similarly write D = (D, V,) = (9,0, V¢, V,), where for example
Vi = @yt o ooy Oyn).
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We write n = (o) = (n*P) to denote the diagonal matrix diag(—1,1, ..., 1).

We normally follow the convention that Latin indices i, j, kK run from 1 to N, while Greek indices
a, B, y run from O to NV; we sum over repeated upper and lower indices. When summing implicitly over
the (¢, x) variables, we will identify x° with ¢.

2.2. Assumptions and notation related to timelike minimal surfaces. A parametric submanifold is said
to be timelike if y (DH) :=det(DH" n DH) < 0 at every point of U. The Minkowski area of a timelike
parametric submanifold is defined to be

)= [ = (2-4)

A timelike submanifold I' = Image(H) is said to be a timelike minimal surface if H is a critical point
of £. (The terminology, although standard, is misleading, as a minimal surface I" is in general not a
minimizer or local minimizer of &£.)

Our main results all involve a timelike minimal surface I" that is the image of a smooth, injective map
H:(-T,T)xT"— (=T, T) x R" of the form

HO', ...,y"H = (yO, hy°, ..., y")) for some smooth i : (=T, T) x T" — RV, (2-5)

where T" denotes the n-dimensional torus, thought of as the periodic unit cube (so that #"(T") = 1).
We will require that our parametrization satisfies’

Hl nHy =hy,-hy, =0 fori>0, (2-6)

where, here and throughout, we view H and / as column vectors. One can easily check that, if I" is a
timelike parametric submanifold given as the image of a map H satisfying (2-5) and (2-6), then, for any
T; < T, there exists some « > 0 such that

Hl nHy,=—1+hy,|"<—a and VH'VH >al, forally’ e (=T, T)xT". 2-7)

2.3. Energy-momentum tensors. Among other results, we establish a relationship between the energy-

momentum tensors for a codimension-k timelike Minkowski minimal surface in R'*" and its counterpart

for the semilinear wave equation (1-1) for a function R'*" — R¥ with 0 < & « 1. We recall the definitions:
If u solves (1-1), then J.(u) is defined to be the tensor whose components are

T o (1) = 85 ( %nyf‘uﬂ g+ SizF(u)) e (2-8)

Here, (n*f) = diag(—1, 1, ..., 1) as usual. (We deviate from convention in taking J.(x) and J(I") to
be tensors of type (1, 1) rather than of type (0, 2); to recover the standard definition, one must lower an
index.)

And, if " is a timelike minimal surface, we define J(I") to be the tensor whose components are the

3 Assumption (2-6) does not entail any loss of generality. Indeed, for H of the form (2-5), we can always achieve (2-6) by
replacing & by a function i of the form l;(y(), ey yn) =h(yg, ‘I/(yo, e yn)) forasuitable W : (=T, T)x T" — (=T, T) x T".
The suitable ¥ can be found by making the ansatz H ) = 0o, h(y)) for /1, and substituting 1nt0 (2-6). This yields an ordinary
differential equation for W that we can supplement with the initial conditions W (0, y') = y’ and then solve by appealing to
standard theory.
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signed measures
TgM)(A) = /; Pg(t, x)dhr, 2-9)

where A denotes the Minkowski area density of I', and where P(t,x) = (Plg‘ (t, x)) is the matrix
corresponding to the Minkowski orthogonal projection onto T, ,) I, for Ap-a.e. (f,x) € I'. That is,
if H:U Cc R — 2 c R is a smooth injective map such that I' = H(U), then A denotes the
measure on U defined by

Fe) dp = /U FHODY=7 O dy".

where as before y = dettDH "y DH). (It is easy to check that A, depends only onI".) P = P(z, x) is
characterized by

RI+N

ngﬁ =v* forveT; I and Pgwﬁ =0 ifwpv=0forallve Ty oI.

For both models, the energy-momentum tensor may be obtained by considering variations of the relevant
action functional with respect to suitable one-parameter families of diffeomorphisms. We recall this in
some detail for I (I"), as we will need to refer to this later:

Lemma 3. Suppose that H : U C R — Al c RN is a smooth injective map whose image I" :== H (U)
is a timelike surface. Given t € C2°(U; RN, define ®4(x) :=x + o1 (x). We have

d
L@, 0H)| = f the(¥) P§ dip = / tf (x) dTG (D). (2-10)
do o=0 a a

Note that (2-10) exactly parallels the well-known first variation formula in the Euclidean case, in
which A is replaced by the restriction to I' of the Hausdorff measure of the suitable dimension, and Pg
is replaced by the orthogonal projection with respect to the Euclidean inner product.

Exactly parallel to (2-10), I, (u) arises from domain variations of the action functional, say ., whose
Euler-Lagrange equation is (1-1); see for example [Shatah and Struwe 1998] for the proof. Thus, the
results (1-15) and (1-21) assert that the first variation of &{, (with respect to domain variations) at the
critical point u is close (in a weak topology, and after suitable rescaling) to the first variation of & at the
associated timelike minimal surface I'.

We present the standard calculation that leads to (2-10), since we will need it later:

Proof of Lemma 3. We will write H, := &, o H,

T « p
ya,ab = Ho,y“nH(ﬂyb = Ha,y” r]o{ﬁHo.’y[n

V) = (Yo.ap)”", and
Ve = det(Vo,ap),

where the indices a, b run from O to n and «, B8, as usual, run from 0 to N. Using the fact that

d a4
%yg :‘)/U‘)/U EVO’,ab’
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we find that
L m,) =i/ V=7, =/(rﬂoH) anps Hoyy '/ =y dy”
do 7 |cr:0 do U U\a:O U YRS Ty
= / (the o HY HE mgs HY, y**/=y dy
U
=Arfa(t,x)Pg(t,x)dkr
where

PE(H(Y") = HE )y ) H), (v nsp.
Note that Pg is defined for Aj-a.e. (7, x), so the above integral makes sense. In order to complete the
proof, we must check that Pg‘ (¢, x) is the orthogonal projection onto 7(; ,)I". To see this, first note that,
at any y* € R+,

(P Hye)" = P§H = HEy™ HY,ny HY: = H y™ ype = HE 88 = HE.
Thus, PHyc = Hyc. And, if v is orthogonal to Hp for all b, then
(P'U)a = ngﬂ = Hyoil ]/abH;sb 7’]&3 Uﬁ = 0,

since the orthogonality of v means exactly that H ;Sb nsp v# =0 for every b. Since Tl at(t,x)=H(y")
is spanned by {H,»(y")};_, the above calculations state exactly that P(z, x) is the matrix corresponding
to orthogonal projection onto 7{; \)I". (I

2.4. Change of variables. We next define the change of variables that, as mentioned earlier, is the start-
ing point of our argument. We will use the notation (2-2).

We assume, as always, that I is a smooth timelike minimal surface, given as the image* of a smooth
injective map H : (=T, T)xT" — RN satisfying (2-5) and (2-7). For this section, we allow k =N —n
to be an arbitrary positive integer, since all the proofs for k = 2 apply without change to k > 3. (The
case k = 1 is simpler.) Although we do not use them in this paper, the results for £ > 3 may be useful
for problems such as the dynamics of defects in certain nonabelian gauge theories.

First, we fix smooth maps v; : (=7, 7) x T" — R!*N fori =1,...,k, such that

v gv;=8; and Hl.nv;=0 in(-T,T)xT"— R, (2-11)

foralli, je{l,...,k} and @ € {0, ..., n}. (Here and throughout the paper, we are thinking of v; as a
column vector.) This states that {v;(y?), ..., Vx(y")} form an orthonormal basis for the normal space to
I" at H(y"), where words like “normal” and “orthonormal” are understood with respect to the Minkowski
inner product, and y* denotes a generic pointin (—7, T) x T". Note that, when k = 1, (2-11) determines
V1 up to a sign, whereas for k > 2 there are rotational degrees of freedom that we have not specified (and
will not specify).

4 All the results of this section are local, so the topology of T (that is, the fact that H is defined on (=T, T') x T") is irrelevant
here. However, it is convenient to keep the same set-up as in the rest of the paper.
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Next, we define, using the notation (2-2),

k
V() =HED+ Y mN)y" (2-12)
i=1
It is clear that Y (y%, 0) = H(y") for all y* € (=T, T) x T".
Recall that the statement of Theorems 1 and 2 involve a number Ty < 7. We henceforth fix T € (Ty, T),
and we let p, > 0 be so small that

Y({=T1} x T" x By(py)) € (=T, —=To) x RN,  y({T1} x T" x B,(py)) C (To, T) x RN, (2-13)

and
¥ is injective, with smooth inverse ¢, on (=71, T1) x T" x B, (p,). (2-14)

The latter condition can be satisfied due to the inverse function theorem; indeed, we will check below
that Dy (yF, 0) is invertible for y* € (—Ty, T1) x T". We next define

(8ap)iy p—o = G := DY " DY, (2-15)
so that G represents the Minkowski metric in the y coordinates. We further define g := det G and
(g"‘ﬁ)gfﬂ:o := G~!, and we finally define (a“ﬁ)é\iﬁzo by

a’ =gV ifi,j>1, a®=—g" and °=4d% =0 fori,j=1,...,N. (2-16)
When we write (1-1) in terms of the y coordinates as in (1-22), (g*#) and g appear in the coefficients and
(aP) appears in a natural associated energy density e, (v) = e.(v; G), defined in (1-28). We summarize
the properties of g and (g*¥) that we will use:

Proposition 4. Let r, g, (g*P) be the functions on (—T;, T)) x T" x B, (0y) defined above. After taking
Py smaller if necessary, there exist positive constants ¢ < C such that

18y C. g0 Eads < CIEP +1y"PIEL), (2-17)
dyen/—8 48 < 2 V12 e 12

_ C(l& |+ vl), 2-18
Hgfﬂfo_ (117 + 1y 17 1E,1%) (2-18)
1g*P&5] < C(I&| +1y"11&) ifa<n, and (2-19)
&P+ (1=CIy ) 1& 17 < a®P(V&tp < ClE >+ (14+Cly" 1) 16 (2-20)

forally = (y% y*) € (=T1, T1) x T" x B,(p,) and & = (&;,&,) € RI"N Z R x R, In addition,
Yy ¢ in (=Ti, T) x T x By (po)- (2-21)

We emphasize that the main point in the proof of (2-18) is that V,,/—g = 0 when y¥ = 0. This is
equivalent to I having zero mean curvature.
We will use the notation

Ni=v ((=T1, T1) x T" x By(py)) N [(=To, To) x RV] (2-22)
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For future use, it is convenient to fix a constant x, > 1 such that
vi2 A 2 vi2
(1+rly"| )es(v)2§|D1v| + (14 1y"1%) e (v) (2-23)

everywhere in (=T, T1) x T" x B, (p,) and for all v € H', where &g,y was defined in (1-24). This is
possible due to (2-20).
When I' is a hypersurface, we have a slightly better behavior:

Proposition 5. Suppose that k = 1, and let , g, and (g*?) be as defined above. After taking P smaller

if necessary, 1
oaN No lfOl = N’
= = 2-24
& 8 {O otherwise, ( )
and, in addition, there exist positive constants » < A such that
MEP+16° < aP(M&bp < Al + 161 (2-25)

everywhere in (=T, Ty) x T" x B, (p,).

Conclusion (2-25) is not essential, but will allow us to simplify our notation, for example by taking
ko> =1 in (2-23) and everywhere else that this constant occurs (for k = 1).
We defer the proofs of Propositions 4 and 5 to an Appendix.
For a solution u : RN — R¥ of (1-1), we will define v: (=T, T}) x T" x B, (py) — Rk byv=uoy.
Then v satisfies 1
Ogv+ 8—2f(v) =0 (2-26)

on its domain. Here, 1

00 = ——— dye (V—28%%0,50).
G \/_—g Y y
As noted earlier, we find it convenient to write (2-26) in the form (1-22). We now derive a key differential
inequality for the energy density e, (v) from (1-28):
Lemma 6. Ifv: (=T, T1) x T" x B,(p,) — R¥ is a smooth solution of (2-26), with coefficients satisfying
(2-17), then

0
3—y0es<v> < C(IDv* + 1y " PIVou ) + V-9,  with (2-27)

o=@ ....oY), ¢ = gi"‘vya “ V0. (2-28)
Proof. Multiply (1-22) by vyo, and rewrite to find that

1
—0ya (g"ﬂvyﬁ “vy0) + g“ﬁvy;s V0,0 + 8—2F(v)yo = —(b- Dv) - vy.

We rewrite g*Pvys - v,0,a as

Y
1 o, 1 op
3050(8% vys - vya) — 5470 Vs - Vya

Gathering all the terms of the form dy0(- - -) on the left-hand side, we find that

1 1 i
0,0 <—g0’3vyﬂ “Vy0 + Eg“ﬂvya “Vyp + ;F(v)) =0,i(g ’Svyﬂ “Vy0) — (b- Dv)vyo + %g;l(’?vyﬁ “Vya.
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The definition (2-16) of a®# implies that the left-hand side is just dy0es(v). To complete the proof,
we use (2-17) and (2-18) to check that the non-divergence terms on the left-hand side are bounded by
C(ID-v* + (y")* IV, ]?). g

As an easy consequence of Proposition 5, we obtain a quite explicit description of the signed Min-
kowski distance function, defined by the eikonal equation (1-12) in the case k = 1.

Corollary 7. Ifk = 1, v is defined as above, and ¢ = (¢°, . .., ¢"V) denotes the inverse of ¥, then ¢
solves the eikonal equation (1-12) on Image(y).

In particular, Corollary 7 shows that it makes sense to speak of the signed-distance function in the set N'
defined in (2-22).
Proof. Fix a point in the image of v, say, (z, x) = ¥ (y). Then, since n =n~!,

&*")(y) = DY () n DY = (DY) ') n (DY) (y) = Do(t, x) n De™ (¢, x).

Thus, according to (2-24), N Vo Vo
I=g"" () =—(g )+ VeI,

so that (1-12) holds. And, it is clear that ¢® (¢, x) = 0 for (¢, x) € I'. ]

In fact the curves s — H (y") +sv(y*) = ¥ (y7, s) are exactly the characteristic curves for the eikonal
equation (1-12).

The eikonal equation (1-12) determines the distance function d only up to a sign; we will always
choose to identify d with ¢ (so that our choice of a sign is ultimately determined by our choice of the
sign for the unit normal v.) Then, it follows that

d () =y" forye (=T, T1) xT" x By(p,), (2-29)

2.5. Initial data. In this section, we describe our general assumptions on the initial data.

We will eventually combine estimates for v = u o ¥ on (=71, T1) x T" x B, (p,) (which we use to
control the behavior of u# near I') with standard energy estimates for (1-1) away from I". We start by
making a number of smallness assumptions, in all of which a parameter ¢y appears. We will prove below
that one can find data for which ¢y ~ &> when k = 1, and ¢y & |Ing|~! when k = 2. Although we omit
the proof, it is in fact true that one cannot find data satisfying our assumptions with ¢y < &2 (for k = 1)
or Zy < |Ing|~!. We, therefore, will assume that

to>er ifk=1, ¢ >|lne|™! ifk=2. (2-30)

This is convenient, as it will enable us to absorb small error terms into expressions of the form C¢y.
Our first assumption is that the energy is small away from I'y:

58/ ecu)dx| = (2-31)
{xeRN: (0,x)¢image(y)} =0
where e, (1) = e, (u; n) is defined in (1-10), and 8, = §.(k) is defined in (2-1).

Near I'g it is convenient to state our assumptions in terms of v =uo. Note that the initial data for u at
t =0 corresponds to data for v on a hypersurface that does not, in general, have the form {yy = constant}.
This hypersurface is described next:
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Lemma 8. There exists a Lipschitz function b : T" x B, (p,) — R such that, for arbitrary y = (yo, ') in
(=T, T1) x T" x By(pg),

¥ (yo,y) € {0}y xRY ifand only if ~ yo =b(y). (2-32)
Moreover, ||Vb| o < C.
Proof. Fix y' € T" x B, (p,) and, for s € (—Ty, T1), let y(s) := (s, y') and let X (s) =¥ (y(s)) e RV, To
prove that ¥ 1{0} x RY) is the graph of a function, we need to show that y(s) intersects v L{0) x RY)

exactly once or, equivalently, that X (s) intersects {0} x R" for exactly one value of 5. To prove this,
note that the definition of G and (2-7) imply that, after taking p,, smaller if necessary,

X'()nX'(5) =y ()'G()y'(s) = goo(y(s) <0

for every s. Thus, s — X (s) = (X(s), X'(s)) is a timelike curve, from which the claim is obvious. It fol-
lows that there exists a function b satisfying (2-32). Then, by differentiating the identity ¥°(b(y"), y') =0,
we find that g//SO bON, ¥) Vb()+ VY (b(y'), y') =0. We know from (2-21) that W;)o is bounded away

from 0, and this, together with the smoothness of ¥°, implies that || V5| < C. O

Using the lemma, we define
v () :=vd(O", y) fory €T" x Bu(py). (2-33)

Our next assumptions specify that the energy near I'¢ is small, in the frame that moves with I':

58/ (14 K20y *) ec(vo; G)dy' — 1 < &, (2-34)
—lrnXBu(P())

5, f (10,0 + 1v,0] [Vurol) G, ¥) dy' < o, (2-35)
T"xB,(py)

Finally, using notation discussed in the Introduction and defined in (3-1) for k = 1, and in (5-1) and
(5-3) for k = 2, we require that
D(vo; py) = &o- (2-36)
This specifies that the initial profile possesses a defect— that is, an interface or vortex — near I'g.
Note that conditions (2-31) and (2-34)—(2-36) are always satisfied if we define ¢; to be the maximum

of the left-hand sides of these inequalities. The smallest possible values of ¢y depend on k and, as
mentioned earlier, account for the fact that our conclusions for k = 1 are stronger than for £ = 2.

Lemma 9. In the scalar case (k = 1), there exist initial data (u, u;)|;—o € H' x L*(RM) for (1-1),
satisfying conditions (2-31)—(2-36) with {y = C &2, and such that

/ <u(0, X)— q<d(0’ x)))z <Ce, where No={x e R : (0, x) e N}. (2-37)
No &€

In the vector (k = 2) case, there exist initial data (u, u;)|;—y € H' x L*(RY; R?) for (1-1), satisfying
conditions (2-31)—(2-36) with ¢y = Cllng|~".

Although we do not prove it, these scalings for ¢y are, in fact, optimal.
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Proof. In both cases, k =1 and k = 2, we define a function U in Image(yr) such that

v

Y
€

Uow:c]< ) (2-38)

where g : R¥ — R* is a nearly optimal profile. We then require that
u@0,x)=U0,x) and u,(0,x)=U,(0,x) in Ny, (2-39)

and we verify (2-34)—(2-36). (Note that (2-29) then implies that u(x, 0) = g(d/e) when k = 1, which
will make (2-37) obvious.) Finally, we argue that u(0, - ) can be extended to RV \ Ny such that (2-31)
holds.

Case k = 1: By integrating the equation (1-5) solved by ¢, and using the boundary conditions at o0,
one finds that ¢’ = \/2 F(q) and, hence, that

1
/%q/z—kF(q)dx:/\/2F(q)q’(s)ds=/ V2F(s)ds =«ki. (2-40)
R R —1

Using (1-5) and (1-9), standard ODE arguments show that, for suitable constants,
Iq’ ()] + g (s) — sign(s)| < Ce™ Bl for all 5.

It follows that, given & > 0, we can find a function ¢ such that g(s/g) = g(s/¢) if |s| < % Py» and

) _ N f 1 ~ S s ) f 2 ~ <C —c/e
a\7)=al7) 1 Is| <300, 4 z =sign(s) if [s| > 3500, 17 —¢qlly1e < Ce 7,

and
po/g 1 - - .

Kl < / t=§%+ F(G)dx < ky+Ce /5. (2-41)

—oje 2
0

Now, define U as in (2-38) and define u|;—g near I'g by (2-39). Then, by construction, vy as defined in

(2-33) is given by vy(y) = g(y"/e), and vy, = 0. The latter fact immediately implies that (2-35) holds,

and (2-31) and (2-35) are easily verified. For example, the explicit form of vy and (2-25) imply that

e (vo; G) = 2G%(y"/e) + e 2F(§(y"/e)). Then, recalling that §, = &/, we infer from (2-41) and the

change of variables yV/e > y" that

Pyl € éxz
(— + F(cj)) (M2 dyN 4+ Ceele.

88/ (14 K20y"*) ec(vo; G)dy' — 1 < C82/
"X B, () 2

—py/€

The exponential decay of g implies that [, (1§ + F(§)) (yV)?dy" < C independently of ¢, and (2-34)
follows, with ¢y = Ce2. The verifications of (2-35) and (2-36) are similar and a little easier.

Finally, on RN \ No, we set u;(0, -) =0, and we require that (0, - ) = £1 and that u be continuous
(hence, smooth) across dN. This can be done, since RN \ ['g consists of two components, one of which
meets No where d = p (and, hence, u = 1), and the other where d = —p,,. (Here, we have used the fact
that p, is sufficiently small; see (2-13).)
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Case k = 2: In this case, we may define g(s) = s min{l, 1/|s|} for s € R?, and go on to make the
definitions (2-38) and (2-39) as above, so that vy(y) = g(y*/¢). Then, an easy calculation shows that

1 1
~|VG*+F(@G)ds <1+ Clne|™".
wlnel Jp,(p,/e) 2

This plays a role analogous to (2-41) above, and allows us to verify along the previous lines (but using
(2-20) in place of (2-25)) that (2-34) holds with ¢y = C|lng|~!. As before, (2-35) follows from the fact
that vyo(b(y"), y') =01in T" x B, (p,). One can check (2-36) directly from the definitions (see Section 5),

noting that IR
Jv(y’,y”): € %fl))|<87
Vo 0 if|y’|>e.

It remains to show that ug = U (0, -), as defined in Ny by (2-39), can be extended to a function in
H'(RN) satisfying (2-31). It is clear that we can extend u by a finite-energy map in a neighborhood %" of
No. Next, we point out that, since 'y is a smooth, compact, oriented codimension-2 submanifold without
boundary of R, results in [Alberti et al. 2003] imply that we may find a function w € HILC([R{N \T; ©)
with /[RN\NO |[Vw]|? < oo, such that |w| = 1 a.e. and, in addition, such that Jw = J (ug/|uol|) in Ty, where

J(---) denotes the distributional Jacobian of (- - -). This implies that there exists a real-valued function

0 e HILC(V\ I'o; R) such that ug = |ug|we'® in . Thus, we define u(0, - ) globally in RV by setting
u(O,): |M0|wei)(9 1noVI,V
w in R\,
where x € C2°(V) and x =1 in No; we may set u,(0, x) = 0 outside of Ny. [l

3. Basic energy estimates, k =1

The main result of this section — Proposition 10 below — contains the simplest case of our main estimate.

In this section and the next, we restrict our attention to the case k = 1, so that® N =n+1, y= yN eR,
and V, = dy. Thus, in this section, B, (p) denotes the interval (—p, p) along the y" axis. We also follow
other conventions for k = 1, so that, for example, §. = ¢/k; see (2-1).

Throughout this section, we let ¢ denote the change of variables from Section 2.4, in the case k = 1.
We also use the notation g, gqg, g*P etc. from the previous section.

In the Introduction we discussed a “defect confinement” functional &. In the case k = 1, we define it
to be

% (v; p) = / ¥ o — sign(")Pdy’ (3-1)
T"x By (p)

for v: T" x B,(p) — R. We will also write

B(v; p) = /T G (w(y™); p) dy*. (3-2)

5 Although here there is not much point in writing y¥ and V,, instead of yV and d, this notation will prove useful when we
consider the vector case, and we use it here to emphasize the parallels.
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where v(y")(y") = v(y¥/, y"), and
D, (w; p) :=/ '] lw —sign(y")|*dy”  for w: B,(p) > R. (3-3)
By (p)

Let ¢, be a constant such that

18V () Eabol = a™(y) Eabol < Sci a*PEyEp (3-4)
forall ¢ e RN and y € (=11, T1) x T" x By (p,).

Proposition 10. Let v : (=11, T1) x T" x B, (p,) — R satisfy (2-26), where f = F' and F satisfies (1-9).
Recalling that 8. = €/k1, where k1 is defined in (1-11), assume that there exist some s; € (=11, T1),
p1 € (0, py), and gy > &2 such that

5, / (14 6"?) e () dy — 1 < o, (3-5)
{sl}X-ﬂ—" XBV()OI)
and  D(v(s1), p1/2) < Lo. (3-6)

There exists a constant C, independent of v and of ¢ € (0, 1], such that

88/ D+ DIVl + S Fw)) dy' < o,
{s1-s} X T X By, (01 —C45) €

88/ (14+ (")) ec(v)dy — 1 < Cio,
{s14s}xT"x B, (p] —Cx5)

and  9(s; +s; p1/2) < C&o,
forall s €0, p1/2c,] such that s1 +s < Ty.

Our first lemma will be needed to establish requirement (1-30), as discussed in the Introduction. In
the statement and proof, we take all the y* variables to be frozen and consider a function v of a single
real variable y".

Lemma 11. Let B,(p) :=(—p, p) CR, be an interval as above. There exists a constant k3 = k3(p) such
that, ifve H' (B, (p)) and

D, (v; p) < k3, (3-7)
then
58/ eer(v)dy’ >1—Ce /e, (3-8)
B, (p)
Moreover, there exists a constant k4 = k4(p) such that, if (3-7) holds and
58/ eev(V)dy’ <1+ for some & € (0, ka), (3-9)
By (p)
then 1
/ 1evd = ZF@)|dy” = C(Vao+e7). (3-10)
By(p) €

The proof of Proposition 10 uses only the first conclusion (3-8) of this lemma. The other conclusion
(3-10) is used in the proof of Theorem 22, when we deduce control over the full energy-momentum
tensor from simpler energy estimates, like those of Proposition 10.
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Proof of Lemma 11. Step 1: Note that (3-8) is obvious if (3-9) fails, so it suffices to show that, if (3-7)
and (3-9) hold, then both conclusions, (3-8) and (3-10), follow.
First, we define Q(s) := f(f V2F (o) do and, for any function w € H 1(B,(p)), we estimate

1
ee(w) = hewis + ~F(w) = V2F (W) [wy| = 8y (Q o w)].

Thus, since §, = ¢/«q,

sgf e () zl/ 19, (Q o w)| (3-11)
B, (p) K1 JB,(p)

and, for any w, to obtain lower bounds for the left-hand side, it suffices to show that y” — Q(w(y"))
has large total variation on B,(p) = (—p, p).

Step 2: Next, fix « > 0 so that F' = f is decreasing on (I —, 1); this is possible as F is C? and attains
its minimum at 1 with F”(1) > 0.
Let v*:=supvc(p/a.3p/4) V(y"). If v* < 1, then (3-7) implies that

3p/4

az [y - vy = Cot -,
p/4

Thus, by choosing k3 small enough, we can arrange that v > 1 — 6« for some 6 € (0, 1/2), to be chosen

below. It then follows by the same argument that v~ :=infyve(—3,/4, —p/4) V(") < —1+0a.

Step 3: We next claim that, once «3 and k4 are fixed in a suitable way, our hypotheses imply that
v>1—a in(3p/4,p) and v<-14« in(—p,—3p/4). (3-12)

This follows from (3-11) and Step 2 — the latter implies lower bounds on the total variation of Q o w if
(3-12) fails, and these lower bounds can be made to contradict (3-11) and (3-9).

In more detail, let us suppose (toward a contradiction) that the first inequality in (3-12) fails. Then,
using Step 2, there exist points y*! < y”2 < y”3 such that v(y”!) < —1 +0a, v(y"?) > 1 —Oa, and
v(y”3) < 1 — a. Hence, using the fact that Q is nondecreasing (as the antiderivative of the positive
function ~/2F ), we have (the first inequality following from (3-9) and (3-11))

v,2

s
/ Ay (Qov)dy’
y 1

v,3

y
+ f ayv(QOU)dyv
yv.Z

k1 (1 +ka) zf [0yv(Qov)| >

B, (p)
> |01 —6a)— Q(—1+0a) |+ |Q(1 —a) — Q(1 — 6|
> |0(1 — 6a) — Q(—1+6a)| + 21k,

)V,

where for the last step we chose k4 1= (2« )1 | O(l—a)—Q0(1—a/2) | (recall that 6 < %). This inequality
is false when 6 =0, since k1 = Q (1) — Q(—1), and so it also fails for sufficiently small 8 € (0, %). Hence,
we can choose «3 small enough to obtain a contradiction.

Step 4: We now replace v on the interval (3p/4, p) by the minimizer of the functional

P
w eev(w)dy”
3p0/4
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subject to the boundary conditions w(3p/4) = v(3p/4) and w(p) = v(p). Let v; denote the function
obtained in this way. Standard maximum principle arguments® imply that v 1(%/0) >1—Ce“/ Ina
similar way, we can modify v; on (—p, —3p/4) to obtain a function v, with less energy than that of vy,
and such that v,(—p) = v(—p), and v2(=7p/8) < —1 4 Ce /%,

£0) — Q)| < Ce™“/¢ and similarly |Q(v2(—%p)) — Q(—1)|< Ce™/%. As a result,
using (3-9) and (3-11) as in Step 3, and recalling that x; = Q(1) — Q(—1), we obtain

(1420) = / s eon(v)dy’ = / 6 0o (02) dy”

B, (p) B, (p)
> |Q(2(—p)) — Q(u2(—F )| + | Q(W2(—=%p)) — Q(2(F)| + | Q(2(%0)) — Q(v2(p))|
> [Qa(=p)) — Q(—=D)| + k1 + | Q(1) — Q(v2(p))| — Ce™/*

This implies (3-8). Also, since v, = v at +p, the above implies that
Q(W(p)) — Qw(—p) =K1+ Q(w(p) — (1) — (Q(w(—p)) — Q(—D))
> k1 —|Q(p)) — Q)| — (Q((—p)) — Q(—D))
> (1= go) — Ce ™", (3-13)

Step 5 We now use (3-13) to prove (3-10). First note that

V2 F V2F
/ ‘%evgv—lF(v)|dy” 5/ |\/Evyu (U | ‘\/_ vy + (v ‘d v
B,(p) € B,(p)
’—2F 1/2 1/2
= C(/ \/Evy" - ®) dy”) (/ geg (V) dy”) .
B, () Ve B, ()

Expanding the square and recalling that +/2F = Q’, we see that

VZEO P, ) )
2'«/_11 = dy' = / (V) dy —/ Q' (v)vyr dy
B » Ve B.(p) By(p)
= / een(v) dy” = (Q(v(p)) — Q(v(—p)))
B, (p)
<w1(1420) — (k11 =20) — Ce™/%)  (using (3-9) and (3-13))
< Cgo+ Ce %,
Combining these inequalities and again appealing to (3-9), we arrive at (3-10). ]

The next lemma is used to establish requirement (1-32), as discussed in the Introduction. In this lemma
we write v as a function of two variables, y° and y".

5The point is that one can easily check that

cosh(b(y¥ —7p/8)/e)
cosh(bp/8¢)

wiy)i=1—«a

satisfies —w” + sfzf(w) <0in (3p/4, p), if b is fixed small enough (depending on F'). Then, in view of (3-12) and the fact
that f is decreasing on (1 — «, 1), one can use the maximum principle to find that vy > w in (3p/4, p).
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Lemma 12. Let B,(p) C R be an interval as above, and let v e H'((0, T) x B, (p)) for some T > 0.
There exists a constant C, depending on p but independent of T and ¢ € (0, 1], such that

( U)Z
f "1 (0, y*) —v(z, y) [P dy" < Cf %evyo+ Y F)dy” dy’.
By (p) 0,7)x By (p)
Proof. For Q : R — R as above, such that Q'(s) = +/2F (s),
1 (yV)Z
zsvy F@) > |y V2F ) vyl = [y"[1Q(v),0l.

By integrating this inequality, we find that

2 T
f Levt + L F)dy'dy’ = / / Y 11Q )0l dydy*
0.7)x B, (p) € By(p) JO

> / 10T, ) — 0O, y*) | dy".
B, (p)

Finally, our assumption (1-9) that F'(s) > (1 — |s[)? and elementary calculus imply that

10(b) — Q(a)| = c(b—a)?,

and the lemma follows. |

Proof of Proposition 10. Since the equation is well posed in H' x L2, and since all the quantities in the
statement are continuous in H'! x L?, we may prove the proposition for v smooth.
In the proof we will write simply % ( - ) instead of %( - ; p1/2).

Step 1: We may assume that s; = 0. We will use the notation sp,x := min{p;/2c,, 71} and

Wo(s) := B,(p1 —cys), W(s):=T" x W,(s).

We define
¢1(s) =8¢ f I+ O e dy —1,
{s}xW(s)

§a(s) = D(v(s)),
asyi=b, [ D72 (W S F) dy
{s}xW(s) €

We first claim that s
(1(s) < Clo+ C / G3(0)do for s € (0, Smal. (3-14)
0

Towards this end, we compute
, a
¢{(s) =1 —cilh, where I} :=6, (1+0O") )—ea(v)dy,
{s}xW(s) dy°

L= 66/ (l—i—(y”)z) e.(v)dy".
{s}xT"xaW,(s)
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To estimate /1, we use Lemma 6 and integrate by parts in the spatial variables. From (2-28), we easily
see that |y"| |p¥]| < C(|D,v|2 + (y”)2|Vvv|2). Thus, we arrive at

I < Cs, / (ID-v* + (")’ Vo) dy' + 8 f (1+ ") 1"V 1 dy™.
{s}xW(s) {s}xTnx W, (s)

Our choice (3-4) of ¢, exactly guarantees that |py| < cie.(v), so that the boundary term above is domi-
nated by —c./>. It follows that ¢{ < C¢3. Since it is clear from (3-5) that ¢;(0) < o, we conclude that
(3-14) holds.

Step 2: Next, we estimate ¢». Using the hypotheses and Lemma 12, we find that

£2(s) 52@(v(0))+2/ "] u(s, ¥) = (0, y) I dy’
"% B, (p1/2)

s
§2§0+C/ (// %8|vy0|2+
T N0 JBy(01/2)

52;o+c/‘ 63(0) do (3-15)
0

vy2
()’ ) F(v)dy”dy()) dyr/
&

for s < smax. We have changed the order of integration and used the fact that

T" x By(p1/2) = Wy (p1/2¢5) C Wy(s) for s < Smax < p1/2Cx.

Step 3: Finally, we claim that
3(5) < C(81(s) + 2o(s) + e~ %) (3-16)

for every s € (0, smax]. We fix such an s, and we often write v(-) instead of v(s, -). Note that (2-25)

implies that
(1+(")?) ee(v) = IAID v+ (14 (")) €0 (V).

It follows from this and the definitions of ¢; and ¢3 that

§1(S)ZCC3(S)+85/ e.,(v)dy —1.

{s}xW(s)
Thus, it suffices to show that

11— 83/ ecv(V)dy < Cl(s) + Ce /%, (3-17)
{s}xW(s)

To do this, we say that a point y*' € T" is good if
D, (v(y™)) < k3,

and bad otherwise, for v(y*)(y") := v(y"/, y"). Then, Chebyshev’s inequality implies that

(™ €T : y7'is bad}| < é /{‘} ; G, (w(y™)) dy" = CB((s)) = Cta(s). (3-18)
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Thus ‘{y” eT":y%is good}‘ > 1—C&(s) and, so, Lemma 11 implies that

5[ enway= [ (5 [ ecstwrdy)ar”
{s}xW(s) {(s,y?") : y¥'€T"is good} W, (s)

>1=C&(s)(1— Ce™¢/%) by using (3-8). (3-19)
This proves (3-17), and hence (3-16).

Step 4: By combining the previous few steps and recalling that o > &2

, we see that

£3(s) < CC0+CfO {3(o)do,

so Gronwall’s inequality implies that there exists some C such that {3(s) < C¢ for all s € (0, p1/2c¢4).
Then, (3-14) and (3-15) imply that ¢;(s), &(s) < C&y. These estimates imply all the conclusions of the
proposition. u

4. Initial energy estimates, k = 1

In this section, we indicate how to modify the above arguments to obtain control over v on a portion of a
hypersurface of the form { yY = constant}, starting from our assumptions (2-31)—(2-36) about u at t =0,
which translate to information about v on a hypersurface of the form {(b(y’),y’) : y/ € T" x B, (Pp)}>
with b in general a non-constant function. (Recall that the function b was found in Lemma 8.) This is in
general needed before we can start to iterate Proposition 10.

We note that if we assume that the minimal surface I" has velocity O at time ¢ = 0O, then it is easy to
check that b(y’) =0. As a result, the hypotheses (3-5) and (3-6) of Proposition 10 follow immediately in
this case from our general assumptions (2-31) and (2-34)—(2-36) on the initial data. So, the reader who
is willing to accept this restriction on I' can skip this section (and Section 5.3) without any loss.

We continue to follow the notational conventions for the case k = 1, summarized at the beginning of
Section 3. We will prove:

Proposition 13. Assume that v : (=T1, T1) x T" x B,(py) — R is a solution of (2-26) with data that
satisfies (2-34)—(2-36) on the hypersurface {(b(y'), y') : y' € T" x B, (py)}-

There exist sy > 0 and p; > 0 for which v satisfies the hypotheses (3-5) and (3-6) of Proposition 10,
with &g replaced by C ¢y, and such that, in addition,

s [ (1D + 1y P(Vurl + L ) dy < Ca
ye(=T1.s)xT"x By (p1) : () >0} €

If we simply tried to repeat our earlier arguments, we would have to worry about the way in which a
cone with slope c, intersects the initial hypersurface, and these considerations would force us to impose
unnatural restrictions on the initial velocity of the surface I". We, therefore, exploit finite propagation
speed in a different and sharper way than in our earlier arguments. (We could have done this earlier, but
we wanted to present our basic estimate in a relatively simple setting.) This, and other considerations,
forces us to introduce a certain amount of notation.

We start by defining

6:={(t,x) e R"™" : dist(x,Tp) < 7 —t and > 0}. 4-1)



312 ROBERT JERRARD

where dist denotes the Euclidean distance function, I'g = {H (0, y*') : y*' € T"}, and t > 0 is chosen so
small that
€ < Image (V). 4-2)

Note that ‘€ consists of the set of points for which the solution of the semilinear wave equation (1-1)
depends solely on the data in the set €g := {x € RY : dist(x, I'g) < t}. We continue by defining

Vi=y7'(e),
so :=inf{y’ € (=T1, T1) : (VO xT"x By(py)) NV # @}, and
Vii={y=0"y) e (0, T)XxT"x By(py) : (s,y') € V for some s > y°}
Thus V* is just V “extended downward” in the timelike yO variable, to so. For s € R, we define
V(s):={yeV:y<s} and V*(s):={yeV*:y' <s).
We further define
AV (s):={y€aV(s):¥°(y) =0},
WV(s):={y=0"y)eaV(s):y’ =s),
RV (s):=aV(s)\ (BV(s)UdV(s)).
We will also write
nV*i(s):={y=0"y)edaVi):y’ =5}
AV :={yeaV:y’(y)=0}
Wo:={y € T"xBy(py) : (¥, y') € 8V for some y°}.

Finally, fori =0, 1, 2, we define
Wi(s) :={y € T"x B,(py) : (b°, ¥') € 3; V (s) for some y°}

and similarly W (s).
The next lemma collects some geometric facts that we will need about the sets defined above.

Lemma 14. We have
(WoO\Wi(s) "W (s)=2 foralls. 4-3)

In addition, there exist s1 > 0 and p; > 0 such that
(50, 1) X T"x B,(p1) CV* and {s1}xT"xB,(p1) CV. (4-4)

Proof. To prove (4-3), fix y' € Wo(s) \ Wi(s). The definitions imply that the line {(¥°, y") : y* € R}
intersects 9y V (s) and does not meet 9; V (s), so it must leave V at a point (o, y') with 0 < s. Arguments
like those of Lemma 8 show that once the line has left V, it cannot re-enter, since, if it did, the timelike
curve s — X (s) := ¥ (s, y) (see Lemma 8) would intersect 976 := {(z, x) € 9% : t > 0} more than once,
which is impossible. Thus, the line does not intersect V" at any point (yo, y’) with y’ > o and, so, it
cannot intersect 3; V*(s) C {(y°,s) € v y9 =5}. Thus, y' & WF(s), proving (4-3).
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Next, the existence of sy, p; > 0 satisfying (4-4) follows from the fact that the (Euclidean) distance
from {0} x T" x {0} = ¢! (Ty) to 3TV : =3V \ 89V = ¢~ (87%) is positive. This last fact, in turn, is
clear from the fact that the distance from Iy to 31 is positive, together with the smoothness of . [

Recall that vo : T" x B, (p,) = {0} x T" x B, (p,) was defined in (2-33). We extend vy to (=T, T1) X
T" x B,(p) in such a way that it is independent of y°; this extended function is still denoted by vy.

The remainder of this section contains the proof of Proposition 13. In the proof, when we want to
distinguish between row vectors and column vectors (which one can think as vectors and covectors,
respectively), we will write § to denote a column vector, with components £, and & for a row vector,
with components &,. -

Proof of Proposition 13. As in Proposition 10, it suffices to prove the statement for v smooth in V.

Step 1: We define v*: V* — R by

sy Juy) ifyeV ]
v(y)_{vo(y) ifyeVe\ V. (49

Since v =vg on VN (V* \ V) =09yV, itis easy to see that v* is Lipschitz in V*. Note, however, that the
derivatives of v* are in general discontinuous across dy V.
We define

G1(s) == 5sf (1 +(yv)2) e (V) dy —1,
a1 V*(s)

52(8) =D (s); p1/2),

5(s) = sz (|Drv*|2+(yv)2€£,v(v*)) dy/-
a1 V*(s)

In view of (4-4), we can repeat word for word the arguments from the proof of Proposition 10, to find

63(s) < C(81(5) + ¢a(s) + e/, (4-6)
£2(s) < 202(50) + C / ' 53(0) do, 4-7)

for every s € [sg, s1]. Also, the definition of sy implies that v* = vy on 3; V*(sg) := {so} x Wy, so that
2(s0) < go by (2-36). Thus, s
$2(s) < Céo+ C/ $3(0) do (4-8)
for every s € [sg, s1]. %0

The remainder of the proof is devoted to the estimate of ¢;. Since v* is smooth away from dyV and
(by Fubini’s Theorem) 9 V*(s) N 3oV has #" measure 0 for £ I_a.e. s, the definition of v* implies that

e.(v)  ¥N-ae.in 8,V (s)

eV = {eg(vo) HN-ae.in 3 V*(s)\ 01V (s)

(4-9)

for a.e. s. Also, if [---] denotes an integrand that does not depend on the y° variable, then clearly
Javenavel 195" = fypenw [ 14y". Thus, for a.e. s,

/ (1+0"?%) ee(v*)dy/=/ (1+ ") e(v) dy,-i-/ (14 (")?) ec(vo) dy’ (4-10)
I V*(s) 01V(s)

Wi (s)\Wi(s)
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Step 2: We claim that, for a.e. s,

2 /B v IO ey’
<8, / (1+(")?) (=noe: (v) +n;9") d%" (dy) + C / t(o)do, (4-11)
AV (s) S0

where n(y) denotes the (Euclidean) outer unit normal at a point y € 9V (s), thought of as a row vector
with components 74, and ¢' is defined in (2-28) and appears in the local energy estimate of Lemma 6.

Step 2.1: To prove (4-11), we will first integrate by parts and show that some of the boundary terms have
a sign, and hence can be discarded. (In this, we basically follow the proof of Proposition 10.) For this,
it is useful to define I, = J.(v) by

Sl

1 1
“ 5= 0558 vy vy + ?F(v)) — ¢ vy vy, (4-12)

Observe, from the definitions, that’

ggyo(v) =e.(v) and gg’o(v) = —<pi, (4-13)

so that the conclusion of Lemma 6 can be written dy«Jg o < C(|D,v|2 +(y")? IVvv|2).
We now compute

(sgf aya((l +O"?) 5‘2‘0) dy < c(sgf
V(s) ' 1%

scaaf (IDeol + (5" Vo) dy
V(s)

(D £ 002 190) 43452 ) dy
)

< Cfs £3(0) do. (4-14)

On the other hand, we can integrate by parts to rewrite the left-hand side as an integral over dV (s).
Then, noting that n(y) = (1,0, ...,0) for y € 9,V (s), we find that

5 / aya((1+(y”)2)§g‘,o)=ag / (14+ M%) ec(w) dy' +35 / ((1+<y“)2)na§zio)d%N(y)
V(s) 0 oV (s)

1V(s)
+35f ((1+(y“)2) naﬁg‘,()) 4%V ().
LV (s)

By combining this with (4-14) and recalling (4-13), we see that our claim (4-11) will follow if we can
show that the last integral on the right-hand side is positive.

Step 2.2: To do this, we will show that
na(») T%(») =0 forae yedHV(s). (4-15)

We first check that
g%ngng =0 forae.yecdV. (4-16)

In fact, Ty is just the energy-momentum tensor for u, expressed in terms of the y coordinates. The fact that, when written
in the y coordinates, the energy-momentum tensor is divergence-free, takes the form 9y« (ET‘;‘ B W)/—¢ ) =0 for all 8.
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In fact, we will show that this holds at every y € 9,V such that dC has a tangent plane at x = ¥ (y);
this is a set of full measure. Fix such a y and let w = (w®) be any (column) vector tangent to 0% at
x. Also, let m(x) denote the (Euclidean) outer unit normal to 6 at x € €, again thought of as a row
vector with components n1,,. Writing ¢ = ¥ ~! as usual, since ¢ maps 9 to 3V, it is clear that Do (x) w
is tangent to 0V at ¢(x) = y, which implies that n(y) De¢(x) w = 0. Since this holds for all tangent
vectors w at x, it follows that n(y) D¢(x) is parallel to the Euclidean unit normal m to dC at x; that is,
n(y) Dp(x) = Am(x) for some A € R. The form of € implies that m is a null vector, so that

0= 37" momg = 3’1" n, @l mseg = ¢"°n,ns,

proving (4-16). Note also that ng(y) > 0 for y € 9, V, and recall further that F(u) > 0. Thus,

~
or

no no
Nadeo= S—QF(M) + ?g“ﬁvya Vs — 08P v s

0 4 of no aﬂ( Uyo ) < Uyo )
> — Vya Uy — U NV, = — Dv— —n Dv——n) ,
= 28 ye UyB 08 aUyp 2g no Ja no /p

using (4-16). If we write £ := Dv — ?n then clearly &y = 0, which implies that
0

§*Pe8p = g EiE; = a"PE,E5 > 0.
Thus, we have proved (4-15).
Step 3: Next, we note that
_ / (14 ") m0(y) e (0) () XY (dy) = f (14 6") @GO, Yy dy,  (@17)
WV (s) Wo(s)

where we recall that 3oV = {(b(y’), y') : ¥y’ € Wy}, and hence that )V (s) = {(b(y'), ¥') : y' € Wy(s)}. This
is obvious, because the Euclidean outer unit normal to V (s) is givenby n =(—1, Vb)/(1+| Vb|*)'/2, with
the minus sign appearing because V sits above the graph. Thus, —no(b(y"), y") = (14 |Vb()|*) "~ 2,
and then (4-17) follows from a change of variables using the area formula.

Step 4: Now, we combine (4-17) with (4-10) and (4-11), to find that

§1(S)SC/ {3(0)do + A+ B,

for a.e. s € [s0, 51], where

Ai=s, / (14 6")) (ee(v) — e (W) BG). ) dy + s / (14 6")?) migt o,
Wo(s) pV(s)

Bi=3s, / (14 G")?) e (v0) dy’ + 5, / (14 G6"?) ex(op)dy — 1.
WE)\Wi(s) Wo(s)

We have checked in Lemma 14 that (W (s)\Wi(s)) N Wy(s) = &; this is equivalent to (4-3). Thus,
B S(ng (1+ (") ec(wo)dy — 1 < o,
Wo

by (2-34). To estimate A, we differentiate the identity v(b(y"), y') = vo(y’) to find that v,o VH+Vv = V.
Thus, |D(v —vo)| = [v,0(1, =Vb)| < C|vyo| at points (b(y'), y') € dV, using the control over || Vb|
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obtained in Lemma 8. It follows that, at such points,
—1_0ap 2 2
e:(v) — €. (v0) = 3a™" (v —v0)y« (v + o) o =< C(v5y + | Drvol” + [vy0] [Vyvol).

Similarly, using (2-19), we see that |¢’| < C(v§0 + | D-vol* + (3")?|Vyol?), so

A< cse/ (030 + lvyol Vw0l ) d%" + cas/ (1D<vol> + (") [Vovol?) dy'.
oV Wo
Also, since vg(y’) = v*(sg, y'), we have
f e(IDrvol> + (") [Vovol?) dy’ < £3(s0) < C(1(s0) + &a(s0) +e~/F) < Cio;
Wo

here we used (4-7) for the second inequality, and (2-34) and (2-35) for the last. Using this and (2-35),
we conclude that A < C¢p and, hence, that

Cl(S)EC/ $3(0)do + Cop.
50

Step 5: The rest of the proof follows exactly that of Proposition 10. In the end, we find that ¢; (s;) < C&o
fori =1, 2, 3 and, in view of (4-4), these estimates immediately imply the conclusion. ([

5. Energy estimates, k = 2

In this section, we prove energy estimates like those from Sections 3 and 4, but now in the case k = 2,
so that we consider a vector-valued function v : (=7, T1) x T" x B, (p) — R? solving (2-26), where
B,(p) C [R{% now denotes a 2-dimensional ball, k5 is the constant chosen in (2-23), 8, = (z|ln¢|)~!, and
the nonlinearity in (1-1) is f = VF, with F : R> — [0, co) satisfying (1-19).

The main results and proofs in this section are strictly analogous to Propositions 10 and 13. The
chief difference is that the “defect-confinement functional” % (discussed in the Introduction) has quite
a different form than in the case k = 1. Thus, the arguments we need in order to verify that the desired
properties (1-30) and (1-32) hold, are quite different from (and more delicate than) their counterparts in
the scalar case. Once suitable forms of these facts are established, we follow our earlier proofs with only
cosmetic changes.

We will use machinery that relates the Jacobian and the Ginzburg-Landau energy. We will give precise
statements of the facts we need from the literature, in the hope of rendering our arguments somewhat
accessible to people who are not familiar with these results; see also the book [Sandier and Serfaty 2007]
for a general reference on these topics. The results we use (see Lemmas 18, 19 and 21) are proved for
Frodel () = %( |u|? — 1)? in the sources we cite, but it is evident® from the proofs that they still apply to
functions F satisfying the assumptions (1-19) that we impose here.

81n all the proofs we will cite, easy truncation arguments are used to reduce to, for example, the case of u with |u| < M a.e.
for M = 2; then, (1-19) implies that (1/(C8)2) Frodel() < (1/82) F(u) < (l/(e/C)2) Frodel(#). It is then clear that results
established for Fo4e carry over to energy functionals that instead contain F, since everything we use is essentially unaffected
if € is replaced by Ce or ¢/C.
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For v € H'(T" x B, (p); R?) we take % to have the form (as when k = 1)
D(v; p) :2/ Dy (v(y™); p) dy", (5-1)

where v(y*)(y") = v(y"’, y¥). For w = (w', w?) € H'(B,(p); R?), we define
Dy (w; p) = [|Jyw —7olll, (5-2)

where, for a measure w on B, (p),

el = sup} f OGNy s 0 e CABy), Vo) < 3P olyn <1} (53)

(Clearly, ||| - [Il , also makes sense for some distributions that are less regular than measures, but we will
not need that here.) Here, we are using the notation J,w = det V,w. We will also write J,w for the
2-form J,w = J,wdy", where dy’ :=dy"! A dy"?. Note that

dw' 9

. wi
Jow :=d,w' Ad,w?, where d,w’ = dy"’1 + dy"’z.

8yv,2

3yv,1

(Recall that y*/ = y"+i)

General results and heuristics about Jacobians and vortices (see, for example, [Sandier and Serfaty
2007]), together with the definition of the ||| - [|[, norm, suggest that, if w : B,(p) — R? is a function
possessing a single “vortex of degree 17 localized near some point in B,,(p/2), then, roughly speaking,

Il Jyw — 7wdolll , & (the distance from the origin to the vortex)®

(The cubic scaling on the right-hand side is related to the condition |V (y")| < |y” |2 imposed on test
functions, in the definition of ||| - |||,.) Thus, the right-hand side of (5-1) is the average of the above
quantity over the tangential y* variables.

The first main result of this section parallels Proposition 10 above:

Proposition 15. Let v : (=T, T1) x T" x B, (py) — R? satisfy (2-26), where B, (p) C R% and f =VF,
with F:R? > R satisfying (1-19). Recalling that 8, = (m Ine|)~', assume that there exist s\ € (=Ty, Tp),
p1 € (0, py), and &y > 8¢ such that
5. [ (1+1aly"P) e:)dy 15 and (5-4)
{s1}xT"x B, (p1)

D(v(0); p1/2) < &o. (5-5)

There exists a constant C such that
1
5. [ (1D 41" P (190 + 5 F ) ) ay' = .
{s14s}xT?*x B),(p1 —Cx5) €

5ef ee() (14 kaly" ) dy' — 1 < Cto,
{s1+s}

X T x By (p1—Cx8)

and D(v(s); p1/2) < Clo,
forall s € [0, p1/2c4] such that sy + s < Ty. Here, ¢y is as defined in (3-4).
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As remarked earlier, there does not exist any initial data satisfying (5-4) and (5-5) with ¢y < 8. when
k = 2, so the condition ¢y > J, is not restrictive.
The second main result of this section parallels Proposition 13:

Proposition 16. Assume that v : (=11, T1) x T"x B, (p,) — R? is a solution of (2-26), with data that
satisfies (2-34)—(2-36) on the hypersurface {(b(y'), y') : y' € T" x B, (p,)}, with {o > 8, and D as defined
in (5-1).

There exist some s1 > 0 and p > 0 for which v satisfies the hypotheses (5-4), (5-5) of Proposition 15,
with &y replaced by C &y, and such that, in addition,

5. [ (1D 4 1y P(Ival + 5P ) dy = Cto.
{ye(=T1,s1)xT"x B, (p1):°(y)>0) €
5.1. Variational-stability estimates. We start by establishing some properties relating the ||| - ||| , norm
of the Jacobian Jv and the Ginzburg-Landau energy e, ,(v). These will be used to show that %(-)
satisfies the requirements (1-30) and (1-32) from the Introduction.

Our first result is analogous to Lemma 11, and establishes a form of (1-30). It is a straightforward
consequence of the Jacobian machinery mentioned above.

Proposition 17. For p > 0, there exist constants k3 and C, both depending on p, such that, if w €
H'(B,(p): R*) and
Dy (w; p) = |[[Jyw — 7 olll, < k3, (5-6)

then
lIng|™! / ee(w)dy” > —|lng|~C. (5-7)
B
The proof of Proposition 17 uses the following facts:

Lemma 18. If¢ € (0, 1], w € H'(B,(p); R?), and

P
”va _N(SO”W*H(BU(/O)) =< E’
then |
ecp(w)dy” > — .
[Inel Jg,(p) [Ineg|

This follows, for example, from a much sharper estimate proved in [Jerrard and Spirn 2007, Theorem
1.3]. A slightly different norm is used there in place of the W—"! norm, but that result is easily seen to
imply the one stated here.

Lemma 19. Suppose that ¢ € (0, 1] and that w € H' (B, (p); R2) satisfies
1
w7 f ecp(w)dy” <3m/2.
Ing| Jp
There exists an integer £ € {0, £1} and a point & € B such that
1w =8¢ |y 115,y < C el el/4,

This follows from [Jerrard and Spirn 2007, Theorem 1.1].
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Proof of Proposition 17. Fix w € H' (B, (p); R?). We may assume that

1
esn(w)dy” <3m/2, (5-8)
IInel Jp, (o)

since otherwise (5-7) is immediate. So, in view of Lemma 18, it suffices to show that there exists a
constant k3(p) such that, if (5-8) holds and |||J,w — 7 dolll, < &3, then
1Jyw — 8|l <P (5-9)
v Ollw=118,(0) = 10
In fact, it suffices to show that there exists some gy > 0 such that the above conclusion holds if € € (0, &)
in (5-8), since we can arrange that (5-7) holds for & > g9 by choosing C large enough.

Now, (5-8) and Lemma 19 imply that there exist an integer £ with |£| < 1, and a point £ € B,(p)
such that ||J,w — 7 €8 || < Cllng|e!/4. Fix a function w, € C>(B), with |V, (y)| < |y|* and

W-LL(B,(p))
lwlly200 < 1, and such that w,(y) < w.(0) if y # 0. Then, (5-6) and the definition of the ||| - ||| , norm
imply that
/w* Jowdy' —mwy(0) > —k3.
On the other hand, the estimate ||J, w — 7 €3¢ ||W_14](B) <Cllng|el/* implies that
[ swdy’ ~xtw.@) = Cloudynlinel e < Clinel e,

Thus,

(€)= 0.(0) = = — Cllne| 4. (5-10)

b4

Since w4 (0) > 0, this implies that £ = 1 for all sufficiently small ¢ > 0, if k3 is fixed small enough. Then,

[Jw(t) —mde || < C|lng|e!/* and, as a result,

W-L1(B,(p)) —

1 (@) =780l yy 115, (pyy < Clnele/* + 7118 = Sollyy 115,

< C|ln8|81/4+n|§|,

where the last inequality follows immediately from the definition of the W~!-! norm. Since w, is con-
tinuous and achieves its maximum exactly at the origin, (5-10) implies that, fixing «3 still smaller if
necessary, 7 |§| < p/20 and, as a result, (5-9) holds for all small . [l

The second result about the ||| - |||, norm is analogous to Lemma 11, and establishes a form of the
requirement (1-32); in fact, the norm is designed exactly so that an estimate of the form (5-11) holds. In
the lemma, we write v as a function of (y°, y”) € R x [Rilzj.

Proposition 20. Letv e H! ((0, 7) X B,(p); IR2) for some p, T > 0. There exist positive constants C and
o, depending on p but independent of T and ¢ € (0, 1], such that

(T, ) — (0, I, < cag/
(0,7)xBy(p)

+C£a<1+/ eg’,,(v)dy”—i-f ee,v(v)dy”) (5-11)
{0 {z}

}x B, (p) x By (p)

v o 1 v
(Iy >+ )(%IDvlz—i—g—zF(v))dy dy®
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We believe that the € in the first integral on the right-hand side of (5-11) could be removed with some
work, but the estimate is false without the boundary terms in the second line of (5-11). In any case, all
these terms will be negligible in our later arguments.

The proof of Proposition 20 requires the following:

Lemma 21. There exist universal constants C,a > 0 such that, given any U C R> = Ryo x [R{% and
we H' (U; R?),

c 1 2, 1
‘/Uw/\Jw‘sm U|w|(§|Dw| +€—2F(w)>

+ Ce(1+ || Do) (1 + oo —I—/ 1+ |a)|)<%|Dw|2 + S%F(w))) (5-12)
U
for every compactly supported Lipschitz continuous 1-form w in U, and every ¢ € (0, 1]. Here, Jw
denotes the 2-form dw' A dw? = (w;O dy’ +d,w") A (wio dy® +d,w?).

This is [Jerrard 2007, Lemma 9], with notation adapted to our setting. In (5-12), Dw denotes, as
usual, the gradient in all three variables.

Proof of Proposition 20.
Step 1: Fixv e H'((0, ) x By(p); R?). In order to prove (5-11), we must estimate

/ w(SHv(r, y") — L0, y")) dy”
B, (p)

for an arbitrary w € C2°(B,(p)) such that [Vw(y)| < |y|? and ||wllw2,oo < 1. We fix such a test function

w, and we start by rewriting the previous expression. For this, let § denote a positive number to be fixed
later (not to be confused with 8,), and define V : (=8, t +8) x B, (p) = R? by

v(0,y") if —8<y°<0,
vl oy =1v0%y) ifo<)y’ <1,
v(t, yY) ifr§y0§t+6.

Let x € C2°(—6, t+96) be a function such that
xG9 =1 fory’e[0,7] and [x'llo<C(+87").

Since J, V (y°) = J,v(0) for y° € (=8, 0], and J,V (y°) = J,v(7) for y° € [, T+6),
+4

/ w(Jy(t, ") = L0, y")) dy” = —/
By (p)

(0 ([ wonavayr)at e
- B, (p)

= —/ (@G X' Ay ) ATV
(=8.7+8)x By (p)

We continue by observing that

o) X' N dY’ =0 dx () =d(0(") x") = xG°) do (V).
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Also, since JV =d(V! AdV?), itis clear that d(JV) =0, so that d(xw) A JV = d(xw A JV) and,
thus, the right-hand side of (5-13) can be rewritten

—/ (wx’dyO)AJvzf Xda)/\JV—/ dixo)AJV
( (—8,T+8)x B, (p)

—8,7+8)x B, (p) (=8,7+8)x By (p)
:/ xdoANJV. (5-14)
(=8,7+8)x By (p)

Step 2: The properties of w and the choice of y imply that
xdoMI=Iy"l> and [D(xdw)lle < C5™".

It thus follows from Lemma 21 that

‘/ xdoANJV
(=8,7+8)x By (p)

<Cimer™ [ P (MDVE+ L)) dyay
(=8,7+8)x B, (p) €

+c8“(1+5—‘)<1+/
(

<%|DV|2 n %F(V)) dy”dyo).
—8,7+8)x B, (p) €

We now fix & := /% and recall the definition of V, to find that

‘/ xdonJV
(=8,7+38)x By (p)

scinel™ [ (P (P ) dy
0,7)x B, (p)

+C8°‘/2<1+/ ew(v)dy”+‘/. eg,v(v)dy”).
{0} x By (p) {t}xBy(p)

The conclusion now follows by recalling (5-13) and (5-14), and renaming «. O

5.2. Proof of Proposition 15. As in Proposition 10 it suffices to consider smooth solutions v.
To simplify we will write %(-) and ||| - [|| instead of %(-; p1/2) and ||| - [l[,,, /2-

Step 1: For simplicity we assume that s; = 0. We will use the notation spax := min{p;/2cy, 11},

W,(s) := B,(p1 —cys) and  W(s) :=T" x W,(s).
We define

{1 (s) :=88/ (1+aly"P) es@)dy — 1,
{s}xW(s)

£2(s) :=D(v(s)),

£3(5) :=6ef (IDvl* + 13" Peen (v) dy'.
{s}xW(s)
(Recall that k; was fixed in (2-23), and that we took x; = 1 for k = 1.) We first claim that

Gs) < ¢o+c/“ t(0)do for 0<s < smax. (5-15)
0
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Indeed, exactly as before, we compute that ;1’ (s) =11 — ¢4 I, where
vi2 d /
I =6 (1 +waly’1?) =5 es(v) dy
{s}xW(s) 8y

b=s, / (14203 [2) € (0) 3V ().
{s}xT"xaW,(s)

And, exactly as before, in /] we use the differential inequality (2-27) satisfied by the energy, and integrate
by parts in the spatial variables. As before, our choice (3-4) of ¢, guarantees that the boundary term that
arises, involving an integral over {s} x T" x d W, (s), is dominated by —c.I,. This leads, as before, to

the differential inequality ¢ <Ct
1 = %53

Since our assumption (5-4) states exactly that ¢;(0) < ¢y, we conclude that (5-15) holds.
Step 2: We estimate ¢». It is clear that ||| - ||| is a norm, so

Dy(u(s, y™)) = Dy (O, y™)) + IS5 (s, y*) = Sy (0, y ]I

for every (s, y*'), by the triangle inequality. It follows that

62(5) = DWO)+ [ 1100057 = oG5, 3l dy”

(5-5), (5-11)

< ;o+cag/ / IDv* + (19" 1> + &%) ee, 0 (v) dy” dy’dy™’
" J(0,5)xBy(p1/2)

+C8°‘+C€°‘/ (/ eg,u(v)dy”—i—/ ee,v(v)dy”) dy”.
n {0} x By (p1/2) {s}x B, (p1/2)

Also, since B, (p1/2) C W, (s) for every s < p,/2cs, the definitions yield
/ / e:()dy’dy"” < €8, (01(5) + 1) < Cllnel (61 () + 1),
" J{s}xBy(p1/2)

and similarly for s = 0. By combining these and rearranging, we find that if 0 <5 < syax, then
N
&) <¢+ C / (53(0) +e%(1(0) + C)) do + Ce* + Ce** (g0 + ¢1(s) + C). (5-16)
0

Step 3: Finally, we show (by exactly the same arguments as in the corresponding step of the proof of
Proposition 10) that _
£3(s) < C(&1(5) +4a(s) + |Ine| ™) (5-17)
for every s € [0, smax]. We fix such an s, and we write v(-) instead of v(s, -). It follows, from the
definitions of ¢;, ¢3 and the choice (2-23) of k5, that

g1(s) ZC§3(S)+58f eev(v)dy —1. (5-18)
{s}xW(p1/2¢x)

We say that a point y*' € T" is good if %, (v(y"")) < k3, and bad otherwise. Then, Chebyshev’s inequality
and (5-1) imply that [{y®" € T" : y*" is good }| > 1 — C ¢2(s) and, exactly as in (3-19), but appealing to
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Proposition 17 instead of Lemma 11, we infer that

58/ ecv(v)dy = (1= Cla(s))(1 = Cling| ).
{s}xW(p1/2¢s)

Combining this inequality with (5-18), we obtain (5-17).
Step 4: By combining the previous few steps, we see that

§3(s)§C§0+C|1n8|_1+C/ ;3(a)da+c8°‘/f s3(t) dt do.
0 0J0

If we define g4(s) := ¢3(s) + {0+ |Ing| ' + &% [§ £3(0) do, it follows (since ¢y > &) that

Ga(s) = C/o La(o)do Vs €0, smaxl,  £4(0) < Clo.

Gronwall’s inequality then implies that {4(s) < C¢p for all s € [0, smax]. The conclusions of the propo-
sition follow from this, together with (5-15) and (5-16). O

5.3. Proof of Proposition 16. Finally, we present the proof of Proposition 16. We use notation from
Section 4, such as V*(s), 9; V*(s) and so on.

As usual, we may assume by an approximation argument, relying on standard well-posedness theory
for (2-26), that v is smooth on V. Define v* as in (4-5), and set

£1(s) = 5 f (1+1aly* Phigries v dy’ — 1,
01 V*(s)

52(8) = D" (s); p1/2),

£3(s) :88/ (|DTU*|2+|yv|Zes,v(U*)) dy/~
V()
We repeat exactly the arguments of Proposition 15, to find that

a(s) < C/ £3(0) +e%(L1(0) + C)do + Ce® + Ce** (5o + ¢1(s) + C)
and .
G3(s) < C(G1(s) + &a(s) + [Ing|7h).

To estimate {1, we argue as in the proof of Proposition 13; that is, we apply the divergence theorem to

f By (1 +12ly"HTS),
Vi(s)
where
T () = 85 (Jeg  vys - vys + LFW) — 8 vy vy,

and we rewrite, noting that ny(y) i"fo(y) > 0 for a.e. y € 9,V (s), exactly as before. This eventually
yields, for a.e. s € [so, 511,

;1<s>50f t3(0)do + A + B,
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where

A= 86/ (1+K2Iy“I2)(eg(v)—eg(vo))(b(y’),y’)dy’+55/ (1+r2ly" ) nig" de™,
Wo(s) BV (s)

B:= 58/ (1+r2ly"*) ec (vo) dy' — 1.
(W7 ()\ Wi () U Wo(s)

We proceed exactly as in the proof of Proposition 13, using Lemmas 8 and 14, the hypotheses (2-34)—
(2-36), and elementary arguments, to show that A < C¢y and B < C{¢ for a.e. s € [sg, s1] and, hence,
that ¢ < C [, ¢3(0)do + Cio.

The proof is now finished, exactly as in Step 4 of the proof of Proposition 15. O

6. Proof of Theorems 1 and 2

We combine the estimates proved in the previous sections with standard energy estimates in the original
(¢, x) variables, iterate, and harvest consequences, to complete the proofs of our main results. We mostly
give a unified treatment of the cases k =1 and k =2. To distinguish between the relevant energy densities
in the (¢, x) and the y variables, in this section we will often use the notation e, (u; n) and e.(v; G); see
(1-28) and the following discussion.

The next theorem assembles most of our main estimates, and will easily imply Theorems 1 and 2; it
can be seen as the main result of this paper. In it, and throughout this section, when we write C (I", Tp),
it will denote a constant that may depend upon various choices made in the construction (2-12) of the
map ¥ that we use to change variables; these choices, however, are constrained only by I and 7p.

Theorem 22. Letk=1o0r2,n>1,and N =n +k.

LetT' C (=T, T) x RN be a smooth timelike Minkowski minimal surface of codimension k, satisfying
our standing assumptions (2-5)—(2-7). Letu : (=T, T) x RN — R solve (1-1) with initial data satisfying
assumptions (2-31) and (2-34)—(2-36), for some &y verifying (2-30).

Given Ty < T, fix Ty € (To, T) and p, > 0 so small that (2-13), (2-14), and the conclusions of
Proposition 4 hold on (=T, Ty) x T" x B, (p).

There exists a constant C (I, Tp) such that

85/ ee(u;n)dxdt < C, (6-1)
((=To, To) xRN) \ N
for N =image(y) N ((—=Ty, Tp) x RN), and such that v = u o satisfies
1
s [ Do + 1y (1Y + 5 Fw) dy < Cap, (6-2)
(=T1.T1)xT" x B, (p,) €
5. [ (1+12ly* ) eev: G dy = H" (<0, T) x T") < Clo, (63)
(*TI,TI)X-”—"XBv(PO)

(for k7 as in (2-23), with kp = 1 when k = 1), and

/ G, (0(y"): p1/2) dy" < Cto, (6-4)
(=T1,Th)xT"
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where 9, was defined in (3-3) for k =1, and in (5-2) for k =2, while p| was found in Lemma 14. Finally,

18T @) =T )| yvor (g 70y iy < Cv0- (6-5)
The following lemma will be used repeatedly.

Lemma 23. There exists a constant C > 0, depending only on ", Ty, p,, such that

Cle.(u; (W) < ex(v; G)(Y) < Ceo(u; N) (W (1))
and
C™' <|detDY(y)|=+/—g() <C
forally € (=T, Ty) x T" x B,(p,)-

Proof. This is clear from the construction of the diffeomorphism 1, see in particular (2-20). O

Next, we show that Theorems 1 and 2 follow directly from Theorem 22 and the above Lemma. The
rest of this section will then be devoted to the proof of Theorem 22.

Proofs of Theorems I and 2. First we consider the scalar case, i.e., that of Theorem 1. We define N as
in (2-22). Then, as noted in Corollary 7, the function d defined by (2-29) satisfies the eikonal equation
(1-12) in N, as required.

Let u solve (1-1) with the initial data given by Lemma 9, in the case k = 1, so that it satisfies the
assumptions of Theorem 22 with ¢y = Ce? and, in addition,

N{\2
[ (w-a(%))ay =ce (6-6)
T x By (p,) €
for vy as defined in (2-33).

Then, conclusion (1-15) of Theorem 1 is exactly (6-5).
To prove (1-14), we recall that N C ¥ ((—=T1, T1) x T" x B, (p,)) and use (2-29) and Lemma 23 to
estimate

88/ d’e.(u;n)dxdt < C88/ (") e:(v; G)dx dt
N (_TI»TI)X-U—HXBV(,O())

<Cg— (88/ ee(v;G)dy—%”"((—Tl,Tl)xTT”)>,
(

—Tl,Tl)X-U—”XBl,(pO)

where the latter inequality is due to (6-3). Next, by using Lemma 11 and arguing exactly as in the proof
of (3-17), we see that

2T, -8, / e (v; G)dy < C / B, () dy +Ce™. (6-T)
(=T1,T1)xT"x By () (=T, T )xT"

The above inequalities and (6-4) imply that §,. fN d*e.(u; n) dx dt < Ce?. By combining this with (6-1),
we obtain (1-14).
Finally, to prove (1-13), note that for every y' € T" x B, (p1) and y0 e (=T, T)),

Ti 1/2
(%, ) — v ()] = [v(° ) — v (b (), Y)]| < |y°—b<y’>|”2(/ |8,00(s, y/>|2ds) .
—T;
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Since [dyov| < [Drv|, we find by integrating that

2
(0, y) — vy Py < C/ D,vdy < Ce,

/(—TI,T])XT"XB\,(,OO) (=T, T)xT"x By (py)

using (6-2) (for the last inequality) and the fact that ¢y < C 2. Then, (6-6) implies that

| [0 — g ("/e) dy = Ce.
(=11, T1)xT"x By (py)
By changing variables, using Lemma 23, and recalling (2-29), we obtain (1-13).

The proof of Theorem 2 is much the same, except that we make no claim about | [, y)—vo ()%,
as the estimate [ |8yov|2dy < C is too weak to provide good control over this quantity.

Otherwise, we follow the above proof; that is, we let u solve (1-1) with the initial data given by
Lemma 9, in the case k = 2, so that it satisfies the assumptions of Theorem 22 with ¢y = C|lng|™".
Then, conclusion (1-21) of Theorem 2 is exactly (6-5). To prove (1-20), it suffices, in view of (6-1), to
prove that

/ dist(-, )2 e, (u; n)dx dt < C.
N

Using Lemma 23 to change variables, and noting that dist(i(y), I')? < C|y"|? (since the left-hand side
is a smooth function of y that vanishes when y” = 0), it suffices to prove that

/ Iy ec(v; G)dy < C.
(7T1’Tl)><-|]—n><Bu(p0)

This follows exactly the proof of (1-14) in the case k = 1 above. The estimate corresponding to (6-7) has
exactly the same form, except that the last term on the right-hand side is now C|Ing|™!; this is proved
by arguing as before, but using Proposition 17 in place of Lemma 11. ]

The proof of Theorem 22 will use some standard energy estimates that we now recall.

Lemma 24. Let u : R"Y — R* be a smooth, finite-energy solution of the semilinear wave equation
(1-1). For any a < b and bounded Lipschitz function x : R"N — R,

‘/ ee(u;n)xdx—/ es(u;n)xdx‘ 5/ ee(u;m) |Dx|dxdt. (6-8)
(b} xRN {a} xRV (a,b)xRN
Also, for any pair a, b of real numbers and open A C RN,
/ ee(u;n)dx < / ec(u; n)dx, (6-9)
{DYx Ajp—q {a}x A

where Ay ;= {x € A :dist(x, 0A) > s}.

Proof. Both conclusions are standard, and follow from the identity 0,e.(u; n) = V - (u; Vu) satisfied by
solutions of (1-1), integration by parts, and the elementary inequality |u,Vu| < e.(u; n). For the second
inequality, assuming for concreteness that a < b, it is easy to see that the set {(¢, x):a <t <b, x € A;_;}
is a set of finite perimeter, so that the divergence theorem holds and there is no problem in justifying the
standard argument. U
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Lemma 25. Letv: (=T, T1) x T" x B,(py) = R¥ be a smooth solution of (2-26). For any —T, <a <
b<Tiand x € Wy ((=T1, T1) x T" x B,(p,)),

‘f Nes(v;G)xdy’—/ Nes(v;G)xdy’
(b} xR {a}xR

Proof. Lemma 6 implies that dy0e.(v; G) < Ce:(v; G) + V - ¢, and the positivity (2-16) of the matrix
(a*P) together with the definition (2-28) of ¢ imply that || < Ce.(v; G). The conclusion follows from
these facts, together with integration by parts, exactly as in the previous lemma. U

sc/ e:(v; G) (Ix| + 1Dx]) dy.
(a,b) xRN

Now, we present:

Proof of Theorem 22. We treat both cases k = 1 and k = 2 simultaneously. We may assume, as usual,
that # and v = u o ¢ are smooth.
It is convenient to define p : (—Tp, Tp) x RY — [0, +00] by

Iyl if (2, x) =¥ (y)
+oo if (¢, x) € N =image(V).
Note that, when k =1, p(¢, x) = |d(¢, x)| for (¢, x) € N.

p(t, x) = {

Step 1: Givenu: (—T,T) x RYN — RF solving (1-1), k =1 or k = 2, we will say that u is controlled on
aset W C (=Tp, To) x RV if there exists a constant C, depending on W, I', and i, such that ,for any
function u satisfying the hypotheses of Theorem 22,

/ ee(u; ) = Co.
w

(We will only say this about sets that are bounded away from I'.) If W is an open set, the integral is
understood as f .-+ dx dt and, if W is a subset of some {t} x R, it is understood as f <o dx.

Similarly, for a set W C (—=T1, T1) x T" x B, (p,), we say that v = u oV is controlled on W if there
exists a constant C = C(W, I', Ty) such that

s [ (1Dl 41y P (Wi + SFw)) = Can
w

Again, W may be either an open set or a subset of {s} x T" x B,(p,) for some s, with the integral
understood accordingly.
We make some easy remarks. First, if v is controlled on a set W, then, since

ec(v: G) = C(p) (1DevP + 1y (1900 + ;—ZF(v))) whenever |y*| > 5.,

it follows that, for any p € (0, p,),
/ e:(v; G) < Cip.
{y=0my")eW:|y’ 1=}

As a result, Lemma 23 implies that, if A C Image(y) is bounded away from I, then u is controlled on
A if and only if v is controlled on v1(A),
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Finally, we remark that, for any p > 0, the assumptions (2-31), (2-34), (2-35), and a change of variables

imply that
1mply tha u is controlled on {(0, x) € R'*™V: p(0, x) > p}, (6-10)

with the implicit constants depending on p and ¥ or, more precisely, on the behavior of ¥ on {y €
(=T1, T1) x T" x Bu(py) : ¥°(y) = 0}.
Step 2: We next claim that for 0 < s/, < s <Tj and p’ < p1/2,

if v is controlled on {y € (=717, s4) x T"x B, (p1/2) : ¥°(y) > 0},

then, for every 1 € [0, s, ], u is controlled on {(z, x) : p(t, x) > p'}, (6-11)

and this control is uniform for 7 € [0, s/, ]. To prove this, we fix p > 0 so small that p < p" and

((t,0):0<t <5}, p(t,x) <p)={¥():ye (=T, T)XT"*xBy(p), 0 <y (y) <))
ClY () :ye(=Ti,s0) xT"xBy(p) : ¥ (y) > 0}.
The point is that, if |y"| is small enough and ¥°(y) < s’y , then y9 < s,. Such a number p exists, because

|1/f0(y0, Yy, yY) — y0| < C|y"|; this is an easy consequence of the definition of .
Then, it follows from the control of v and Step 1 that

u is controlled on {(r, x) : 0 <1 < ', p/2 < p(t,x) < p}, (6-12)

since this set is bounded away from I' and is contained, by the choice of p, in the image via v of a set
on which we have assumed that v is controlled.

Now, we fix a function x € C*°([0, s/, | x RY) such that x = 1 wherever p(f, x) > p, and x =0 where
p(t,x) < p/2. Then, we apply (6-8) with this choice of x and with a =0 and b € (0, s,) and, using
(6-10) and (6-12), we find that u is controlled on {(b, x) : p(b, x) > p}, with implicit constants that are
uniform for b € (0, sjr]. Thus, we have proved (6-11).

Step 3: We next claim that, for 0 < s < T; as above,
if v is controlled on {y € (=71, s1) x T"x B, (p1/2) : ¥°(y) > 0},
then v is controlled on {s;} x T" x (B, (p1) \ B,(p1/2)). (6-13)

We first apply (6-11), with parameters s/, < s and p" < % p1 to be fixed later. We then apply (6-9) with
a= sjr and |b| < T, to conclude that u is controlled on

S, p) i=A{@t, x) : |t| < T, dist(x, A(s',, p") > |t — 5|}

where
A, p') i={x s p(sl, x) > p').

Then, Step 1 implies that v is controlled on w_l(S(sjr, o).
We will show that we can fix s, < sy and p’ > 0 such that

¥ ({54} x T" X (Bu(pp) \ Bu(p1/4)) € S(s';, 0, (6-14)

by which we mean that some open neighborhood of ¥ (---) is contained in S (sjr, 0"). For now, we
assume that we have selected sjr and p’ so that (6-14) holds, and we complete the proof of (6-13).
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Indeed, if (6-14) holds, then clearly

{541 X T x (Bu(p) \ Bu(p1/4)) € ¥~ (S(s]p, ).
and, so, there exists some a < s such that (a, s;) x T" x (B, (py) \ Bu(p1/4)) € w_l(S(sjr, 0")). Now,
we can find some smooth nonnegative function y such that

x=1lon{s;} xT" x (By(p)\ Bu(p1/2)) and spt(x) C (@, T1) x T" x (Bu(pg) \ Bu(p1/4)).

Since v is controlled in ¥~ (S (s, p")), (6-13) follows from applying Lemma 25 with this choice of
and a, and with b = 5.

Step 4: We next verify (6-14). Since the sets S(s, p) depend continuously on s and p in an obvious way,
(6-14) will follow (for suitable s, < s, and p" > 0) if we can show that

¥ ({s+) X T" x (Bu(py) \ By (p1/4))) € S(s4, 0). (6-15)

We will deduce this as a consequence of the following fact: If X is a connected spacelike hypersurface
in (14+N)-dimensional Minkowski space, and we define the solid light cone with vertex (¢, x) to be

LC(t,x):={(t",x") : |x =x'| = [t = 1|},
then LC (¢, x) N X = {(¢, x)} for every (¢, x) € X.
To reduce (6-15) to this geometric fact, we define
=954} x T" x By (pp)).

Clearly, ¥ is a connected hypersurface. We claim that it is also spacelike. To see this, recall (see (2-20))
that (g; j)f\f =1 is positive definite; this implies that v I (E)={s4}xT"xB, () 1s spacelike with respect
to the (gop) metric. The claim then follows, since ¥ is an isometry between (—T1, T1) X T" x B, (p)
with the (g,4) metric and image(y) C RV with the Minkowski metric in standard form ds*> = —dt* +
(dx")?+ ...+ @xV)2

Next, note that the definition of ¥ and the choice (2-13) of p,, imply that

Y ({s4} x T" x (Bu(py) \ By (p1/4)) € (=T, T) x RV.

Thus, in order to prove (6-15), it suffices to show that the closure of v ({s+} x T" x (By(py) \ By(p1 /4)))
does not intersect ((—T, T) x RY) \ S(s4, 0). However, by inspection of the definition of S(s, p), one
sees that

(T.T)xR\Ss.0) ¢ |J  LCGro= |J LCGw0.
{(xeRN : p(s4,x)=0} {xeRN : (sy,x)el}

In addition, since I' N ({5} x RY) = ¥ ({s;-} x T"x {0}), it is clear that
T O I'n({sy) x RY).
Then, the geometric fact mentioned above implies that

N (=T, T)xR")\ S(s4,0)) C U SNLC(s4, x) =T N({sy) x RY) = ¢ ({51} x T"x {0}).

{x:(s+,x)el'}
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Since  is injective, this implies that w({s+} x T"x (B, (,00)\{0})) does not intersect (=T, T) x RV) \
S(s4, 0), completing the proof of (6-15).

Step 5: We introduce more terminology. For a set W C (=17, T1) x T" x B, (p,)), if there exists W; C

(=Ty, T1) x T" such that
Wz x B, (p1/2) CW C W; x By(py),

then we say that v is completely controlled on W if v is controlled on W and, in addition, there exists a
constant C(W, 1) such that

8 f ((L+r2y"P) es(v; G)) — H™ W (W) < Cgp and / D, (0(y")) < Clo.
W W‘[

And, as above, we allow W to be either an open set or a subset of some {yo = constant} slice, with the

integral understood accordingly, and with dim W, = 147 in the first case and dim W; = in the second.

Now, we establish estimates (6-1)—(6-4). First, by assumption, v = u o ¢ satisfies the hypotheses of
Proposition 13 (if kK = 1) and Proposition 16 (if k = 2), and these imply that

v is controlled on {y € (—T1, s1) x T"x B, (p1) : 1//0(y) >0}, and (6-16)

v is completely controlled on {s;} x T" x B, (p1). (6-17)

In particular, (6-17) implies that v satisfies the hypotheses of Proposition 10 (k = 1) or Proposition 15
(k = 2), with ¢ replaced by C¢p. These propositions assert that

v is completely controlled on {s} x T" x B, (p1/2) for s; <s <57, (6-18)
where s, := min{71, s1 + (p1/2c4)}. Then, (6-16) and (6-18) imply that v is controlled on

{ye(=T1,5)xT"x B,(p1/2) : ¥°(y) > 0}.

Next, we invoke (6-13) to find that v is controlled on {s;} x T" x (B, (p1) \ Bv(01/2)). Hence, appealing
again to (6-18), we see that v is completely controlled on {s;} x T" x B, (p1).

Thus, we can apply Proposition 10 or 15, with s; replaced by s, and ¢y multiplied by a suitable
constant, but with the same fixed valued of p; already used. We can repeat this argument as necessary
to find, after a finite number of iterations, that v is completely controlled on {s} x T" x B,(p1/2) for
s1 <s < Ti. Since all our energy estimates are clearly valid backwards in the timelike variables, we can
also iterate Proposition 10 or 15 backwards, starting from s; and arguing as above, to conclude that

v is completely controlled on {s} x T" x B, (p;/2) for =Ty <s < T. (6-19)
Since T; > Ty, we deduce, by applying (6-11) in both directions in the ¢ variable, that
u is controlled on {(z, x) € (—Tp, Tp) % RN : p(t,x) > p1/4}. (6-20)

Using these and Lemma 24, we can deduce (arguing as in the proof of (6-11) and (6-13)) that in fact v
is completely controlled on (=71, T1) x T" x B, (p,). These estimates imply (6-1)—(6-4).

Step 6: It remains to prove (6-5). The point is that it essentially suffices to prove the same estimate in
the y variables, in which (6-2)—(6-4) imply a great deal of information about the way in which energy
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concentrates around I", which in these variables is (—77, T7) x T" x {0}. We will extract this information
using Lemma 11 for the case kK = 1, and an estimate of [Kurzke and Spirn 2009] for k = 2.
If m = (mf) and T = (T%), let us write

(m,J) = / mb dTs.

Then, we must estimate (m, 5. T (u) — T (I')) for (mg) e Who° (=T, To) x RN), with compact support
and with ||m]|,, . < 1. To do this, let x be a smooth function with support in image(y/) and such that
x =1lon{(, x):t| <To, p(t,x) < py/2}. Then,

(m, Te@) —T@)) = (A= x)m, Te@)+{xm, Te@) —T(T)).

It is clear from the definition (2-8) of J, that |9g" ﬂ(u)| < Ce¢(u; n), so that

(4 —0m, Tew) <Y ||m2||oof ecw;mydrdx  (621)
B {(1,X)e(=To, To) xRN : p(t,x)=p,/2}
< Co. (6-22)

using (6-1) and (6-2) together with Lemma 23.
Step 7: Let us write m := xm. Note that m is supported in image (), and ”mnwl-w < C. We will write
W} () =l o Y (y) Y @ oW (v —8() and =y " as usual. (6-23)

Note that ||mz]| < C. We claim that

Wl,oo
(7. 7.0) = [ A () T, )() dy (6-24)
(=T, T1)xT"x By (p,)
and
(.7 = [ Y (v, 0) B dy”, (6-25)
(=T, T)xT"

where @:g(v) was defined’ in (4-12), 135 =1iféd=y €{0,...,n} and 135 = 0 otherwise. These are
arguably obvious from the tensorial nature of the quantities involved. However, for the convenience of
the reader, we note that the definitions (2-8), (4-12) and (6-23) imply that

mh (1, %) T g () (1, x) =mf () T2 ) () (=g () ™2 for (1, x) =¥ ().

Then, (6-24) follows from a change of variables, noting that |det Dyr| = \/—g, so dt dx = /—g(y) dy.
To rewrite (m, I (")), note that our proof of Lemma 3 (to which we refer for notation) showed that

(m, T(I)) = / (mf o H) Hya ngs Hy, v /=y dy”,
(=T, T)xT"

9 As remarked earlier, T ¢ (v) is just the energy-momentum tensor for u, expressed in terms of the y variables.
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where H : (=T, T) x T" — (=T, T) x RY is the given map parametrizing I" (see (2-5)), and with a, b
summed implicitly from O to n. Since ¥ (y%, 0) = H(y"), we can rewrite the integrand above in terms of
Y and g, and this leads to (6-25). For this, it is useful to note that

Yap(Y?) if o, B <n,

8ap (¥, 0) = { 8ap ifa, B >n,
0 otherwise,
and that
g Yy nsp =g ovn™ @b oy Y nsg =% oy
fora €{0,...,n}.

Step 8: We now apply our earlier estimates to control various terms in (m, J.(u) — I (I')) represented,
as in (6-24) and (6-25), in terms of the y coordinates. In these calculations, we do not sum over indices
y and é when they are repeated.

Case 1: y #68, 8 <n: When this holds, we have, using successively (4-12) and (2-19),

T, 1= 18" vyevy|

< C(D > +1y"1* Vo],

Thus, in this case,

§<
Q}I

sgf S dy < Clitlloco.
(=T, T1)xT"x By, (p,)

where we have used (6-2).

Case 2: y #6, ¥ <n: In this case, we have the weaker estimate

T8 8
|Tg,y| = |g avy"vyV|

< C(|Dv]* +|D.v| |Vy0)),

again using (4-12) and (2-19). So, we have
8e my 7P, , dy < C8¢ |t o (I Dy vl|3+ 1D vl Vyvll,)

(=T, T)xT"x By (py)
< Cliritlloo (S0 + v/0/8: IVuvll,)  (using (6-2))

< Cllimlloo (o + \/g\/((o-i-—ZTO) (using (6-3)).

Case 3: y =6 < n: This is the only case in which (m, J(I")) makes a nonzero contribution. Indeed, by
(2-19), |g‘3“vyavya| < C(|D.v|* + |Dv| |Vyv]), so that

705 = Lg%, v,8 + LF () + O(IDv? + | Dev| [Vy])
1 1
= 3IVovl + 5 F() + O(ID:vf* + | Drv| [Vyv)),

using (2-19) and (2-20). Thus,

ssf W T dy =5, / il ey (v) dy + Ol so/Z0 ).
(=T1,T))xT"x By (p,) (=T1, T1)xT"x By (py)
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The contribution to (m, J.(u) — I (I')) from a summand with § = y <n is, thus,

8 8, eeu(v) dy —/ mi (3, 0) dy* + O(litlloey/Z0)
(=T1,Th)xT"

(3 (%, y¥) — iy (y7, 0)) 8 ec.0(v) dy

/(—Tl,Tl)XT” x By (py)

‘/(‘_TLTI)X-U—HXBV(IO())
—/ m3(y", 0) (1 — 85/ ecr(W) (Y, y") dy”) dy" + O(lImllcov/¢0)
(=T, Ty)xT" B, (p)

= A+ B+ O(Iitlloov/S0)-

To estimate A, note that ‘nﬁg(yf, YY) —mg (", 0)’ < ||nV1||W1100 [y’| < Cly"], so that

1= (5. [ P dy) (. [enmar)” <ca

after arguing, as in Case 2 above, to estimate f e.v(v) <C.
As for the other term, since ||m||s < C,

| B SC/ [©1(y")|dy" for ©1(y") = 88/ eV (Y, ¥y dy" — 1.
(=T, T)XT" B

v(p)

We say that y® is good if %, (v(y*)) < k3, where «3 is the constant from Lemma 11 and Proposition 17,
for k =1 and k = 2, respectively. A point will be called bad if it is not good. In particular, these results
show that if y* is good, then

—Ce /¢ ifk=1

D>
®l(y)_{—C|ln8|_l if k=2

} > —C¢p in both cases,

since §; < &o. Thus, since clearly ®;(y*) > —1 everywhere, we see that

O(y")+C¢g if y* is good,

CHOBIE

Thus, we compute
|B| SC/ (®1(y’)+CCo)dy’+C/ ©1(y") +2)dy*
{good points} {bad points}
<C / O1(y") dy" +Cgo+ 2% ({y" € (—=Tp, To) x T" : y" is bad}).
(=To,To)xT"

To conclude the estimate, we note that (6-3) implies that f(—To To)x T O1(y")dy" < Cgy, and (6-4),
together with Chebyshev’s inequality, implies that

I ({5 € (—To, To) x T < y* is bad)) < C f G (0(y", ) dy" < Clo.
(=To,Tp)xT"
Thus, |B| < C.

Case 4: v, § > n: Here, we consider the cases k = 1 and k = 2 separately.
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k = 1: The assumption of Case 4 reduces to y =8 = N and, using (2-24), we see that

n

~ 1 1 1 1 1
Ty =5 Z 8" vyevyp — E(vyN)2 + 8—2F(v) = —z(vyN)2 + S—ZF(U) + O(|D.v|?).
a,b=0
We will write 5 1
(") := sz ’vyN — = F)|dy",
B, (p) €

and we will now say that y* € (=T, T1) x T" is good if
D,(v(y")) <k3 and, in addition, O1(y") < k4 (6-26)
for k3, k4 found in Lemma 11. Then, Lemma 11 implies that, if y* is good, then

®2(y") < CVI101(y7)| + &o-
Thus, using Holder’s inequality

/ O dY" = /€ g0t poin (116D + Clo) dy = CV o,
{good points}
using estimates from Case 3 above. And, if y* is bad, then

® (") = C(14+0:(y")
so that
/ ®2(yf) dyr = \/Cf{badpoints}((al(yt) + 1) dyt
{bad points}

< Coo+C(H™* ({y" € (=To, To) x T" : y© is bad}))"* < C /2o,

where at the end we used Chebyshev’s inequality with (6-3) and (6-4). Hence,

5, / i T dy' <c / ©2(5) dy* + 0(20) < C/20.
(=T1,T1)xT"x By (py) (=To,To) xT"

k = 2: We claim that, when k = 2,

) ~
88/ n, 9‘;5 dy
(=T, T)xT"xBy(py)

if §, y e{N—1, N}. This will complete the proof of (6-5). To prove (6-27), we first note that Proposition 4
implies that

<V (6-27)

FN-1  GN-1 1 -

Ten—1 Ten | 2(lvyw P = Jogv-1?) + 72 F (v) TUyN-L s UyN

~ ~ - 1 —
IV Iy TUpN-1 s UpN (=l P+ vy ?) +e2F ()

+ O(IDv* + [y 1* [Vov]?).  (6-28)
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At this point, we need [Kurzke and Spirn 2009, Theorem 1], which implies that, if w € H ! (Bv(pg)» IRZ),

By(w) <k3 and O(y") <3, (6-29)

then

ik b 1/2
58/ ( |wyN 1 WyN-1 Lg},N>dyV_((1) (1)>|§C(5s/ eg,v(w)dy”—1+C8€) .
Bu(py) N WyN-1 Uy |wyn] By (p,)

(The main hypothesis of the Kurzke—Spirn estimate is (5-9), and we have shown in the proof of Proposi-
tion 17 that this follows from (6-29).) Accordingly, we will continue to say (exactly parallel to the case
k =1; see (6-26)) that y* € (=T, T1) x T" is good if v(y7, -) € H! (By(py); R?) satisfies (6-29). A point
that is not good is said to be bad. It follows, as usual, from Chebyshev’s inequality and (6-3), (6-4) that

%' ((y" € (—=To, To) x T" : y© is bad}) < C&.

The Kurzke—Spirn inequality implies that, if y* is good, then

)
= Voo, y) 1P dy” > 1 —C(O1(y") + C8.)'/%.
2 B, (p)

Thus, for a good point y~,

1 )
88/ S F)5, y)dy" =017+ (1 - 38/ IVou(y", y”)lzdy”)
Bu(py) € B, (p)

<O +C(O1(y") +C8)2.

Similarly, the Kurzke—Spirn estimate also implies that, if y* is good, then

/ vyN vy dy”
Bv(ﬂo)

Combining these and recalling (6-28), we see that, if y* is good, then, for y,§ € {N — 1, N},

8 + 8¢ <CO(y") +C8)'2.

/ oy [? = oyt 2) dy"
Bv(ﬂo)

< C(O(y") +C8)' 2+ 05(y7), (6-30)

88/ 72,05y dy"
(P

B, (pg)

where @3(y*) := 6, fBU(pO)(lDtv|2 +1y' 1> IVov|?) dy®. Also, if y is bad, then (6-28) implies that

85‘/ |gg,y(yra yv)|dyvfc(®1(yr)+1)
Bu(/’o)

This last fact, together with the estimate of the bad set’s size and (6-3), implies that

85/ S 77 s dy| < A1+ B+ Co.
(*TlsTl)X-U—"XBv(PO)
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where

A::SE/ / ) (y%,0) Y 5 dy"dy?,
{good points € (—T;,T1)xT"} J B, (p)

B =5, / / (5079 =07, 00) Ty ™
ood points € Ty)xTr}

From (6-30), Holder’s 1nequa11ty, % Q) and (6- f) We see that
Al < [t o / C((O1(y7) + C8)'2 + ©3(37)) dy" < C /2o,
{good points € (—T7,7T1)xT"}

And, since ||m|| <C,

Wl,oc

1B| < csg/ "] een(v) d.
(=T, T1)xT"x By ()

We have shown, in Case 3 above, that the right-hand side is bounded by C+/Z(, so we find that |A|+|B| <
C\/¢o. Therefore, we have proved (6-27), and (6-5) follows. O

Appendix

In this appendix, we give the proof of Propositions 4 and 5. Recall that we have defined G = Dy"n D,
where ¥ (y%, yV) := H(") + Zle v;(y®) y"*i. Here, H is the given parametrization of the minimal
surface I', and the vectors {v;} form an orthonormal frame for the normal bundle of I'; see (2-11). The
proposition asserts certain properties of g := detG and (g"/) = G~'. We will use the following lemma
to read off properties of G~! from those of G.

Lemma 26. Let M be a matrix written in block form as
A B
w=(cp)
Cc D

(where the blocks need not be of equal size,i.e., A€ M"™", Be M"™",C € M™*" and D € M"™*"™, for
some m and n). If

(-31)

( (A—BD7'C)™! —A—lB(D—CA—lB)—1>
—-D-'C(A-BD~'C)! (D—-CA'B)~!
is well defined, then N = M.

This is proved by simply verifying that M N = I.

Proof of Propositions 4 and 5. We will think of v(y®) as a (1+N) x k matrix, with columns v; for
i=1,...,k,and of y” as a k x 1 vector, so that vy’ := Zle v (y?) y" .

Step 1: To start, note that V1 (y) = v(y*), so the choice (2-11) of v implies that G can be written in
block form as G., G,
v

G=<GW I )

Ger =Dy " n Dy € MU G, =Gl =D (vy") v € MU

where
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and I denotes the k x k identity matrix. Observe that
|G:y| <Cly"| when k>2 and G, =0 for k=1. (-32)

The second assertion above follows from differentiating the identity (v’ 5 v)(y?) = 1. Since ¥ (7, 0) =
H(y"), we can write G, (¥%, 0) in block form as

HlnH,y, H)f)nVH>:<—1+|hy0|2 0 )

G (y',0)= (
o VH 'y H, VH'nVH 0 VhTVh

where we have used (2-5) and (2-6). It then follows, from (2-7) and the smoothness of H, that G, (y%, 0)
is invertible, with uniformly bounded inverse, for y* € [Ty, T1] x T". If p, is chosen small enough,
it follows by continuity that G, (y) is invertible, with uniformly bounded inverse, for y € [—Ty, T1] x
1" x B, (py)-

Step 2: Next, we note that G.;(y) = G (%, 0) + O(|y*|); we use (-31) and (-32) to find that, taking
P, smaller if necessary, G(y) is invertible for y € [—T1, T1] x T" x B, (p,), with

) G0+ O ) 0(y']) )
G l(y) =
) ( 0y (I — O(y" )"

_(G=0%0) 0) (0(|y”|> 0<|y“|>> ]
‘( o ) oy ouyp) ) 39

We have used (more than once) the fact that G, rl (y%, 0) is uniformly bounded, which implies that | (G, +
A~ — G;r1| < C|A| for A sufficiently small, with a uniform constant C.

From (-33) and (2-7), we easily conclude that (2-20), (2-19), and the first estimate of (2-17) hold.
Moreover, if k = 1, then, in view of (-32),

-1 _ Gn(y)_l 0 _ -1 _ Gn(yr,o)—l_i_o(b]vn 0
G (y)—< 0 Ik>—G (y)—< 0 Ik)’

from which we infer (2-24) and (2-25).
To establish the second conclusion of (2-17), we differentiate the identity G~'G = I to find that

-1 -1 -1
G,'=-G"'G,, G

Our earlier expression for G implies that

G =< Grroy 0(|y“|)),
»“\owy'h o

and one can readily check that this implies that |g;‘f EuEpl < C(l&: 2+ 1y"|? |€,]?), which completes the
proof of (2-17).

Step 3: It remains to establish (2-18). To do this, fix { € C°([—=T1, T1] x T"; R¥) and, for o € R, define

flo) = / (= det(D, H n DH,))"dy" (-34)
Vv

h
where Hy(y) = HOY®) +ov(y) £(yF) = ¥ (3% 0 £ (y0).
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Note that, for o small, H, parametrizes a surface I', that is a small variation of the original surface I'.
Because I' is a Minkowski minimal surface, it follows that f’(0) = 0. We will show that this yields the
conclusion of the lemma.

Thinking of D¢ as a k x (1+n) matrix, a direct computation yields

DHy(y") =Dy (y',0¢(y") +ov(y") DE(Y")
It then follows from (2-11) that DHUT n D H, has the form
(DHn DH,y)(y") = (D" n D) (V5 0 £ (y7) + 07 B(Y").

for some matrix B(y") that depends smoothly on y*. Since, if A(o) are square matrices depending
smoothly on a real parameter o, then

d d
—det(A(a)+azB)| = —detA(o)| ,
do o=0 do o=0

it follows that, at o =0,
d T Ty _ i T T T -
d—odet(DHg nDH,)(y") = P det(D: " n DY) (¥, 0 ¢(y7)) (-35)
Step 4: We next note that
det(D: Y D) (y", 0 ¢ (y7)) = det(Dy " 5 DY) (y", 0 £ (y) + O (o). (-36)

Indeed, this follows (by rather easy linear algebra considerations) from the fact that

DYDYy O(o) )

006) I+ 0(c?) 37

Dy n DY (Y, 05(") = (
By combining (-35) and (-36),

4 T N S _ .
i det(DH) n DHy)(y )| _ = 78050507 =Vg(r50)-¢
o o=0 do =0

at 0 = 0. Also, it follows from (2-7) and continuity that det(DHaTn DH;)(y") and g(y%, o ¢(y%)) are
bounded away from O for ¢ small enough, and hence

d
(- det(DH! n DH,)(y))'"? .

0 =Vi/—¢-¢
Thus, the identity f'(0) = 0 reduces to
0= f Viv/=g-¢dy"
Since ¢ is arbitrary, we conclude that V,,,/—g = 0. This and (-33) imply the required estimate (2-18). [
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WELL- AND ILL-POSEDNESS ISSUES FOR ENERGY SUPERCRITICAL WAVES

SLIM IBRAHIM, MOHAMED MAJDOUB AND NADER MASMOUDI

We investigate the initial value problem for some energy supercritical semilinear wave equations. We
establish local existence in suitable spaces with continuous flow. The proof uses the finite speed of
propagation and a quantitative study of the associated ODE. It does not require any scaling invariance of
the equation. We also obtain some ill-posedness and weak ill-posedness results.

1. Introduction

In this work, we discuss some well-posedness issues of the Cauchy problem associated to the semilinear
wave equation

2u—Au+F'(u)=0 in R, x R?, (1)

where d > 2 and F : R — R is an even regular function satisfying
F0O)=F'0)=0 and uF'(u)>0. 2)

These assumptions on F include the massive case, that is, the Klein—Gordon equation. With hypothesis
(2), one can construct a global weak solution with finite energy data using a standard compactness
argument; see, for example [Strauss 1989]. However, the construction of (even local) strong solutions
requires some control on the growth at infinity and more tools. As regards the growth of the nonlinearity
F, we distinguish two cases. For dimensions d > 3 we shall assume that our Cauchy problem is H!-
supercritical in the sense that

F(u)

In two space dimensions and thanks to Sobolev embedding, any Cauchy problem with polynomially
growing nonlinearities is locally well-posed regardless of the sign of the nonlinearity and the growth
of F at infinity. This is a limit case of (3). Square exponential nonlinearities were investigated first
in [Nakamura and Ozawa 1999b], where global existence and scattering for small Cauchy data were
proved, then in [Atallah-Baraket 2004], where local existence was obtained under restrictive conditions,
and finally in [Ibrahim et al. 2007a], where a new notion of criticality based on the size of the energy

Majdoub is grateful to the Laboratory of PDE and Applications at the Faculty of Sciences of Tunis. Ibrahim is partially
supported by NSERC# 371637-2009 grant and start-up fund from the University of Victoria. Masmoudi is partially supported
by NSF Grant DMS-0703145.
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appears. In this paper, we examine the situation of other growths of exponential nonlinearities (not
necessarily square). More precisely, when d = 2, we assume either

log(F
W/'+oo as u — 0o, @
u
or 1 F
for some ¢ with 0 < g <2, wzou) as u — 0o. (5)
u

The model example that we are going to work with when d = 3 is given by
Pu—Au+u' =0. (©6)

It is a good prototype for all higher dimensions d > 3 illustrating assumption (3). In two dimensions, we
take
32u — Au4u(1+ uz)((q_z)/z)e4”((1+”2)(q/2)_1) =0, @)

with g > 0, illustrating either the cases (4) or (5), depending on whether g > 2 or g < 2.
Define the total energy of u by

E@(®) S |V}, + /R 2F () dx.

The energy of data (¢, ) € H' x L? is given by

def
E(p,¥) = IVel3, +||w||’iz+/[2F(<p) dx.
X X Rd

When ¢ = 0, we abbreviate E (¢, 0) to simply E(¢).
In the sequel, we adopt the following definitions of weak solution and local/global well-posedness of
the Cauchy problem associated to (1).

Definition 1.1. Let X := X x X be a Banach space.! A weak solution of (1) is a function u : R— X with
(0;u, Viu) € L°(R, Xo) satisfying (1) in the distributional sense and having finite propagation speed.
When X = H! x L? is the energy space, we have in addition F(u) € L*°(R, LY and E(u(t)) < Eu(0))
for all 7.
The existence of such solutions will one of our results.
Definition 1.2.
» The Cauchy problem associated to (1) is locally well-posed in X, abbreviated as LWP, if for every
data (ug, u1) € X, there exists atime 7 > 0 and a unique2 (distributional) solution
u:[-T,TIxR > R
to (1) such that (u, o;u) € €([—-T,T]; X), (u, o;u)(t = 0) = (ug, u1), and such that the solution
map (ug, u1) — (u, d;u) is continuous from X to €([-T, T']; X).
e The Cauchy problem is globally well-posed (GWP) if the time T can be taken arbitrary.

lTypically, X = Bi,’q X Bf,:ll, for some suitable choice of s, p and q.
2In some cases the uniqueness holds in more restrictive space.
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o The Cauchy problem is strongly well-posed (SWP) if the solution map is uniformly continuous.
o The Cauchy problem is ill-posed (IP) if the solution map is not continuous.

e The Cauchy problem is weakly ill-posed on a set Y C X (WIP) if the solution map
(uo, ur) €Y = (u, d;u)

is not uniformly continuous from Y to €([—T, T']; X).

We recall a few historic facts about this problem. First, in space dimensions d > 3, the defocusing
semilinear wave equation with power p reads

32u — Au+|ulP"lu=0, (8)

where p > 1. This problem has been widely investigated and there is a large literature dealing with the
well-posedness theory of (8) in the scale of the Sobolev spaces H®. Second, for the global solvability in
the energy space H'! x L2, there are mainly three cases. In the subcritical case

wdet d+2

Cd-2
Ginibre and Velo [1985] finally settled global well-posedness in the energy space, by using the Strichartz
estimate, nonlinear estimates in Besov space, and energy conservation.

The critical case p = p* is more delicate, due to possibility of energy concentration. Struwe [1988]
proved global existence of radially symmetric regular solutions. Then Grillakis [1990; 1992] extended
this result to nonradial data. In the energy space, Ginibre, Soffer and Velo [Ginibre et al. 1992] proved
global well-posedness in the radial case, where the Morawetz estimate effectively precludes concentra-
tion. The case of general data was solved by Shatah and Struwe [1994], and Kapitanski [1994]. See also
[Ibrahim and Majdoub 2003] for variable metrics. Note that uniqueness in the energy space is not yet
fully solved. We refer to [Planchon 2003] for d > 4, to [Struwe 1999; Masmoudi and Planchon 2006]
for partial results in d = 3, and to [Struwe 2006] for the case of classical solutions.

The supercritical case p > p™* is even harder, and the global well-posedness problem for general data
remains open, except for the existence of global weak solutions [Strauss 1989], local well-posedness in
higher Sobolev spaces (H*® with s >d/2—2/p > 1) as well as global well-posedness with scattering for
small data [Lindblad and Sogge 1995; Wang 1998], and some negative results concerning nonuniform
continuity of the solution map [Burq et al. 2007; Christ et al. 2003; Lebeau 2001]. See also [Lebeau
2005] for a result concerning a loss of regularity and [Tao 2007] for a result about global regularity for
a logarithmically energy-supercritical wave equation in the radial case.

It is worth noticing that the nonlinearities considered in [Burq et al. 2007; Christ et al. 2003; Lebeau
2001; 2005] are homogeneous, and thus at first glance, the proofs cannot be adapted to the case of inho-
mogeneous nonlinearities. But as suggested in [Alazard and Carles 2009], it might be that homogeneity
is used only to guess a suitable ansatz. We also mention the NLS analogues of [Lebeau 2005] (see for
example [Alazard and Carles 2009; Carles 2007; Thomann 2008]). Several different techniques are used
there, to get some results which seem out of reach with an ODE approach (in [Alazard and Carles 2009],
the case d = 1 is allowed, and the trick used in [Lebeau 2005] and [Burq et al. 2007] cannot be adapted,
apparently). See also [Burq and Tzvetkov 2008] about random data Cauchy theory for supercritical wave
equations.

p<p
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In dimension two, H !-critical nonlinearities seem to be of exponential type’, since every power is
H'-subcritical. On the one hand, in a recent work [Ibrahim et al. 2006], the case F (u) =1/87 (64””2 -1
was investigated and an energy threshold was proposed. Local strong well-posedness was shown under
the size restriction ||Vug|;2 < 1 and the global well-posedness was obtained in both the sub and critical
cases (when the energy is below or equal to the energy threshold). Very recently, Struwe [2009] has
constructed global smooth solutions with radially symmetric data of arbitrary size. On the other hand, the
ill posedness results of [Lebeau 2005; Christ et al. 2003; Burq et al. 2002] show the nonuniform continuity
of the solution map (or sometimes its noncontinuity at the zero data). In the two-dimensional exponential
case and since small data are in the subcritical regime, we prove only the nonuniform continuity of the
solution map. It is worth to note that the results of [Christ et al. 2003] are based on the scaling invariances
of the wave and Schrodinger equations with homogeneous nonlinearities. The idea developed there
[Christ et al. 2003] is to approximate the solution by its corresponding ODE (at the zero dispersion
limit). Since solutions of the ODE are periodic in time, then a decoherence phenomena occurs for small
time since the ODE solutions oscillate fast. Note that the original result in this field appears in [Lebeau
2001].

Hence, in this paper our main aim is to investigate the local well and ill posedness regardless of the
size of the initial data. Our idea to overcome the absence of scaling invariance is to choose regularized
step functions as initial data (i.e., functions constant near zero). The presence of the step immediately
guarantees the equality between the PDE and the ODE solutions in a backward light cone, thanks to the
finite speed of propagation. The length of the step can be adjusted (in the supercritical regime) so that
ill-posedness/weak ill-posedness occurs inside the light cone.

This paper is organized as follows. In Section 2, we state our main results. In Section 3, we recall
some basic definitions and auxiliary lemmas. In Section 4, we investigate the energy regularity regime.
Section 5 is devoted to the low regularity data.

Finally, we mention that, C will be used to denote a constant which may vary from line to line. We
also use A < B to denote an estimate of the form A < C B for some absolute constant C and A ~ B if
A< Band B S A.

2. Main results

Energy regularity data. First we show that if the general assumptions (2)+(3) or (2)+(4) are satisfied,
the nonlinearity is too strong to ensure the local well-posedness in the energy space:

Theorem 2.1. Assume that d > 3 and (2)+(3), or d =2 and (2)+(4).
(1) There exist a sequence (¢y) in H' and a sequence (ty) in (0, 1) satisfying
IVerllz = 0, & — 0, sup, E(gx) < o0,
and such that any weak solution uy of (6) with initial data (¢, 0) satisfies

liminf || 0;ug (1) |12 = 1.
k—+00 *

In particular the Cauchy problem is ill-posed in H' x L.

31n fact, the critical nonlinearity is of exponential type in any dimension d with respect to H 4/2 porm.
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(2) If we relax the condition sup;, E(gy) < 0o by taking limy_, 4 f F(pr) = 400, we can even get
lim ||8;ug () [l 2 = 00
k—+o00 x

Remark 2.2. Lebeau [2001] proved a loss of regularity result for energy supercritical homogeneous
wave equation; see also [Christ et al. 2003]. Recently, Tao [2007] has shown the global well-posedness
in the radial case of a logarithmic energy supercritical wave equation in H'*¢ x H? for any & > 0. The
above Theorem shows that & cannot be taken zero.

The above theorem covers model (7) in two space dimensions with ¢ > 2. When ¢ < 2, recall that
the global well-posedness in the energy space can easily be obtained through the sharp Trudinger—Moser
inequality combined with the simple observation that for ¢ > 0 there exists C; > 0 such that

‘(1 4 u2)(Q*2)/264ﬂ(1+u2)q/2 _ 647'[’ < Cs (eé‘uz _ 1) for all u € R.

In the case g = 2, the local well-posedness for the Cauchy problem associated to (7) in the energy space
was first established in [Nakamura and Ozawa 1999a; 1999b] for small Cauchy data. Later on, optimal
smallness for well-posedness was investigated, first in [Atallah-Baraket 2004] for radially symmetric
initial data (0, u1), and then in [Ibrahim et al. 2006; 2007b] for general data. The following result
generalizes the previous results to any data in the energy space regardless of its size.

Theorem 2.3. Let (ug, u1) € H' x L% There exists a time T > 0 and a unique solution u of (7) with
q = 2 in the space Cr(HHYN C} (L?) satisfying u(0, x) = ug(x) and u(0, x) = u;(x). Moreover, the
solution map is continuous on H' x L?.

In [Ibrahim et al. 2007b] it is shown that the local solutions of (7) (with ¢ = 2) are global whenever
the total energy E < 1, where

def 1 2
E(() = ||Vt,xu(t)||§2_+5/2e4m —1dx.
X R

Indeed, in that case, the Cauchy problem is strongly well-posed. The following result shows the weak
ill-posedness on the set { E < 1+ § } for any § > 0. More precisely

Theorem 2.4. Let v > 0. There exist a sequence of positive real numbers (1) tending to zero and two
sequences (uy) and (vy) of solutions of the nonlinear Klein—Gordon equation

Dlu + ue™ =0, )
satisfying
[k — v ) =0, )13 + 19 (ux —ve)(t =0, )7, =0(1) ask — +oo,
0<Ew,00—1<ev? 0<EQW0—1<1?
liminf (|9, (g — vi) (1, ) 120 = 2 (€ +e5)p2,
k— 00 L 4
Notice that Theorem 2.3 yields the continuity with respect to the initial data and Theorem 2.4 yields
that there is no uniform continuity if the energy is larger than 1 (supercritical regime).
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Remark 2.5. Struwe [2009] has constructed global smooth solutions for the two-dimensional energy
critical wave equation with radially symmetric data. Although the techniques are different, this result
might be seen as an analogue of Tao’s result [2007] for the three-dimensional energy supercritical wave
equation. Our Theorem 2.4 shows just the weak ill-posedness in the supercritical case. This is weaker
than the result in higher dimensions where the flow fails to be continuous at zero as shown in [Christ
et al. 2003]. The reason behind this is that small data are always subcritical in the exponential case.

Low regularity data for the model (7). Now that the local well/ill-posedness is clarified in the energy
space for dimension d > 2, our next task in this paper is to seek for the “largest possible spaces” in which
we have local well-posedness for the Cauchy problem associated to the model (7). Recall that we have
the embeddings

H'R») < B) (R — H'(RY), s<1. (10)

The next theorem show the failure of the well-posedness in spaces slightly bigger than the energy space
in the case ¢ = 2. This means that the Cauchy problem posed either in B21’ o Or H* with s < 1 becomes

supercritical. More specifically:
4

Theorem 2.6. Assume g =2. Let W:={u e L*:Vu e L>*®)}, where L>* is the classical Lorentz space.
(1) There exists a sequence (¢y) in W and a sequence (1) in (0, 1) satisfying
lgkllw — 0 as t — 0,
and such that any weak solution uy, of (7) with initial data (¢y, 0) satisfies
limy s o0 [|0r1tg (2 || 1200 = 00.
(2) There exists a sequence (¢y) in 973; « and a sequence (i) in (0, 1) satisfying
”(pk”%%,oo —0 ast—0,
and such that any weak solution uy of (7) with initial data (¢, 0) satisfies
limy— o0 | 9rur (1) lgpg = 00
In particular, the flow fails to be continuous at 0 in the W x L>> topology or 9]3%500 X 9]3(2)500 topology.

(3) Lets < 1. There exists a sequence (i) in H® and a sequence (1) in (0, 1) satisfying
lgillas = 0 as i — 0,
and such that any weak solution uy of (7) with initial data (¢y, 0) satisfies
limy oo (|0 1k (1) || ps—1 = 00.

In particular, the flow fails to be continuous at 0 in the H® x H*~! topology.

This theorem can be seen as a consequence of the following general result about arbitrary 1 < g < oo.
Indeed, Equation (7) is subcritical at the regularity of the Besov space 9731’ 7 but supercritical at the H®
regularity level with s < 1, where, as usual, ¢’ denotes the Lebesgue conjugate exponent of g. More
precisely:

41t is defined by its norm llull 2.00 2= sUpy (o meas'*{ ju(x)| > a}).
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Theorem 2.7. Assume that 1 < g < oo.

(1) Let (ug, up) € %é 7 X %g’q,.s There exists a time T > 0 and a unique solution u of (7) with initial
data (ug, uy) in the space Cr(By ) N CL(BI o)

(2) Lets < 1. There exists a sequence (i) in H® and a sequence (1) in (0, 1) satisfying
loillas — 0 as 5 — 0,
and such that any weak solution uy of (7) with initial data (¢y, 0) satisfies
Timy o0 118,104 (1) | 21 = 0.

In particular, the flow fails to be continuous at 0 in the H® x H*~! topology.

Remark 2.8. The same well-posedness results can be derived for the corresponding two dimensional
nonlinear Schrédinger equations.

We end this section with a table summarizing the picture of well/ill-posedness.

Data regularity
Setting H! 9735’00 H® withs < 1
d >3 and (3) WIP IP IP
d =2 and (4) IP IP IP
d=2and g <2 GWP & SWP LWP IP
d=g=2and E > 1 LWP & WIP 1P IP
d=g=2and E <1 GWP & SWP 1P IP

3. Background

Besov spaces. For the convenience of the reader, we recall the definition and some properties of Besov
spaces.

Definition 3.1. Let x be a function in $(R?) such that x (§) = 1 for |£] < 1 and x(¢) = O for |§| > 2.

Define the function ¥ (§) = x(§/2) — x(§). The (homogeneous) frequency localization operators are
defined by

AjuE) =y 77&)aE) forall jeZ
If s < d/p, then u belongs to the homogeneous Besov space 973;, q(le) if and only if the partial sum
- A ju converges to u as a tempered distribution and the sequence Q% A jullzr) belongs to £9(Z).

To define the inhomogeneous Besov spaces, we need an inhomogeneous frequency localization.
Definition 3.2. The inhomogeneous frequency localization operators are defined by
0 if j <=2,
Rju@ =\ x®a@E) i j=-1.
v(2T/E)aE) if j=0.

5As we will see in the proof, when ¢’ = oo the appropriate space is 973;00, the closure of smooth compactly supported
function in the usual Besov space B .



348 SLIM IBRAHIM, MOHAMED MAJDOUB AND NADER MASMOUDI

For N € N, set

Sv= Y A

JSN—1
We say that u belongs to the inhomogeneous Besov space %), , (R ifu € ¥ and ||u llass, , < 00, where
x . g \\4 .
1A sl + (X 29 185ulf,) " ifg < oo,

il = =
||A_1u||Lp+suijO 278 ||Aju||Lp 1fq=OO.

We recall without proof the following properties of the operators A; and Besov spaces [Runst and
Sickel 1996; Triebel 1983; 1992; 1978].

» Bernstein’s inequality: For all 1 < p < ¢ < oo we have

I1Aull poay < C 27V P=VDYA U)o ey -
o Embeddings:

%;,q(Rd) < %;l,ql(u&d), (11)

whenever

s—£2s1——, l<p=pi=o0, l=<g=q =00, s,51€R.

» Equivalent norm: For s > 0 we have

i, , ~ llullLr + Vil (12)

Sobolev spaces and Holder spaces are special cases of Besov spaces: H* = &5 , and C7 = B, .,
for noninteger o > 0.
We shall also use a result about functions that operate by pointwise multiplication in Besov spaces:

Theorem 3.3 [Runst and Sickel 1996, Theorem 4.6.2]. Let |s| < d/2. Any function in 9832 N L (R?)

is a pointwise multiplier in the Besov space %; q (RY).

An important application of this theorem® which will be used in the sequel is the fact that the function
f(x) := x/r operates on 9'3(2)’ OO([Rz) via pointwise multiplication. Indeed, according to Theorem 3.3 it
suffices to show that f belongs to %é oc>([R§2). For this, note that f is an homogeneous distribution of
degree —2, belonging to the C* class outside the origin. We can then define g € ¥ by § = ¢ f . Hence

Ajf(x)=g@2/x) and | A; fll 2 =277 llgl 2.
Two-dimensional Strichartz estimate and logarithmic inequality.

Proposition 3.4 [Miao et al. 2004; Nakamura and Ozawa 2001].

el o o, S 1072 = A+l 1o, + N )l g + 18,20l 2. (13)

0,

Using the embedding (11), we can replace B;{i with the Holder space C'/4,

SWe are grateful to Gérard Bourdaud for providing us this reference and a proof of the application.
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The following lemma shows that we can estimate the L° norm by a stronger norm but with a weaker
growth (namely logarithmic).
Lemma 3.5. Let 0 <o < 1 and 1 < g < oco. There exists a constant C such that
I Nl ]] ¢
lullie < Cllullgy , log"s (e+ "2 ). (14)
Il

Similar inequalities appeared in [Brézis and Gallouet 1980]; they have been improved (with respect
to the best constant) as follows:

Lemma 3.6 [Ibrahim et al. 2007a, Theorem 1.3]. LetO<a < 1. Forany > > 1/Q2ra) and any 0 < u <1,
a constant Cy, > 0 exists such that, for any function u € H'(R?) N€%(R?)

8% [|u]| e )

)2 < Allull?; log <CA+
L Hi ol 1,

(15)

where H,, is defined by the norm ||u||%h = ”V””iZ +M2||M||%2.

N-1 o)
Proof of Lemma 3.5. Write u = Z Aju+ Z Aju, with N > 0 an integer to be chosen later. Using
Bernstein’s inequality, we get /=~ j=N

N-—1 X o0 . . 1 2—Na
lullze <C Y 2Ajull24+ X 277 (274 Ajul ) §C(N /‘1||u||%;q,+mllull<ea>.
j==1 j=N :

Choosing N ~

og <e + il ) we obtain (14) as desired. O

alog? il

Oscillating second order ODE. Here we recall a classical result about ordinary differential equations.

Lemma 3.7 [Arnaudi¢s and Lelong-Ferrand 1997, Section IIL.5]. Let F : R — R be a smooth function.
The ODE

¥(t)+ F'(x(t)) =0, (16)
with initial conditions x(0) = xo > 0 and x(0) =0, has a nonconstant periodic solution if and only if the

function G : y — 2(F (xo) — F(y)) has two distinct simple zeros o and B with « < xo < B and G has no
zero in the interval la, B|. The period is then given by

B dy B dy
T=2 / ) / v
a VG(Y) o v F(xo)—F(y)
In addition, x is decreasing on [0, T /4] and x(T /4) = 0.

Trudinger-Moser inequalities. Tt is known that the Sobolev space H ' (R?) is embedded in all Lebesgue
spaces L” for 2 < p < oo but not in L>. Moreover, H! functions are in the so-called Orlicz space,
that is, their exponentials are integrable for every growth less than e’ Precisely, we have the following
Trudinger—Moser inequality (see [Adachi and Tanaka 2000; Ruf 2005] and references therein).
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Proposition 3.8. Let @ € (0, 41). A constant ¢, exists such that
/ (1 ™F — 1) dx < cllul?, (17)
R2

for all u in H'(R?) such that IVull 22y < 1. Moreover, if a > 4, then (17) is false.

We point out that @ = 47 becomes admissible in (17) if we require |ullg1 2y < 1 rather than
Vull2mey < 1. Precisely, we have

2
sup / (e @ — 1) dx < 00
lull 1 g2, <1 /R?

and this is false for o > 4. See [Ruf 2005] for more details.

The estimates above obviously control any exponential power with smaller growth (¢ < 2). However,
no estimate holds if the growth is higher (¢ > 2). Hence, the value ¢ = 2 is also another criticality
threshold for problems involving such nonlinearities.

Some technical lemmas.

Lemma 3.9. Forany 0 <a < 1,
1
/ L) (18)
a

Proof. Let I (a) be the integral in (18). The change of variable s = —2a logr yields

Y
2a

oga ) 1 s —2aloga—1/(2a) N
e(s—l/Za) ds = _e—l/(4a )f ey dy

0 2a 1/a)
1 1 .
But —2aloga — o < o for 0 < a < 1; thus
A2 A 2
I(a) <2Ae” / e’ dy,
0
where A = %. It remains to prove that for all nonnegative A
A A?

y2 dy < e_ 19
/0 e’ dy=— (19)

Estimate (19) is obvious when A < 1. If A > 1, we write

A 1 A
2d

/ eyzdy=/ eyzdy—i—/ 2ye’2—y,

0 0 1 2y

and an integration by parts gives

A A? A y?
2 € € (]

e dy< -+ — —dy.

/o y—2+2A+/1 22 ¥

Using the monotonicity of the function y — eyz/ (2y?), the estimate (19) follows. U
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Lemma 3.10. Foranya >1andk > 1,

1
/ re(4a2/k)log2r dr < 2e(a271)k‘
e—k/2

2a
e vk
av'k
I(a, k)= \2/—5 e/ a) / ek QD) gy
0

Proof. Let I (a, k) be the integral in (20). The change of variable u = — logr yields

vk

Changing once more the variable to v =u — o yields

Qa>~1)Vk/(2a)
I(a,k):ﬁek/(‘mz)f ’ ’ e dv.
2a —Vk/Qa)

Hence, for any a > 1 we have

2
e’ dv.

242 -1)Vk/ (2
1@,@<<Z@e—wuﬁ{/(” heo
= A

2
eA -1 eA

A 2
. . 2
Now, using the estimate / e du < 1
0

Lemma 3.11. Forany A > 0and A > X,
A 202
/ dl/l < Ae & e_AZ/z‘
A—22/A /eA2 _ eu2 - A2 — )\2
2

—1 uet

Proof. Choosing h(u) = — and g'(u) = ————
rgof OOSlng (I/l) ueMZ an g(l/l) \/m

Lemma 3.12. Forany A > 1,
A du 2
/ A~ pe
0 /eA2 _ euz

Proof. Let 1(A) be the integrating in (22). In one hand, it is clear that
I(A)> Ae *72,

In the other hand, write

A—1/(4A) du .
I(A)::/m ————=+J(A, 3).
0 ed” —et

By Lemma 3.11, we get

1
ﬂ , We have
1 1 A2

< <e 7.
VeA? —eu? T \JeA? _g(A-1/44)

ForanyO <u < A —

< —, true for all nonnegative A, we obtain (20).

, and integrating by parts, we deduce (21).

351

(20)

21)

(22)

(23)
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A-1/GA) gy, s
Hence, the first integral in (23) can be estimated by ———— < Ae /2, and (22) follows.

~Y
0 /A% _ ou? 0

4. Energy regularity data

This section is devoted to the well-posedness issues in energy space stated in Section 2. Some of these
results were announced in [Ibrahim et al. 2007b]. We begin with Theorem 2.1.

Proof of Theorem 2.1. First, consider the case d > 3. We prove statement (1) of the theorem.

 Construction of ¢. For £ > 1 and ¢ > 0 (depending on k as we will see later) define ¢; by

0 if x| > 1,
o) = Jak, e)(Ix]*4—1) ife/k<|x| <1,
k@d=2/2 if |x| <e/k,

ed—2p(d=2)/2

where a(k, &) = Td—2_gd—2

is chosen such that ¢ is continuous. An easy computation yields
gd—2pd—2

2
Vel S g a2 S

Using assumption (3), we get
1

/ Floex)dx S F <’<(d‘2”2)(£)d+ / Flatk, ) — 1))rd~dr
R k ek

_ e\? 1—(e/k)?
S F(k(d 2)/2)(%> (1 + (1 _ (S/k)d—Z)zd/(d—2)>'

—1/d

Since k(F(k(d_z)/z)) — 0 we will choose

e =g S k(F(E2/2)7V

With this choice, we can see that ||V |2 — 0 and sup; E(¢) < 00.

 Construction of #;. Consider the ordinary differential equation associated to (1):

O+ F'(D)=0, (®(0), P0)) = K92/2,0). (24)

Using Lemma 3.7 and the assumptions on F, we can see that (24) has a unique global periodic
solution &, with period

Kd-2/2 (d-2)/2 1 (d-2)/2y\ —1/2
do k F(vk
n=2v3 =22 (1—M) dv.
0 VFERUDR) ZF(o) FR@22) Jo \ FEDE)

By assumption (3), we get

kd=2)/2 1

R —
/F(k(de)/Z) 0 (

T, <2 1— v2d/(d72>)—1/2dv < k(d—Z)/Z(F(k(dfz)/z))—l/z.
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It follows that (for £ large enough)

T < 2
o
Now we are in a position to construct the sequence (). Recall that by finite speed of propagation,

any weak solution u; of (1) with data (¢, 0) satisfies
up(t,x) = dp(t)  if 0<t < %" and |x| < %—t.

Hence

|8k (£, x)| = | (t)| = fz\/ F (kY212 — F(dr(1)).

.
4’

101k (tx, X)| = V2 F (k@=2/2) — F(di (1)) >V F (k€@-2/2).

Let us choose #; = then @ (%) =0, f K ‘Z—" and, for |x| < % — 1,

So
d d d
100k 012, 2 FROD2) (5 =) = (8) P22y (1- L)
k k &k
and the conclusion follows.

Now we turn to the proof of the second claim of Theorem 2.1. For clarity, we restrict ourselves to the
model example (6). For any real a > 0, we denote by ®, the unique global solution of

SN+ 0’ (1)=0, (P(0), D)) = (a,0). (25)

By Lemma 3.7, @, is periodic with period T (a). By a scaling argument, we have T (a) = a=3T(1), and
therefore

T(a)=Ca™>, (26)
for some absolute positive constant C.

 Construction of #;. Let (My) be a sequence of integers tending to infinity and such that

My =o(k'/%) as k—> 0. (27)

We denote by () the unique sequence in (0, co) satisfying

1
My = —7— TRk (28)
As a consequence of these choices, we obtain the crucial identity
M T(Vh) = (My = 1) Tk =10)) - (29)
A good choice for the sequence (#;) is then
t =M T(Vk). (30)

Taking advantage of (26) and (27), we get f;, < k=473,
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 Construction of ¢¢. The idea is to take a function ¢ oscillating between Vk and Vk(1 — k) a
certain number of times. Choose a sequence (Ng) of even integers tending to infinity and such that

Ny ~ CkYo MmZ, (31)
and set o := 10, Ny k** ~ C M. Divide the radial interval k=3 <r < (ax + 1)k™*? into N,
subintervals each of them has a length 10 #; and write

Ni—1
— — 1
k3, o+ D1 = ] 10, a1,
j=0

where ak = k=*3 410 1,. Now consider a ¢ that is continuous and oscillates between +/k and
Vk(1 — nx) as follows:

o (r) = vk if r <k,

o) =~vk(L=n) if k¥ 45 <r <k 49y,

o (r) =k if kB3 1y <r <k*3 419z,

or(r) =

or(r) = vk if k=% 4+ (10N, — 9t <7 <k *3+ (0N, — D1y,
o (r) = vk if > k™3 4 10Nty

in the remaining intervals, ¢y is affine. An easy computation shows that

VEkn\2 - 1
IVl < N(, ) Gk < R (32)

Moreover, using the finite speed of propagation and the fact that
@ i) =vk, g, @) =0,
we conclude that any weak solution u; to (6) with data (¢, 0) satisfies

13 u(tl32 = Nik*(k3Y 0k > M (33)

This finishes the proof for d > 3. The case d = 2 can be handled in a similar way. We have just to make
a suitable choice of the initial data.

» Construction of ¢. For k > 1, we define ¢, by

0 if |x| =1,

log|x| if re *2 < x| <1,

( 2k
Pk (x) = lOg F(\/%)
vk if x| < exe /2,
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where g, = eX/2(F (\/%))_1/ 2. Remark that, by (4), we have g — 0. An easy computation using
(4) yields

v )
IVerl7. S log &1

1 log=r
. < ek P / (g—>d
/R Flpe)) dx Sege™ F(Vh + e P\ g F(VRN2)

The choice of g; implies that the first summand on the right side is < 1. For the second summand,
we use Lemma 3.9.

and

» Construction of #;. As in higher dimensions, we consider the associated ordinary differential equa-

tion with data (v/k, 0). This equation has a unique global periodic solution with period

Ty =22 / %
VFWh) - F(®)
By assumption (4), we get
T S Vk— / —

where A = v log F (k). Tt follows from Lemma 3.12 that T < exe */2. Now, arguing exactly in
the same manner as in higher dimensions, we finish the proof for d = 2. ]

Proof of Theorem 2.3. The idea here is to split the initial data into a small part in H' x L? and a smooth
one. First we solve the IVP with smooth initial data to obtain a local and bounded solution v. Then we
consider the perturbed equation satisfied by w := u — v and with small initial data. (A similar idea was
used in [Gallagher and Planchon 2003; Germain 2008; Kenig et al. 2000; Planchon 2000].) Now we
come to the details.

Existence. Given initial data (1o, u;) in the energy space H' x L2, we decompose it as
(uo, u1) = Sp(uo, ur) + (I — Sy)(uo, u),

where the first term is defined as (ug, #1) <, and the second as (ug, u1)~,, for n a (large) integer to be
chosen later. Note that
(ug, u1)>p — 0 in H'x L?> asn— oo,

and that, for every n, (1o, u1)<, € H> x H'. First we consider the IVP with regular data

Ov+v+ f(0) =0, ©O,x), 8v(0,x) = (o, u) <, [ (v) =v(E™ —1). (34)

It is known that (34) is well-posed. More precisely, there exist a time 7, = T (|| (4o, 1) <n || g2 1) > 0 and
a unique solution v to (34) in Cr, (H N ClTn (H"). Moreover, we can choose 7, such that ||v]| L (H?) =

(1((0) <ns 1) <) I g2 g1 + 1).
Next we consider the perturbed IVP with small data

Ow+w+ f(w+v) = f(v) =0, w(0,x), w0, x)) = (uo, u1)>n. (35)
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We shall prove that (35) has a local in time solution in the space ér := Cr(HHYN CIT (LHN LA; (cl*
for suitable time 7" > 0. This will be achieved by a standard fixed point argument. We denote by w, the
solution of the linear Klein—Gordon equation with data (uq, #1)~,

Owe+we =0, (we(0,x),0;we(0, x)) = (uo, u1)>n.

For a positive time 7 < T,, and a positive real number §, we denote by €7 (5) the closed ball in €7 of
radius § and center at the origin. On the ball €7 (§), we define the map & by

d:weérd)—~w

where
Ow+w+ f(w+we+v)— f(v) =0, (w(0, x), 9;w(0, x)) = (0, 0).
By energy and Strichartz estimates, we get

2 2
I®@)ller < ILf(w+we+v) = F@ILy ) S Ilw +well e [ eI,

It is clear that
||ecnv||§Q |, < T eCUlw0)<nl 2 +1)?

On the other hand, using the logarithmic inequality we infer

C(5+e)?
c 2 < Cliwo) <l lw~+wellcis
e ”w""wi""')”m 5 e <nll 2 C + R ’

S+¢

where &2 = ||wo||3,, + w1 ]|,. By the Holder inequality in time we deduce

||ecnw+w+v||’gc I, Sec\l(uo)<n|\i,2T1—,3/4(T1/4+5_i_g)ﬂ’
T

where B := C(§ +¢)? < 4 for § and & small enough. Finally, we get
D)l S 6 +e)eC1 i (T L TIFATV 454 0)P).

From this inequality it follows immediately that ® maps €7 (8) into itself if T is small enough. To prove
that @ is a contraction (at least for 7 small), we consider two elements w; and w, in €7(6) and define

w=w;—wy, w=w—w;, w=(1—-60) (w+w)+60(w;+wy)+v with0<f <I.

We can write
f(wé + wl) - f(U)e —+ wz) = w[(l +87T11)2)e47“2)2 N 1]

for some choice of 0 < 6(t, x) < 1. By the energy estimate and the Strichartz inequality we have

|®@wn) - <I>(w2)||(£T S Hwec‘u_}P“LlT(Lf)'

By convexity, we obtain

2 2
1D (w) — (D(wZ)H%T < ”w(eclwz—i-wl\ + eClwetws] )”L‘T(Lﬁ)'
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So arguing as before, we get
2 2
1 (w1) — @)l S Iwllpgerz) (el 4 feClvetezly ),
STUPR@Y 5+ )P lw) —wall7,

for some B < 4. If the parameters € > 0, § > 0 and T > 0 are suitably chosen, then ® is a contraction
map on €7 (6) and thus a local in time solution is constructed.

Uniqueness. We shall prove the uniqueness in the space
Fyi=Cr(H)NCr(H) +{w e €r: |wlr <},

for any n < 1/4/2. Letu := v+ w and U := V + W be two solutions of (9) in %, with the same initial
data. Since v, V € C,(H?) and H? is embedded in L™, we can choose a time T > 0 such that (for some
constant C)

lvllLeqo, 11,20y < € and ||V Loqo,71,L2) < C. (36)

The difference U — u satisfies
OU-wy+U—-u=fw+w)— f(V+W), ((U-—-u),dU—u))(t=0)=/(0,0).
Using the energy estimate and Strichartz inequality, we get
U —ulle, S | f@+w) = FV+W)] 1112,

S U -w(UE Y = 1) +uP@ ™ - 1) s

2, 47 U? 2, 4wu?
S = ullgpwarm [UAEY =D +u@ @™ =D 11 20,

where ¢ > 0 is to be chosen small enough. To conclude the proof of the uniqueness, we have to estimate
the term

”M2(e4ﬂu2 - 1) HL;(LZ/(I—g))a

for example. Observe that, forany 8 > 0 and a > 1,
x2(e4ﬂx2 _ 1) < Cﬂ(e4ﬂ(1+}3)x2 _ 1)’ (37)

and 4
(x+y)25—1x2+ay2. (38)
a —_—

2, 4 2 r 8 I+ 2 (]_8)/2
”“ (e — 1)||LIT(L2/(1—8)) S / (/ (e Tt — 1) dx) dt .
0 R2

Moreover, using (38), we can write
1+8 1+ 1+8 1+8 14
e871 T—e ut 1 < (e&rﬁaaflvz _ l) n (CSNanz _ 1) n (eSnﬁaajvz _ 1) (e&rﬁawz _ 1>. (39)

To estimate the first term on the right-hand side of (39), we use (36). For the second term, observe that

/(1
NGY (rﬂ—nﬁ/ﬁ<l asa—lande, §—0.
-

Hence
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This enables us to use the Trudinger—Moser inequality. We do the same for the last term. This concludes
the proof of the uniqueness in the space %,,. Note that we can weaken the hypothesis n < \/Li ton < 1if
we use the sharp logarithmic inequality (15). (Il

Remark 4.1. In higher dimensions d > 3, we obtain a similar result in H%/?> x H%/?>~! for (1) by using
a decomposition in H%/>*! x H4/? and small in H%/? x H/>~1,

Proof of Theorem 2.4. For any k > 1 define f; by

0 if x| >1,
loglx| .. _»
x)={——— ife*?<x| <1,

Jiex) Jkr

Vk/dr if x| <e /2,

These functions were introduced in [Moser 1971] to show the optimality of the exponent 47 in Trudinger—
Moser inequality. An easy computation shows that ||V fi |l 2ge) = 1 and || fill 2r2) S 1/ Vk. Denote by
uy and v, any weak solutions of (9) with initial data ((1 + %) Ji(5),0) and (fx(5), 0), respectively. By
construction,

1 .
[ = v + 81 = w00 |72 = 1A () 150 = 0() sk — oc.

Also, using estimate (20), it is clear that

0< E((l—i—%)fk(t)) ~1=eh? and 0<E(fi(5)) 1202

Now, we shall construct the sequence of time #;. A good approximation of u; and vy is provided by the
corresponding ordinary differential equation,

&+ detm? = 0. (40)

More precisely, let ®; and W be the solutions of (40) with initial data

1 k .
PO = (1+ ;),/E, b(0) =0,

k .
V@ =/ WO =0,

respectively. Note that by finite speed of propagation, we have ®; = u; and ¥; = v in the backward

light cone |x| < ve %2 —t, t <ve k2,

On the other hand, recall that the period 7} of &y is given by

(1+1/k)vk du
T, = 2/
0

[e(I+1/k2%k _ gu?’

hence, using Lemma 3.12 we can prove that Ty & +/k e~(171/0°k/2 Therefore, one need to choose time
fy << e I+l /2 and check that the decoherence of @, and ¥, occurs at time ;. Choose 7, € 10, Ty, /4[

and
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woo=(+ - (D)
Vk+1/vk d
17 =/

u
SR R4 SR 1) A/ ekF1/R? — gu?
Using (21), we obtain # < (1/+/k)e*/2. In particular, if k is large enough then 7 < (v/2)e */2. Now
we show that this time f; is sufficient to let instability occurs. Since W is decreasing on the interval
[0, (Tk/4)], we have

such that

It follows that

647T1//k(0)2 _ e4ﬂ¢k(tk)2 — |ek _ 6477‘//k(fk)2| < ek
Therefore,
|(q.>k(tk))2 _ (‘ijk (tk))2| — % | (e4ﬂq>k(0)2 _ e47l’®k([k)2) _ (e47f\pk(0)2 _ e471\1’k(tk)2)| Z ek

Finally, we deduce that
— 2 > — 2 > 2e= k14 _\ 2
|0 (i — vi) ()| " dx 2 |0; (. — vi) (1) P dx 2 v%e ™| Dy (1)) — Wi (8|
R2 x| <(v/2)e~k/2
and the conclusion follows. O

5. Low regularity data

Proof of Theorem 2.6. (1) For k > 1 and y > 1, let ¢y = y fx. An easy computation shows that
14
IVerlipze S —=-
L \/%

Next we consider the solution ®; of the associated ODE with Cauchy data (y+/k/4sm, 0). The period Ty
of @, satisfies

T~ pVke V1Dk « k2,
Arguing as in the previous section, we construct a sequence (#;) going to zero such that any weak solution
uy with Cauchy data (g, 0) satisfies

2 2_ Dk
180k (1) 113200 2 ¥ DK,

and we are done.

(2) Now we will prove the ill-posedness in %% - The main difficulty is the construction of the initial
data. For this end, consider a radial smooth function € Cg® (R?) satisfying h(r) =0if r >2 and h(r) =1
if r < 1. Fora > 0, set h,(r) = h(r/a). Since fla(é) = azﬁ(aé), we get

A C
|ha(§)] < 2 uniformly in a. (41)

Now we define the function g, via
1— ha (I’)
8a(r)= ——.
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C
Proposition 5.1. 1848 < E uniformly in a.
Proof. Write

f® = _C(|s| *ha(®)),

using the fact that —l=C |€|~!. (The convolution here is well defined.) Thus, we have to prove that,

for fixed &,
h 1
'/ Tl (1) n‘ < — uniformly in a.

& —nl 1

The idea now is the following: fix & such that |£| ~ 2/ for some j € Z and write

h h h h

a(m) dn=/ a(1) dn-i-/ a(1) dn+/ a(1) dn. 42)

& —nl mi<c2i 1§ —nl mi~2i 1§ =l mi=c2i 1§ —nl
Using (41), we can easily estimate the second and third terms on the right-hand side. To estimate the
first term, we use the fact that /, is uniformly in L'. (]
Corollary 5.2. SUP,~o |l ga||973(2) < 0.

. ~ 2 v dr . .
Proof. Write [|gallg0 & supez 184(&)|7dE < sup — < 1, uniformly ina. O
200 21 <|E]<2i+! jez Jai-t T

Now we are ready to construct the sequence of initial data (¢). Let 6 € C§° (R?) be a radial function
suchthat 0(r) =1ifr <land 8(r) =0if r > 2. For k > 1, set

gr(r)= ﬁgem ") o). (43)

It follows from Corollary 5.2 that || gk ||973(2) Moreover, one can see easily that

”«/_
lﬁg/ gc(r)dr CVk .
C 0

or(r) = V,/% —Ck /0 gk(r)dr,

where y > 1 and ¢ is chosen so that ¢ (2) = 0. We now summarize some crucial properties of g.

To finish the construction set

Proposition 5.3.  (a) ¢ (r) =y Vk/4mw if r <e "2 (b) g > 0in By (R?).
Proof. Part (a) follows directly from the definition of the function g;. To prove (b), recall that

el 2~ el + 1 Verlgy

Since |lgkll2 S 1/vk we have just to prove that ||Vg0k||%o goes to zero. As Vor = (x/r)g(r), it
suffices to apply Theorem 3.3 together with the fact that x/r 2 973 o ML, ]
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We resume the proof of Theorem 2.6, considering the associated ODE with Cauchy data (y/k/4m, 0)
and denoting by @y the (global periodic) solution with period

vk d
o< | 2 < ke PP e K2 (5 1),

0 /eyzk _ 6“2 ~
Set t, = Ty /4 so that ®4(#;) = 0. Note that by finite speed of propagation any weak solution u; of (7)

with Cauchy data (¢, 0) satisfies

k k/2

up(t,x) =dp() forO<t<e” /zand|x|<e_ —t.

Hence
—Boug(te, x) > V1R for x| <e K2y (44)

It remains to estimate from below the norm || 9,1 () ”9732 . To get the desired estimate we proceed in
the following way. First recall that

9w (t)llgpg = sup /2 v(x) dru (te, x) dx.
,00 R

0 =1
150
Then we have to make a suitable choice of v. Let v be a smooth compactly supported function such that
v(x)=1 for |x| <1, v(x)=0 for |x|> 1.

For k > 1 let v (x) = e*/? v(ek/>x). We remark that ||vk||g-3r2> = ||v||g-3r2> is a constant. Using (44), we get

18uk (1) llge = / — Bk (1, x) v (x) dx = €2 f — Bk (1, x) dx

lx|<ie*/2

> oh/2(g=k/2)2 e/ Dk _ o(P=1)/2k

This finishes the proof of the part (2) of the theorem, since y > 1.

(3) Without loss of generality, we may assume that 0 < s < 1. Let 0 < y < %(1 — 5) and consider
or = kY fi. It is clear that
Il Sk k7972 0

Denote by u; any weak solution of (9) with initial data (¢, 0) and & the solution of the associated
ODE with Cauchy data (k¥ v/k/4m, 0). The period T} of &, satisfies

T; 5 kY12 e—(k2V+])/2 <« e k/2.

Tk

Choose t; = 1

, so that @ (#) = 0. By finite speed of propagation, we have

up(t,x) = ®p(t) for |x| < e X2t 0<t<e M2,

Hence |x| < e /2 — g,

. 1 1
—0puk(ty, x) = —Pp(tx) = —\/ekml — et — k2, (45)

27 2/
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To conclude the proof we need to estimate from below || 0;uy ()| gs—1. Write

0rutk (ti) || ps—1 = sup / v(x) Oy (g, x) dx.
loll 1-s=1 JR2
Set vi(x) = e*%/2 v(e*/? x), where v is as above. It follows that
19wk ()|l 51 = f —0,up (1, ) vg (x) dx > /? / — i1, x) dx 2 e/ (eTH)?2 2k
|x‘§%efk/2 1.29+1
— (/2= Dk k77T
which goes to infinity when k — oo. ]

Proof of Theorem 2.7. (1) Our aim here is to prove the local well-posedness of (7) in 9735 7 % %g’ 7 for
any 1 < g < oo. The strategy is the same as in the proof of Theorem 2.3. We decompose the initial data
(1o, u1) into a small part’ in %; 7 % %(z),q’ and a regular one:

(o, u1) = (uo, u1)>n + (o, U1)<n .

First we solve the IVP with regular data to obtain a local regular solution v, and then we solve the
perturbed IVP with small data using a fixed point argument to obtain finally the expected solution u.
Let us start by studying the free equation. For a given (ug, u}z) € 973% RS 9733’ g We denote by u, the free

solution with data (u?, u é), that is
Oue+ue =0, (ug, d ue)(t =0) = ), up). (46)

Using a localization in frequency, an energy estimate and te Strichartz inequality (13), we derive the
following result.

Proposition 5.4. Let T > 0. Forany 1 < q' < 00, there exists 0 < e(q’) < }f such that

- < 0 1
Il + el S 1l + et e - @7)

1
Lj(64™*

(In fact, when q' < 4, we have a zero loss of derivatives, meaning €(q') = 0, and when q' > 4, one can
choose an arbitrary 0 < ¢ < }1.)

Proof. From the energy and Strichartz estimates applied to A ju,, we have
2N1A juel ey + 27 1A juell g oy S 27 1A jugll 2 + 1A jug 2 (48)

Summing this estimate in 29" we have ||2j/4 | Ajug IILA;(LOC) ||[q/ < ||u2||%1 + ||Mé llgo . Inthe case ¢’ <4,
... . 2.4' 2.9’
the proposition follows from the observation ! !

j/4
el sy, = 12708 el g o) |

together with the Sobolev embedding %ié:, — %1/*. When ¢’ > 4, notice that for any 0 < & < &

47
el g grecey = [ QTN A juelioes [ g = 1277 Q71 juel g 1o0) | s

. o =) ~ =39
7To do so in the case ¢’ = 0o we have to work with B o =3B > and %gm =9 2%,
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/

4q
q'—4

Using (48) and Holder’s inequality in j — writing % = % + %, with r = — we get

el g @y <Ny 1@ 1A juell g woo) o S Nl + iy -
Again, Sobolev embedding enables us to finish the proof. (Il

Define g, (u) := u((1 +u?) @224 (1+22=1) _ 1) 5o that (7) reads

Uu+u+gy(u) =0. (49)
An easy computation shows that
Clu — | — 14" —1) ifl<g<2,
— < 50
184 (0) — 8 W] = {Clu — vl + el — 402 4 eCl 1) 2 < g < 0. 0

According to (50) and the Sobolev embeddings
H'<—®,, ifg<2,  H <%, —>H ifq>2

we will distinguish two cases.

Case 1 < g < 2. We solve Lv+v+ g, (v) =0 with Cauchy data (uq, u1) <y € H' x L? to obtain a global
solution v € G(R, H"). Next we have to solve

Uw+w+g,(v+w)—g,(v) =0, (w,dw)(t =0)=(ug, u1)>n . (62))

We seek w in the form
w=uy+w,

where u, is the free solution with Cauchy data (¢, u)- . Hence w solves
Uw+w+g,(v+tur+w)—g,(v) =0, (w,dw)(r=0)=(0,0). (52)

We rely on estimates for the linear part u, given by Proposition 5.4 in order to choose appropriate
functional spaces for which a fixed point argument can be performed. We introduce, for any nonnegative
time 7 and some 0 < & < }‘, the complete metric space

€r =€([0, T1, H' (®Y)) n€!([0, T1, L*(R?) N L} (€77 (R2)),
endowed with the norm

lulle, := sup [llutr, g + 18, )l 2]+ lul

1, .
0<t<T L3(637°)

For a positive real number §, we denote by €1 (§) the ball in €7 of radius 6 and centered at the origin.
On the ball €7(§), we define the map & by

wH— d(w):=w, (53)
where

Ow+w=g,(v) —g,(v+u;+w), (w,ow)(=0)=(0,0). (54)
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To show that, for small 7" and §, ® maps €7 (§) into itself and it is a contraction, we use Proposition 5.4
together with Lemma 3.5 and (50). We skip the details here and refer to [Ibrahim et al. 2006] for similar
arguments.

Case 2 < g < 0o. The method is almost the same as above, except for the choice of the functional spaces.
First we solve Uv + v + g, (v) = 0 with Cauchy data (ug, u1) <y € H? x H! to obtain a local solution
v € (=T, T), H?). Remember that in this case, the nonlinearity is too strong to solve the Cauchy
problem in H' x L? (see Theorem 2.1). Next we have to solve

Ow+w+g,v+w)—g,0) =0, (w,dw)t=0)=(uo, u1)>n - (55)

We seek w in the form
w=uy+w,

where u, is the free solution with Cauchy data (g, u1)- . Hence w solves

Uw+w+g,(v+ug+w)—g,(v) =0, (w,dw)(t=0)=(0,0). (56)
We introduce, for any nonnegative time 7, the complete metric space

er =%([0, T1, H*®R*) n6' ([0, T1, H'(R»)) N L7 (€"*(R?)),

endowed with the norm

lulle, :== Osup [Nt )2+ 180, )l ]+ lleell 24 cgrray-
<t<T
We denote by €7(5) the ball in ‘€ of radius § and centered at the origin. On the ball €7(8), we define
the map & by

w— O (w) = w, (57)
where
Ow+w=g,(v) —g,v+u;+w), (w,ow)(=0)=(0,0). (58)

Having in hand Proposition 5.4, Lemma 3.5, and (50), we proceed in a similar way as in the previous
case (see also [Ibrahim et al. 2006]) but now we need to be more careful since the source term has to be
estimated in LIT(H 1) instead of LlT (L?). We refer also to [Colliander et al. 2009] for similar computation
in the context of nonlinear Schrédinger equation.

(2) We turn to the second part of the theorem. Without loss of generality, we may assume that 0 <s < 1.
Also, for the sake of simplicity, we take g = 1. Let y > % and, for k > 1, consider the function g; defined
by

Vk if |x| <e %72,
_ vk B2 n —k/2
gk(x) = log2 10g|x|+\/_ m if e <|x| <2e )
0 if|x| > 2e7%/2.

‘We remark that
1KY gicll s S kY—s3/2e=U=9k2 5 0 ag k — 0.
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Denote by &, the solution of the associated ODE with Cauchy data (kV‘L%, 0). The period T} of @

satisfies
_ +1/2 _
Ti < kY12 o 1/2k <e ¥,

Choose #;, = % so that @ (#;) = 0. By finite speed of propagation, any weak solution u of (7) satisfies

1 +5
—Qup(t, x) = Op(ty) = —\/ VIFFETHT _ e/ DL +1 > ook : for |x| <e *? —g.

So arguing exactly as before, we get
1yl 1yt
et o 2 (H2)2 k2 372 — /2 Dk T2

This concludes the proof once y > % U
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