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A LICHNEROWICZ ESTIMATE FOR THE FIRST EIGENVALUE OF CONVEX DOMAINS IN KÄHLER MANIFOLDS

VINCENT GUEDJ, BORIS KOLEV AND NADER YEGANEFAR

In this article, we prove a Lichnerowicz estimate for a compact convex domain of a Kähler manifold whose Ricci curvature satisfies $\text{Ric} \geq k$ for some constant $k > 0$. When equality is achieved, the boundary of the domain is totally geodesic and there exists a nontrivial holomorphic vector field.

We show that a ball of sufficiently large radius in complex projective space provides an example of a strongly pseudoconvex domain which is not convex, and for which the Lichnerowicz estimate fails.

1. Introduction

Let $(M^n, g)$ be a compact $n$-dimensional Riemannian manifold. Assume first that $M$ has no boundary. A theorem of Lichnerowicz [1958] asserts that if the Ricci curvature $\text{Ric}$ of $M$ satisfies $\text{Ric} \geq k$ for some constant $k > 0$, the first nonzero eigenvalue $\lambda$ of the Laplace operator satisfies

$$\lambda \geq \frac{n}{n-1} k. \quad (1-1)$$

Here, $nk/(n-1)$ should be viewed as the first nonzero eigenvalue of the round $n$-dimensional sphere $S^n(k/(n-1))$ of constant curvature $k/(n-1)$. Moreover, by a result of Obata [1962], the equality case in (1-1) is obtained if and only if $M$ is isometric to this sphere. Reilly [1977] considered a similar problem, but for compact manifolds with boundary. Namely, he proved that if $M$ is as in the Lichnerowicz theorem, except that it has a boundary such that its mean curvature with respect to the outward normal vector field is nonnegative, then the first eigenvalue $\lambda$ of the Laplace operator with the Dirichlet boundary condition still satisfies (1-1). He also proved that the equality case characterizes a hemisphere in $S^n(k/(n-1))$.

In another direction, Lichnerowicz showed that for Kähler manifolds, his estimate (1-1) can be improved, by showing that, in this case, we have

$$\lambda \geq 2k.$$

Moreover, if equality is achieved, there is a nontrivial holomorphic vector field on $M$.

The purpose of this note is to consider the case of compact Kähler manifolds with boundary. As in Reilly’s result, we will have to impose some convexity property on the boundary.

MSC2010: 35P15, 58C40.
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Theorem 1.1. Let $M$ be a compact convex domain in a Kähler manifold. Assume that the Ricci curvature satisfies $\text{Ric} \geq k$ for some constant $k > 0$. Then the first eigenvalue $\lambda$ of the Laplacian with the Dirichlet boundary condition satisfies

$$\lambda \geq 2k.$$ 

Moreover, if equality is achieved, the boundary $\partial M$ is totally geodesic and there is a nontrivial holomorphic vector field on $M$.

Remark 1.2. As we will see in the proof, the convexity hypothesis may be relaxed into another condition of mean curvature type. More precisely, let $n$ denote the outward unit normal vector field on the boundary $\partial M$, and let $\Pi$ and $H$ be respectively the second fundamental form and the mean curvature. Denote also by $J$ the complex structure of $M$. If we assume that on the boundary we have

$$(n - 1)H + \Pi(Jn, Jn) \geq 0,$$ 

the Lichnerowicz estimate $\lambda \geq 2k$ holds (see inequality (4-3) and the remark just before Section 3.2). Now, convexity means that $\Pi$ is a nonnegative bilinear symmetric form, so that it obviously implies condition (1-2).

Remark 1.3. Jean-François Grosjean [2002, Theorem 1.1] proves that there is a Lichnerowicz type estimate on compact (real) manifolds with convex boundary and positive Ricci curvature, if there exists a nontrivial parallel $p$-form with $2 \leq p \leq n/2$. In the Kähler case, we can of course consider the Kähler form which is a nontrivial parallel 2-form, so that the result of Grosjean gives a Lichnerowicz estimate. But this estimate is weaker than ours. Note however that our result was known to Grosjean and is stated without proof in [2002, page 504].

Remark 1.4. It is natural to ask whether our result remains true if one assumes pseudoconvexity of the boundary instead of its convexity. It turns out that a ball of sufficiently large radius in complex projective space provides an example of a strongly pseudoconvex domain which is not convex, and for which the Lichnerowicz estimate fails (see Proposition 5.1 for more details on this).

Remark 1.5. In the real setting, one can consider the Laplacian with the Neumann boundary condition, and again with the convexity condition, one can show that the Lichnerowicz estimate (1-1) still holds for the first nonzero eigenvalue [Pak et al. 1986]. In the Kähler setting, by using the method of proof of Theorem 1.1, it should also be possible to prove that the conclusion of this theorem is true for the first nonzero eigenvalue of the Laplacian with the Neumann boundary condition. It should also be possible to get a similar result for the first nonzero eigenvalue of the $\bar{\partial}$-Laplacian with the absolute $\bar{\partial}$-condition on the boundary.

An immediate consequence of our theorem is the following.

Corollary 1.6. Assume that $M$ is a strongly convex domain in a complex manifold which can be endowed with a Kähler metric whose Ricci curvature satisfies $\text{Ric} \geq k$ for some constant $k > 0$. Then the first eigenvalue $\lambda$ of the Laplacian with the Dirichlet boundary condition satisfies

$$\lambda > 2k.$$
Our proof follows the same strategy as the original proofs of Lichnerowicz and Reilly. We will actually give two slightly different proofs. The first proof is more adapted to the complex setting (see Section 3). We use an appropriate Bochner formula for the \( \bar{\partial}-\text{Laplacian} \) acting on \((0, 1)\)-forms and apply it to \( \bar{\partial}f \), where the function \( f \) is an eigenfunction of \( \Box \) for the first eigenvalue. After integrating the result on \( M \) and integrating by parts, we get a Reilly-type formula for the \( \bar{\partial}-\text{Laplacian} \) which may be of independent interest. The desired eigenvalue estimate follows if we can prove that some boundary term is nonpositive, which is the case under the convexity hypothesis. The second proof rests on the well-known Reilly formula for real manifolds; see [Reilly 1977]. This is done in Section 4.

2. Background material

In this section, we recall some well-known facts that will be used in the proof of our main result.

### 2.1. Decomposition of the Hessian

Let \( f \) be a real valued smooth function on a Kähler manifold \((M, J, g)\). Its Riemannian Hessian \( \nabla df \) can be decomposed as the sum of a \( J \)-symmetric bilinear form and a \( J \)-skew-symmetric bilinear form. More specifically, we have

\[
\nabla df = H^1 f + H^2 f
\]

where for tangent vectors \( A \) and \( B \),

\[
H^1 f(A, B) = \frac{1}{2} \left\{ \nabla df(A, B) + \nabla df(JA, JB) \right\}
\]

and

\[
H^2 f(A, B) = \frac{1}{2} \left\{ \nabla df(A, B) - \nabla df(JA, JB) \right\}.
\]

The two following facts may be easily checked.

1. The \((1, 1)\)-form associated to \( H^1 f \) by the complex structure \( J \) is \( i \partial \bar{\partial} f \):

\[
H^1 f(JA, B) = i \partial \bar{\partial} f(A, B).
\]

2. In local coordinates, \( H^2 f \) has components

\[
(H^2 f)_{pq} = (H^2 f)_{\bar{p} \bar{q}} = \frac{\partial^2 f}{\partial z_p \partial z_q} - \Gamma^r_{pq} \frac{\partial f}{\partial z_r},
\]

and the other components vanish. \( H^2 f \) is called the complex Hessian.

Since \( J^* = J^{-1} \), we have \( \| \nabla df \| = \| (\nabla df)^J \| \), where

\[
(\nabla df)^J(A, B) := \nabla df(JA, JB).
\]

Therefore

\[
2 \| H^1 f \|^2 = \| \nabla df \|^2 + \langle \nabla df, (\nabla df)^J \rangle \quad (2-1)
\]

and

\[
2 \| H^2 f \|^2 = \| \nabla df \|^2 - \langle \nabla df, (\nabla df)^J \rangle. \quad (2-2)
\]
2.2. Reilly formula for the (real) Laplacian. Let \((M, g)\) be a Riemannian manifold. Let \(f\) be a smooth function on \(M\) and \(\nabla df, \Delta f, \) and \(\text{grad} f\) be its Riemannian Hessian, its Laplacian (Laplace Beltrami), and its gradient on \(M\), respectively. Let \(\mathbf{n}\) denotes the outward unit normal vector field on \(\partial M\) and let \(\Pi\) and \(H\) be the second fundamental form and the mean curvature, respectively. We choose the convention \(\Pi(X, Y) = \langle \nabla_X \mathbf{n}, Y \rangle\) for any \(X, Y \in T \partial M\). The Laplacian and the gradient on the boundary \(\partial M\) with the induced metric are denoted by \(\bar{\Delta}\) and \(\overline{\text{grad}}\), respectively. The Reilly formula [Reilly 1977] is given by

\[
\int_M \|\nabla df\|^2 = \int_M (\Delta f)^2 - \int_M \text{Ric} (\text{grad} f, \text{grad} f) + 2 \int_{\partial M} \bar{\Delta} f \frac{\partial f}{\partial \mathbf{n}} \sigma - (n-1) \int_{\partial M} H (\frac{\partial f}{\partial \mathbf{n}})^2 \sigma - \int_{\partial M} \Pi (\text{grad} f, \overline{\text{grad}} f) \sigma.
\]

Moreover if we assume that \(f\) is vanishing on \(\partial M\), then \(\bar{\Delta} f = 0\), \(\overline{\text{grad}} f = 0\) and

\[
\int_M \|\nabla df\|^2 = \int_M (\Delta f)^2 - \int_M \text{Ric} (\text{grad} f, \text{grad} f) - (n-1) \int_{\partial M} H (\frac{\partial f}{\partial \mathbf{n}})^2 \sigma. \tag{2-3}
\]

2.3. Bochner formula for the (complex) Laplacian. Let \((M, g)\) be a Kähler manifold, and denote by \(\nabla\) its Levi-Civita connection. If \(\alpha\) is a \((0, 1)\)-form, we denote by \(D''\alpha\) the \((0, 2)\)-part of \(\nabla \alpha\). More precisely, \(\nabla \alpha\) is a section of the bundle \(T^*M \otimes (T^*)^{0,1} M\); this bundle decomposes as a direct sum

\[
((T^*)^{1,0} M \otimes (T^*)^{0,1} M) \oplus ((T^*)^{0,1} M \otimes (T^*)^{0,1} M),
\]

and \(D''\alpha\) is the projection of \(\nabla \alpha\) on the second factor of this decomposition. In local complex coordinates, we have

\[
(D''\alpha)_{\bar{p}q} = \frac{\partial \alpha_{\bar{z}}}{\partial z_{\bar{q}}} - \Gamma_{\bar{p}q}^{\bar{r}} \alpha_{\bar{r}}.
\]

Now let \((D'')^*\) be the formal adjoint of \(D''\). For a section \(\beta\) of \((T^*)^{0,1} M \otimes (T^*)^{0,1} M\) one can see that locally

\[
((D'')^* \beta)_{\bar{p}} = -g^{q\bar{r}} \frac{\partial \beta_{\bar{r}}}{\partial z_q}.
\]

Then we have the following Bochner formula for the \(\bar{\partial}\)-Laplacian \(\Box\) acting on \((0, 1)\)-forms:

\[
\Box = (D'')^* D'' + \text{Ric} \, . \tag{2-4}
\]

For future reference, we also give the integration by parts formula for \(D''\) in the presence of a boundary; see, for example, [Taylor 2011, Proposition 9.1]. Here, we assume that \(M\) is compact, and we let \(\mathbf{n}\) denote the outward unit normal vector field on \(\partial M\). The \((0, 1)\) part of the dual 1-form \(\nu\) corresponding to \(\mathbf{n}\) by the metric will be denoted by \(\nu^{0,1}\). Finally, we let \(\sigma\) denote the measure induced on the boundary by the metric. For smooth \(\alpha\) and \(\beta\), we then have

\[
\langle D''\alpha, \beta \rangle_{L^2(M)} = \langle \alpha, (D'')^* \beta \rangle_{L^2(M)} + \int_{\partial M} (\nu^{0,1} \otimes \alpha, \beta) \sigma. \tag{2-5}
\]
3. Bochner formula and the first eigenvalue

In this section, we will give the first proof of Theorem 1.1. Let $\Box$ denote the $\bar{\partial}$-Laplacian on $M$, which is given on forms by

$$\Box = \bar{\partial} \bar{\partial}^* + \bar{\partial}^* \partial.$$

Recall that on a Kähler manifold, we have $\Box = \frac{1}{2} \Delta$. We will denote by $\mu$ the first eigenvalue of $\Box$ with the Dirichlet boundary condition, so that

$$\mu = \frac{1}{2} \lambda.$$

Now let $f$ be a real valued eigenfunction of $\Box$ corresponding to the first eigenvalue $\mu$. Thus $f : \bar{M} \to \mathbb{R}$ is smooth, vanishes on the boundary $\partial M$, and satisfies $\Box f = \mu f$. (Note that it is possible to choose $f$ to be real valued, because $\Box$ is equal to half the Laplace Beltrami operator $\Delta$.) We write the Bochner formula (2-4) for the $(0, 1)$-form $\bar{\partial} f$ and take the $L^2$-inner product of the resulting equality with $\bar{\partial} f$ itself:

$$\langle \Box \bar{\partial} f, \bar{\partial} f \rangle_{L^2(M)} = \langle (D'')^* D'' \bar{\partial} f, \bar{\partial} f \rangle_{L^2(M)} + \int_M \text{Ric} (\bar{\partial} f, \bar{\partial} f).$$  \hspace{1cm} (3-1)

Using the fact that $\Box \partial = \partial \Box$ and $f|_{\partial M} = 0$, we can integrate by parts the left hand side of (3-1) to get

$$\langle \Box \bar{\partial} f, \bar{\partial} f \rangle_{L^2(M)} = \langle \bar{\partial} (\mu f), \bar{\partial} f \rangle_{L^2(M)}$$
$$= \mu \langle \Box f, f \rangle_{L^2(M)}$$
$$= \mu \| f \|_{L^2(M)}^2.$$

We can deal with the Ricci term in the right hand side of (3-1) in a similar way:

$$\int_M \text{Ric} (\bar{\partial} f, \bar{\partial} f) \geq k \langle \Box f, \bar{\partial} f \rangle_{L^2(M)}$$
$$= k \| f \|_{L^2(M)}^2.$$

Finally, we can integrate by parts the first term in the right hand side of (3-1) (see formula (2-5)) to get

$$\langle (D'')^* D'' \bar{\partial} f, \bar{\partial} f \rangle_{L^2(M)} = \| D'' \bar{\partial} f \|_{L^2(M)}^2 - \int_{\partial M} \langle D'' \bar{\partial} f, \nu_{0,1} \otimes \bar{\partial} f \rangle_{\sigma},$$  \hspace{1cm} (3-2)

and, combining this with our previous estimates, we obtain

$$\mu (\mu - k) \| f \|_{L^2(M)}^2 \geq \| D'' \bar{\partial} f \|_{L^2(M)}^2 - \int_{\partial M} \langle D'' \bar{\partial} f, \nu_{0,1} \otimes \bar{\partial} f \rangle_{\sigma}.$$  \hspace{1cm} (3-3)

As a consequence, if we set

$$I = - \int_{\partial M} \langle D'' \bar{\partial} f, \nu_{0,1} \otimes \bar{\partial} f \rangle_{\sigma},$$

we get $\mu \geq k$, provided we can prove that $I \geq 0$. In the next subsection, we see that this is indeed the case under suitable assumptions on the boundary.
3.1. **Boundary term.** To estimate the boundary term $I$, we first notice that as $f$ is real valued, we have
\[
(D''\bar{\partial}f)_{\bar{\partial}q} = (H^2f)_{\bar{\partial}q}
\]
so that
\[
I = -\int_{\partial M} (H^2f, v^{0.1} \otimes \bar{\partial}f)\sigma = -\int_{\partial M} H^2f(n^{0.1}, (\partial f)^\sharp)\sigma.
\]
We then choose a boundary defining function $\rho$ for $\partial M$. This means that $\rho$ is a smooth real valued function such that $M = \{\rho \leq 0\}$, $\partial M = \{\rho = 0\}$, and $d\rho$ does not vanish on $\partial M$. By multiplying $\rho$ by a suitable smooth positive function if necessary, we may assume that $n = \text{grad } \rho$.

Moreover, near a fixed (but arbitrary) point of the boundary $\partial M$, we fix a local orthonormal frame adapted to the complex structure $J$ which has the form
\[
v_1, Jv_1, \ldots, v_m, Jv_m = n = \text{grad } \rho.
\]
We also set
\[
e_p = \frac{1}{\sqrt{2}}(v_p - iJv_p), \quad p = 1, \ldots, m.
\]
Note that as $f$ vanishes on $\partial M$, its derivatives along tangent vectors to $\partial M$ also vanish and, consequently,
\[
(\partial f)^\sharp = \frac{-i}{\sqrt{2}}(n \cdot f)e_m, \quad n^{0.1} = \frac{-i}{\sqrt{2}}e_m,
\]
where $n \cdot f$ means $df(n)$. Therefore,
\[
I = \frac{1}{2} \int_{\partial M} (n \cdot f)\nabla df(\bar{e}_m, \bar{e}_m)\sigma,
\]
which can be decomposed as $I = I_1 + iI_2$ with
\[
I_1 = \frac{1}{4} \int_{\partial M} (n \cdot f)[\nabla df(Jn, Jn) - \nabla df(n, n)]\sigma
\]
and
\[
I_2 = -\frac{1}{2} \int_{\partial M} (n \cdot f)\nabla df(Jn, n)\sigma.
\]
Actually $I_2$ vanishes because $I$ is a real number. (This follows from the fact that in Equation (3-1), the left hand side and the Ricci term are real numbers, so that the term involving $D''$ is also a real number. This implies, by Equation (3-2), that the boundary term $I$ is a real number as well. There is also a more conceptual reason for the vanishing of $I_2$; see Section 3.2.) We now turn our attention to $I_1$. As $\Delta f = \mu f = 0$ on $\partial M$, the trace of $\nabla df$ is also zero on $\partial M$:
\[
\nabla df(Jn, Jn) - \nabla df(n, n) = \sum_{k=1}^{m-1} [\nabla df(v_k, v_k) + \nabla df(Jv_k, Jv_k)] + 2\nabla df(Jn, Jn).
\]
We notice that all vectors appearing in the right hand side are tangent to the boundary. For such a vector $u$, we have on $\partial M$

$$\nabla df(u, u) = -(\nabla_u n, n, f) = (\nabla_n u, u, f) = (n, f)\nabla d\rho(u, u).$$

This implies

$$I_1 = \frac{1}{4} \int_{\partial M} (n, f)^2 \left( \sum_{k=1}^{m-1} [\nabla d\rho(v_k, v_k) + \nabla d\rho(Jv_k, Jv_k)] + 2\nabla d\rho(Jn, Jn) \right) \sigma. \quad (3-4)$$

If we assume that $\partial M$ is convex, all terms in the integrand of the right hand side are nonnegative, so that $I = I_1 \geq 0$ as desired. This proves that $\mu \geq k$ in the convex case.

It remains to deal with the equality case. If we assume that $\mu = k$, then, by (3-3), we must have $D''\tilde{d}f = 0$ and $I = 0$. On the one hand, $D''\tilde{d}f = 0$ means that the $(1, 0)$-vector field associated to $\tilde{d}f$ by the metric is a (nonzero) holomorphic vector field. On the other hand, from $I = 0$, we infer that the integrand in Equation (3-4) has to vanish identically on the boundary:

$$(n, f)^2 \left( \sum_{k=1}^{m-1} [\nabla d\rho(v_k, v_k) + \nabla d\rho(Jv_k, Jv_k)] + 2\nabla d\rho(Jn, Jn) \right) = 0.$$ 

Assume by contradiction that $\partial M$ is not totally geodesic (but is still convex of course). Then the term between the brackets is positive at some point and we will get the vanishing of $n, f$ on an open subset of $\partial M$. But $f$ is in the kernel of the elliptic operator $\Box - \mu$ and vanishes on $\partial M$. By the unique continuation principle for elliptic operators (see, for example, [Booß-Bavnbek and Wojciechowski 1993]), $f$ has to vanish on $M$ as well, which is absurd. Therefore, $\partial M$ is totally geodesic. This completes the proof of Theorem 1.1.

**Remark.** With our conventions, $\nabla d\rho$ is nothing but the second fundamental form of $\partial M$. Thus, we recover condition (1-2) of Remark 1.2.

### 3.2. A direct proof that the boundary term is real.

The fact that

$$I_2 = -\frac{1}{2} \int_{\partial M} (n, f)\nabla df(Jn, n) \sigma$$

vanishes is also a consequence of the fact that the expression

$$(n, f)\nabla df(Jn, n) \sigma = (n, f)(Jn, n, f) \sigma$$

is an exact differential form on the closed manifold $\partial M$. Indeed, the vector field $Jn = J\text{ grad }\rho$ is the Hamiltonian vector field associated to $\rho$. This means that if $\omega$ is the Kähler form,

$$i_J \omega = -d\rho.$$ 

Hence

$$di_J n \omega^m = -md(n, \rho) \wedge \omega^{m-1} - m(m - 1)d\rho \wedge di_n \omega \wedge \omega^{m-2}.$$
Let \( j : \partial M \to M \) be the inclusion map. Since the functions \( n \cdot \rho \) and \( \rho \) are constant on \( \partial M \), we have
\[
j^*(di_n i_n \omega^m) = 0.
\]

Now, \( Jn \) is a vector field defined on a neighborhood of \( \partial M \) whose restriction to \( \partial M \) is tangent to \( \partial M \), so that
\[
j^*(i_n \beta) = i_n j^*(\beta)
\]
for any differential form \( \beta \). As a consequence, we get
\[
di_n j^*(i_n \omega^m) = 0.
\]

Finally, we have
\[
j^*(i_n \omega^m) = \sigma
\]
and
\[
di_n \sigma = 0.
\]

Defining a vector field \( X \) by
\[
X = \frac{1}{2} (n \cdot f)^2 Jn,
\]

it follows that, on \( \partial M \), we have
\[
di_X \sigma = (n \cdot f)(Jn \cdot n \cdot f) \sigma.
\]

4. Reilly formula and the first eigenvalue

In this section, we present an alternative proof of our main result which was indicated by the referee. It is based on Reilly’s formula, a well-known result in real Riemannian geometry, which is probably the tool used in [Grosjean 2002, page 504].

This complements nicely the arguments given in Section 3, which have a complex geometry flavor. The complex proof is a bit longer, as we first need to establish a Reilly-type formula for the \( \bar{\partial} \)-Laplacian. Given the importance of the \( \bar{\partial} \)-Laplacian in complex geometry, it is likely that this (complex) Reilly formula will have other applications.

Let \( M \) be a compact smooth domain in a Kähler manifold of complex dimension \( m \) and real dimension \( n = 2m \), with metric \( g \) and Ricci curvature bounded from below by some positive constant \( k \). The outward unit normal vector field on the boundary \( \partial M \) is denoted by \( n \). Our aim is to prove a Lichnerowicz estimate for the first eigenvalue by using the Reilly formula. We begin with some general facts.

Let \( G \) be a symmetric, covariant 2-tensor field and \( X \) a vector field. We have
\[
\text{div}(G(X, \cdot)) = (\text{div} G)(X) + \langle G, DX^b \rangle,
\]
where \( DX^b \) is the symmetric part of the covariant 2-tensor field \( \nabla X^b \). Specializing this formula for \( G = (\nabla df)^J \) and \( X = \text{grad} f \), for some smooth real function \( f \), we get
\[
\text{div} \alpha = \text{Tr}[\nabla^2 df(\cdot, J \cdot, J \text{grad} f)] + \langle(\nabla df)^J, \nabla df \rangle,
\]
where
\[ \alpha(X) := \nabla df (JX, J \text{grad } f). \]

Given an orthonormal basis \((e_i)_{1 \leq i \leq n}\) at a point \(x\) in \(M\), we have
\[
\text{Tr}[\nabla^2 df (\cdot, \cdot, J \text{grad } f)] = \frac{1}{2} \{ \nabla^2 df (e_i, J e_i, J \text{grad } f) - \nabla^2 df (J e_i, e_i, J \text{grad } f) \}
\]
\[
= -\frac{1}{2} [R(e_i, J e_i) df] (J \text{grad } f)
\]
\[
= \frac{1}{2} R(e_i, J e_i, J \text{grad } f, \text{grad } f)
\]
\[
= -\text{Ric}(\text{grad } f, \text{grad } f).
\]

Hence we get
\[ \text{div } \alpha = -\text{Ric}(\text{grad } f, \text{grad } f) + \langle (\nabla df)^J, \nabla df \rangle. \]

Integrating by parts we find
\[
\int_M \langle (\nabla df)^J, \nabla df \rangle = \int_M \text{Ric}(\text{grad } f, \text{grad } f) + \int_{\partial M} \alpha(n) \sigma,
\]
but, for a point \(m \in \partial M\), we have
\[
\alpha(n)_m = (\nabla df)_m (J n, J \text{grad } f)
\]
\[
= (\nabla df)_m (J n, J \text{grad } f + \frac{\partial f}{\partial n} n)
\]
\[
= (\nabla df)_m (J n, J \text{grad } f) + \frac{\partial f}{\partial n} (\nabla df)_m (J n, J n).
\]

Now, recall that the second fundamental form \(\Pi\) of \(\partial M\) is defined as follows (see [Gallot et al. 2004, Chapter 5] for details). Let \(U, V\) be local vector fields in \(M\) which extend some vector fields \(u, v\) on \(\partial M\), in a neighborhood of \(m \in \partial M\). We have
\[
(\nabla_U V)_m = (\overline{\nabla}_u v)_m - \Pi_m (u, v) n,
\]
from which we deduce that
\[
(\nabla df)_m (u, v) = (\overline{\nabla}_u v)_m (u, v) + \frac{\partial f}{\partial n} \Pi_m (u, v).
\]

Therefore
\[
\alpha(n)_m = (\nabla df)_m (J n, J \text{grad } f) + \frac{\partial f}{\partial n} \nabla df (J n, J n) + \left( \frac{\partial f}{\partial n} \right)^2 \Pi(J n, J n).
\]

If we assume furthermore that \(f\) vanishes on the boundary, the first two terms of the right hand side of the equation above vanish as well, so we finally obtain
\[
\int_M \langle (\nabla df)^J, \nabla df \rangle = \int_M \text{Ric}(\text{grad } f, \text{grad } f) + \int_{\partial M} \left( \frac{\partial f}{\partial n} \right)^2 \Pi(J n, J n) \sigma.
\]

On the left side of the Reilly formula (2-3), we can first use (2-2) to replace \(\|\nabla df\|^2\) by
\[
\|\nabla df\|^2 = 2 \|H^2 f\|^2 + \langle \nabla df, (\nabla df)^J \rangle,
\]
\[
\|\nabla df\|^2 = 2 \|H^2 f\|^2 + \langle \nabla df, (\nabla df)^J \rangle.
\]
and then use (4-1) to get

$$2 \int_M \|H^2 f\|^2 = \int_M (\Delta f)^2 - 2 \int_M \text{Ric}(\nabla f, \nabla f) - \int_{\partial M} [(n - 1) H + \Pi(Jn, Jn)] \left(\frac{\partial f}{\partial n}\right)^2 \sigma. \quad (4-2)$$

Suppose now that $f$ is a real valued eigenfunction of $\Delta$ corresponding to the first eigenvalue $\lambda$ of $\Delta$, so that $f: \bar{M} \to \mathbb{R}$ is smooth, vanishes on the boundary $\partial M$, and satisfies $\Delta f = \lambda f$. The hypothesis on the Ricci curvature implies that

$$\int_M \text{Ric}(\nabla f, \nabla f) \geq k \|df\|^2_{L^2} = k(\Delta f, f)_{L^2} = k\lambda \|f\|^2_{L^2}.$$

From (4-2), we then infer

$$\lambda(\lambda - 2k) \|f\|^2_{L^2} \geq \int_{\partial M} [(n - 1) H + \Pi(Jn, Jn)] \left(\frac{\partial f}{\partial n}\right)^2 \sigma. \quad (4-3)$$

Finally, if we assume that the boundary is convex, $\Pi$ is by definition a symmetric bilinear form which is nonnegative, so that its trace $H$ is also nonnegative. Therefore, the left hand side of the previous equation is nonnegative, and we get $\lambda \geq 2k$, as desired. For the equality case, we can argue as in the end of Section 3.1.

5. Counterexample in the pseudoconvex case

We use the notation introduced in Section 3. It is clear from the proof of Theorem 1.1 that in order to get the estimate $\mu \geq k$, it is enough to assume that on the boundary we have

$$\sum_{k=1}^{m-1} [\nabla d\rho(v_k, v_k) + \nabla d\rho(Jv_k, Jv_k)] + 2\nabla d\rho(Jn, Jn) \geq 0, \quad (5-1)$$

and not necessarily the convexity of $\partial M$. We may rewrite this condition as

$$\sum_{k=1}^{m-1} H^1 \rho(v_k, v_k) + \nabla d\rho(Jn, Jn) \geq 0.$$

Here, $\sum_{k=1}^{m-1} H^1 \rho(v_k, v_k)$ is the trace of the Levi form of the boundary, which would be nonnegative if $\partial M$ were assumed to be only pseudoconvex. The extra term $\nabla d\rho(Jn, Jn)$, however, can usually not be controlled in the pseudoconvex case. This suggests that the conclusion of Theorem 1.1 does not generally hold in this case, as we now explain.

We consider here the complex $m$-dimensional projective space $\mathbb{P}^m(\mathbb{C})$ equipped with the Fubini–Study metric normalized so that the holomorphic sectional curvature is 4 (the Einstein constant is thus $2(m + 1)$ and the diameter is $\pi/2$).

**Proposition 5.1.** Fix some point $x \in \mathbb{P}^m(\mathbb{C})$, some $r_0 \in ]0, \pi/2[$, and let $M$ be the geodesic ball centered at $x$, of radius $r_0$.

(i) If $r_0 \in ]\pi/4, \pi/2[$, $M$ is strongly pseudoconvex, not convex.

(ii) The first eigenvalue of $M$ with Dirichlet boundary conditions goes to 0 as $r_0$ approaches $\pi/2$. 

Proof. The first point is a well-known result. For completeness, we outline the proof here. Denote by $r$ the distance function from $x$, and set $\rho = r^2 - r_0^2$, so that $\rho$ is a smooth defining function for $M$. We want to compute the eigenvalues of the Hessian of $\rho$. As

$$\nabla d\rho = 2r \nabla dr + 2dr \otimes dr,$$

we only have to compute the eigenvalues of $\nabla dr$. To do this, we proceed as in the proof of [Greene and Wu 1979, Theorem A, page 19]. Recall that for a tangent vector $u$, the curvature $R(u,.)u$ of $P_m(C)$ is given by [Berger et al. 1971, Proposition F.34]

$$R(u,.)u = \begin{cases} 0 & \text{on } \mathbb{R}u, \\ 4\text{Id} & \text{on } \mathbb{R}Ju, \\ \text{Id} & \text{on the orthogonal complement of } (u, Ju). \end{cases}$$

Let $\gamma$ be a normal geodesic starting from $x$. We can choose a parallel frame along $\gamma$ which has the form $v_1, Jv_1, \ldots, v_m, Jv_m = \text{grad } r$. Using the explicit expression of $R$, it is then easy to check that the space of Jacobi fields $V$ along $\gamma$ satisfying $V(0) = 0$ and $V \perp \dot{\gamma}$ has as a basis $V_i = \sin(r)v_i$, $JV_i, i = 1, \ldots, m - 1$ and $V_m = \sin(2r)v_m$. Using the second variation formula, we see that $\nabla dr$ is diagonalized in the basis $v_1, Jv_1, \ldots, v_m, Jv_m$ with eigenvalues $\cot(r)$ (of order $2m - 2$), $2\cot(2r)$, and 0. If $r = r_0 \in ]\pi/4, \pi/2[$, we infer that the Levi form of $\rho$ is positive definite, being equal to $2r_0 \cot(r_0)\text{Id}$ on the Levi distribution. In other words, $M$ is strongly pseudoconvex. However, $M$ is not convex because the principal curvature $2\cot(2r_0)$ is negative.

As for the second point of our proposition, it is, for example, a consequence of [Chavel and Feldman 1978, Theorem 1], which states the following: Let $X$ be a compact Riemannian manifold and let $X' \subset X$ be a submanifold. For small $\varepsilon > 0$, let $X'_\varepsilon$ be the $\varepsilon$-neighborhood of $X'$ in $X$ and denote by $\Omega_\varepsilon$ the set $X \setminus X'_\varepsilon$. Let $(\lambda, j)$ be the spectrum of $X$ and let $(\lambda_j(\varepsilon))$ be the spectrum of $\Omega_\varepsilon$ with Dirichlet boundary conditions. If the codimension of $X'$ in $X$ is at least 2, then, for all $j$, $\lambda_j(\varepsilon) \to \lambda_{j-1}$ as $\varepsilon \to 0$. In our case, we can take $X = \mathbb{P}^m(C)$ and $X' = \mathbb{P}^{m-1}(C)$, which we view as the cut locus of our fixed point $x$. If $\varepsilon = \pi/2 - r_0$, $\Omega_\varepsilon$ actually coincides with $M$ and we get (ii).
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We derive sharp estimates on the modulus of continuity for solutions of the heat equation on a compact Riemannian manifold with a Ricci curvature bound, in terms of initial oscillation and elapsed time. As an application, we give an easy proof of the optimal lower bound on the first eigenvalue of the Laplacian on such a manifold as a function of diameter.
**Theorem 1** (modulus of continuity estimate). Let \((M, g)\) be a compact Riemannian manifold (possibly with smooth, uniformly locally convex boundary) with diameter \(D\) and Ricci curvature bound \(\text{Ric} \geq (n - 1)\kappa g\) for some constant \(\kappa \in \mathbb{R}\). Let \(u : M \times [0, T) \to \mathbb{R}\) be a smooth solution to (1) with Neumann boundary conditions if \(\partial M \neq \emptyset\). Suppose that

- \(u(\cdot, 0)\) has a smooth modulus of continuity \(\varphi_0 : [0, D/2] \to \mathbb{R}\) with \(\varphi_0(0) = 0\) and \(\varphi'_0 \geq 0\);
- \(\varphi : [0, D/2] \times \mathbb{R}_+ \to \mathbb{R}\) satisfies
  
  (i) \(\varphi(z, 0) = \varphi_0(z)\) for each \(z \in [0, D/2]\);
  
  (ii) \(\partial \varphi / \partial t \geq \alpha(\varphi')\varphi'' - (n - 1)T_\kappa \beta(\varphi')\varphi'\);
  
  (iii) \(\varphi' \geq 0\) on \([0, D/2] \times \mathbb{R}_+\).

Then \(\varphi(\cdot, t)\) is a modulus of continuity for \(u(\cdot, t)\) for each \(t \in [0, T)\):

\[
|u(x, t) - u(y, t)| \leq 2\varphi\left(\frac{d(x, y)}{2}, t\right).
\]

Here we use the notation

\[
C_\kappa(\tau) = \begin{cases} 
\cos \sqrt{\kappa} \tau, & \kappa > 0, \\
1, & \kappa = 0, \\
\cosh \sqrt{-\kappa} \tau, & \kappa < 0 \end{cases}, \quad \text{and} \quad S_\kappa(\tau) = \begin{cases} 
(1/\sqrt{\kappa}) \sin \sqrt{\kappa} \tau, & \kappa > 0, \\
\tau, & \kappa = 0, \\
(1/\sqrt{-\kappa}) \sinh \sqrt{-\kappa} \tau, & \kappa < 0, \end{cases}
\]

and

\[
T_\kappa(s) := \kappa \frac{S_\kappa(s)}{C_\kappa(s)} = \begin{cases} \sqrt{\kappa} \tan(\sqrt{\kappa} s), & \kappa > 0, \\
0, & \kappa = 0, \\
-\sqrt{-\kappa} \tanh(\sqrt{-\kappa} s), & \kappa < 0.\end{cases}
\]

These estimates are sharp, holding exactly for certain symmetric solutions on particular warped product spaces. The modulus of continuity estimates also imply sharp gradient bounds which hold in the same situation. The central ingredient in our argument is a comparison result for the second derivatives of the distance function (Theorem 3) which is a close relative of the well-known Laplacian comparison theorem. We remark that the assumption of smoothness can be weakened: for example, in the case of the \(p\)-laplacian heat flow, we do not expect solutions to be smooth near spatial critical points, but nevertheless solutions are smooth at other points, and this is sufficient for our argument.

As an immediate application of the modulus of continuity estimates, we provide a new proof of the optimal lower bound on the smallest positive eigenvalue of the Laplacian in terms of \(D\) and \(\kappa\). Precisely, if we define

\[
\lambda_1(M, g) = \inf \left\{ \int_M |Du|^2_g d\text{Vol}(g) : \int_M u^2 \text{Vol}(g) = 1, \int_M u \text{dVol}(g) = 0 \right\}
\]

and

\[
\lambda_1(D, \kappa, n) = \inf \{ \lambda_1(M, g) : \dim(M) = n, \text{diam}(M) \leq D, \text{Ric} \geq (n - 1)\kappa g \},
\]

then we characterize \(\lambda_1(D, \kappa)\) precisely as the first eigenvalue of a certain one-dimensional Sturm–Liouville problem.
Theorem 2 (lower bound on the first eigenvalue). Let $\mu$ be the first eigenvalue of the Sturm–Liouville problem
\[
\frac{1}{C_{\kappa}^{n-1}} (\Phi' C_{\kappa}^{n-1})' + \mu \Phi = 0 \quad \text{on } [-D/2, D/2],
\]
\[
\Phi'(\pm D/2) = 0.
\]
Then $\lambda_1(D, \kappa, n) = \mu$.

Previous results in this direction include those derived from gradient estimates in [Li 1979; Li and Yau 1980], with the sharp result for nonnegative Ricci curvature first proved in [Zhong and Yang 1984]. The complete result as stated above is implicit in [Kröger 1992, Theorem 2]. Chen and Wang [1994] used stochastic methods to prove an apparently equivalent result. The result appears to have been first explicitly stated in the form above in by Bakry and Qian [2000, Theorem 14], who also used gradient estimation methods. Our contribution is the rather simple proof using the long-time behavior of the heat equation (a method which was also central in our work on the fundamental gap conjecture [Andrews and Clutterbuck 2011], and which has also been employed successfully in [Ni 2013]), which seems considerably easier than the previously available arguments. In particular, the complications arising in previous works from possible asymmetry of the first eigenfunction are avoided in our argument. A similar argument proving the sharp lower bound for $\lambda_1$ on a Bakry–Emery manifold may be found in [Andrews and Ni 2012].

The estimate in Theorem 2 is sharp (that is, we obtain an equality and not just an inequality), since, for a given diameter $D$ and Ricci curvature bound $\kappa$, we can construct a sequence of manifolds satisfying these bounds on which the first eigenvalue approaches $\mu_1$; see the remarks after Corollary 1 in [Kröger 1992]. We include a discussion of these examples in Section 5, since the examples required for our purposes are a simpler subset of those constructed in [Kröger 1992]. We also include in Section 6 a discussion of the implications for a conjectured inequality of Li.

2. A comparison theorem for the second derivatives of distance

Theorem 3. Let $(M, g)$ be a complete connected Riemannian manifold with a lower Ricci curvature bound $\text{Ric} \geq (n - 1)kg$, and let $\phi$ be a smooth function with $\phi' \geq 0$. Then on $(M \times M) \setminus \{(x, x) : x \in M\}$ the function $v(x, y) = 2\phi(d(x, y)/2)$ is a viscosity supersolution of
\[
\mathcal{L}[\nabla^2 v, \nabla v] = 2[\alpha(\phi')\phi'' - (n - 1)T_\kappa \beta(\phi')\phi'],
\]
where
\[
\mathcal{L}[B, \omega] = \inf \left\{ \text{tr}(AB) : \begin{array}{l}
A \in \text{Sym}_2(T_{x,y}^*(M \times M)), \\
A \geq 0, \\
A|_{T_x^*M} = a(\omega|_{T_xM}), \\
A|_{T_y^*M} = a(\omega|_{T_yM})
\end{array} \right\}
\]
for any $B \in \text{Sym}_2(T_{x,y}(M \times M))$ and $\omega \in T_{(x,y)}^*(M \times M)$. 
Proof. By approximation it suffices to consider the case where \( \varphi' \) is strictly positive. Let \( x \) and \( y \) be fixed, with \( y \neq x \) and \( d = d(x, y) \), and let \( \gamma : [-d/2, d/2] \to M \) be a minimizing geodesic from \( x \) to \( y \) (that is, with \( \gamma(-d/2) = x \) and \( \gamma(d/2) = y \)) parametrized by arc length. Choose an orthonormal basis \( \{E_i\}_{1 \leq i \leq n} \) for \( T_x M \) with \( E_n = \gamma'(-d/2) \). Use parallel transport along \( \gamma \) to produce an orthonormal basis \( \{E_i(s)\}_{1 \leq i \leq n} \) for \( T_{\gamma(s)} M \) with \( E_n(s) = \gamma'(s) \) for each \( s \in [-d/2, d/2] \). Let \( \{E^i\}_{1 \leq i \leq n} \) be the dual basis for \( T^*_{\gamma(s)} M \).

To prove the theorem, consider any smooth function \( \psi \) defined on a neighborhood of \((x, y)\) in \( M \times M \) such that \( \psi \leq v \) and \( \psi(x, y) = v(x, y) \). We must prove that

\[
\mathcal{L}[\nabla^2 \psi, \nabla \psi]|_{(x, y)} \leq 2[\alpha(\varphi')\varphi'' - (n - 1)\beta(\varphi')\varphi']T_x|_{d(x, y)/2}.
\]

By definition of \( \mathcal{L} \), it suffices to find a nonnegative \( A \in \text{Sym}_2(T_{x, y}^*(M \times M)) \) such that \( A|_{T_x M} = a(\nabla \psi|_{T_x M}) \) and \( A|_{T_y M} = a(\nabla \psi|_{T_y M}) \), with \( \text{tr}(AD^2 \psi) \leq 2[\alpha(\varphi')\varphi'' - (n - 1)\beta(\varphi')\varphi']T_x|_{d/2} \).

Before choosing this, we observe that \( \nabla \psi \) is determined by \( d \) and \( \varphi \): We have \( \psi \leq 2\varphi \circ d/2 \) with equality at \((x, y)\). In particular, we have (since \( \varphi \) is nondecreasing)

\[
\psi(\gamma(s), \gamma(t)) \leq 2\varphi(d(\gamma(s), \gamma(t))/2) \leq 2\varphi(L[\gamma|_{[s, t]}]/2) \leq 2\varphi(t - s)/2
\]

for all \( s \neq t \), with equality when \( t = d/2 \) and \( s = -d/2 \). This gives \( \nabla \psi(E_n, 0) = -\varphi'(d/2) \) and \( \nabla \psi(0, E_n) = \varphi'(d/2) \). To identify the remaining components of \( \nabla \psi \), we define

\[
\gamma^i_r(s) = \exp_{\gamma(s)}(r(1/2 + s/d)E_i(s))
\]

for \( 1 \leq i \leq n - 1 \). Then we have

\[
\psi(x, \exp_y(r E_i)) \leq 2\varphi(L[\gamma^i_r(r, \cdot)]/2)
\]

with equality at \( r = 0 \). The right-hand side is a smooth function of \( r \) with derivative zero, from which it follows that \( \nabla \psi(0, E_i) = 0 \). Similarly, we have \( \nabla \psi(E_i, 0) = 0 \) for \( i = 1, \ldots, n - 1 \). Therefore we have

\[
\nabla \psi|_{(x, y)} = \varphi'(d(x, y)/2)(-E^*_n, E^*_n).
\]

In particular, by (2), we have

\[
a(\nabla \psi|_{T_x M}) = \alpha(\varphi')E_n \otimes E_n + \beta(\varphi')\sum_{i=1}^{n-1} E_i \otimes E_i,
\]

and similarly for \( y \).

Now we choose \( A \) as follows:

\[
A = \alpha(\varphi')(E_n, -E_n) \otimes (E_n, -E_n) + \beta(\varphi')\sum_{i=1}^{n-1} (E_i, E_i) \otimes (E_i, E_i).
\]

(5)

This is manifestly nonnegative, and agrees with \( a \) on \( T_x M \) and \( T_y M \) as required. This choice gives

\[
\text{tr}(A\nabla^2 \psi) = \alpha(\varphi)\nabla^2 \psi((E_n, -E_n), (E_n, -E_n)) + \beta(\varphi')\sum_{i=1}^{n-1} \nabla^2 \psi((E_i, E_i), (E_i, E_i)).
\]

(6)
For each $i \in \{1, \ldots, n-1\}$ let $\gamma_i : (-\varepsilon, \varepsilon) \times [-d/2, d/2] \rightarrow M$ be any smooth one-parameter family of curves with $\gamma_i(r, \pm d/2) = \exp_{\gamma(r, \pm d/2)}(r E_i(\pm d/2))$ for $i = 1, \ldots, n-1$, and $\gamma_i(0, s) = \gamma(s)$. Then $d(\exp_x(r E_i), \exp_y(r E_i)) \leq L[\gamma_i(r, \cdot)]$, and hence

$$
\psi(\exp_x(r E_i), \exp_y(r E_i)) \leq \varphi(\exp_x(r E_i), \exp_y(r E_i))
$$

$$
= 2 \varphi\left(\frac{d(\exp_x(r E_i), \exp_y(r E_i))}{2}\right)
$$

$$
\leq 2 \varphi\left(\frac{L[\gamma_i(r, \cdot)]}{2}\right),
$$

since $\varphi$ is nondecreasing. Since the functions on the left and the right are both smooth functions of $r$ and equality holds for $r = 0$, it follows that

$$
\nabla^2 \psi((E_i, E_i), (E_i, E_i)) \leq 2 \frac{d^2}{dr^2}\left(\varphi\left(\frac{L[\gamma_i(r, \cdot)]}{2}\right)\right)|_{r=0}.
$$

Similarly, since $d - 2r = L[\gamma|[-d/2+r,d/2-r]] \geq d(\gamma(-d/2 + r), \gamma(d/2 - r))$, we have

$$
\nabla^2 \psi(E_n, -E_n), (E_n, -E_n)) \leq 2 \frac{d^2}{dr^2}\left(\varphi\left(\frac{d}{2} - r\right)\right)|_{r=0} = 2 \varphi''\left(\frac{d}{2}\right).
$$

Now we make a careful choice of the curves $\gamma_i(r, \cdot)$, motivated by the situation in the model space, in order to get a useful result on the right-hand side in inequality (7): To begin with, if $K > 0$, we assume that $d < \pi/\sqrt{K}$ (we will return to deal with the equality case later). We choose

$$
\gamma_i(r, s) = \exp_{\gamma(s)}\left(\frac{r C_\kappa(s) E_i}{C_\kappa(d/2)}\right),
$$

where $C_\kappa$ is given by (3). Now we proceed to compute the right-hand side of (7): Denoting $s$ derivatives of $\gamma_i$ by $\gamma'$ and $r$ derivatives by $\dot{\gamma}$, we find

$$
\frac{d}{dr}\left(L[\gamma_i(r, \cdot)]\right) = \frac{d}{dr}\left(\int_{-d/2}^{d/2} \|\gamma'(r, s)\| ds\right)
$$

$$
= \int_{-d/2}^{d/2} \frac{\langle\gamma', \nabla_r \gamma'\rangle}{\|\gamma'\|} ds.
$$

In particular this gives zero when $r = 0$. Differentiating again, we obtain (using $\|\gamma'(0, s)\| = 1$ and the expression $\dot{\gamma}(0, s) = (C_\kappa(s)/C_\kappa(d/2)) E_i$)

$$
\frac{d^2}{dr^2}(L[\gamma_i(r, \cdot)])|_{r=0} = \int_{-d/2}^{d/2} \|\nabla_r \gamma'\|^2 - \langle\gamma', \nabla_r \gamma'\rangle^2 + \langle\gamma', \nabla_r \nabla_r \gamma'\rangle ds.
$$

Now we observe that

$$
\nabla_r \gamma' = \nabla_s \dot{\gamma} = \nabla_s\left(\frac{C_\kappa(s)}{C_\kappa(d/2)} E_i\right) = \frac{C_\kappa(s)}{C_\kappa(d/2)} E_i,
$$

where $C_\kappa$ is given by (3).
while
\[ \nabla_r \nabla_r \gamma' = \nabla_r \nabla_r \gamma = \nabla_r \nabla_r \gamma - R(\dot{\gamma}, \gamma') \dot{\gamma} = -\frac{C_k(s)^2}{C_k(d/2)^2} R(E_i, E_n) E_i, \]
since by the definition of \( \gamma_i(r, s) \) we have \( \nabla_r \dot{\gamma} = 0 \). This gives
\[
\frac{d^2}{dr^2} (L[\gamma_i(r, \cdot)]) |_{r=0} = \frac{1}{C_k(d/2)^2} \int_{-d/2}^{d/2} \{ C_k'(s)^2 - C_k(s)^2 R(E_i, E_n, E_i, E_n) \} ds.
\]
Summing over \( i \) from 1 to \( n-1 \) gives
\[
\sum_{i=1}^{n-1} \frac{d^2}{dr^2} (L[\gamma_i(r, \cdot)]) |_{r=0} = \frac{1}{C_k(d/2)^2} \int_{-d/2}^{d/2} \{ (n-1)C_k'(s)^2 - C_k(s)^2 \sum_{i=1}^{n-1} R(E_i, E_n, E_i, E_n) \} ds
\]
\[
= \frac{1}{C_k(d/2)^2} \int_{-d/2}^{d/2} \{ (n-1)C_k'(s)^2 - C_k(s)^2 \text{Ric}(E_n, E_n) \} ds
\]
\[
\leq \frac{n-1}{C_k(d/2)^2} \int_{-d/2}^{d/2} \{ C_k'(s)^2 - \kappa C_k(s)^2 \} ds.
\]
In the case \( \kappa = 0 \), the integral is zero; in the case \( \kappa < 0 \), or the case \( \kappa > 0 \) with \( d < \pi / \sqrt{\kappa} \), we have
\[
\frac{1}{C_k(d/2)^2} \int_{-d/2}^{d/2} \{ C_k'(s)^2 - \kappa C_k(s)^2 \} ds = \frac{1}{C_k(d/2)^2} \int_{-d/2}^{d/2} (-\kappa S_k C_k' - \kappa S_k' C_k) ds
\]
\[
= -\frac{\kappa}{C_k(d/2)^2} \int_{-d/2}^{d/2} (C_k S_k)' ds
\]
\[
= -\frac{2\kappa C_k(d/2) S_k(d/2)}{C_k(d/2)^2}
\]
\[
= -2T_k(d/2).
\]
Finally, we have
\[
\frac{d}{dr} \left( \phi \left( \frac{L[\gamma_i(r, \cdot)]}{2} \right) \right) |_{r=0} = \varphi' \frac{d}{dr} \left( \frac{L[\gamma_i(r, \cdot)]}{2} \right) |_{r=0} = 0,
\]
and so
\[
\sum_{i=1}^{n-1} \frac{d^2}{dr^2} \left( \phi \left( \frac{L[\gamma_i(r, \cdot)]}{2} \right) \right) |_{r=0} = \sum_{i=1}^{n-1} \left( \varphi' \frac{d^2}{dr^2} \left( \frac{L[\gamma_i(r, \cdot)]}{2} \right) \right) |_{r=0} + \varphi'' \left( \frac{d}{dr} \left( \frac{L[\gamma_i(r, \cdot)]}{2} \right) \right) |_{r=0}^2
\]
\[
\leq -(n-1)\varphi' T_k |_{d/2}.
\]
Now, using the inequalities (7) and (8), we have from (6) that
\[
\mathcal{L}[\nabla^2 \psi, \nabla \psi] \leq \text{trace}(A \nabla^2 \psi) \leq 2[\alpha(\varphi') \varphi'' - (n-1)\beta(\varphi') \varphi' T_k] |_{d/2}, \tag{9}
\]
as required.
In the case $d = \pi / \sqrt{K}$, we instead choose $\gamma_i(r, s) = \exp_{r(s)}(rC_k(s)E_i/(C_k(d/2)))$, for arbitrary $\kappa' < \kappa$. Then the computation above gives

$$\sum_{i=1}^{n-1} \nabla^2 \psi((E_i, E_i), (E_i, E_i)) \leq -2(n-1)\varphi'T_k.$$ 

Since the right-hand side approaches $-\infty$ as $\kappa'$ increases to $\kappa$, we have a contradiction to the assumption that $\psi$ is smooth. Hence no such $\psi$ exists and there is nothing to prove. \hfill $\square$

3. Estimate on the modulus of continuity for solutions of heat equations

In this section we prove Theorem 1, which extends the oscillation estimate from domains in $\mathbb{R}^n$ to compact Riemannian manifolds. The estimate is analogous to [Andrews and Clutterbuck 2009b, Theorem 4.1], the modulus of continuity estimate for the Neumann problem on a convex Euclidean domain.

Proof of Theorem 1. Recall that $(M, g)$ is a compact Riemannian manifold, possibly with boundary (in which case we assume that the boundary is locally convex). Define an evolving quantity, $Z$, on the product manifold $M \times M \times [0, \infty)$:

$$Z(x, y, t) := u(y, t) - u(x, t) - 2\varphi(d(x, y)/2, t) - \epsilon(1 + t)$$

for small $\epsilon > 0$.

We have assumed that $\varphi$ is a modulus of continuity for $u$ at $t = 0$, and so $Z(\cdot, \cdot, 0) \leq -\epsilon < 0$. Note also that $Z$ is continuous on $M \times M \times [0, \infty)$, and $Z(x, y, t) = -\epsilon(1 + t) < 0$ for each $x \in M$ and $t \in [0, T)$. It follows that if $Z$ ever becomes positive, there exists a first time $t_0 > 0$ and points $x_0 \neq y_0$ in $M$ such that $Z(x_0, y_0, t_0) = 0$. There are two possibilities: either both $x_0$ and $y_0$ are in the interior of $M$, or at least one of them (say $x_0$) lies in the boundary $\partial M$.

We deal with the first case first: Clearly $Z(x, y, t) \leq 0$ for all $x, y \in M$ and $t \in [0, t_0]$. In particular, if we let $v(x, y) = 2\varphi(d(x, y)/2, t_0)$ and $\psi(x, y) = u(y, t_0) - u(x, t_0) - \epsilon(1 + t_0)$, then

$$\psi(x, y) \leq v(x, y)$$

for all $x, y \in M$, while $\psi(x_0, y_0) = v(x_0, y_0)$. Since $\psi$ is smooth, by Theorem 3 we have

$$\mathcal{L}[\nabla^2 \psi, \nabla \psi] \leq 2[\alpha(\varphi')\varphi'' - (n-1)T_k\beta(\varphi')\varphi']|d(x_0, y_0)/2|.$$

Now we observe that since the mixed partial derivatives of $\nabla^2 \psi$ all vanish, we have for any admissible $A$ in the definition of $\mathcal{L}$ that

$$\text{tr}(A\nabla^2 \psi) = (a(Du)^{ij}_i \nabla_j u)_{(x_0, t_0)} - (a(Du)^{ij}_i \nabla_j u)_{(y_0, t_0)},$$

and therefore

$$\mathcal{L}[\nabla^2 \psi, \nabla \psi] = (a(Du)^{ij}_i \nabla_j u)_{(y_0, t_0)} - (a(Du)^{ij}_i \nabla_j u)_{(x_0, t_0)}.$$

It follows that

$$a(Du)^{ij}_i \nabla_j u|_{(y_0, t_0)} - a(Du)^{ij}_i \nabla_j u|_{(x_0, t_0)} \leq 2[\alpha(\varphi')\varphi'' - (n-1)T_k\beta(\varphi')\varphi']|d(x_0, y_0)/2|. \quad (10)$$
We also know that the time derivative of \( Z \) is nonnegative at \((x_0, y_0, t_0)\), since \( Z(x_0, y_0, t) \leq 0 \) for \( t < t_0 \):

\[
\left. \frac{\partial Z}{\partial t} \right|_{(x_0, y_0, t_0)} = a(Du)^{ij} \nabla_i \nabla_j u|_{(y_0, t_0)} - a(Du)^{ij} \nabla_i \nabla_j u|_{(x_0, t_0)} - 2 \frac{\partial \phi}{\partial t} - \epsilon \geq 0. \tag{11}
\]

Combining the inequalities (10) and (11), we obtain

\[
\frac{\partial \phi}{\partial t} < \alpha(\phi') \phi'' - (n - 1) T_k \beta(\phi') \phi',
\]

where all terms are evaluated at the point \( d(x_0, y_0) / 2 \). This contradicts assumption (ii) in Theorem 1.

Now we consider the second case, where \( x_0 \in \partial M \). Under the assumption that \( \partial M \) is convex, there exists [Bartolo et al. 2002] a length-minimizing geodesic \( \gamma : [0, d] \to M \) from \( x_0 \) to \( y_0 \), such that \( \gamma(s) \) is in the interior of \( M \) for \( 0 < s < d \) and \( \gamma'(0) \cdot v(x_0) > 0 \), where \( v(x_0) \) is the inward-pointing unit normal to \( \partial M \) at \( x_0 \). We compute

\[
\frac{d}{ds} Z(\exp_{x_0}(sv(x_0)), y_0, t_0) = -\nabla_{v(x_0)} u - \phi'(d/2) \nabla d(v(x_0), 0) = \phi'(d/2) \gamma'(0) \cdot v(x_0) \geq 0.
\]

In particular, \( Z(\exp_{x_0}(sv(x_0)), y_0, t_0) > 0 \) for all small positive \( s \), contradicting the fact that \( Z(x, y, t_0) \leq 0 \) for all \( x, y \in M \).

Therefore \( Z \) remains negative for all \((x, y) \in M\) and \( t \in [0, T)\). Letting \( \epsilon \) approach zero proves the theorem.

\[
\square
\]

4. The eigenvalue lower bound

Now we provide the proof of the sharp lower bound on the first eigenvalue (Theorem 2), which follows very easily from the modulus of continuity estimate from Theorem 1.

**Proposition 4.** For \( M \) and \( u \) as in Theorem 1 applied to the heat equation (\( \alpha \equiv \beta \equiv 1 \) in (2)), we have the oscillation estimate

\[
|u(y, t) - u(x, t)| \leq Ce^{-\mu t},
\]

where \( C \) depends on the modulus of continuity of \( u(\cdot, 0) \), and \( \mu \) is the smallest positive eigenvalue of the Sturm–Liouville equation

\[
\Phi'' - (n - 1) T_k \Phi' + \mu \Phi = \frac{1}{C_k^{n-1}}(\Phi' C_k^{n-1})' + \mu \Phi = 0 \quad \text{on } [-D/2, D/2],
\]

\[
\Phi'(\pm D/2) = 0.
\tag{12}
\]

**Proof.** The eigenfunction-eigenvalue pair \((\Phi, \mu)\) is defined as follows: For any \( \sigma \in \mathbb{R} \) we define \( \Phi_\sigma(x) \) to be the solution of the initial value problem

\[
\Phi'' - (n - 1) T_k \Phi_\sigma + \sigma \Phi_\sigma = 0;
\]

\[
\Phi_\sigma(0) = 0;
\]

\[
\Phi_\sigma'(0) = 1.
\]
Then \( \mu = \sup \{ \sigma : x \in [-D/2, D/2] \implies \Phi'_\sigma(x) > 0 \} \). In particular, for \( \sigma < \mu \) the function \( \Phi_\sigma \) is strictly increasing on \([-D/2, D/2]\), and \( \Phi_\sigma(x) \) is decreasing in \( \sigma \) and converges smoothly to \( \Phi(x) = \Phi_\mu(x) \) as \( \sigma \) approaches \( \mu \) for \( x \in (0, D/2] \) and \( 0 < \sigma < \mu \).

Now we apply Theorem 1: Since \( \Phi \) is smooth, has positive derivative at \( x = 0 \) and is positive for \( x \in (0, D/2] \), there exists \( C > 0 \) such that \( C\Phi \) is a modulus of continuity for \( u(\cdot, 0) \). Then, for each \( \sigma \in (0, \mu), \varphi_0 = C\Phi_\sigma \) is also a modulus of continuity for \( u(\cdot, 0) \), with \( \varphi_0(0) = 0 \) and \( \varphi'_0 > 0 \). Defining \( \varphi(x, t) = C\Phi_\sigma(x)e^{-\sigma t} \), all the conditions of Theorem 1 are satisfied, and we deduce that \( \varphi(\cdot, t) \) is a modulus of continuity for \( u(\cdot, t) \), each \( t \geq 0 \). Letting \( \sigma \) approach \( \mu \), we deduce that \( C\Phi e^{-\mu t} \) is also a modulus of continuity. That is, for all \( x, y \) and \( t \geq 0 \),

\[
|u(y, t) - u(x, t)| \leq Ce^{-\mu t} \Phi\left(\frac{d(x, y)}{2}\right) \leq C \sup \Phi e^{-\mu t}.
\]

**Proof of Theorem 2.** Observe that if \((\varphi, \lambda)\) is the first eigenfunction-eigenvalue pair, then \( u(x, t) = e^{-\lambda t} \varphi(x) \) satisfies the heat equation on \( M \) for all \( t > 0 \). From Proposition 4, we have \( |u(y, t) - u(x, t)| \leq Ce^{-\mu t} \), and so \( |\varphi(y) - \varphi(x)| \leq Ce^{-(\mu - \lambda)t} \) for all \( x, y \in M \) and \( t > 0 \). Since \( \varphi \) is nonconstant, letting \( t \to \infty \) implies that \( \mu - \lambda \leq 0 \).

5. Sharpness of the estimates

In the previous section we proved that \( \lambda_1(D, \kappa, n) \geq \mu \). To complete the proof of Theorem 2, we must prove that \( \lambda_1(D, \kappa, n) \leq \mu \). To do this, we construct examples of Riemannian manifolds with given diameter bounds and Ricci curvature lower bounds such that the first eigenvalue is as close as desired to \( \mu \). The construction is similar to that given in [Kröger 1992; Bakry and Qian 2000], but we include it here because the construction also produces examples proving that the modulus of continuity estimates of Theorem 1 are sharp.

Fix \( \kappa \) and \( D \), and let \( M = S^{n-1} \times [-D/2, D/2] \) with the metric

\[
g = ds^2 + aC^2_\kappa(s)\tilde{g},
\]

where \( \tilde{g} \) is the standard metric on \( S^{n-1} \), and \( a > 0 \). The Ricci curvatures of this metric are given by

\[
\text{Ric}(\partial_s, \partial_s) = (n-1)\kappa;
\]

\[
\text{Ric}(\partial_s, v) = 0 \quad \text{for } v \in TS^{n-1};
\]

\[
\text{Ric}(v, v) = \left( (n-1)\kappa + (n-2)\frac{1/a - \kappa}{C^2_\kappa} \right)|v|^2 \quad \text{for } v \in TS^{n-1}.
\]

In particular, the lower Ricci curvature bound \( \text{Ric} \geq (n-1)\kappa \) is satisfied for any \( a \) if \( \kappa \leq 0 \) and for \( a \leq 1/\kappa \) if \( \kappa > 0 \).

To demonstrate the sharpness of the modulus of continuity estimate in Theorem 1, we construct solutions of (1) on \( M \) which satisfy the conditions of Theorem 1 and satisfy the conclusion with equality for positive times: Let \( \varphi_0 : [0, D/2] \) be as given in Theorem 1, and extend by odd reflection to \([-D/2, D/2] \) and
define $\varphi$ to be the solution of the initial-boundary value problem

$$\frac{\partial \varphi}{\partial t} = \alpha(\varphi')\varphi'' + (n - 1)T\kappa \beta(\varphi')\varphi';$$

$$\varphi(x, 0) = \varphi_0(x);$$

$$\varphi'(\pm D/2, t) = 0.$$  

Now define $u(z, s, t) = \varphi(s, t)$ for $s \in [-D/2, D/2], z \in S^{n-1}$, and $t \geq 0$. Then a direct calculation shows that $u$ is a solution of (1) on $M$. If $\varphi_0$ is concave on $[0, D/2]$, we have $|\varphi_0(a) - \varphi_0(b)| \leq 2\varphi_0(|b - 1/2|)$ for all $a$ and $b$ in $[-D/2, D/2]$. For our choice of $\varphi$, this also remains true for positive times. Note also that for any $w, z \in S^{n-1}$ and $a, b \in [-D/2, D/2]$ we have $d((w, a), (z, b)) \geq |b - a|$. Therefore we have

$$|u(w, a, t) - u(z, b, t)| = |\varphi(a, t) - \varphi(b, t)| \leq 2\varphi(\frac{|b - a|}{2}, t) \leq 2\varphi(\frac{d((w, a), (z, b))}{2}, t),$$

so that $\varphi(\cdot, t)$ is a modulus of continuity for $u(\cdot, t)$ as claimed. Furthermore, this holds with equality whenever $w = z$ and $b = -a$, so there is no smaller modulus of continuity and the estimate is sharp.

Now we proceed to the sharpness of the eigenvalue estimate. On the manifold constructed above, we have an explicit eigenfunction of the Laplacian, given by $\varphi(z, s) = \Phi(s)$, where $\Phi$ is the first eigenfunction of the one-dimensional Sturm–Liouville problem given in Proposition 4. That is, we have $\lambda_1(M, g) \leq \mu$. In this example we have the required Ricci curvature lower bound, and the diameter approaches $D$ as $a \to 0$. Since $\mu$ depends continuously on $D$, the result follows.

A slightly more involved construction shows that the bound is sharp even in the smaller class of manifolds without boundary. This is achieved by smoothly attaching spherical caps to the ends of the above examples; see the similar construction in [Andrews and Ni 2012, Section 2].

6. Implications for the “Li conjecture”

In this section we mention some implications of the sharp eigenvalue estimate and a conjecture attributed to Peter Li. The result of Lichnerowicz [1958] is that $\lambda_1 \geq n\kappa$ whenever $\text{Ric} \geq (n - 1)\kappa g_{ij}$ (so that, by the Bonnet–Myers estimate, $D \leq \pi/\sqrt{\kappa}$). An estimate from [Zhong and Yang 1984] gives $\lambda_1 \geq \pi^2/D^2$ for $\text{Ric} \geq 0$. Both of these are sharp, and the latter estimate should also be sharp as $D \to 0$ for any lower Ricci curvature bound. Interpolating linearly (in $\kappa$) between these estimates, we obtain Li’s conjecture:

$$\lambda_1 \geq \frac{\pi^2}{D^2} + (n - 1)\kappa.$$

By construction this holds precisely at the endpoints $\kappa \to 0$ and $\kappa \to \pi^2/D^2$.

Several previous attempts to prove such inequalities have been made, particularly towards proving inequalities of the form $\lambda_1 \geq \pi^2/D^2 + a\kappa$ for some constant $a$, which are linear in $\kappa$ and have the correct limit as $\kappa \to 0$. These include works of DaGang Yang [1999], Jun Ling [2006] and Ling and Lu [2010], the latter showing that $a = \frac{34}{100}$ holds. These are all superseded by the result of Shi and Zhang [2007] which proves $\lambda_1 \geq \sup_{s \in (0, 1)} \{4s(1-s)\pi^2/D^2 + (n - 1)sk\}$, so in particular $\lambda_1 \geq \pi^2/D^2 + ((n - 1)/2)\kappa$ by taking $s = \frac{1}{2}$. 
We remark here that the inequality with \( a = (n - 1) / 2 \) is the best possible of this kind, and in particular the Li conjecture is false. This can be seen by computing an asymptotic expansion for the sharp lower bound \( \mu \) given by Theorem 2. For fixed \( D = \pi \) we perturb about \( \kappa = 0 \) (as in [Andrews and Ni 2012, Section 4]), obtaining
\[
\mu = 1 + \frac{(n - 1)}{2} \kappa + O(\kappa^2).
\]
By scaling, this amounts to the estimate
\[
\mu = \frac{\pi^2}{D^2} + \frac{(n - 1)}{2} \kappa + O(\kappa D^2).
\]
Since the lower bound \( \lambda_1 \geq \mu \) is sharp, this shows that the inequality \( \lambda_1 \geq \frac{\pi^2}{D^2} + a \kappa \) is false for any \( a > (n - 1) / 2 \), and in particular for \( a = n - 1 \).

References


Received 1 Apr 2012. Accepted 21 May 2013.

Ben Andrews: Mathematical Sciences Institute, Australian National University, Building 27, Canberra ACT 0200, Australia

and

Mathematical Sciences Center, Tsinghua University

ben.andrews@anu.edu.au

Julie Clutterbuck: Mathematical Sciences Institute, Australian National University, Canberra ACT 0200, Australia

Julie.Clutterbuck@anu.edu.au
SOME MINIMIZATION PROBLEMS IN THE CLASS OF CONVEX FUNCTIONS WITH PRESCRIBED DETERMINANT

NAM Q. LE AND OVIDIU SAVIN

We consider minimizers of linear functionals of the type

$$L(u) = \int_{\partial \Omega} u \, d\sigma - \int_{\Omega} u \, dx$$

in the class of convex functions $u$ with prescribed determinant $\det D^2u = f$. We obtain compactness properties for such minimizers and discuss their regularity in two dimensions.

1. Introduction

In this paper, we consider minimizers of certain linear functionals in the class of convex functions with prescribed determinant. We are motivated by the study of convex minimizers $u$ for convex energies $E$ of the type

$$E(u) = \int_{\Omega} F(\det D^2u) \, dx + L(u),$$

with $L$ a linear functional, which appear in the work of Donaldson [2002; 2009] in the context of existence of Kähler metrics of constant scalar curvature for toric varieties. The minimizer $u$ solves a fourth-order elliptic equation with two nonstandard boundary conditions involving the second- and third-order derivatives of $u$ (see (1-4) below). In this paper, we consider minimizers of $L$ (or $E$) in the case when the determinant $\det D^2u$ is prescribed. This allows us to understand better the type of boundary conditions that appear in such problems and to obtain estimates also for unconstrained minimizers of $E$.

The simplest minimization problem with prescribed determinant which is interesting in its own right is

$$\text{minimize } \int_{\partial \Omega} u \, d\sigma, \text{ with } u \in \mathcal{A}_0,$$

where $\Omega$ is a bounded convex set, $d\sigma$ is the surface measure of $\partial \Omega$, and $\mathcal{A}_0$ is the class of nonnegative solutions to the Monge–Ampère equation $\det D^2u = 1$:

$$\mathcal{A}_0 := \{ u : \hat{\Omega} \to [0, \infty) \mid u \text{ convex, } \det D^2u = 1 \}.$$

Question. Is the minimizer $u$ smooth up to the boundary $\partial \Omega$ if $\Omega$ is a smooth, say uniformly convex, domain?

MSC2010: primary 35J96; secondary 35J66.

Keywords: boundary regularity, convex minimizer, fourth-order elliptic equation, prescribed determinant.
In the present paper, we answer this question affirmatively in dimensions $n = 2$. First, we remark that the minimizer must vanish at $x_0$, the center of mass of $\partial \Omega$:

$$x_0 = \int_{\partial \Omega} x \, d\sigma.$$ 

This follows easily since

$$u(x) - u(x_0) - \nabla u(x_0)(x - x_0) \in \mathcal{A}_0$$

and

$$\int_{\partial \Omega} [u(x) - u(x_0) - \nabla u(x_0)(x - x_0)] \, d\sigma = \int_{\partial \Omega} [u - u(x_0)] \, d\sigma \leq \int_{\partial \Omega} u \, d\sigma,$$

with strict inequality if $u(x_0) > 0$. Thus we can reformulate the problem above as minimizing

$$\int_{\partial \Omega} u \, d\sigma - \mathcal{H}^{n-1}(\partial \Omega) u(x_0)$$

in the set of all solutions to the Monge–Ampère equation $\det D^2 u = 1$ which are not necessarily nonnegative. This formulation is more convenient since we can now perturb functions in all directions.

More generally, we consider linear functionals of the type

$$L(u) = \int_{\partial \Omega} u \, d\sigma - \int_{\Omega} u \, dA,$$

with $d\sigma, dA$ nonnegative Radon measures supported on $\partial \Omega$ and $\Omega$ respectively. In this paper, we study the existence, uniqueness and regularity properties for minimizers of $L$, that is,

$$\text{minimize } L(u) \text{ for all } u \in \mathcal{A}$$ (P)

in the class $\mathcal{A}$ of subsolutions (solutions) to a Monge–Ampère equation $\det D^2 u \geq f$:

$$\mathcal{A} := \{ u : \overline{\Omega} \to \mathbb{R} \mid u \text{ convex, } \det D^2 u \geq f \}.$$

Notice that we are minimizing a linear functional $L$ over a convex set $\mathcal{A}$ in the cone of convex functions.

Clearly, the minimizer of the problem (P) satisfies $\det D^2 u = f$ in $\Omega$. Otherwise we can find $v \in \mathcal{A}$ such that $v = u$ in a neighborhood of $\partial \Omega$, and $v \geq u$ in $\Omega$ with strict inequality in some open subset, and thus $L(v) < L(u)$.

We assume throughout that the following 5 conditions are satisfied:

1. $\Omega$ is a bounded, uniformly convex, $C^{1,1}$ domain.
2. $f$ is bounded away from 0 and $\infty$.
3. $d\sigma = \sigma(x) \, d\mathcal{H}^{n-1}|_{\partial \Omega}$, with the density $\sigma(x)$ bounded away from 0 and $\infty$.
4. $dA = A(x) \, dx$ in a small neighborhood of $\partial \Omega$, with the density $A(x)$ bounded from above.
5. $L(u) > 0$ for all $u$ convex but not linear.
The last condition is known as the stability of \( L \) (see [Donaldson 2002]), and in two dimensions, is equivalent to saying that for all linear functions \( l \), we have

\[
L(l) = 0 \quad \text{and} \quad L(l^+) > 0 \quad \text{if} \; l^+ \neq 0 \; \text{in} \; \Omega,
\]

where \( l^+ = \max(l, 0) \) (see Proposition 2.4).

Notice that the stability of \( L \) implies that \( L(l) = 0 \) for any linear function \( l \), and hence \( d\sigma \) and \( dA \) must have the same mass and the same center of mass.

A minimizer \( u \) of the functional \( L \) is determined up to linear functions, since both \( L \) and \( \mathcal{A} \) are invariant under addition with linear functions. We “normalize” \( u \) by subtracting its tangent plane at, say, the center of mass of \( \Omega \). In Section 2, we shall prove in Proposition 2.5 that there exists a unique normalized minimizer to the problem \((P)\).

We also prove a compactness theorem for minimizers.

**Theorem 1.1** (compactness). Let \( u_k \) be the normalized minimizers of the functionals \( L_k \) with data \((f_k, d\sigma_k, dA_k, \Omega)\) that has uniform bounds in \( k \). Precisely, the inequalities (2-1) and (2-4) below are satisfied uniformly in \( k \) and \( \rho \leq f_k \leq \rho^{-1} \). If

\[
f_k \to f, \quad d\sigma_k \to d\sigma, \quad dA_k \to dA,
\]

then \( u_k \to u \) uniformly on compact sets of \( \Omega \), where \( u \) is the normalized minimizer of the functional \( L \) with data \((f, d\sigma, dA, \Omega)\).

If \( u \) is a minimizer, then the Euler–Lagrange equation reads (see Proposition 3.6)

\[
\text{if } \varphi : \Omega \to \mathbb{R} \text{ solves } U^{ij} \varphi_{ij} = 0, \text{ then } L(\varphi) = 0,
\]

where \( U^{ij} \) are the entries of the cofactor matrix \( U \) of the Hessian \( D^2 u \). Since the linearized Monge–Ampère equation is also an equation in divergence form, we can always express the \( \Omega \)-integral of a function \( \varphi \) in terms of a boundary integral. For this, we consider the solution \( v \) to the Dirichlet problem

\[
U^{ij} v_{ij} = -dA \text{ in } \Omega, \quad v = 0 \text{ on } \partial \Omega.
\]

Integrating by parts twice and using \( \partial_i (U^{ij}) = \partial_j (U^{ij}) = 0 \), we can compute

\[
\int_\Omega \varphi \, dA = -\int_\Omega \varphi \, U^{ij} v_{ij} = \int_\Omega \varphi_i \, U^{ij} v_j - \int_{\partial\Omega} \varphi U^{ij} v_j v_i
\]

\[
= -\int_\Omega (U^{ij} \varphi_{ij}) v + \int_{\partial\Omega} \varphi_i U^{ij} v v_j - \int_{\partial\Omega} \varphi U^{ij} v_i v_j = -\int_{\partial\Omega} \varphi U^{ij} v_i v_j. \quad (1-1)
\]

From the Euler–Lagrange equation, we obtain

\[
U^{ij} v_i v_j = -\sigma \quad \text{on } \partial \Omega.
\]

Since \( v = 0 \) on \( \partial \Omega \), we have \( v_i = v_v v_i \), and hence

\[
U^{ij} v_i v_j = U^{ij} v_i v_j v_v = U^{vv} v_v = (\det D^2_x u) v_v,
\]
with \( x' \perp v \) denoting the tangential directions along \( \partial \Omega \). In conclusion, if \( u \) is a smooth minimizer, then there exists a function \( v \) such that \((u, v)\) solves the system

\[
\begin{cases}
\det D^2 u = f & \text{in } \Omega, \\
U^{ij} v_{ij} = -dA & \text{in } \Omega, \\
v = 0 & \text{on } \partial \Omega, \\
U^{\nu \nu} v_{\nu} = -\sigma & \text{on } \partial \Omega.
\end{cases}
\] (1-2)

This system is interesting since the function \( v \) above satisfies two boundary conditions, Dirichlet and Neumann, while \( u \) has no boundary conditions. Heuristically, the boundary values for \( u \) can be recovered from the term \( U^{\nu \nu} = \det D^2 x' u \), which appears in the Neumann boundary condition for \( v \).

Our main regularity results for the minimizers \( u \) are in two dimensions.

**Theorem 1.2.** Assume that \( n = 2 \), and the conditions (1)–(5) hold. If \( \sigma \in C^\alpha(\partial \Omega) \), \( f \in C^\alpha(\overline{\Omega}) \), and \( \partial \Omega \in C^{2,\alpha} \), then the minimizer \( u \in C^{2,\alpha}(\overline{\Omega}) \) and the system (1-2) holds.

We obtain Theorem 1.2 by showing that \( u \) separates quadratically on \( \partial \Omega \) from its tangent planes, and then we apply the boundary Hölder gradient estimates for \( v \) which were obtained in [Le and Savin 2013].

As a consequence of Theorem 1.2, we obtain higher regularity if the data \((f, d\sigma, dA, \Omega)\) is more regular.

**Theorem 1.3.** Assume that \( n = 2 \) and the conditions (1)–(5) hold. If \( \sigma \in C^\infty(\partial \Omega) \), \( f \in C^\infty(\overline{\Omega}) \), \( A \in C^\infty(\overline{\Omega}) \), and \( \partial \Omega \in C^\infty \), then \( u \in C^\infty(\overline{\Omega}) \).

In Section 6, we provide an example of Pogorelov type for a minimizer in dimensions \( n \geq 3 \) that shows that Theorem 1.3 does not hold in this generality in higher dimensions.

We explain briefly how Theorem 1.3 follows from Theorem 1.2. If \( u \in C^{2,\alpha}(\overline{\Omega}) \), then \( U^{ij} \in C^{\alpha}(\overline{\Omega}) \), and Schauder estimates give \( v \in C^{2,\alpha}(\overline{\Omega}) \), and thus \( v_{\nu} \in C^{1,\alpha}(\partial \Omega) \). From the last equation in (1-2) we obtain \( U^{\nu \nu} = \det D^2 x' u \in C^{1,\alpha}(\partial \Omega) \). This implies \( u \in C^{3,\alpha}(\partial \Omega) \), and from the first equation in (1-2), we find \( u \in C^{3,\alpha}(\overline{\Omega}) \). We can repeat the same argument and obtain that \( u \in C^{k,\alpha} \) for any \( k \geq 2 \).

As we mentioned above, our constraint minimization problem is motivated by the minimization of the Mabuchi energy functional from complex geometry in the case of toric varieties

\[
M(u) = \int_{\Omega} -\log \det D^2 u + \int_{\partial \Omega} u \, d\sigma - \int_{\Omega} u \, dA.
\]

In this case, \( d\sigma \) and \( dA \) are canonical measures on \( \partial \Omega \) and \( \Omega \). Minimizers of \( M \) satisfy the following fourth-order equation, called Abreu’s equation [1998]:

\[
u_{ij}^{ij} := \sum_{i,j=1}^{n} \frac{\partial^2 u^{ij}}{\partial x_i \partial x_j} = -A,
\]

where \( u^{ij} \) are the entries of the inverse matrix of \( D^2 u \). This equation and the functional \( M \) have been studied extensively by Donaldson [2002; 2005; 2008; 2009]; see also [Zhou and Zhu 2008]. In Donaldson’s papers, the domain \( \Omega \) was taken to be a polytope \( P \subset \mathbb{R}^n \) and \( A \) was taken to be a positive constant. The
existence of smooth solutions with suitable boundary conditions has important implications in complex geometry. It says that we can find Kähler metrics of constant scalar curvature for toric varieties.

More generally, one can consider minimizers of the convex functional

$$E(u) = \int_{\Omega} F(\det D^2 u) + \int_{\partial \Omega} u \, d\sigma - \int_{\Omega} u \, dA,$$

where $F(t^n)$ is a convex and decreasing function of $t \geq 0$. The Mabuchi energy functional corresponds to $F(t) = -\log t$, whereas in our minimization problem (P) (with $f \equiv 1$),

$$F(t) = \begin{cases} \infty & \text{if } t < 1, \\ 0 & \text{if } t \geq 1. \end{cases}$$

Minimizers of $E$ satisfy a system similar to (1-2):

$$\begin{cases} -F'(\det D^2 u) = v & \text{in } \Omega, \\ U_{ij} v_{ij} = -dA & \text{in } \Omega, \\ v = 0 & \text{on } \partial \Omega, \\ U^{\nu\nu} v_\nu = -\sigma & \text{on } \partial \Omega. \end{cases}$$

A similar system but with different boundary conditions was investigated by Trudinger and Wang [2008a]. If the function $F$ is strictly decreasing, then we see from the first and third equations above that $\det D^2 u = \infty$ on $\partial \Omega$, and therefore we cannot expect minimizers to be smooth up to the boundary (as is the case with the Mabuchi functional $M(u)$).

If $F$ is constant for large values of $t$ (as in the case we considered), then $\det D^2 u$ becomes finite on the boundary and smoothness up to the boundary is expected. More precisely, assume that

$$F \in C^{1,1}((0, \infty)), \quad G(t) := F(t^n) \text{ is convex in } t, \quad \text{and } \quad G'(0^+) = -\infty,$$

and there exists $t_0 > 0$ such that

$$F(t) = 0 \text{ on } [t_0, \infty), \quad F''(t) > 0 \text{ on } (0, t_0].$$

**Theorem 1.4.** Assume $n = 2$ and the conditions (1)–(5) and the above hypotheses on $F$ are satisfied. If $\sigma \in C^\alpha(\partial \Omega)$, $A \in C^\alpha(\overline{\Omega})$, and $\partial \Omega \in C^{2,\alpha}$, then the normalized minimizer $u$ of the functional $E$ defined in (1-3) satisfies $u \in C^{2,\alpha}(\overline{\Omega})$, and the system (1-4) holds in the classical sense.

The paper is organized as follows. In Section 2, we discuss the notion of stability for the functional $L$ and prove existence, uniqueness and compactness of minimizers of the problem (P). In Section 3, we state a quantitative version of Theorem 1.2, Proposition 3.1, and we also obtain the Euler–Lagrange equation. Proposition 3.1 is proved in Sections 4 and 5, first under the assumption that the density $A$ is bounded from below and then in the general case. In Section 6, we give an example of a singular minimizer in dimension $n \geq 3$. Finally, in Section 7, we prove Theorem 1.4.
2. Stability inequality and existence of minimizers

Let $\Omega$ be a bounded convex set and define
\[ L(u) = \int_{\partial \Omega} u \, d\sigma - \int_\Omega u \, dA \]
for all convex functions $u : \overline{\Omega} \to \mathbb{R}$ with $u \in L^1(\partial \Omega, d\sigma)$. We assume that
\[ \sigma \geq \rho \text{ on } \partial \Omega \text{ and } A(x) \leq \rho^{-1} \text{ in a neighborhood of } \partial \Omega \]
for some small $\rho > 0$ and that $L$ is stable, that is,
\[ L(u) > 0 \text{ for all } u \text{ convex but not linear.} \tag{2-2} \]

Assume for simplicity that 0 is the center of mass of $\Omega$. We notice that (2-2) implies $L(l) = 0$ for any $l$ linear, since $l$ can be approximated by both convex and concave functions. We “normalize” a convex function by subtracting its tangent plane at 0, and this does not change the value of $L$. First we prove some lower semicontinuity properties of $L$ with respect to normalized solutions.

**Lemma 2.1** (lower semicontinuity). Assume that (2-1) holds and $(u_k)$ is a normalized sequence that satisfies
\[ \int_{\partial \Omega} u_k \, d\sigma \leq C, \quad u_k \to u \text{ uniformly on compact sets of } \Omega, \tag{2-3} \]
for some function $u : \Omega \to \mathbb{R}$. Let $\tilde{u}$ be the minimal convex extension of $u$ to $\overline{\Omega}$, that is,
\[ \tilde{u} = u \text{ in } \Omega, \quad \tilde{u}(x) = \lim_{t \to 1^-} u(tx) \text{ if } x \in \partial \Omega. \]

Then
\[ \int_{\Omega} u \, dA = \lim \int_{\Omega} u_k \, dA, \quad \int_{\partial \Omega} \tilde{u} \, d\sigma \leq \liminf \int_{\partial \Omega} u_k \, d\sigma, \]
and thus
\[ L(\tilde{u}) \leq \liminf L(u_k). \]

**Remark.** The upper graph of the function $\tilde{u}$ is the closure of the upper graph of $u$ in $\mathbb{R}^{n+1}$.

**Proof.** Since $u_k$ are normalized, they are increasing on each ray out of the origin. For each $\eta > 0$ small, we consider the set $\Omega_\eta := \{ x \in \Omega : \text{dist}(x, \partial \Omega) < \eta \}$, and from (2-1) we obtain
\[ \int_{\Omega_\eta} u_k \, dA \leq C \rho^{-1} \eta \int_{\partial \Omega} u_k \, d\sigma \leq C \eta. \]
Since this inequality holds for all small $\eta \to 0$, we easily obtain
\[ \int_{\Omega} u \, dA = \lim \int_{\Omega} u_k \, dA. \]

For each $z \in \partial \Omega$ and $t < 1$ we have $u_k(tz) \leq u_k(z)$. We let $k \to \infty$ in the inequality
\[ \int_{\partial \Omega} u_k(tz) \, d\sigma \leq \int_{\partial \Omega} u_k(z) \, d\sigma \]
and obtain
\[ \int_{\partial \Omega} u(tz) \, d\sigma \leq \lim \inf \int_{\partial \Omega} u_k(z) \, d\sigma, \]
and then we let \( t \to 1^- \):
\[ \int_{\partial \Omega} \bar{u} \, d\sigma \leq \lim \inf \int_{\partial \Omega} u_k \, d\sigma. \]
\[ \square \]

**Remark 2.2.** From the proof we see that if we are given functionals \( L_k \) with measures \( \sigma_k \), \( A_k \) that satisfy (2-1) uniformly in \( k \) and
\[ \sigma_k \rightharpoonup \sigma, \quad A_k \rightharpoonup A, \]
and if (2-3) holds for a sequence \( u_k \), then the statement still holds; that is,
\[ L(\bar{u}) \leq \lim \inf L_k(u_k). \]
By compactness, one can obtain a quantitative version of (2-2) known as *stability inequality*. This was done by Donaldson [2002, Proposition 5.2.2]. For completeness, we sketch its proof here.

**Proposition 2.3.** Assume that (2-1) and (2-2) hold. Then we can find \( \mu > 0 \) such that
\[ L(u) := \int_{\partial \Omega} ud\sigma - \int_{\Omega} udA \geq \mu \int_{\partial \Omega} ud\sigma \]
for all convex functions \( u \) normalized at 0.

**Proof.** Assume the conclusion does not hold; then there is a sequence of normalized convex functions \((u_k)\) with
\[ \int_{\partial \Omega} u_k d\sigma = 1, \quad \lim L(u_k) = 0, \]
and thus
\[ \lim \int_{\Omega} u_k dA = 1. \]
Using convexity, we may assume that \( u_k \) converges uniformly on compact subsets of \( \Omega \) to a limiting function \( u \geq 0 \). Let \( \bar{u} \) be the minimal convex extension of \( u \) to \( \overline{\Omega} \). Then, from Lemma 2.1, we obtain
\[ L(\bar{u}) = 0, \quad \int_{\Omega} \bar{u} dA = 1, \]
and thus \( \bar{u} \geq 0 \) is not linear and we contradict (2-2). \( \square \)

Donaldson [2002, Proposition 5.3.1] showed that when \( n = 2 \), the stability condition can be checked easily.

**Proposition 2.4.** Assume that \( n = 2 \), that (2-1) holds, and that for all linear functions \( l \) we have
\[ L(l) = 0 \quad \text{and} \quad L(l^+) > 0 \quad \text{if} \ l^+ \neq 0 \ \text{in} \ \Omega, \quad (2-5) \]
where \( l^+ = \max(l, 0) \). Then \( L \) is stable; that is, condition (2-2) is satisfied.
Proof. For completeness, we sketch the proof. Assume by contradiction that $L(u) \leq 0$ for some convex function $u$ which is not linear in $\Omega$. Let $u^*$ be the convex envelope generated by the boundary values of $\bar{u} — the minimal convex extension of $u$ to $\overline{\Omega}$. Notice that $u^* = \bar{u}$ on $\partial \Omega$. Since $L(u^*) \leq L(\bar{u}) \leq L(u)$, we find $L(u^*) \leq 0$. Notice that $u^*$ is not linear, since otherwise $0 = L(u^*) < L(\bar{u}) \leq 0$ (we used that $\bar{u}$ is not linear). After subtracting a linear function, we may assume that $u^*$ is normalized and $u^*$ is not identically 0.

We obtain a contradiction by showing that $u^*$ satisfies the stability inequality. By our hypotheses, there exists $\mu > 0$ small such that

$$L(l^+) \geq \mu \int_{\partial \Omega} l^+ d\sigma$$

for any $l^+$. Indeed, by (2-1), this inequality is valid if the “crease” $\{l = 0\}$ is near $\partial \Omega$, and for all other $l$’s, it follows by compactness from (2-5). We approximate from below $u^*$ by $u_k^*$, which is defined as the maximum of the tangent planes of $u^*$ at some points $y_i \in \Omega$, $i = 1, \ldots, k$. Since $u^*$ is a convex envelope in two dimensions, $u_k^*$ is a discrete sum of $l^+$’s, and hence it satisfies the stability inequality. Now we let $k \to \infty$; since $u_k^* \leq u^*$, using Lemma 2.1, we obtain that $u^*$ also satisfies the stability inequality. \(\square\)

**Proposition 2.5.** Assume that (2-1) and (2-2) hold. Then there exists a unique (up to linear functions) minimizer $u$ of $L$ subject to the constraint

$$u \in \mathcal{A} := \left\{ v : \overline{\Omega} \to \mathbb{R} \mid v \text{ convex, } \det D^2 v \geq f \right\},$$

where $\rho \leq f \leq \rho^{-1}$ for some $\rho > 0$. The minimizer satisfies $\det D^2 u = f$, and if $n = 2$, it is unique (up to linear functions).

**Proof.** Let $(u_k)$ be a sequence of normalized solutions such that $L(u_k) \to \inf_{\mathcal{A}} L$. By the stability inequality, we see that $\int_{\partial \Omega} u_k d\sigma$ are uniformly bounded, and after passing to a subsequence, we may assume that $u_k$ converges uniformly on compact subsets of $\Omega$ to a function $u$. Then $u \in \mathcal{A}$, and from the lower semicontinuity we see that $L(u) = \inf_{\mathcal{A}} L$, that is, $u$ is a minimizer. Notice that $\det D^2 u = f$.

Indeed, if a quadratic polynomial $P$ with $\det D^2 P \geq f$ touches $u$ strictly from below at some point $x_0 \in \Omega$, in a neighborhood of $x_0$, then we can replace $u$ in this neighborhood by $\max\{P + \epsilon, u\} \in \mathcal{A}$, and the energy decreases.

Next we assume $w$ is another minimizer. We use the strict concavity of $M \mapsto \log(\det D^2 M)$ in the space of positive symmetric matrices $M$, and obtain that for almost every $x$ where $u$, $w$ are twice differentiable,

$$\log \det D^2 \left(\frac{u + w}{2}\right)(x) \geq \frac{1}{2} \log \det D^2 u(x) + \frac{1}{2} \log \det D^2 w(x) \geq \log f(x).$$

This implies $(u + w)/2 \in \mathcal{A}$ is also a minimizer and $D^2 u = D^2 w$ almost everywhere in $\Omega$. Since $f$ is bounded above and below, we know that $u$, $w \in W^{2,1}_{\text{loc}}$ (see [De Philippis and Figalli 2013]) in the open set $\Omega'$ where both $u$, $w$ are strictly convex. This gives that $u - w$ is linear on each connected component of $\Omega'$. If $n = 2$, then $\Omega' = \Omega$, and hence $u - w$ is linear. \(\square\)

**Remark.** Uniqueness is expected to hold in any dimension. For this one needs to show that the set of strict convexity of a solution to the Monge–Ampère equation is always connected.
Remark. The arguments above show that the stability condition is also necessary for the existence of a minimizer. Indeed, if \( u \) is a minimizer and \( L(u_0) = 0 \) for some convex function \( u_0 \) that is not linear, then \( u + u_0 \) is also a minimizer and we contradict the uniqueness.

Proof of Theorem 1.1. We assume that the data \((f_k, d\sigma, dA_k, \Omega)\) satisfies (2-1), (2-4) uniformly in \( k \) and \( \rho \leq f_k \leq \rho^{-1} \). For each \( k \), let \( w_k \) be the convex solution to \( \det D^2w_k = f_k \) in \( \Omega \) with \( w_k = 0 \) on \( \partial \Omega \). Since \( f_k \) are bounded from above, we find \( w_k \geq -C \), and so by the minimality of \( u_k \),

\[
L_k(u_k) \leq L_k(w_k) \leq C.
\]

It follows from the stability inequality that

\[
\hat{\partial}_\Omega u_k d\sigma_k \leq C,
\]

and we may assume, after passing to a subsequence, that \( u_k \to u \) uniformly on compact subsets of \( \Omega \).

We need to show that \( u \) is a minimizer for \( L \) with data \((f, d\sigma, dA, \Omega)\). For this it suffices to prove that for any continuous \( v : \overline{\Omega} \to \mathbb{R} \) which solves \( \det D^2v = f \) in \( \Omega \), we have \( L(u) \leq L(v) \).

Let \( v_k \) be the solution to \( \det D^2v_k = f_k \) with boundary data \( v_k = v \) on \( \partial \Omega \). Using appropriate barriers, it is standard to check that \( f_k \rightharpoonup f \), \( f_k \leq \rho^{-1} \) implies \( v_k \to v \) uniformly in \( \overline{\Omega} \). Then we let \( k \to \infty \) in \( L_k(u_k) \leq L_k(v_k) \), use Remark 2.2, and obtain

\[
L(u) \leq \liminf L_k(u_k) \leq \lim L_k(v_k) = L(v),
\]

which finishes the proof. \( \square \)

3. Preliminaries and the Euler–Lagrange equation

We rewrite our main hypotheses in a quantitative way. We assume that for some small \( \rho > 0 \), we have:

(H1) The curvatures of \( \partial \Omega \) are bounded from below by \( \rho \) and from above by \( \rho^{-1} \).

(H2) \( \rho \leq f \leq \rho^{-1} \).

(H3) \( d\sigma = \sigma(x) d\partial^{n-1} |\partial \Omega| \), with \( \rho \leq \sigma(x) \leq \rho^{-1} \).

(H4) \( dA = A(x) dx \) in a small neighborhood

\[
\Omega_\rho := \{ x \in \Omega | \text{dist}(x, \partial \Omega) < \rho \}
\]

of \( \partial \Omega \) with \( A(x) \leq \rho^{-1} \).

(H5) For any convex function \( u \) normalized at the center of mass of \( \Omega \), we have

\[
L(u) := \int_{\partial \Omega} u d\sigma - \int_{\Omega} u dA \geq \rho \int_{\partial \Omega} u d\sigma.
\]

We denote by \( c, C \) positive constants depending on \( \rho \), and their values may change from line to line whenever there is no possibility of confusion. We refer to such constants as universal constants.

Our main theorem, Theorem 1.2, follows from the next proposition, which deals with less regular data.
Proposition 3.1. Assume that $n = 2$ and that conditions (H1)–(H5) hold.

(i) Then the minimizer $u$ obtained in Proposition 2.5 satisfies $u \in C^{1,\beta}(\overline{\Omega}) \cap C^{1,1}(\partial \Omega)$ for some universal $\beta \in (0, 1)$ and $u$ separates quadratically from its tangent planes on $\partial \Omega$, that is,

$$C^{-1}|x - y|^2 \leq u(y) - u(x) - \nabla u(x)(y - x) \leq C|x - y|^2 \quad \text{for all } x, y \in \partial \Omega,$$

for some $C > 0$ universal.

(ii) If in addition $\sigma \in C^\alpha(\partial \Omega)$, then $u|_{\partial \Omega} \in C^{2, \gamma}(\partial \Omega)$ with $\gamma := \min\{\alpha, \beta\}$, and

$$\|u\|_{C^{2, \gamma}(\partial \Omega)} \leq C\|\sigma\|_{C^\gamma(\partial \Omega)}.$$

We remark that in part (ii), we obtain $u \in C^{2, \gamma}(\partial \Omega)$ even though $f$ and $A$ are assumed to be only $L^\infty$.

Proof that Proposition 3.1 implies Theorem 1.2. Theorem 7.3 of [Savin 2013] states that a solution to the Monge–Ampère equation which separates quadratically from its tangent planes on the boundary satisfies the classical $C^\alpha$-Schauder estimates. Thus, if the assumptions of Proposition 3.1(ii) are satisfied and $f \in C^\alpha(\Omega)$, then $u|_{\partial \Omega} \in C^{2, \gamma}(\partial \Omega)$ with $\gamma := \min\{\alpha, \beta\}$, and

$$\|u\|_{C^{2, \gamma}(\partial \Omega)} \leq C\|\sigma\|_{C^\gamma(\partial \Omega)}.$$

We prove Proposition 3.1 in the next two sections. Part (ii) follows from part (i) and the boundary Harnack inequality for the linearized Monge–Ampère equation, which was obtained in [Le and Savin 2013, Theorem 2.4]. This theorem states that if a solution to the Monge–Ampère equation with bounded right-hand side separates quadratically from its tangent planes on the boundary, then the classical boundary estimate of Krylov holds for solutions of the associated linearized equation.

In order to simplify the ideas, we prove the proposition in the case when the hypotheses (H1), (H2), (H4) are replaced by

(H1’) $\Omega = B_1$.

(H2’) $f \in C^\infty(\overline{\Omega})$, $\rho \leq f \leq \rho^{-1}$.

(H4’) $dA = A(x) \, dx$ with $\rho \leq A(x) \leq \rho^{-1}$ in $\Omega$ and $A \in C^\infty(\Omega)$.

We use (H1’) only for simplicity of notation. We will see from the proofs that the same arguments carry to the general case. We use (H2’) so that $D^2u$ is continuous in $\Omega$ and the linearized Monge–Ampère equation is well defined. Our estimates do not depend on the smoothness of $f$, and thus the general case follows by approximation from Theorem 1.1. Later, in Section 5, we show that (H4’) can be replaced by (H4), that is, the bound for $A$ from below is not needed.

First, we establish a result on uniform modulus of convexity for minimizers of $L$ in two dimensions.

Proposition 3.2. Let $u$ be a minimizer of $L$ that satisfies the hypotheses above. Then, for any $\delta < 1$, there exist $c(\delta) > 0$ depending on $\rho, \delta$ such that

$$x \in B_{1-\delta} \quad \implies \quad S_h(x) \subseteq B_1 \quad \text{if } h \leq c(\delta),$$
where $S_h(x)$ denotes the section of $u$ centered at $x$ at height $h$:

$$S_h(x) = \{ y \in \bar{B}_1 : u(y) < u(x) + \nabla u(x)(y-x) + h \}.$$  

Although this result is well known (see [Trudinger and Wang 2008b, Remark 3.2] for example), we include its proof here for completeness.

**Proof.** Without loss of generality, assume $u$ is normalized in $B_1$, that is, $u \geq 0$, $u(0) = 0$. From the stability inequality (2-4), we obtain

$$\int_{\partial B_1} u \, dx \leq C.$$  

This integral bound and the convexity of $u$ imply

$$|u|, |Du| \leq C(\delta)$$

in $B_{1-\delta/2}$, for any $\delta < 1$. We show that our statement follows from these bounds. Assume by contradiction that the conclusion is not true. Then we can find a sequence of convex functions $u_k$ satisfying the bounds above such that

$$u_k(y_k) \leq u_k(x_k) + \nabla u_k(x_k)(y_k - x_k) + h_k$$

for sequences $x_k \in B_{1-\delta}$, $y_k \in \partial B_{1-\delta/2}$ and $h_k \to 0$. Because $Du_k$ is uniformly bounded, after passing to a subsequence if necessary, we may assume

$$u_k \to u_*$$

uniformly on $\bar{B}_{1-\delta/2}$, $x_k \to x_*$, $y_k \to y_*$. Moreover, $u_*$ satisfies $\rho \leq \det D^2u_* \leq \rho^{-1}$, and

$$u_*(y_*) = u_*(x_*) + \nabla u_*(x_*)(y_* - x_*),$$

that is, the graph of $u_*$ contains a straight line in the interior. However, any subsolution $v$ to $\det D^2v \geq \rho$ in two dimensions does not have this property and we reach a contradiction. $\square$

Since $f \in C^{\alpha}$, we obtain that $u \in C^{2,\alpha}(B_1)$, and thus the linearized Monge–Ampère equation is well defined in $B_1$. The next lemma deals with general linear elliptic equations in $B_1$ which may become degenerate as we approach $\partial B_1$.

**Lemma 3.3.** Let $Lv := a^{ij}(x)v_{ij}$ be a linear elliptic operator with continuous coefficients $a^{ij} \in C^{\alpha}(B_1)$ that satisfy the ellipticity condition $(a^{ij}(x))_{ij} > 0$ in $B_1$. Given a continuous boundary data $\varphi$, there exists a unique solution $v \in C(\bar{B}_1) \cap C^2(\Omega)$ to the Dirichlet problem

$$Lv = 0 \text{ in } B_1, \quad v = \varphi \text{ on } \partial B_1.$$
Proof. For each small $\delta$, we consider the standard Dirichlet problem for uniformly elliptic equations $\mathcal{L}v_\delta = 0$ in $B_{1-\delta}$, $v_\delta = \varphi$ on $\partial B_{1-\delta}$. Since $v_\delta$ satisfies the comparison principle with linear functions, it follows that the modulus of continuity of $v_\delta$ at points on the boundary $\partial B_{1-\delta}$ depends only on the modulus of continuity of $\varphi$. Thus, from the maximum principle, we see that $v_\delta$ converges uniformly to a solution $v$ of the Dirichlet problem above. The uniqueness of $v$ follows from the standard comparison principle. \hfill $\square$

Remark 3.4. The modulus of continuity of $v$ at points on $\partial B_1$ depends only on the modulus of continuity of $\varphi$.

Remark 3.5. If $\mathcal{L}_m$ is a sequence of operators satisfying the hypotheses of Lemma 3.3 with $a_{ij}^m \to a_{ij}$ uniformly on compact subsets of $B_1$ and $\mathcal{L}_m v_m = 0$ in $B_1$, $v_m = \varphi$ on $\partial B_1$, then $v_m \to v$ uniformly in $B_1$.

Indeed, since $v_m$ have a uniform modulus of continuity on $\partial B_1$ and, for all large $m$, a uniform modulus of continuity in any ball $B_{1-\delta}$, we see that we can always extract a uniform convergent subsequence in $B_1$.

Now it is straightforward to check that the limiting function $v$ satisfies $\mathcal{L}v = 0$ in the viscosity sense.

Next, we establish an integral form of the Euler–Lagrange equations for the minimizers of $L$.

Proposition 3.6. Assume that $u$ is the normalized minimizer of $L$ in the class $\mathcal{A}$. If $\varphi \in C^2(\Omega) \cap C^0(\overline{\Omega})$ is a solution to the linearized Monge–Ampère equation

$$U^{ij} \varphi_{ij} = 0 \text{ in } \Omega,$$

then

$$L(\varphi) : = \int_{\partial \Omega} \varphi \, d\sigma - \int_{\Omega} \varphi \, dA = 0.$$

Proof. Consider the solution $u_\epsilon = u + \epsilon \varphi_\epsilon$ to

$$\begin{cases}
\det D^2 u_\epsilon = f & \text{in } B_1, \\
u_\epsilon = u + \epsilon \varphi & \text{on } \partial B_1.
\end{cases}$$

Since $\varphi_\epsilon$ satisfies the comparison principle and comparison with planes, its existence follows as in Lemma 3.3 by solving the Dirichlet problems in $B_{1-\delta}$ and then letting $\delta \to 0$. In $B_1$, $\varphi_\epsilon$ satisfies

$$0 = \frac{1}{\epsilon} (\det D^2 u_\epsilon - \det D^2 u) = \frac{1}{\epsilon} \int_0^1 \frac{d}{dt} \det D^2(u + t \epsilon \varphi_\epsilon) \, dt = a_{ij}^\epsilon \partial_{ij} \varphi_\epsilon,$$

where $(a_{ij}^\epsilon)$ is the integral from 0 to 1 of the cofactor matrix of $D^2(u + t \epsilon \varphi_\epsilon)$, that is,

$$(a_{ij}^\epsilon)_{ij} = \int_0^1 \det D^2(u + t \epsilon \varphi_\epsilon)(D^2(u + t \epsilon \varphi_\epsilon))^{-1} \, dt.$$

Because $u$ is strictly convex in two dimensions and $u_\epsilon \to u$ uniformly on $\overline{B}_1$, $D^2 u_\epsilon \to D^2 u$ uniformly on compact sets of $B_1$. Thus, as $\epsilon \to 0$, $a_{ij}^\epsilon \to U^{ij}$ uniformly on compact sets of $B_1$ and by Remark 3.5,
we find $\varphi_\epsilon \to \varphi$ uniformly in $\bar{B}_1$. By the minimality of $u$, we find

$$0 \leq \lim_{\epsilon \to 0^+} \frac{1}{\epsilon} (L(u_\epsilon) - L(u)) = \int_{\partial B_1} \varphi \, d\sigma - \int_{B_1} \varphi \, dA.$$ 

By replacing $\varphi$ with $-\varphi$, we obtain the opposite inequality. \qed

4. Proof of Proposition 3.1

In this section, we prove Proposition 3.1 where (H1'), (H2') and (H4') are satisfied. Given a convex function $u \in C^\infty(B_1)$ (not necessarily a minimizer of $L$) with $\rho \leq \det D^2 u \leq \rho^{-1}$, we let $v$ be the solution to the Dirichlet problem

$$U_{ij} v_{ij} = -A \quad \text{in } B_1 \quad v = 0 \text{ on } \partial B_1. \quad (4-1)$$

Notice that $\Psi := C(1 - |x|^2)$ is an upper barrier for $v$ if $C$ is large enough, since

$$U_{ij} \Psi_{ij} \leq -C \, \text{tr } U \leq -C (\det D^2 U)^{1/n} = -C (\det D^2 u)^{(n-1)/n} \leq -C \rho^{(n-1)/n} \leq -A,$$

and hence

$$0 \leq v(x) \leq C (1 - |x|^2) \sim \text{dist}(x, \partial B_1). \quad (4-2)$$

As in Lemma 3.3, the function $v$ is the uniform limit of the corresponding $v_\delta$ that solve the Dirichlet problem in $B_{1-\delta}$. Indeed, since $v_\delta$ also satisfies (4-2), we see that

$$|v_{\delta_1} - v_{\delta_2}|_{L^\infty} \leq C \max\{\delta_1, \delta_2\}.$$

Let $\varphi$ be the solution of the homogeneous problem

$$U_{ij} \varphi_{ij} = 0 \quad \text{in } B_1, \quad \varphi = l^+ \text{ on } \partial B_1,$$

where $l^+ = \max\{0, l\}$ for some linear function $l = b + v \cdot x$ of slope $|v| = 1$. Denote by $\mathcal{F} := \bar{B}_1 \cap \{l = 0\}$ the segment of intersection of the crease of $l$ with $\bar{B}_1$. Then:

Lemma 4.1.

$$\int_{B_1} \varphi \, dA = \int_{B_1} l^+ \, dA + \int_{\mathcal{F}} u_{\tau \tau} v \, d\mathcal{H}^1,$$

where $\tau$ is the unit vector in the direction of $\mathcal{F}$, and hence $\tau \perp v$.

Proof: It suffices to show the equality in the case when $u \in C^\infty(\bar{B}_1)$. The general case follows by writing the identity in $B_{1-\delta}$ with $v_\delta$ (which increases as $\delta$ decreases), and then letting $\delta \to 0$.

Let $\tilde{l}_\epsilon$ be a smooth approximation of $l^+$ with

$$D^2 \tilde{l}_\epsilon \to v \otimes v \, d\mathcal{H}^1|\mathcal{F} \text{ as } \epsilon \to 0,$$
and let \( \varphi_\epsilon \) solve the corresponding Dirichlet problem with boundary \( \tilde{l}_\epsilon \). Then we integrate by parts and use \( \partial_i U^{ij} = 0 \):

\[
\int_{B_1} (\varphi_\epsilon - \tilde{l}_\epsilon) \, dA = - \int_{B_1} (\varphi_\epsilon - \tilde{l}_\epsilon) U^{ij} v_{ij} \, dx = \int_{B_1} \partial_i (\varphi_\epsilon - \tilde{l}_\epsilon) U^{ij} v_j \, dx \\
= - \int_{B_1} \partial_{ij} (\varphi_\epsilon - \tilde{l}_\epsilon) U^{ij} v \, dx = \int_{B_1} U^{ij} \partial_{ij} \tilde{l}_\epsilon \, v \, dx.
\]

We let \( \epsilon \to 0 \) and obtain

\[
\int_{B_1} (\varphi - l^+) \, dA = \int_{\partial B_1} U^{\nu\nu} v \, d\nu^1,
\]

which is the desired conclusion, since \( U^{\nu\nu} = u_{\tau\tau} \).

From Lemma 4.1 and Proposition 3.6, we obtain:

**Corollary 4.2.** If \( u \) is a minimizer of \( L \) in the class \( \mathcal{A} \), then

\[
\int_{\mathcal{H}} u_{\tau\tau} v \, d\nu^1 = \int_{\partial B_1} l^+ \, d\sigma - \int_{B_1} l^+ \, dA.
\]

The hypotheses on \( \sigma \) and \( A \) imply that if the segment \( \mathcal{H} \) has length \( 2h \) with \( h \leq h_0 \) small, universal then

\[
ch^3 \leq \int_{\mathcal{H}} u_{\tau\tau} v \, d\nu^1 \leq Ch^3,
\]

for some \( c, C \) universal.

**Lemma 4.3.** Let \( X_1 \) and \( X_2 \) be the endpoints of the segment \( \mathcal{H} \) defined as above. Then

\[
\int_{\mathcal{H}} u_{\tau\tau} (1 - |x|^2) \, d\nu^1 = 4h \left( \frac{u(X_1) + u(X_2)}{2} - \int_{\mathcal{H}} u \, d\nu^1 \right), \quad (4-3)
\]

where \( 2h \) denotes the length of \( \mathcal{H} \).

**Proof.** Again we may assume that \( u \in C^2(\overline{B}_1) \), since the general case follows by approximating \( B_1 \) by \( B_{1-\delta} \). Assume for simplicity that \( \tau = e_1 \). Then

\[
\int_{\mathcal{H}} u_{\tau\tau} (1 - |x|^2) \, d\nu^1 = \int_{-h}^{h} \partial_1^2 u(t, a)(h^2 - t^2) \, dt
\]

for some fixed \( a \), and integrating by parts twice, we obtain (4-3).

We remark that the right-hand side in (4-3) represents twice the area between the segment with end points \( (X_1, u(X_1)), (X_2, u(X_2)) \) and the graph of \( u \) above \( \mathcal{H} \).

**Definition 4.4.** We say that \( u \) admits a tangent plane at a point \( z \in \partial B_1 \) if there exists a linear function \( l_z \) such that

\[
x_{n+1} = l_z(x)
\]

is a supporting hyperplane for the graph of \( u \) at \( (z, u(z)) \) but for any \( \epsilon > 0 \),

\[
x_{n+1} = l_z(x) - \epsilon z \cdot (x - z)
\]
is not a supporting hyperplane. We call $l_z$ a tangent plane for $u$ at $z$.

**Remark 4.5.** Notice that if $\det D^2 u \leq C$, then the set of points where $u$ admits a tangent plane is dense in $\partial B_1$. Indeed, using standard barriers, it is not difficult to check that any point on $\partial B_1$ where the boundary data $u|_{\partial B_1}$ admits a quadratic polynomial from below satisfies the definition above. In the definition above, we assumed $u = \tilde{u}$ on $\partial B_1$ with $\tilde{u}$ defined as in the **Lemma 2.1**; therefore $u|_{\partial B_1}$ is lower semicontinuous.

Assume that $u$ admits a tangent plane at $z$, and define

$$\tilde{u} = u - l_z.\,$$

**Lemma 4.6.** There exists $\eta > 0$ small, universal such that the section

$$\tilde{S}_z := \{ x \in \bar{B}_1 \mid \tilde{u} < \eta(x - z) \cdot (-z) \}$$

satisfies

$$\tilde{S}_z \subset B_1 \setminus B_{1 - \rho}, \quad |\tilde{S}_z| \geq c,$$

for some small $c$ universal.

**Proof.** We notice that (4-3) is invariant under additions with linear functions. We apply it to $\tilde{u}$ with $X_1 = z$, $X_2 = x$ and use $\tilde{u} \geq 0$, $\tilde{u}(z) = 0$ together with (4-2) and **Corollary 4.2** to obtain

$$\tilde{u}(x) \geq c |x - z|^2, \quad x \in \partial B_1 \cap B_{\eta_0}(z).$$

From the uniform strict convexity of $\tilde{u}$, which was obtained in **Proposition 3.2**, we find that the inequality above holds for all $x \in \partial B_1$ for possibly a different value of $c$. Thus, by choosing $\eta$ sufficiently small, we obtain

$$\tilde{S}_z \subset B_1, \quad \tilde{S}_z \cap B_{1 - \rho} = \emptyset,$$

where the second statement follows also from **Proposition 3.2**.

Next we show that $|\tilde{S}_z|$ cannot be arbitrarily small. Otherwise, by the uniform strict convexity of $\tilde{u}$, we obtain that $\tilde{S}_z \subset B_{\epsilon^4}(z)$ for some small $\epsilon > 0$. Assume for simplicity of notation that $z = -e_2$. Then the function

$$w := \eta(x_2 + 1) + \frac{\epsilon}{2} x_1^2 + \frac{1}{2\rho \epsilon}(x_2 + 1)^2 - 2\epsilon(x_2 + 1)$$

is a lower barrier for $\tilde{u}$ in $B_1 \cap B_{\epsilon^4}(z)$. Indeed, notice that if $\epsilon$ is sufficiently small, then

$$w \leq \eta(x_2 + 1) \leq \tilde{u} \text{ on } \partial (B_1 \cap B_{\epsilon^4}(z)), \quad \det D^2 w = \rho^{-1} \geq \det D^2 \tilde{u}.$$ 

In conclusion, $\tilde{u} \geq w \geq (\eta/2)(x_2 + 1)$ and we contradict that $x_{n+1} = 0$ is a tangent plane for $\tilde{u}$ at $z$. \qed

**Lemma 4.7.** Let $u$ be the normalized minimizer of $L$. Then $\|u\|_{C^{0,1}(\bar{B}_1)} \leq C$, and $u$ admits tangent planes at all points of $\partial B_1$. Also, $u$ separates at least quadratically from its tangent planes, that is,

$$u(x) \geq l_z(x) + c|x - z|^2 \text{ for all } x, z \in \partial B_1.$$
Proof. Let $z$ be a point on $\partial B_1$ where $u$ admits a tangent plane $l_z$. From the previous lemma, we know that $u$ satisfies the quadratic separation inequality at $z$ and also that $\tilde{u} = u - l_z$ is bounded from above and below in $\tilde{S}_z$, that is,

$$|u - l_z| \leq C \text{ in } \tilde{S}_z.$$ 

We obtain

$$\int_{\tilde{S}_z} |l_z| \, dx - C \leq \int_{\tilde{S}_z} u \, dx \leq \int_{B_1} u \, dx \leq C \int_{\partial B_1} u \, d\sigma \leq C,$$

and since $\tilde{S}_z \subset B_1$ has measure bounded from below, we find

$$l_z(z), |\nabla l_z| \leq C.$$

By Remark 4.5, this holds for almost every $z \in \partial B_1$ and, by approximation, we find that any point in $\partial B_1$ admits a tangent plane that satisfies the bounds above. This also shows that $u$ is Lipschitz and the lemma is proved. □

Lemma 4.8. The function $v$ satisfies the lower bound

$$v(x) \geq c \text{ dist}(x, \partial B_1),$$

for some small $c$ universal.

Proof. Let $z \in \partial B_1$ and let $l$ be a linear functional with

$$l(x) = l_z(x) - b z \cdot (x - z), \quad \text{for some } 0 \leq b \leq \eta,$$

where $l_z$ denotes a tangent plane at $z$. We consider all sections

$$S = \{x \in B_1 : u < l\}$$

which satisfy

$$\inf_S (u - l) \leq -c_0,$$

for some appropriate $c_0$ small, universal. We denote the collection of such sections $\mathcal{M}_z$. From Lemma 4.6, we see that $\mathcal{M}_z \neq \emptyset$ since $\tilde{S}_z$ (or $b = \eta$) satisfies the property above. Notice also that $S \subset \tilde{S}_z \subset B_1$ and $z \in \partial S$. For any section $S \in \mathcal{M}_z$, we consider its center of mass $z^S$, and from the property above we see that $z^S \in B_1 - c$ for some small $c > 0$ universal.

First, we show that the lower bound for $v$ holds on the segment $[z, z^S]$. Indeed, since

$$U^{ij}[c(l - u)]_{ij} = -2c \det D^2u \geq -2c \rho^{-1} \geq -A = U^{ij} v_{ij}$$

and $c(l - u) \leq 0 = v$ on $\partial B_1$, we conclude that

$$c(l - u)^+ \leq v \text{ in } B_1. \quad (4-4)$$

Now we use the convexity of $u$ and the fact that the property of $S$ implies $(u - l)(z^S) < -c$, and conclude that

$$v(x) \geq c(l - u)(x) \geq c |x - z| \geq c \text{ dist}(x, \partial B_1) \quad \text{for all } x \in [z, z^S].$$
Now it remains to prove that the collection of segments \([z, z^S]\), \(z \in \partial B_1\), \(S \in \mathcal{M}_z\) cover a fixed neighborhood of \(\partial B_1\). To this aim, we show that the multivalued map
\[
z \in \partial B_1 \mapsto F(z) := \{z^S \mid S \in \mathcal{M}_z\}
\]
has the following properties:

1. the map \(F\) is closed in the sense that
   \[
z_n \to z_* \text{ and } z^S_n \to y_* \Rightarrow y_* \in F(z_*);
\]
2. \(F(z)\) is a connected set for any \(z\).

The first property follows easily from the following facts: \(z^S\) varies continuously with the linear map \(l\) that defines \(S = \{u < l\}\); and if \(l_{z_n} \to l_*\), then \(l_* \leq l_{z_n}\) for some tangent plane \(l_{z_*}\).

To prove the second property, we notice that if we increase continuously the value of the parameter \(b\) (which defines \(l\)) up to \(\eta\), then all the corresponding sections also belong to \(\mathcal{M}_z\). This means that in \(F(z)\) we can continuously connect \(z^S\) with \(z^{\tilde{S}}\) for some section \(\tilde{S}_z\). On the other hand, the set of all possible \(z^{\tilde{S}}\) is connected, since the set \(l_z\) of all tangent planes at \(z\) is connected in the space of linear functions.

Since \(F(z) \subset B_{1-c}\), it follows that for all \(\delta < c\), the intersection map
\[
z \mapsto G_\delta(z) = \{[z, y] \cap \partial B_{1-\delta} \mid y \in F(z)\}
\]
also has properties (1) and (2) above. Now it is easy to check that the image of \(G_\delta\) covers the whole \(\partial B_{1-\delta}\), and hence the collection of segments \([z, z^S]\) covers \(B_1 \setminus B_{1-c}\) and the lemma is proved. \(\square\)

Now we are ready to prove the first part of Proposition 3.1.

**Proof of Proposition 3.1(i).** In Lemma 4.7, we obtained the quadratic separation from below for \(\tilde{u} = u - l_z\).

Next we show that \(\tilde{u}\) separates at most quadratically on \(\partial B_1\) in a neighborhood of \(z\).

Assume for simplicity of notation that \(z = -e_2\). We apply (4-3) to \(\tilde{u}\) with \(X_1 = (-h, a), X_2 = (h, a)\), and then use Corollary 4.2 and Lemma 4.8 to obtain
\[
\frac{\tilde{u}(X_1) + \tilde{u}(X_2)}{2} - \int_{\tilde{g}} \tilde{u} \leq Ch^2.
\]

On the other hand, for small \(h\), the segment \([z, z^{\tilde{S}_z}]\) intersects \([X_1, X_2]\) at a point \(y = (t, a)\) with \(|t| \leq Ch^2 \leq h/2\). Moreover, since \(y \in \tilde{S}_z\), we have \(\tilde{u}(y) \leq \eta(a + 1) \leq Ch^2\). On the segment \([X_1, X_2]\), \(\tilde{u}\) satisfies the conditions of Lemma 4.9 which we prove below, and hence
\[
\tilde{u}(X_1), \tilde{u}(X_2) \leq Ch^2.
\]

In conclusion, \(u\) separates quadratically on \(\partial B_1\) from its tangent planes and therefore satisfies the hypotheses of the Localization Theorem in [Savin 2013; Le and Savin 2013]. From [Le and Savin 2013, Theorem 2.4 and Proposition 2.6], we conclude that
\[
\|u\|_{C^{1, \beta}(\overline{B}_1)}, \|v\|_{C^{\beta}(\overline{B}_1)}, \|v_r\|_{C^{\beta}(\partial B_1)} \leq C,
\]
for some \(\beta < 1\), \(C\) universal. \(\square\)
Lemma 4.9. Let \( f : [-h, h] \to \mathbb{R}^+ \) be a nonnegative convex function such that

\[
\frac{f(-h) + f(h)}{2} - \frac{1}{2h} \int_{-h}^{h} f(x) \, dx \leq Mh^2, \quad f(t) \leq Mh^2,
\]

for some \( t \in [-h/2, h/2] \). Then

\[
f(\pm h) \leq Ch^2
\]

for some \( C \) depending on \( M \).

Proof. The inequality above states that the area between the line segment with end points \((-h, f(-h)), (h, f(h))\) and the graph of \( f \) is bounded by \( 2Mh^3 \). By convexity, this area is greater than the area of the triangle with vertices \((-h, f(-h)), (t, f(t)), (h, f(h))\). Now the inequality of the heights \( f(\pm h) \) follows from elementary euclidean geometry. \(\square\)

Finally, we are ready to prove the second part of Proposition 3.1.

Proof of Proposition 3.1 (ii). Let \( \varphi \) be such that

\[
U_{ij} \varphi_{ij} = 0 \text{ in } B_1, \quad \varphi \in C^{1,1}(\partial B_1) \cap C^0(\bar{B}_1).
\]

Since \( u \) satisfies the quadratic separation assumption and \( f \) is smooth up to the boundary, we obtain from [Le and Savin 2013, Theorem 2.5 and Proposition 2.6]

\[
\|v\|_{C^{1,\beta}(\bar{B}_1)}, \|\varphi\|_{C^{1,\beta}(\bar{B}_1)} \leq K, \quad \text{and} \quad |U^{ij}| \leq K|\log \delta|^2 \text{ on } B_{1-\delta},
\]

for some constant \( K \) depending on \( \rho, \|f\|_{C^\beta(B_1)}, \) and \( \|\varphi\|_{C^{1,1}(\partial B_1)} \).

We will use the following identity in two dimensions:

\[
U^{ij} v_j v_i = U^{\tau\tau} v_\tau + U^{\nu\nu} v_\nu.
\]

Integrating by parts twice, we obtain, as in (1-1),

\[
\int_{B_{1-\delta}} \varphi \, dA = -\int_{B_{1-\delta}} \varphi U^{ij} v_{ij} \, dx = \int_{\partial B_{1-\delta}} \varphi_i U^{ij} v_j \, d\nu - \int_{\partial B_{1-\delta}} \varphi U^{ij} v_j v_i \, d\nu = -\int_{\partial B_{1-\delta}} \varphi U^{\nu\nu} v_\nu + o(1),
\]

where in the last equality we used the estimates

\[
|v| \leq C\delta, \quad |v_\tau| \leq K\delta^\beta, \quad |\varphi|, |\nabla \varphi| \leq K, \quad U^{ij} \leq K|\log \delta|^2 \text{ on } \partial B_{1-\delta}.
\]

Since on \( \partial B_r \)

\[
U^{\nu\nu} = u_{\tau\tau} = r^{-2} u_{\theta\theta} + r^{-1} u_\nu,
\]

\( u \in C^{1,\beta}(\bar{B}_1) \) and \( u(r e^{i\theta}) \) converges uniformly as \( r \to 1 \), and \( u_{\theta\theta} \) is uniformly bounded from below, we obtain

\[
U^{\nu\nu} d\mathcal{H}^1|_{\partial B_r} \to (u_{\theta\theta} + u_\nu) d\mathcal{H}^1|_{\partial B_1} \text{ as } r \to 1.
\]

We let \( \delta \to 0 \) in the equality above and find

\[
\int_{B_1} \varphi \, dA = -\int_{\partial B_1} \varphi (u_{\theta\theta} + u_\nu) v_\nu \, d\mathcal{H}^1.
\]
Now the Euler–Lagrange equation, Proposition 3.6, gives
\[(u_{v\theta} + u_v)v = -\sigma \text{ on } \partial B_1.\]

We use that \(\|v_v\|_{C^\beta(\partial B_1)} \leq C\) and, from Lemma 4.8, \(v_v \leq -c\) on \(\partial B_1\) and obtain
\[\|u\|_{C^{2;\gamma}(\partial B_1)} \leq C\|\sigma\|_{C^\gamma(\partial B_1)}.\] \(\square\)

### 5. The general case for \(A\)

In this section, we remove the assumptions that \(A\) is bounded from below by \(\rho\) in \(B_1\) and we also assume that \(A\) is bounded from above only in a neighborhood of the boundary. Precisely, we assume that \(A \geq 0\) in \(B_1\) and \(A \leq \rho - 1\) in \(B_1 \setminus \bar{B}_{1-\rho}\). We may also assume \(A\) is smooth in \(B_1\), since the general case follows by approximation. Notice that \(\int_{B_1} A \, dx\) is bounded from above and below since it equals \(\int_{\partial B_1} d\sigma\).

Let \(v\) be the solution of the Dirichlet problem
\[U^{i\, j} v_{i\, j} = -A, \quad v = 0 \text{ on } \partial B_1.\] \((5-1)\)

In Section 4, we used that \(A\) is bounded from above when we obtained \(v \leq C(1 - |x|^2)\), and we used that \(A\) is bounded from below in Lemma 4.8 (see (4-4)). We need to show that these bounds for \(v\) also hold in a neighborhood of \(\partial B_1\) under the weaker hypotheses above. First, we show:

**Lemma 5.1.**

\(v \leq C\) on \(\partial B_{1-\rho/2}\) and \(v \geq c(\delta)\) on \(B_{1-\delta}\), with \(C\) universal and \(c(\delta) > 0\) depending also on \(\delta\).

**Proof.** As before, we may assume that \(u \in C^\infty(\bar{B}_1)\), since the general case follows by approximating \(B_1\) by \(B_1 - \epsilon\).

We multiply the equation in \((5-1)\) by \((1 - |x|^2)\), integrate by parts twice, and obtain
\[\int_{B_1} 2v \, \text{tr} \, U \, dx = \int_{B_1} A(x) (1 - |x|^2) \, dx \leq C,\]
and since \(\text{tr} \, U \geq c\), we obtain
\[\int_{B_1} v \, dx \leq C.\]

We know this:

1. \(v \geq 0\) solves a linearized Monge–Ampère equation with bounded right-hand side in \(B_1 \setminus B_{1-\rho}\).
2. \(u\) has a uniform modulus of convexity on compact sets of \(B_1\).

Now we use the Harnack inequality of Caffarelli and Gutierrez [1997] and conclude that
\[\sup_{\mathcal{V}} v \leq C(\inf_{\mathcal{V}} v + 1), \quad \mathcal{V} := B_{1-\rho/4} \setminus \bar{B}_{1-3\rho/4},\]
and the integral inequality above gives \(\sup_{\mathcal{V}} v \leq C\).

Next we prove the lower bound. We multiply the equation in \((5-1)\) by \(\varphi \in C^\infty_0(B_1)\) with
\[\varphi = 0 \text{ if } |x| \geq 1 - \delta/2, \quad \varphi = 1 \text{ in } B_{1-\delta}, \quad \|D^2 \varphi\| \leq C/\delta^2,\]
integrate by parts twice, and obtain
\[
C(\delta) \int_{\mathcal{U}} v \text{tr} \ U \geq - \int_{B_1} v \ U^{ij} \varphi_{ij} = \int_{B_1} A \varphi \geq c, \quad \mathcal{U} := B_{1-\delta/2} \setminus \overline{B}_{1-\delta},
\]
where the last inequality holds provided that \( \delta \) is sufficiently small. Since \( u \) is normalized, we obtain (see Proposition 3.2) \( |\nabla u| \leq C(\delta) \) in \( \mathcal{U} \), and thus
\[
\int_{\mathcal{U}} \text{tr} \ U = \int_{\mathcal{U}} \triangle u = \int_{\partial\mathcal{U}} u \nu \leq C(\delta).
\]
The last two inequalities imply \( \sup_{\mathcal{U}} v \geq c(\delta) \), and hence there exists \( x_0 \in \mathcal{U} \) such that \( v(x_0) \geq c(\delta) \). We use (1), (2) above and the Harnack inequality and find \( v \geq c(\delta) \) in \( B_{1-\delta/2} \), and by the maximum principle, this bound holds also in \( B_{1-\delta/2} \).

The upper bound in Lemma 5.1 gives as in (4.2) the upper bound for \( v \) in a neighborhood of \( \partial B_1 \), that is,
\[
v(x) \leq C(1 - |x|^2) \quad \text{on} \quad B_1 \setminus B_{1-\rho/2}.
\]
This implies, as in Section 4, that Lemma 4.7 holds, that is, \( u \) separates at least quadratically from its tangent planes on \( \partial B_1 \). It remains to show that also Lemma 4.8 holds. Since \( A \) is not strictly positive, \( c(l - u) \) is no longer a subsolution for the equation (5.1) and we cannot bound \( v \) below as we did in (4.4). In the next lemma, we construct another barrier which allows us to bound \( v \) from below on the segment \([z, z^S]\).

**Lemma 5.2.** Let \( \tilde{u} : B_1 \to \mathbb{R} \) be a convex function with \( \tilde{u} \in C(\overline{B}_1) \cap C^2(B_1) \), and
\[
\rho \leq \det D^2 \tilde{u} \leq \rho^{-1}.
\]
Assume that the section \( S := \{\tilde{u} < 0\} \) is included in \( B_1 \) and is tangent to \( \partial B_1 \) at a point \( z \in \partial B_1 \), and also that
\[
\inf_{\overline{S}} \tilde{u} \leq -\mu,
\]
for some \( \mu > 0 \). If
\[
\tilde{U}^{ij} v_{ij} \leq 0 \quad \text{in} \quad B_1, \quad v \geq 0 \quad \text{on} \quad \partial B_1,
\]
then
\[
v(x) \geq c(\mu, \rho)|x - z| \inf_{\overline{S'}} v \quad \text{for all} \quad x \in [z, z^S],
\]
where \( z^S \) denotes the center of mass of \( S \) and \( c(\mu, \rho) \) is a positive constant depending on \( \mu \) and \( \rho \).

The functions \( \tilde{u} = u - l \) and \( v \) in the proof of Lemma 4.8 satisfy the lemma above, if \( \eta \) in Lemma 4.6 is small, universal. Using also the lower bound on \( v \) from Lemma 5.1, we find
\[
v \geq c|x - z| \quad \text{on} \quad [z, z^S],
\]
for some $c$ universal, and the rest of the proof of Lemma 4.8 follows as before. This shows that Proposition 3.1 holds also with our assumptions on the measure $A$.

**Proof of Lemma 5.2.** We construct a lower barrier for $v$ of the type

$$w := e^{k\bar{w}} - 1, \quad \bar{w} := -\bar{u} + \frac{\epsilon}{2}(|x|^2 - 1),$$

for appropriate constants $k$ large and $\epsilon \ll \mu$ small. Notice that $w \leq 0$ on $\partial B_1$, since $\bar{w} \leq 0$ on $\partial B_1$. Also

$$\bar{w} \geq c|x - z| \text{ on } [z, z^S],$$

since, by convexity, $-\bar{u} \geq c|x - z|$ on $[z, z^S]$ for some $c$ depending on $\mu$ and $\rho$. It suffices to check that

$$\tilde{U}_{ij} \bar{w}_i \bar{w}_j \geq 0 \text{ on } B_1 \setminus S',$$

since then we obtain $v \geq (\inf_{S'} v) c w$ in $B_1 \setminus S'$, which easily implies the conclusion. In $B_1 \setminus S'$ we have $|\nabla \bar{w}| \geq c(\mu) > 0$, provided that $\epsilon$ is sufficiently small, and thus

$$\tilde{U}_{ij} \bar{w}_i \bar{w}_j = (\det D^2 \bar{u})(\nabla \bar{w})^T (D^2 \bar{u})^{-1} \nabla \bar{w} \geq c \Lambda^{-1},$$

where $\Lambda$ is the largest eigenvalue of $D^2 \bar{u}$. Then we use that $\text{tr} \tilde{U} \geq c \lambda^{-1} \geq c \Lambda^{1/(n-1)}$, where $\lambda$ is the smallest eigenvalue of $D^2 \bar{u}$, and obtain

$$\tilde{U}_{ij} \bar{w}_i \bar{w}_j = ke^{k\bar{w}} \left( \tilde{U}_{ij} \bar{w}_i \bar{w}_j + k \tilde{U}_{ij} \bar{w}_i \bar{w}_j \right) \geq ke^{k\bar{w}} \left( -n \rho^{-1} + \epsilon \text{ tr} \tilde{U} + kc \Lambda^{-1} \right) \geq ke^{k\bar{w}} \left( -n \rho^{-1} + c(\epsilon \Lambda^{1/(n-1)} + k \Lambda^{-1}) \right) \geq 0,$$

if $k$ is chosen large depending on $\epsilon$, $\rho$, $\mu$ and $n$.  

\[\square\]

### 6. Singular minimizers in dimension $n \geq 3$.

Let

$$u(x) := |x'|^{2-2/n} h(x_n)$$

be the singular solution to $\det D^2 u = 1$ constructed by Pogorelov, with $h$ a smooth even function, defined in a neighborhood of 0 and $h(0) = 1$, satisfying an ODE

$$\left( \left( 1 - \frac{2}{n} \right) h'' - \left( 2 - \frac{2}{n} \right) h^2 \right) h^{n-2} = c.$$ 

We let

$$v(x) := |x'|^{2-2/n} q(x_n)$$

be obtained as the infinitesimal difference between $u$ and a rescaling of $u$,

$$v(x', x_n) := \lim_{\epsilon \to 0} \frac{1}{\epsilon} \left[ u(x', x_n) - (1 + \epsilon)^{-\gamma} u(x', (1 + \epsilon)x_n) \right],$$

for some small $\gamma < \frac{2}{n}$. Notice that

$$q(t) = \gamma h(t) - h'(t)t$$
and \( q > 0 \) in a small interval \((-a, a)\) and \( q \) vanishes at its end points. Also,\[
U^{ij} v_{ij} = n\gamma - 2 < 0 \quad \text{in } \Omega := \mathbb{R}^{n-1} \times [-a, a],
\]
\( v = 0, \quad U^{\nu\nu} v_{\nu} = U^{nn} v_n = -\sigma_0 \quad \text{on } \partial \Omega, \)
for some constant \( \sigma_0 > 0. \) The last equality follows since \( U^{nn} \) is homogeneous of degree \(-(n-1)(2/n)\) in \( |x'| \) and \( v_n \) is homogeneous of degree \( 2 - 2/n \) in \( |x'|. \)

Notice that \( u, v \) are solutions of the system (1-2) in the infinite cylinder \( \Omega \) for uniform measures \( A \) and \( \sigma. \) In order to obtain a solution in a finite domain \( \Omega_0, \) we modify \( v \) outside a neighborhood of the line \( |x'| = 0 \) by subtracting a smooth convex function \( \psi \) which vanishes in \( B_1 \) and increases rapidly outside \( B_1. \) Precisely, we let\[
\tilde{v} := v - \psi, \quad \Omega_0 := \{\tilde{v} > 0\},
\]
and then we notice that \( u, \tilde{v}, \) solve the system (1-2) in the smooth bounded domain \( \Omega_0 \) for smooth measures \( A \) and \( \sigma. \)

Since\[
|U^{ij}| \leq Cr^{(2/n)-2} \quad \text{if } |x'| \geq r,
\]
we integrate by parts in the domain \( \Omega_0 \setminus \{|x'| \leq \epsilon\} \) and then let \( \epsilon \to 0 \) and find\[
\int_{\Omega_0} \varphi \, dA = - \int_{\Omega_0} U^{ij} \varphi_{ij} v + \int_{\partial \Omega_0} \varphi \, d\sigma, \quad \text{for all } \varphi \in C^2(\overline{\Omega_0}),
\]
or\[
L(\varphi) = \int_{\Omega_0} U^{ij} \varphi_{ij} v.
\]
This implies that \( L \) is stable, that is, \( L(\varphi) > 0 \) for any convex \( \varphi \) which is not linear. Also, if \( w \in C^2(\overline{\Omega_0}) \) satisfies \( \det D^2 w = 1, \) then \( U^{ij} (w - u)_{ij} \geq 0, \) and we obtain\[
L(w) - L(u) = \int_{\Omega_0} U^{ij} (w - u)_{ij} v \geq 0,
\]
that is, \( u \) is a minimizer of \( L. \)

We remark that the domain \( \Omega_0 \) has flat boundary in a neighborhood of the line \( \{|x'| = 0\}, \) and therefore is not uniformly convex. However, this is not essential in our example. One can construct, for example, a function \( \tilde{v} \) in a uniformly convex domain by modifying \( v \) as\[
\tilde{v} := |x'|^{2-2/n} q(x_n(1 + \delta|x'|^2)),
\]
for some small \( \delta > 0. \)

7. Proof of Theorem 1.4

We assume for simplicity that \( \Omega = B_1. \) The existence of a minimizer \( u \) for the convex functional \( E \) follows as in Section 2. First, we show that\[
t_1 \leq \det D^2 u \leq t_0 \quad (7-1)
\]
for some $t_1$ depending on $F$ and $\rho$. The upper bound follows easily. If $\det D^2u > t_0$ in a set of positive measure, then the function $w$ defined as

$$\det D^2w = \min\{t_0, \det D^2u\}, \quad w = u \text{ on } \partial B_1,$$

satisfies $E(w) < E(u)$, since $F(\det D^2w) = F(\det D^2u)$ and $L(w) < L(u)$.

In order to obtain the lower bound in (7-1), we need the following lemma.

**Lemma 7.1.** Let $w$ be a convex function in $B_1$ with

$$(\det D^2w)^{1/n} = g \in L^n(B_1).$$

Let $w + \varphi$ be another convex function in $B_1$ with the same boundary values as $w$ such that

$$(\det D^2(w + \varphi))^{1/n} = g - h, \quad \text{for some } h \geq 0.$$

Then

$$\int_{B_1} \varphi g^{n-1} \leq C(n) \int_{B_1} h g^{n-1}.$$

**Proof.** By approximation, we may assume that $w$, $\varphi$ are smooth in $\overline{B}_1$. Using the concavity of the map $M \mapsto (\det M)^{1/n}$ in the space of symmetric matrices $M \geq 0$, we obtain

$$(\det D^2(w + \varphi))^{1/n} \leq (\det D^2w)^{1/n} + \frac{1}{n} (\det D^2w)^{(1/n)-1} W^{ij} \varphi_{ij},$$

and hence

$$-nh g^{n-1} \leq W^{ij} \varphi_{ij}.$$

We multiply both sides by $\Phi := \frac{1}{2} (1 - |x|^2)$ and integrate. Since both $\varphi$ and $\Phi$ vanish on $\partial B_1$ we integrate by parts twice and obtain

$$-C(n) \int_{B_1} h g^{n-1} \leq \int_{B_1} W^{ij} \Phi_{ij} \varphi = - \int_{B_1} (\text{tr } W) \varphi.$$

Using

$$\text{tr } W \geq c(n)(\det W)^{1/n} = c(n)(\det D^2w)^{(n-1)/n} = c(n) g^{n-1},$$

we obtain the desired conclusion. $\square$

Now we prove the lower bound in (7-1). Define $w$ such that $w = u$ on $\partial B_1$ and

$$\det D^2w = \max\{t_1, \det D^2u\}$$

for some small $t_1$. Since $G(t) = F(t^n)$ is convex and $\det D^2w \geq t_1$, we have

$$G((\det D^2w)^{1/n}) \leq G((\det D^2u)^{1/n}) + G'(t_1^{1/n})((\det D^2w)^{1/n} - (\det D^2u)^{1/n}).$$

We write

$$u - w = \varphi, \quad (\det D^2w)^{1/n} = g, \quad (\det D^2u)^{1/n} = g - h,$$
and we rewrite the inequality above as

\[ F(\det D^2 w) \leq F(\det D^2 u) + G'(t_1^{1/n})h. \]

From Lemma 7.1, we obtain

\[ \int_{B_1} h \varphi g^{n-1} \geq c(n) \int_{B_1} \varphi g^{n-1}, \]

and since \( h \) is supported on the set where the value of \( g = t_1^{1/n} \) is minimal, we find that

\[ \int_{B_1} h \geq c(n) \int_{B_1} \varphi. \]

This gives

\[ \int_{B_1} F(\det D^2 w) - F(\det D^2 u) \leq c(n)G'(t_1^{1/n}) \int_{B_1} \varphi, \]

and thus, using the minimality of \( u \) and \( G'(0^+) = -\infty \),

\[ 0 \leq E(w) - E(u) \leq \int_{B_1} \varphi dA + c(n)G'(t_1^{1/n}) \int_{B_1} \varphi \leq 0, \]

if \( t_1 \) is small enough. In conclusion, \( \varphi = 0 \) and \( u = w \) and (7-1) is proved.

We write

\[ \det D^2 u = f, \quad t_1 \leq f \leq t_0. \]

Any minimizer for \( L \) in the class of functions whose determinant equals \( f \) is a minimizer for \( E \) as well. In order to apply Theorem 1.2, we need \( f \) to be Holder continuous. However, we can approximate \( f \) by smooth functions \( f_n \) and find smooth minimizers \( u_n \) for approximate linear functionals \( L_n \) with the constraint

\[ \det D^2 u_n = f_n. \]

By Proposition 3.1 (see (4-5)),

\[ \| u_n \|_{C^{1,\rho}(\bar{B}_1)}, \| v_n \|_{C^\rho(\bar{B}_1)} \leq C, \]

and hence we may assume (see Theorem 1.1) that, after passing to a subsequence, \( u_n \to u \) and \( v_n \to v \) uniformly for some function \( v \in C^\beta(\bar{B}_1) \). We show that

\[ v = -F'(f). \tag{7-2} \]

Then by the hypotheses on \( F \), we obtain \( \det D^2 u = f \in C^\beta(\bar{B}_1) \), and from Theorem 1.2, we easily obtain

\[ \| u \|_{C^{2,\alpha}(\bar{B}_1)}, \| v \|_{C^{2,\alpha}(\bar{B}_1)} \leq C \]

for some \( C \) depending on \( \rho, \alpha, \| \sigma \|_{C^\alpha(\bar{B}_1)}, \| A \|_{C^\alpha(\bar{B}_1)}, \) and \( F \).

In order to prove (7-2), we need a uniform integral bound (in two dimensions) between solutions to the Monge–Ampère equation and solutions of the corresponding linearized equation. The proof of the following lemma will be given at the end of the section.
Lemma 7.2. Assume $n = 2$ and let $w$ be a smooth convex function in $\overline{B}_1$ with

$$\lambda \leq \det D^2 w := g \leq \Lambda$$

for some positive constants $\lambda$, $\Lambda$. Let $w + \epsilon \varphi$ be a convex function with

$$\det D^2 (w + \epsilon \varphi) = g + \epsilon h, \quad \varphi = 0 \text{ on } \partial B_1$$

for some smooth function $h$ with $\|h\|_{L^\infty} \leq 1$. If $\epsilon \leq \epsilon_0$, then

$$\int_{B_1} |h - W^{ij} \varphi_{ij}| \leq C\epsilon$$

for some $C$, $\epsilon_0$ depending only on $\lambda$, $\Lambda$.

Now let $h$ be a smooth function, $\|h\|_{L^\infty} \leq 1$, and we solve the equations

$$\det D^2 (u_n + \epsilon \varphi_n) = f_n + \epsilon h, \quad \varphi_n = 0 \text{ on } \partial B_1,$$

with $u_n$, $f_n$ as above. From (1-1) we see that

$$L_n(\varphi_n) = \int_{B_1} (U^{ij}_n \partial_{ij} \varphi_n) v_n,$$

and hence, by the lemma above,

$$\left| L_n(\varphi_n) - \int_{B_1} h v_n \right| \leq C\epsilon$$

with $C$ universal. We let $n \to \infty$ and obtain

$$\left| L(\varphi) - \int_{B_1} h v \right| \leq C\epsilon,$$

with $\varphi$ the solution of

$$\det D^2 (u + \epsilon \varphi) = f + \epsilon h, \quad \varphi = 0 \text{ on } \partial B_1.$$

The inequality $E(u + \epsilon \varphi) \geq E(u)$ implies

$$\int_{B_1} (F'(f + \epsilon h) - F'(f)) \geq -C\epsilon^2,$$

and hence, as $\epsilon \to 0$,

$$\int_{B_1} (F'(f) + v) h \geq 0 \quad \text{for any smooth } h,$$

which gives (7-2).

Proof of Lemma 7.2. Using the concavity of $(\det D^2 w)^{1/n}$, we obtain

$$(g + \epsilon h)^{1/n} \leq g^{1/n} + \frac{\epsilon}{n} g^{1/n-1} W^{ij} \varphi_{ij},$$

and thus, for $\epsilon \leq \epsilon_0$,

$$h - C\epsilon \leq W^{ij} \varphi_{ij}. \quad (7-3)$$

Since $n = 2$, we have

$$\det D^2 (w + \epsilon \varphi) = \det D^2 w + \epsilon W^{ij} \varphi_{ij} + \epsilon^2 \det D^2 \varphi,$$
and hence

\[ h - W_{ij} \varphi_{ij} = \epsilon \det D^2 \varphi. \]

From the pointwise inequality (7-3), we see that in order to prove the lemma, it suffices to show that

\[ \int_{B_1} \det D^2 \varphi \geq -C. \]

Let \( \Phi = (\Phi^{ij}) \) be the cofactor matrix of \( D^2 \phi \). Integrating by parts and using \( \varphi = 0 \) on \( \partial B_1 \), we find

\[ \int_{B_1} 2 \det D^2 \varphi = \int_{B_1} \Phi^{ij} \varphi_{ij} = \int_{\partial B_1} \Phi^{ij} \varphi_i v_j = \int_{\partial B_1} \Phi^{\nu\nu} \varphi_{\nu} = \int_{\partial B_1} \varphi_{\nu} ^2 \geq 0, \]

where we used \( \Phi^{\nu\nu} = \varphi_{\tau\tau} = \varphi_{\nu}. \)

□
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ON THE SPECTRUM OF DEFORMATIONS OF COMPACT DOUBLE-SIDED FLAT HYPERSURFACES

DENIS BORISOV AND PEDRO FREITAS

We study the asymptotic behavior of the eigenvalues of the Laplace–Beltrami operator on a compact hypersurface in $\mathbb{R}^{n+1}$ as it is flattened into a singular double-sided flat hypersurface. We show that the limit spectral problem corresponds to the Dirichlet and Neumann problems on one side of this flat (Euclidean) limit, and derive an explicit three-term asymptotic expansion for the eigenvalues where the remaining two terms are of orders $\varepsilon^2 \log \varepsilon$ and $\varepsilon^2$.

1. Introduction

In recent years there have been several papers studying the effect that flattening a domain has on the eigenvalues of the Laplace operator [Borisov and Cardone 2011; Borisov and Freitas 2009; 2010; Friedlander and Solomyak 2009]; see also [Nazarov 2001; Panasenko 2005] and the references therein for similar problems with boundary conditions other than Dirichlet. In these papers the main objective has been the derivation of the asymptotics of these eigenvalues in terms of a scalar parameter measuring how thin the domain becomes in one direction, as this parameter approaches zero. As far as we are aware, almost if not all such existing examples in the literature are concerned with domains in Euclidean space where the limiting problem degenerates to a domain of zero measure and therefore eigenvalues approach infinity.

A slightly different set of problems which has been considered consists of domains which are perturbations of singular sets such as thin tubular neighborhoods of graphs, i.e., domains which locally are like thin tubes — see [Exner and Post 2005; 2009], for instance, and also [Grieser 2008] for a review. As in the papers cited above, again the limiting domains have zero measure and the spectrum behaves in quite a different way from the model considered here.

In this paper we study a situation which, although different from that described in the first paragraph, has in common with it the process by which the limiting domain is approached. More precisely, consider the case of a given domain $\Omega$ in $\mathbb{R}^{n+1}$ satisfying certain restrictions which for the purpose here may be stated roughly as being bounded from above and below by the graphs of two functions — see Section 2 for a precise formulation. The domain $\Omega$ is then flattened towards a domain $\omega$ in $\mathbb{R}^n$ via a (continuous) one-parameter family of domains $\Omega_\varepsilon$. These domains are obtained as the functions mentioned above are...
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multiplied by the parameter \( \varepsilon \). The problem that shall concern us here is the study of the evolution of the eigenvalues of the Laplace–Beltrami operator on the one-parameter family of compact hypersurfaces \( \mathcal{S}_\varepsilon \) which are the boundaries of the domains \( \Omega_\varepsilon \) described above, as \( \varepsilon \) approaches zero. One of the differences in this instance is that while the domain \( \Omega_0 \) has zero \((n + 1)\)-measure as stated above, \( \mathcal{S}_0 \) retains positive \( n \)-measure, developing instead a singularity on the boundary of the domain \( \omega \) (when considered as a domain in \( \mathbb{R}^n \)). We thus expect these eigenvalues to remain finite as the parameter \( \varepsilon \) approaches zero, and to converge to a limiting spectral problem on the double-sided flat hypersurface. This is indeed the case, and the relevant spectral problems turn out to be the Dirichlet and Neumann problems on the domain \( \Omega \), with the two next asymptotic terms after that being of orders \( \varepsilon^2 \log \varepsilon \) and \( \varepsilon^2 \). These results have been announced in [Borisov and Freitas 2012].

In order to understand the origin of the \( \varepsilon^2 \log \varepsilon \) term in the expansion, it turns out that it is sufficient to consider the case where \( n \) equals one, that is when the boundary is basically \( S^1 \). Because of this, it is not necessary to take into consideration the geometric intricacies of the problem which appear in higher dimensions and it is possible to obtain the full description of eigenvalues in terms of elliptic integrals.

More precisely, for an ellipse of radii 1 and \( \varepsilon \) we have that the eigenvalues are given by

\[
\lambda_k(\varepsilon) = \frac{k^2 \pi^2}{4 E^2(1 - \varepsilon^2)} \quad \text{for } k \in \mathbb{Z}, \quad \text{where } E(m) = \int_0^{\pi/2} \sqrt{1 - m \sin^2(\theta)} \, d\theta
\]

is the complete elliptic integral of the second type yielding one quarter of the perimeter of the ellipse for \( m = 1 - \varepsilon^2 \).

Combining the above with the asymptotic expansion for \( E \) yields

\[
\lambda_k(\varepsilon) = \frac{k^2 \pi^2}{4} + \frac{k^2 \pi^2}{4} \varepsilon^2 \log \varepsilon + \frac{k^2 \pi^2}{2} \left( \frac{1}{4} - \log 2 \right) \varepsilon^2 + \mathcal{O}(\varepsilon^{2+\rho}), \quad \rho \in (0, 1).
\]

In some sense, the purpose of the analysis that we shall carry out in what follows is to show that the above result may actually be extended to higher dimensions. It should be noted here that this expansion depends on the relation between the different variables at the endpoints of the segment, which in this case is of the form \( x_1^2 + \varepsilon^2 x_2^2 = 1 \). Clearly different relations between the leading powers will lead to different expansions.

More generally, the issue is that the points of the boundary of \( \Omega \) where there is a tangent in the direction along which the domain is being flattened will play a special role. Throughout the paper we assume this set of points to be contained in a hyperplane orthogonal to the scaling direction, and that this tangency is simple. In the vicinity of these points we take the cross-section of our surface as indicated in Figure 1 which, with the assumptions made, will be similar to the one-dimensional ellipse described above. Our results then state that in the higher-dimensional case the asymptotics for the eigenvalues still behave in a similar fashion and thus the logarithmic terms appearing above persist in this more general setting.

Apart from the intrinsic interest of the behavior of the spectrum close to double-sided flat domains, we point out that such manifolds have appeared in the literature in connection with eigenvalues as maximizers of the invariant eigenvalues among all surfaces isometric to surfaces of revolution in \( \mathbb{R}^3 \) [Abreu and Freitas 2002] and for hypersurfaces of revolution diffeomorphic to a sphere and isometrically embedded
in $\mathbb{R}^{n+1}$ [Colbois et al. 2008]. In fact, it is shown in those papers that these optimal singular \textit{double flat disks} maximize the whole invariant spectrum and not just a specific eigenvalue. Another source of interest for such asymptotic expansions lies with the fact that, in some cases, they turn out to be fairly good approximations for low eigenvalues also for values of the parameter $\varepsilon$ away from zero — see [Borisov and Freitas 2009; 2010; Freitas 2007].

We remark in passing that another problem for which it is conjectured that the optimal shape is given by a double-sided flat disk is Alexandrov’s conjecture relating the area and diameter of surfaces of nonnegative curvature.

The structure of the paper is as follows. In the next section we give a precise formulation of the problem under consideration and state our main results, namely, the nature of the limiting problem and the relation of the limit and approximating operators. This includes the form of the asymptotic expansion and the expressions for the first three coefficients and an application to the case of the surface of an ellipsoid. Section 3 is then devoted to several preliminaries and auxiliary material used in Sections 4 and 5, where the proofs of the main results are presented.

\section{Problem formulation and main results}

Let $x' = (x_1, \ldots, x_n)$, $x = (x’, x_{n+1})$ be Cartesian coordinates in $\mathbb{R}^n$ and $\mathbb{R}^{n+1}$, respectively, $n \geq 2$, and let $\omega$ be a bounded domain in $\mathbb{R}^n$ with infinitely smooth boundary. Let also $h_\pm = h_\pm (x') \in C^\infty (\omega) \cap C (\overline{\omega})$ denote two arbitrary functions and define the manifold

$$\mathcal{S}_\varepsilon := \{x : x' \in \overline{\omega}, x_{n+1} = \varepsilon h_+ (x')\} \cup \{x : x' \in \overline{\omega}, x_{n+1} = -\varepsilon h_-(x')\},$$

where $\varepsilon$ is a small positive parameter. We assume $\mathcal{S}_\varepsilon$ to be infinitely differentiable and to have no self-intersections. To ensure this, we make the following assumptions on $h_\pm$, the first of which ensures the absence of self-intersections:

(A1) The following relations hold true:

$$h_+(x') + h_-(x') > 0, \quad x' \in \omega, \quad h_+(x') = h_-(x') = 0, \quad x' \in \partial \omega.$$
To state the second assumption we need to introduce some additional notation. Let $v = v(P)$, $P \in \partial \omega$, be the inward normal to $\partial \omega$, and denote by $\tau$ the distance to a point measured in the direction of $v$. Consider the equations

$$ t = h_+(P + \tau v(P)), \quad t > 0, \quad t = -h_-(P + \tau v(P)), \quad t < 0. \tag{2-2} $$

Our second assumption concerns the solvability of these equations with respect to $\tau$ and implies the smoothness of $\mathcal{F}_\varepsilon$ in a neighborhood of $\partial \omega$:

- **(A2)** There exists $t_0 > 0$ such that for all $t \in [-t_0, t_0]$, $P \in \partial \omega$, the equations (2-2) have a unique solution given by

  $$ \tau = a(t, P) \in C^{\infty}([-t_0, t_0] \times \partial \omega), $$

  such that

  $$ \frac{\partial^2 a}{\partial t^2} > 0 \quad \text{for all} \quad P \in \partial \omega. \tag{2-3} $$

  We observe that assumptions (A1) and (A2) imply that

  $$ h_+(x') \geq 0, \quad h_-(x') \leq 0 \quad \text{in a small neighborhood of} \quad \partial \omega. $$

The main object of our study is the Laplace–Beltrami operator $\mathcal{H}_\varepsilon$ on $\mathcal{F}_\varepsilon$. We introduce it rigorously as the self-adjoint operator associated with a symmetric lower-semibounded sesquilinear form

$$ h_\varepsilon[u, v] := (\nabla u, \nabla v)_{L^2(\mathcal{F}_\varepsilon)} \quad \text{on} \quad W^1_2(\mathcal{F}_\varepsilon). $$

We recall that on an arbitrary manifold with metric tensor $g$ this may be written in local coordinates $y = (y_1, \ldots, y_n)$ as

$$ \det^{-\frac{1}{2}} g \sum_{i,j=1}^n \frac{\partial}{\partial y_i} g^{ij} \det^\frac{1}{2} g \frac{\partial}{\partial y_j}, $$

where $g^{ij}$ are the entries of the inverse to the metric tensor. If in our case we take $x'$ as local coordinates on $\mathcal{F}_\varepsilon$, then on each side $\mathcal{F}^\pm_\varepsilon$ the operator $\mathcal{H}_\varepsilon$ may be written in the form

$$ \mathcal{H}_\varepsilon = -(1 + \varepsilon^2 |\nabla_{x'} h_\pm|^2)^{-\frac{1}{2}} \text{div}_{x'} (1 + \varepsilon^2 |\nabla_{x'} h_\pm|^2)^{\frac{1}{2}} (E + \varepsilon^2 Q_\pm)^{-1} \nabla_{x'}, \tag{2-4} $$

where $E$ is the $n \times n$ identity matrix and $Q_\pm$ is the matrix with entries $\frac{\partial h_\pm}{\partial x_i} \frac{\partial h_\pm}{\partial x_j}$. On the boundary $\partial \omega$ the coefficients of such operator have singularities, and this is why in a neighborhood of $\partial \omega$ it is more convenient to employ the coordinates $(\tau, s)$, where $s$ are some local coordinates on $\partial \omega$. We do not give here the expression of the operator $\mathcal{H}_\varepsilon$ in such coordinates, as it requires the introduction of additional (cumbersome) notation. These two parametrizations are discussed in detail in Section 3.

The purpose of the present paper is to describe the asymptotic behavior of the resolvent and the spectrum of $\mathcal{H}_\varepsilon$ as $\varepsilon \to 0$. In this limit, the hypersurface $\mathcal{F}_\varepsilon$ collapses to a flat two-sided domain $\omega = (\omega_+, \omega_-)$, where $\omega_\pm$ are two copies of $\omega$ understood as the upper and lower sides of $\omega$. Because of this, it is natural to expect that the limiting operator for $\mathcal{H}_\varepsilon$ as $\varepsilon \to 0$ is the Laplacian on $\omega$, i.e., that on $\omega_\pm$ subject to certain boundary conditions. Indeed, this is true, and it is our first main result. Namely, we introduce
the space $L_2(\omega)$ as consisting of the vectors $u = (u_+, u_-)$, where the functions $u_\pm$ are defined on $\omega_\pm$ and $u_\pm \in L_2(\omega_\pm)$. We can naturally identify $L_2(\omega)$ with $L_2(\omega) \oplus L_2(\omega)$. In the same way we introduce the Sobolev spaces $W^j_2(\omega)$ assuming that for each $u \in W^j_2(\omega)$ the functions $u_\pm \in W^j_2(\omega_\pm)$ satisfy the boundary conditions
\[
\left. \frac{\partial^i u_+}{\partial \tau^i} \right|_{\partial \omega} = (-1)^i \left. \frac{\partial^i u_-}{\partial \tau^i} \right|_{\partial \omega}, \quad i = 0, 1, \ldots, j - 1. \tag{2-5}
\]

The meaning of these boundary conditions is that the functions $u_\pm$ should be “glued smoothly” while moving from $\omega_+$ to $\omega_-$ via $\partial \omega = \partial \omega_\pm$. We observe that $W^j_2(\omega)$ is embedded into $W^j_2(\omega) \oplus W^j_2(\omega)$, but does not coincide. It is also clear that for any $u \in W^j_2(\omega)$ the function $u := (u, u)$ belongs to $W^j_2(\omega)$. Similarly, if $u \in W^2_2(\omega)$, $u|_{\partial \omega} = 0$, or, respectively, $u \in W^2_2(\omega)$, $\frac{\partial u}{\partial \tau}|_{\partial \omega} = 0$, then $u = (u, -u) \in W^2_2(\omega)$, or, respectively, $u = (u, u) \in W^2_2(\omega)$.

Let $\mathcal{H}_0$ be the self-adjoint operator in $L_2(\omega)$ associated with the closed symmetric lower-semibounded sesquilinear form
\[
\mathcal{H}_0[u, v] := (\nabla u, \nabla v)_{L_2(\omega)} \quad \text{on} \quad W^1_2(\omega).
\]

By $\mathcal{D}(\cdot)$ we denote the domain of an operator, and the symbol $\| \cdot \|_{X \rightarrow Y}$ indicates the norm of an operator acting from the Hilbert space $X$ to a Hilbert space $Y$.

Given any vector $u = (u_+, u_-)$ defined on $\omega$, by $\mathcal{F}_\varepsilon u$ we denote the function on $\mathcal{F}_\varepsilon$ being $u_+(x')$ on \( \{ x : x' \in \overline{\omega}, x_{n+1} = \varepsilon h_+(x') \} \) and $u_-(x')$ on \( \{ x : x' \in \overline{\omega}, x_{n+1} = -\varepsilon h_-(x') \} \). And vice versa, given any function $u$ defined on $\mathcal{F}_\varepsilon$, by $\mathcal{F}_\varepsilon^{-1} u$ we denote the vector $u = (u_+, u_-)$, where $u_\pm = u_\pm(x') := u(x')$, $x' \in \omega$, $x_{n+1} = \varepsilon h_\pm(x')$.

**Theorem 2.1.** For each $z \in \mathbb{C} \setminus \mathbb{R}$ there exists $C(z) > 0$ such that the following estimate holds true:
\[
\|(\mathcal{H}_\varepsilon - z)^{-1} - \mathcal{F}_\varepsilon (\mathcal{H}_0 - z)^{-1} \mathcal{F}_\varepsilon^{-1} \|_{L_2(\mathcal{F}_\varepsilon) \rightarrow W^1_2(\mathcal{F}_\varepsilon)} \leq C(z)\varepsilon^{2/3}. \tag{2-6}
\]

**Remark 2.2.** The statement of this theorem includes the fact that the operator $\mathcal{F}_\varepsilon (\mathcal{H}_0 - z)^{-1} \mathcal{F}_\varepsilon^{-1}$ is well-defined as a bounded one from $L_2(\mathcal{F}_\varepsilon)$ into $W^1_2(\mathcal{F}_\varepsilon)$.

In view of the embedding of $W^1_2(\omega)$ into $W^1_2(\omega) \oplus W^1_2(\omega)$, and the compact embedding of the latter into $L_2(\omega) \oplus L_2(\omega) = L_2(\omega)$, the operator $\mathcal{H}_\varepsilon$ has a compact resolvent. Hence, it has a pure discrete spectrum accumulating only at infinity. The same is true for the Dirichlet and Neumann Laplacians $-\Delta^{(D)}_\omega$ and $-\Delta^{(N)}_\omega$ on $\omega$. Recall that $-\Delta^{(D)}_\omega$ is the Friedrichs extension in $L_2(\omega)$ of $-\Delta$ from $C^\infty_0(\Omega)$, and $-\Delta^{(N)}_\omega$ is the self-adjoint operator in $L_2(\omega)$ associated with the sesquilinear form $(\nabla u, \nabla v)_{L_2(\Omega)}$ on $W^1_2(\omega)$. In what follows $\sigma_d(\cdot)$ denotes the discrete spectrum of an operator.

Our next result follows from **Theorem 2.1** and [Reed and Simon 1980, Theorems VIII.23, VIII.24].

**Theorem 2.3.** The eigenvalues of $\mathcal{H}_\varepsilon$ converge to those of $\mathcal{H}_0$ as $\varepsilon$ goes to zero. In particular, if $\lambda \notin \sigma_d(\mathcal{H}_0)$, then $\lambda \notin \sigma_d(\mathcal{H}_\varepsilon)$ for $\varepsilon$ small enough. For each $m$-multiple eigenvalue $\lambda \in \sigma_d(\mathcal{H}_0)$ there exist exactly $m$ eigenvalues (counting multiplicities) of $\mathcal{H}_\varepsilon$ converging to $\lambda$ as $\varepsilon \rightarrow +0$. Let $\mathcal{P}_0$ be the projector on the eigenspace associated with $\lambda$, $\mathcal{P}_\varepsilon$ be the total projector associated with the eigenvalues
of $\mathcal{H}_\varepsilon$ converging to $\lambda$. Then the following convergence holds true:
\[
\|P_\varepsilon - P_0P_0^{-1}\|_{L_2(\mathcal{H}_\varepsilon)} \to 0, \quad \varepsilon \to +0.
\]

Let now $\lambda$ be an eigenvalue of $\mathcal{H}_\varepsilon$ with multiplicity $m$ and $\Psi_i = (\psi_\varepsilon^{(i)}, \psi_{\varepsilon}^{(i)})$ be associated eigenfunctions orthonormalized in $L_2(\omega)$. It will be shown in the next section in Lemma 4.2 that the asymptotics
\[
\psi_{\varepsilon}^{(i)}(x') = \Psi_i^{(0)}(P) \pm \Psi_i^{(1)}(P) \tau + O(\tau^2), \quad P \in \partial \omega, \quad \tau \to +0,
\]
hold true, where
\[
\Psi_i^{(0)} = \psi_\varepsilon^{(i)}|_{\partial \omega} = \psi_{\varepsilon}^{(i)}|_{\partial \omega} \in C^\infty(\partial \omega), \quad \Psi_i^{(1)} = \frac{\partial \psi_\varepsilon^{(i)}}{\partial \tau}|_{\partial \omega} = -\frac{\partial \psi_{\varepsilon}^{(i)}}{\partial \tau}|_{\partial \omega} \in C^\infty(\partial \omega).
\]

By $-\Delta_{\partial \omega}$ we denote the Laplace–Beltrami operator on $\partial \omega$, where the metric $G_{\partial \omega}$ on $\partial \omega$ is induced by the Euclidean one in $\mathbb{R}^n$. For any smooth functions $u, v$ on $\partial \omega$, we shall denote the pointwise scalar product of their gradients by $\nabla u \cdot \nabla v$.

Let
\[
\omega^\delta := \omega \setminus \{x' : 0 < \tau < \delta\}.
\]
Employing the coefficients of the asymptotics (2-7), we introduce two real symmetric matrices $\Lambda^{(0)}, \Lambda^{(1)}$ with entries
\[
\Lambda^{(0)}_{ij} := \int_{\partial \omega} \frac{1}{2a_2} \left( \lambda \Psi_i^{(0)} \Psi_j^{(0)} - \nabla \Psi_i^{(0)} \cdot \nabla \Psi_j^{(0)} + \Psi_i^{(1)} \Psi_j^{(1)} \right) d\omega,
\]
\[
\Lambda^{(1)}_{ij} := -\lim_{\delta \to +0} \left[ \int_{\omega^\delta} \frac{1}{2} \left| \nabla x' h_+ \right|^2 \left( \lambda \psi_\varepsilon^{(i)} \psi_\varepsilon^{(j)} - \nabla x' \psi_\varepsilon^{(i)} \cdot \nabla x' \psi_\varepsilon^{(j)} \right) dx' \right. \right.
\]
\[
+ \frac{1}{2} \int_{\omega^\delta} \left| \nabla x' h_- \right|^2 \left( \lambda \psi_{\varepsilon}^{(i)} \psi_{\varepsilon}^{(j)} - \nabla x' \psi_{\varepsilon}^{(i)} \cdot \nabla x' \psi_{\varepsilon}^{(j)} \right) dx' \right. \right.
\]
\[
+ \int_{\omega^\delta} (\nabla x' h_+, \nabla x' \psi_\varepsilon^{(i)})_{\mathbb{R}^d} (\nabla x' h_+, \nabla x' \psi_\varepsilon^{(j)})_{\mathbb{R}^d} dx' \right. \right.
\]
\[
+ \int_{\omega^\delta} (\nabla x' h_-, \nabla x' \psi_{\varepsilon}^{(i)})_{\mathbb{R}^d} (\nabla x' h_-, \nabla x' \psi_{\varepsilon}^{(j)})_{\mathbb{R}^d} dx' \right. \right.
\]
\[
+ \ln \delta \int_{\partial \omega} \frac{1}{4a_2} \left( \Psi_i^{(1)} \Psi_j^{(1)} + \lambda \Psi_i^{(0)} \Psi_j^{(0)} - \nabla \Psi_i^{(0)} \cdot \nabla \Psi_j^{(0)} \right) ds \left. \right]
\]
\[
- \int_{\partial \omega} \frac{1 + 4 \ln 2 + \ln a_2}{4a_2} \left( \Psi_i^{(1)} \Psi_j^{(1)} + \lambda \Psi_i^{(0)} \Psi_j^{(0)} - \nabla \Psi_i^{(0)} \cdot \nabla \Psi_j^{(0)} \right) ds,
\]
where
\[
a_2(P) := \frac{1}{2} \frac{\partial^2 a}{\partial \tau^2}(0, P).
\]
It will be shown in Section 4 that the matrix $\Lambda^{(1)}$ is well-defined. By the theorem on simultaneous diagonalization of two quadratic forms, in what follows the eigenfunctions $\Psi_i$ are supposed to be orthonormalized in $L_2(\omega)$ and the matrix $\Lambda^{(0)} + \frac{1}{\ln \varepsilon} \Lambda^{(1)}$ to be diagonal. The eigenfunctions $\Psi_i$ chosen
in this way depend on \( \epsilon \), but it is clear that the norms \( \| \psi^{(i)}_{\pm} \|_{C^k(\partial)} \) are bounded uniformly in \( \epsilon \) for all \( k \geq 0, i = 1, \ldots, m \).

**Theorem 2.4.** Let \( \lambda \) be an \( m \)-multiple eigenvalue of \( \mathcal{H}_0 \) and \( \psi_i, i = 1, \ldots, m \), be the associated eigenfunctions of \( \mathcal{H}_0 \) chosen as described above. Then there exist exactly \( m \) eigenvalues \( \lambda_k(\epsilon), k = 1, \ldots, m \) (counting multiplicity) of \( \mathcal{H}_\epsilon \) converging to \( \lambda \). These eigenvalues satisfy the asymptotic expansions

\[
\lambda_k(\epsilon) = \lambda + \epsilon^2 \ln \epsilon \mu_k \left( \frac{1}{\ln \epsilon} \right) + O(\epsilon^{2+\rho}),
\]

where \( \mu_k \) are the eigenvalues of the matrix \( \Lambda^{(0)} + \frac{1}{\ln \epsilon} \Lambda^{(1)} \), and \( \rho \) is any constant in \((0, 1/2)\). The eigenvalues \( \mu_k \left( \frac{1}{\ln \epsilon} \right) \) are holomorphic in \( \frac{1}{\ln \epsilon} \) and converge to the eigenvalues of \( \Lambda^{(0)} \) as \( \epsilon \to 0 \).

In addition to the asymptotic expansions for the eigenvalues \( \lambda_i(\epsilon) \) given in this theorem, we also obtain the asymptotics for the total projector associated with these eigenvalues. However, to formulate this result we have to introduce additional notation and it is thus more convenient to postpone its statement which will then be made at the end of Section 5 — see Theorem 5.3.

Let us describe briefly the main ideas employed in the proofs of the main results. The proof of the uniform resolvent convergence in Theorem 2.1 is based on the analysis of the quadratic forms associated with the perturbed and the limiting operators and on the accurate estimates of the functions in certain weighted Sobolev spaces. The proof of the first theorem uses essentially the method of matching asymptotic expansions [Il’in 1992] for formal construction of the asymptotics for the eigenfunctions associated with \( \lambda_k(\epsilon) \). These asymptotics are constructed as a combination of outer and inner expansions. The former depends on \( x' \) and its coefficients have singularities at \( \partial \omega \). In the vicinity of \( \partial \omega \) we introduce a special rescaled variable \( \xi := a^{1/2}(\lambda_{n+1} e^{-1}, P) e^{-1} \) as \( x_{n+1} > 0 \) and \( \xi := -a^{1/2}(\lambda_{n+1} e^{-1}, P) e^{-1} \) as \( x_{n+1} < 0 \). This variable then describes the slope of \( \mathcal{F}_\epsilon \) in the vicinity of \( \epsilon \) — see also the equations (3-11) giving the parametrization of \( \mathcal{F}_\epsilon \) in the vicinity of \( \partial \omega \). After rewriting the eigenvalue equation in the variables \((\xi, s)\), where \( s \) are local coordinates on \( \partial \omega \), its leading term is in fact the Laplace–Beltrami operator on the ellipse giving rise to the logarithmic terms in the asymptotics for both the eigenvalues and the eigenfunctions.

Despite the fact that we are only presenting the leading terms of the asymptotics for \( \lambda_k(\epsilon) \) and for the associated total projector in Theorems 2.4 and 5.3, respectively, our approach also allows us to construct the complete asymptotic expansions if required. Although this would need to be checked in a way similar to what was done here for the first few terms, the ansatzes (5-1) and (5-39) suggest that the complete asymptotic expansion for the eigenvalues should be

\[
\lambda_k(\epsilon) = \lambda + \epsilon^2 \ln \epsilon \mu_k(\epsilon) + \sum_{i=2}^{\infty} \epsilon^{2i} \ln^i \epsilon \mu_k^{(i)} \left( \frac{1}{\ln \epsilon} \right),
\]

where \( \mu_k^{(i)} \) are functions holomorphic in \( \frac{1}{\ln \epsilon} \). These higher-order terms would then still reflect the behavior observed in the ellipse example given in the Introduction.

Although the above formulas for \( \Lambda_{ij}^{(0)} \) and (especially) \( \Lambda_{ij}^{(1)} \) may look quite cumbersome at a first glance, they will actually simplify when computed for particular cases as some of the terms involved will
vanish depending on whether we are considering Dirichlet or Neumann boundary conditions on \( \partial \omega \). We note that a similar effect was already present when computing the coefficients in the expansions obtained in \cite{Borisov2009, Borisov2010}. This is particularly clear in the second of these papers dealing with dimensions higher than two, where the general expression is quite complicated and needs to be computed specifically in each case. When this is done for general ellipsoids in any dimension, for instance, it yields a much simpler one-line expression.

We shall illustrate this by considering a thin ellipsoidal surface. To this end take \( \omega \) to be the unit disk centered at the origin with

\[
h_{\pm}(x') := \sqrt{1-r^2}, \quad r = |x'|, \quad \tau = 1-r, \quad a_2 = \frac{1}{2}.
\]

(2-12)

Under such definition this surface converges to the unit disk \( \omega \) regarded as a double-sided surface. In this instance the limiting eigenvalues may be found via separation of variables and they will be of the form \( \kappa^2 \), where \( \kappa \) are the zeroes of the Bessel function \( J_\kappa \) and its derivative \( J'_\kappa \), corresponding to eigenfunctions satisfying Dirichlet and Neumann boundary conditions on \( \partial \omega \), respectively. The following examples illustrating both cases are taken from \cite{Borisov2012}, where the details may be found.

We consider the case of Dirichlet boundary conditions first; i.e.,

\[
J_0(\kappa) = 0, \quad \lambda = \kappa^2, \quad \psi(x) = -\frac{J_0(\kappa r)}{\sqrt{2\pi J_1(\kappa)}}, \quad \psi = (\psi, -\psi), \quad \psi^{(0)} = 0, \quad \psi^{(1)} = -\frac{\kappa}{\sqrt{2\pi}}.
\]

Substituting these formulas and (2-12) into (2-9) and (2-10), we then obtain

\[
\Lambda^{(0)}_{11} = 2\lambda \quad \text{and} \quad \Lambda^{(1)}_{11} = -\frac{\lambda}{J^2_1(\kappa)} \int_0^1 \frac{r^3}{1-r^2} \left( J_0^2(\kappa r) + J_1^2(\kappa r) - J_1^2(\kappa) \right) dr - \lambda \ln 2.
\]

The asymptotics (2-11) thus become

\[
\lambda(\epsilon) = \lambda + \epsilon^2 (2 \lambda \ln \epsilon + \Lambda^{(1)}_{11}) + O(\epsilon^{2+\rho})
\]

and, for a particular eigenvalue, the remaining integral may be computed numerically. We illustrate this by considering the case corresponding to the first Dirichlet eigenvalue on the disk which yields

\[
\lambda_1(\epsilon) = j_{0,1}^2 + \epsilon^2 (2 j_{0,1}^2 \ln \epsilon + \Lambda^{(1)}_{11}) + O(\epsilon^{2+\rho}) \approx 5.7831 + 11.5664 \epsilon^2 \ln \epsilon - 6.0871 \epsilon^2 + O(\epsilon^{2+\rho}).
\]

As an example of a limiting multiple eigenvalue we consider the first nontrivial Neumann eigenvalue of the disk. In two dimensions this is a double eigenvalue with associated (normalized) eigenfunctions

\[
\psi_1(x) = \frac{J_1(\kappa' r) \cos \theta}{J_0(\kappa') \sqrt{\pi (\kappa')^2 - 1}}, \quad \psi_2(x) = \frac{J_1(\kappa' r) \sin \theta}{J_0(\kappa') \sqrt{\pi (\kappa')^2 - 1}},
\]

where \( \theta \) is the polar angle corresponding to \( x \) and \( \kappa' \) is the first nontrivial zero of \( J_1' \).

The eigenfunctions in \( L_2(\omega) \) are then given by \( \psi_i = (\psi_i, \psi_i), \ i = 1, 2 \), from which we have

\[
\psi_1^{(0)} = \frac{J_1(\kappa') \cos \theta}{J_0(\kappa') \sqrt{\pi (\kappa')^2 - 1}}, \quad \psi_2^{(0)} = \frac{J_1(\kappa') \sin \theta}{J_0(\kappa') \sqrt{\pi (\kappa')^2 - 1}}.
\]
and \( \Psi_i^{(1)} = 0, \ i = 1, 2. \) Proceeding as before, we have

\[
\Lambda_{11}^0 = \Lambda_{22}^0 = \frac{2J_1^2(\kappa')}{J_0^2(\kappa')} = 2\kappa'^2 = 2\lambda \quad \text{and} \quad \Lambda_{ij}^0 = 0 \ (i \neq j).
\]

For the next term we now obtain

\[
\Lambda_{ii}^{(1)} = -\frac{\kappa'^2}{J_0^2(\kappa')(\kappa'^2-1)} \int_0^1 \frac{r^2}{1-r^2} \left[ J_1^2(\kappa' r) - J_1^2(\kappa') + J_0^2(\kappa' r) + J_0^2(\kappa') - \frac{2}{\kappa' r} J_0(\kappa' r) J_1(\kappa' r) \right] dr - \lambda \ln 2
\]

for \( i = 1, 2 \) and \( \Lambda_{ij} = 0 \) for \( i \neq j. \)

From this, and again computing the relevant integrals numerically, we obtain

\[
\lambda_i(\varepsilon) = (j_{i,1}^1)^2 + \varepsilon^2 (2\lambda \ln \varepsilon + \Lambda_{ii}^{(1)}) + \mathcal{O}(\varepsilon^2 + \rho) \approx 3.3900 + 6.7799 \varepsilon^2 \ln \varepsilon - 1.8555 \varepsilon^2 + \mathcal{O}(\varepsilon^2 + \rho), \quad i = 1, 2.
\]

Due to the radial symmetry of \( \omega \), it is clear that these two eigenvalues should coincide, and the associated eigenfunctions converge to \( \Psi_1 \) and \( \Psi_2. \)

### 3. Preliminaries

In this section we discuss two parametrizations of the surface \( \mathcal{S}_\varepsilon \) and prove three auxiliary lemmas which will be used in the next sections for proving Theorems 2.1, 2.4.

**First parametrization of \( \mathcal{S}_\varepsilon.** The first parametrization is that used in the definition of \( \mathcal{S}_\varepsilon \) in (2-1); i.e., each point on \( \mathcal{S}_\varepsilon \) is described as \( x_{n+1} = \pm \varepsilon h\pm(x'), x' \in \bar{\omega}, \) where the sign corresponds to the upper or lower part of \( \mathcal{S}_\varepsilon. \) Let us first calculate the metrics on \( \mathcal{S}_\varepsilon \) in terms of the variables \( x'. \)

The tangential vectors to \( \mathcal{S}_\varepsilon \) at the point \( x' \in \omega, x_{n+1} = \varepsilon h\pm(x') \) are

\[
\left( 0, \ldots, 0, 1, 0, \ldots, 0, \varepsilon \frac{\partial h_\pm}{\partial x_i} \right), \quad i = 1, \ldots, n,
\]

where “1” stands on \( i \)-th position. Thus, the metric tensor has the form

\[
G_{\pm}(x', \varepsilon) := \begin{pmatrix}
1 + \varepsilon^2 \left( \frac{\partial h_\pm}{\partial x_1} \right)^2 & \varepsilon^2 \frac{\partial h_\pm}{\partial x_1} \frac{\partial h_\pm}{\partial x_2} & \cdots & \varepsilon^2 \frac{\partial h_\pm}{\partial x_1} \frac{\partial h_\pm}{\partial x_n} \\
\varepsilon^2 \frac{\partial h_\pm}{\partial x_1} \frac{\partial h_\pm}{\partial x_2} & 1 + \varepsilon^2 \left( \frac{\partial h_\pm}{\partial x_2} \right)^2 & \cdots & \varepsilon^2 \frac{\partial h_\pm}{\partial x_2} \frac{\partial h_\pm}{\partial x_n} \\
\cdots & \cdots & \cdots & \cdots \\
\varepsilon^2 \frac{\partial h_\pm}{\partial x_{n-1}} \frac{\partial h_\pm}{\partial x_1} & \varepsilon^2 \frac{\partial h_\pm}{\partial x_{n-1}} \frac{\partial h_\pm}{\partial x_2} & \cdots & 1 + \varepsilon^2 \left( \frac{\partial h_\pm}{\partial x_{n-1}} \right)^2
\end{pmatrix}.
\]

It easy to see that

\[
G_{\pm}(x', \varepsilon) = E + \varepsilon^2 Q_{\pm}, \quad Q_{\pm} := (\nabla x'h_\pm)(\nabla x'h_\pm)^*, \quad (3-1)
\]

where \( \nabla x'h_\pm \) is treated as a column vector, and “*” denotes transposition.
Lemma 3.1. The matrix $G_\pm$ has two eigenvalues, the $(n - 1)$-multiple eigenvalue 1, and the simple eigenvalue $(1 + \varepsilon^2|\nabla_{x'} h_\pm|^2)$. The following identity holds true:

$$
\det G \equiv 0 \Rightarrow \left( \frac{1}{\sqrt{1 + \varepsilon^2|\nabla_{x'} h_\pm|^2}} \right) \left( d\mathcal{F}_e \right) = \left( J_e^\pm \right) \left( d\mathcal{F}' \right).$
$$

Proof. From (3-1) we may write the eigenvalue problem for the matrix $G_\pm$ as

$$(E + \varepsilon^2 vv^*)u = z u \quad \text{and} \quad (z - 1)u = \varepsilon^2 vv^*u,$$

where $v = \nabla_{x'} h_\pm$. We thus see that any vector orthogonal to $v$ is an eigenvector for the above equation with eigenvalue $z$ equal to one. This yields an eigenvalue of multiplicity $n - 1$ if $v$ is not zero, and $n$ in case $v$ vanishes. In the former case, we easily see that $v$ is also an eigenvector, now with eigenvalue $1 + \varepsilon^2|v|^2$, which will have multiplicity one. The determinant of $G_\pm$ is thus $g_\pm = 1 + \varepsilon^2|v|^2$, yielding the volume element to be $\sqrt{1 + \varepsilon^2|v|^2}$ as desired.

In what follows we shall make use of the differential expression for the operator $\mathcal{H}_e$, namely, its expansion with respect to $\varepsilon$. The expression itself is given by (2-4), while using (3-1) allows us to expand some of the terms in this expression in powers of $\varepsilon$:

$$(E + \varepsilon^2 Q_\pm)^{-1} = E - \varepsilon^2 Q_\pm + O(\varepsilon^4), \quad (1 + \varepsilon^2|\nabla_{x'} h_\pm|^2)^{\pm \frac{1}{2}} = 1 \pm \varepsilon^2 \left\{ \frac{|\nabla_{x'} h_\pm|^2}{2} \right\} + O(\varepsilon^4),$$

where the plus and minus signs correspond to the upper and lower parts of $S_\varepsilon$, respectively. We substitute these formulas into (2-4) and get

$$
\mathcal{H}_e = -\Delta_{x'} - \varepsilon^2 \left( \frac{|\nabla_{x'} h_\pm|^2}{2} \right) \Delta_{x'} + \text{div}_{x'} \left( \frac{|\nabla_{x'} h_\pm|^2}{2} - Q_\pm \right) \nabla_{x'} + O(\varepsilon^4).$$

(3-3)

The disadvantage of the parametrization by the variables $x'$ is that the functions $h_\pm$ are not smooth in a vicinity of $\partial \omega$ and their derivatives blow up at the boundary $\partial \omega$. We shall show this below while introducing the second parametrization. The main idea of the second parametrization is to use special coordinates in a vicinity of $\partial \omega$ so that they involve smooth functions only; this parametrization is purely local and will be used only in a vicinity of $\partial \omega$. It is natural to expect the existence of such coordinates since the surface $\mathcal{F}_e$ is infinitely differentiable.

Second parametrization of $\mathcal{F}_e$. In a neighborhood of $\partial \omega$ we introduce new coordinates $(\tau, s)$, where $s = (s_1, \ldots, s_{n-1})$ are local coordinates on $\partial \omega$ corresponding to a $C^\infty$-atlas, and $\tau$, we remind, is the distance to a point measured in the direction of the inward normal $v = v(s)$ to $\partial \omega$. Let $r = r(s)$ be the vector-function describing $\partial \omega$. We have

$$
x' = r(s) + \tau v(s), \quad \nabla(\tau, s) = M(\tau, s) \nabla_{x'}, \quad M = M(\tau, s) = \begin{pmatrix}
\frac{\partial r}{\partial s_1} + \tau \frac{\partial v}{\partial s_1} \\
\vdots \\
\frac{\partial r}{\partial s_{n-1}} + \tau \frac{\partial v}{\partial s_{n-1}}
\end{pmatrix},$$

(3-4)

where $v(s)$ and the other vectors in the definition of $M$ are treated as rows. The vectors $\frac{\partial r}{\partial s_i}$ are tangential.
to $M$ and linearly independent, while $v(s)$ is orthogonal to $\partial \omega$. Thus, the matrix $M$ is invertible for all sufficiently small $\tau$ and all $s \in \partial \omega$. The inequalities

$$C_1 \leq M(\tau, s) \leq C_2, \quad C_2^{-1} \leq M^{-1}(\tau, s) \leq C_1^{-1}, \quad s \in \partial \omega, \quad \tau \in [-\tau_0, \tau_0]$$

are valid, where $C_1, C_2$ are positive constants independent of $(\tau, s)$. It follows from these estimates and (3-4) that the matrix $M^{-1}(\tau, s)$ is infinitely differentiable in the neighborhood $\{x : |\tau| < \tau_0\}$ of $\partial \omega$.

Consider now the equations (2-2). By assumption (A2) they have the smooth solution $\tau = a(x_{n+1}, P)$ and, for small $x_{n+1}$, the function $a$ behaves as

$$a(x_{n+1}, P) = a_2(P)x_{n+1}^2 + O(x_{n+1}^3).$$

Hence,

$$h_\pm(P + \tau v(P)) = x_{n+1} = \pm a_2^{-\frac{1}{2}}(P)\tau^\frac{1}{2} + O(\tau), \quad \tau \to +0, \quad \nabla_x h_\pm = M^{-1}(\tau, s)\nabla_x h_\pm,$$

$$C_3 \tau^{-1} \leq |\nabla_x h_\pm|^2 \leq C_4 \tau^{-1}, \quad \tau \in (0, \tau_0],$$

where $C_3, C_4$ are positive constants independent of $(\tau, s)$. As we see from the last estimates, the functions $h_\pm$ are not smooth at the point $\tau = 0$, i.e., at $\partial \omega$.

We employ once again assumption (A2) and pass from the equations $x_{n+1} = \pm \epsilon h_\pm(x')$ to

$$\tau = a(t, P), \quad x_{n+1} = \epsilon t, \quad x' = r(s) + \tau v(s).$$

It follows from (2-3) that the function $a(t, P)$ can be represented as $t^2\tilde{a}(t, P)$, where $\tilde{a} \in C^\infty([-\tau_0, \tau_0] \times \partial \omega)$ and $\tilde{a} > 0$ for sufficiently small $\tau_0$.

We introduce a new variable $\zeta = t\tilde{a}^{-\frac{1}{2}}(t, P)$. From assumption (A2) we conclude that

$$t = b(\zeta, P) \in C^\infty([-\zeta_0, \zeta_0] \times \partial \omega)$$

for a fixed small constant $\zeta_0$, and the Taylor series for $a$ and $b$ read

$$a(t, P) = \sum_{i=2}^{\infty} a_i(P)t^i, \quad t \to +0, \quad (3-9)$$

$$b(\zeta, P) = \sum_{i=1}^{\infty} b_i(P)\zeta^i, \quad \zeta \to 0, \quad b_1 := a_2^{-\frac{1}{2}}, \quad (3-10)$$

where $a_i, b_i \in C^\infty(\partial \omega)$. We define a rescaled variable $\xi := \zeta \epsilon^{-1}$. The final form of the second parametrization for $f_\epsilon$ is

$$x' = r(s) + \epsilon^2 \xi^2 v(s), \quad x_{n+1} = \epsilon^2 b_\xi(\xi, r(s)), \quad \xi \in [-\zeta_0 \epsilon^{-1}, \zeta_0 \epsilon^{-1}],$$

where $b_\xi(\xi, P) := \epsilon^{-1} b(\epsilon \xi, P)$ and $\zeta_0$ is a fixed sufficiently small number. We observe that, by the definition of $\xi$,

$$\tau = a(t, P) = \xi^2 = \epsilon^2 \xi^2. \quad (3-12)$$
As in (3-3), we shall also employ the expansion in $\varepsilon$ of the differential expression for $\mathcal{H}_\varepsilon$ corresponding to the second parametrization. We find first the tangential vectors to $S_\varepsilon$ corresponding to the parametrization (3-11):

$$T_{s_i} = \left( \frac{\partial r}{\partial s_i} + \varepsilon^2 \xi^2 \frac{\partial v}{\partial s_i}, \varepsilon^2 \frac{\partial b_\varepsilon}{\partial s_i} \right), \quad T_\xi = \varepsilon^2 \left( 2\xi v, \frac{\partial b_\varepsilon}{\partial \xi} \right). \quad (3-13)$$

It is clear that the vectors $\frac{\partial r}{\partial s_i}, \frac{\partial v}{\partial s_i}$ belong to the tangential plane and are orthogonal to $v$. Employing this fact and (3-13), we calculate the metric tensor:

$$(T_\xi, T_\xi)_{\mathbb{R}^{n+1}} = \varepsilon^4 \left( 4\xi^2 + \left( \frac{\partial b_\varepsilon}{\partial \xi} \right)^2 \right), \quad (T_{s_i}, T_{s_j})_{\mathbb{R}^{n+1}} = \varepsilon^4 \frac{\partial b_\varepsilon}{\partial s_i} \frac{\partial b_\varepsilon}{\partial s_j}.$$

By the Weingarten equations we see that

$$((T_{s_i}, T_{s_j})_{\mathbb{R}^{n+1}})_{i, j = 1, n} = A,$$

where

$$A := G_{\partial \omega} - 2\varepsilon^2 \xi^2 B + \varepsilon^4 \xi^4 B G_{\partial \omega}^{-1} B + \varepsilon^4 (\nabla_s b_\varepsilon)(\nabla_s b_\varepsilon)^*$$

$$= G_{\partial \omega}(E - \varepsilon^2 \xi^2 G_{\partial \omega}^{-1} B)^2 + \varepsilon^4 (\nabla_s b_\varepsilon)(\nabla_s b_\varepsilon)^*, \quad (3-14)$$

$G_{\partial \omega}$ is the metric tensor of $\partial \omega$ associated with the coordinates $s$, $B$ is the second fundamental form of $\partial \omega$ corresponding to the orientation defined by $v$. Hence, the metric tensor $G_\varepsilon$ of $S_\varepsilon$ associated with the parametrization (3-11) reads

$$G_\varepsilon = \begin{pmatrix} \varepsilon^4 \left( 4\xi^2 + \left( \frac{\partial b_\varepsilon}{\partial \xi} \right)^2 \right) & \varepsilon^4 p^* A \\ \varepsilon^4 p & A \end{pmatrix}, \quad p := \frac{\partial b_\varepsilon}{\partial \xi} \nabla_s b_\varepsilon.$$

By direct calculations we check that

$$G_\varepsilon^{-1} = \begin{pmatrix} \varepsilon^{-4} \beta - \beta p^* A^{-1} & \varepsilon^{-4} \beta p^* A^{-1} \\ -\beta A^{-1} p A^{-1} + \varepsilon^4 \beta A^{-1} pp^* A^{-1} & \varepsilon^4 \beta A^{-1} pp^* A^{-1} \end{pmatrix}, \quad \beta := \left( 4\xi^2 + \left( \frac{\partial b_\varepsilon}{\partial \xi} \right)^2 - \varepsilon^4 p^* A^{-1} p \right)^{-1}. \quad (3-15)$$

The quantities in (3-15) are well-defined provided $\xi_0$ is sufficiently small. Indeed, by (3-9),

$$A = G_{\partial \omega} + \mathcal{O}(\xi^2), \quad p = \mathcal{O}(1), \quad \frac{\partial b_\varepsilon}{\partial \xi}(\xi, P) = \mathcal{O}(1), \quad \xi \to 0,$$

which implies the existence of $A^{-1}$ and $\beta$. In what follows we assume that $\xi_0$ is chosen in such a way.

By $K_i = K_i(s), i = 1, \ldots, n - 1$, we denote the principal curvatures of $\partial \omega$, and $K := \sum_{i=1}^{n-1} K_i$. We note that $(n - 1)^{-1} K$ is the mean curvature of $\partial \omega$ and let

$$a := \det((E - \varepsilon^2 \xi^2 G_{\partial \omega}^{-1} B)^2 + \varepsilon^4 G_{\partial \omega}^{-1} (\nabla_s b_\varepsilon)(\nabla_s b_\varepsilon)^*).$$
Lemma 3.2. The following identities hold true:

\[ b_\epsilon = \sum_{i=1}^{\infty} b_i(P)\epsilon^{i-1}\xi^i, \quad A^{-1} = G_{\partial \omega}^{-1} + \mathcal{O}(\epsilon^2 \xi^2), \quad p = \xi b_1 \nabla_s b_1 + \mathcal{O}(\xi^2), \]  

(3-16)

\[ \det G_\epsilon = \epsilon^4 \beta^{-1} \det A, \]  

(3-17)

\[ \det A = a \det G_{\partial \omega}, \quad a = \sum_{i=0}^{2} \epsilon^2 i \alpha_{2i} + \mathcal{O}(\epsilon^4 \xi^4), \]  

(3-18)

\[ \alpha_0 := 1, \quad \alpha_2 := -2 \xi^2 K. \]  

(3-19)

Proof: The identities (3-16) follow directly from the definitions of \( b_\epsilon, A, \) and \( p. \)

We make linear transformations in (3-15) to calculate the determinant of \( G_\epsilon \):

\[ (\det G_\epsilon)^{-1} = \det^{-1} G_\epsilon = \left| \begin{array}{cc} \epsilon^{-4} \beta & -\beta p^* A^{-1} \\ 0 & A^{-1} \end{array} \right| = \epsilon^{-4} \beta \det^{-1} A, \]  

which proves (3-17).

It is easy to see that

\[ \det A = a \det G_{\partial \omega}. \]  

(3-20)

In view of (3-14) we get

\[ a = \det(E + \epsilon^4 (E - \epsilon^2 \xi^2 G_{\partial \omega}^{-1} B)^{-2} G_{\partial \omega}^{-1} (\nabla_s b_\epsilon)(\nabla_s b_\epsilon)^*) \det(E - \epsilon^2 \xi^2 G_{\partial \omega}^{-1} B)^2 \]  

\[ = (1 + \epsilon^4 \text{Tr}(E - \epsilon^2 \xi^2 G_{\partial \omega}^{-1} B)^{-2} G_{\partial \omega}^{-1} (\nabla_s b_\epsilon)(\nabla_s b_\epsilon)^* + \mathcal{O}(\xi^8)) \prod_{i=1}^{n-1} (1 - \epsilon^2 \xi^2 K_i)^2 \]  

\[ = (1 + \epsilon^4 |\nabla b_\epsilon|^2 + \mathcal{O}(\xi^4))(1 - 2 \epsilon^2 \xi^2 K + \mathcal{O}(\xi^8)). \]

We substitute the obtained formula and (3-10) into (3-20) and arrive at (3-18).

\[ \square \]

Employing (3-14), (3-16), by direct calculations we check

\[ p^* A^{-1} p = \left( \frac{\partial b_\epsilon}{\partial \xi} \right)^2 (\nabla_s b_\epsilon)^* G_{\partial \omega}^{-1} (\nabla_s b_\epsilon) + \mathcal{O}(\epsilon^2 \xi^2) = \left( \frac{\partial b_\epsilon}{\partial \xi} \right)^2 |\nabla b_\epsilon|^2 + \mathcal{O}(\epsilon^2 \xi^2) = b_1^2 \xi^2 |\nabla b_1|^2 + \mathcal{O}(\xi^2). \]

Hence, by (3-17), (3-18) and the definition of \( \beta, \)

\[ \epsilon^{-2} \det \frac{1}{2} G_\epsilon = \beta^{-\frac{1}{2}} \det \frac{1}{2} A = \beta^{-1} \beta_A \det \frac{1}{2} G_{\partial \omega}, \quad \beta_A := \beta^{\frac{1}{2}} a_{\frac{1}{2}} = \sum_{i=0}^{4} \epsilon^i \beta_i - 4 + \mathcal{O}(\xi^5(|\xi|^2 + \xi^4)), \]

where \( \beta_i = \beta_i(\xi, P) \in C^\infty(\mathbb{R} \times \partial \omega) \) are some functions. In particular,

\[ \beta_{-4} := \frac{1}{(4\xi^2 + b_1^2)^{\frac{1}{2}}}, \quad \beta_{-3} := -\frac{2 b_1 b_2 \xi}{(4\xi^2 + b_1^2)^{\frac{1}{2}}}, \]  

\[ \beta_{-2} := -\frac{3 b_1 b_3 \xi^2}{(4\xi^2 + b_1^2)^{\frac{1}{2}}} - \frac{4 \xi^2 (2 \xi^2 - b_1^2) b_2^2}{(4\xi^2 + b_1^2)^{\frac{1}{2}}} - \frac{\xi^2 K}{(4\xi^2 + b_1^2)^{\frac{1}{2}}}, \]  

(3-21)
while the functions $\beta_{-1}, \beta_0$ satisfy the uniform in $\xi$ and $P$ estimates
\[ |\beta_{-1}| \leq \frac{C|\xi|^3}{1 + |\xi|^3}, \quad |\beta_0| \leq C\xi^2(1 + |\xi|). \]

The obtained formulas, Lemma 3.2, and (3-15) allow us to write the expansion for $G_{\varepsilon}^{-1}$:
\[ \varepsilon^{-2}(\det \frac{1}{2} G_{\varepsilon})G_{\varepsilon}^{-1} = \det \frac{1}{2} G_{\delta\omega} \sum_{i=-4}^{0} \varepsilon^i G_i + O(\varepsilon). \]  
(3-22)
\[ G_i := \begin{pmatrix} \beta_i & 0 \\ 0 & 0 \end{pmatrix}, \quad i = -4, \ldots, -1, \quad G_0 := \begin{pmatrix} \beta_0 & -b_1 \xi \beta_{-4}(\nabla s b_1)^* G_{\delta\omega}^{-1} \\ -b_1 \xi \beta_{-4} G_{\delta\omega}^{-1} \end{pmatrix}. \]  
(3-23)

Taking into account (3-17), (3-18), we write the operator $\mathcal{H}_{\varepsilon}$ in terms of the variables $(s_0, s)$, where $s_0 := \xi$:
\[ \mathcal{H}_{\varepsilon} = -\frac{1}{\det \frac{1}{2} G_{\varepsilon}} \sum_{i,j=0}^{n-1} \frac{\partial G_{ij}}{\partial s_i} \det \frac{1}{2} G_{\varepsilon} \frac{\partial}{\partial s_j} = -\frac{\varepsilon^{-2} \beta_0}{\det \frac{1}{2} G_{\delta\omega}} \sum_{i,j=0}^{n-1} \frac{\partial G_{ij}}{\partial s_i} \det \frac{1}{2} G_{\varepsilon} \frac{\partial}{\partial s_j}, \]  
(3-24)
and $G_{ij}^{\varepsilon}$ are the entries of the inverse matrix in (3-15). It follows from the last formula and (3-15) that
\[ \mathcal{H}_{\varepsilon} = \varepsilon^{-4} a^{-1} \beta_0 \frac{\partial}{\partial \xi} \beta_A \frac{\partial}{\partial s} + O(1). \]

We employ the obtained equation, (3-24), (3-22) and (3-23), and expand the coefficients of $\mathcal{H}_{\varepsilon}$ in powers of $\varepsilon$ leading us to the identities
\[ \mathcal{H}_{\varepsilon} = \sum_{i=-4}^{0} \varepsilon^i \mathcal{L}_i + O(\varepsilon), \]  
(3-25)
\[ \mathcal{L}_{-4} := \mathcal{L}^{(-4)}, \quad \mathcal{L}_{-3} := \mathcal{L}^{(-3)}, \quad \mathcal{L}_{-2} := \mathcal{L}^{(-2)} + \alpha^{(2)} \mathcal{L}^{(-4)}, \quad \mathcal{L}_{-1} := \mathcal{L}^{(-1)} + \alpha^{(2)} \mathcal{L}^{(-3)}, \]
\[ \mathcal{L}_{0} := \mathcal{L}^{(0)} + \alpha^{(2)} \mathcal{L}^{(-2)} + \alpha^{(4)} \mathcal{L}^{(-4)}, \quad \alpha^{(2)} := 2\xi^2 K, \quad \alpha^{(4)} := \alpha^{(4)}(\xi, s), \]  
(3-26)
\[ \mathcal{L}^{(i)} := -\sum_{j=0}^{i+4} \beta_{-j} \frac{\partial}{\partial \xi} \beta_{i-j} \frac{\partial}{\partial \xi}, \quad i = -4, \ldots, -1, \]  
(3-27)
\[ \mathcal{L}^{(0)} := -\sum_{l=0}^{4} \beta_{-l} \frac{\partial}{\partial \xi} \beta_{-l} \frac{\partial}{\partial \xi} b_1 \beta_{-4} \xi \beta_{-4}(\nabla s b_1)^* G_{\delta\omega}^{-1} \nabla s + \beta_{-4} \det \frac{1}{2} G_{\delta\omega} \text{div} s b_1 \beta_{-4} \xi \beta_{-4}(\nabla s b_1)^* G_{\delta\omega}^{-1} \frac{\partial}{\partial \xi} \\
- \beta_{-4} \det \frac{1}{2} G_{\delta\omega} s b_1 \beta_{-4} \det \frac{1}{2} G_{\delta\omega} \nabla s G_{\delta\omega}^{-1} \nabla s. \]  
(3-28)

**Auxiliary lemmas.** We proceed to the auxiliary lemmas which will be used for proving Theorem 2.4.
Lemma 3.3. In a vicinity of \( \partial \omega \) the identities

\[
\det M = (\det^\frac{1}{2} G_{\partial \omega}) \prod_{i=1}^{n-1} (1 - \tau K_i), \quad -\Delta' = -\frac{1}{\det M} \text{div}_{(\tau, s)}(\det M)\tilde{M} \nabla_{(\tau, s)}
\] (3-29)

hold true, where

\[
\tilde{M} := (M^{-1})^* M^{-1} = \begin{pmatrix}
1 & 0 \\
0 & (E - \tau G^{-1}_{\partial \omega}B)^{-2} G^{-1}_{\partial \omega}
\end{pmatrix}.
\] (3-30)

Proof: It follows from (3-4) and the Weingarten formulas that

\[
M = \left( \frac{\partial r}{\partial s_i} - \tau \sum_{k=1}^{n-1} B_i^k \frac{\partial r}{\partial y_k} \right),
\]

where \( B_i^k \) are the entries of the matrix \( G^{-1}_{\partial \omega}B \), and all vectors are treated as rows.

A straightforward direct calculation allows us to check that the inverse matrix \( M^{-1} \) reads

\[
M^{-1} = \left( \sum_{k=1}^{n-1} c_i^k \frac{\partial r}{\partial y_k} \right)^*,
\] (3-31)

where \( * \) indicates matrix transposition, and \( c_i^k \) are the entries of the matrix \( C = (E - \tau G^{-1}_{\partial \omega}B)^{-1} G^{-1}_{\partial \omega} \).

Let \( u_1, u_2 \in C_0^\infty(\omega) \) be any two functions with the corresponding supports located in a neighborhood of \( \partial \omega \), where the coordinates \((\tau, s)\) are well-defined. We integrate by parts:

\[
(-\Delta' u, v)_{L^2(\omega)} = (\nabla' u, \nabla' v)_{L^2(\omega)} = (M^{-1} \nabla_{(\tau, s)} u, (\det M)M^{-1} \nabla_{(\tau, s)} v)_{L^2((0, \tau_0) \times \partial \omega)}
\]

\[
= (- \text{div}_{(\tau, s)}(\det M)(M^{-1})^* (M^{-1}) \nabla_{(\tau, s)} u, v)_{L^2((0, \tau_0) \times \partial \omega)}
\]

\[
= (- (\det^{-1} M) \text{div}_{(\tau, s)}(\det M)(M^{-1})^* M^{-1} \nabla_{(\tau, s)} u, v)_{L^2(\omega)}.
\]

Hence,

\[
-\Delta' = -(\det^{-1} M) \text{div}_{(\tau, s)}(\det M)(M^{-1})^* M^{-1} \nabla_{(\tau, s)}.
\] (3-32)

In view of (3-31) we have

\[
(M^{-1})^* M^{-1} = \left( \sum_{k=1}^{n-1} c_i^k \frac{\partial r}{\partial y_k} \right)^* \left( \sum_{k=1}^{n-1} c_i^k \frac{\partial r}{\partial y_k} \right) = \begin{pmatrix} 1 & 0 \\ 0 & CG_{\partial \omega} C \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ 0 & (E - \tau G_{\partial \omega}^{-1} B)^{-2} G_{\partial \omega}^{-1} \end{pmatrix},
\]

\[
\text{det}^{-2} M = \text{det}(M^{-1})^* M^{-1} = \text{det}(E - \tau G_{\partial \omega}^{-1} B)^{-2} \text{det} G_{\partial \omega}^{-1},
\]

\[
\text{det} M = \det^\frac{1}{2} G_{\partial \omega} \text{det}(E - \tau G_{\partial \omega}^{-1} B) = \det^\frac{1}{2} G_{\partial \omega} \prod_{i=1}^{n-1} (1 - \tau K_i).
\]

The obtained formulas and (3-32) imply the statement of the lemma. \( \square \)

We recall that the set \( \omega^\delta \) was introduced in (2-8).
Lemma 3.4. Let the functions $f_{\pm} \in C^\infty(\omega_{\pm})$ satisfy the differentiable asymptotics

$$f_{\pm}(\tau) = \sum_{j=-4}^{\infty} f_{j/2}^{\pm}(P) \tau^j, \quad \tau \to +0$$  \hspace{1cm} (3-33)

uniformly in $P \in \partial \omega_{\pm}$, where $f_{j/2}^{\pm} \in C^\infty(\partial \omega_{\pm})$, and $V^{(0)}$, $V^{(1)} \in C^\infty(\partial \omega)$ are some functions. Suppose the condition

$$\lim_{\delta \to +0} \left[ (f_{+}^{(i)} \psi_{+}^{(i)})_{L^2(\omega^s)} + (f_{-}^{(i)} \psi_{-}^{(i)})_{L^2(\omega^s)} - \delta^{-1} \int_{\partial \omega} (f_{-}^{+} + f_{-}^{-}) \Psi_i^{(0)} ds \right.$$

$$\left. - 2\delta^{-1/2} \int_{\partial \omega} (f_{-}^{+} + f_{-}^{-}) \Psi_i^{(0)} ds \right.$$

$$- \ln \delta \int_{\partial \omega} \left( (K(f_{-}^{+} + f_{-}^{-}) - f_{-}^{1} - f_{-}^{1}) \Psi_i^{(0)} - (f_{-}^{+} - f_{-}^{-}) \Psi_i^{(1)} \right) ds$$

$$- \int_{\partial \omega} (f_{-}^{+} - f_{-}^{-}) \Psi_i^{(1)} ds + \int_{\partial \omega} (f_{-}^{+} + f_{-}^{-}) \Psi_i^{(0)} K ds$$

$$+ 2 \int_{\partial \omega} (V^{(0)} \Psi_i^{(1)} - V^{(1)} \Psi_i^{(0)}) ds = 0, \quad i = 1, \ldots, m,$$  \hspace{1cm} (3-34)

holds true. Then there exist the unique solutions $u_{\pm} \in C^\infty(\omega_{\pm})$ to the equations

$$(-\Delta x - \lambda)u_{\pm} = f_{\pm}, \quad x \in \omega_{\pm},$$  \hspace{1cm} (3-35)

these solutions satisfy differentiable asymptotics

$$u_{\pm}(\tau) = f_{\pm}^{2}(P) \ln \tau + U^{(0)}(P) \pm V^{(0)}(P) + 4 f_{-}^{+}(P) \tau^{1/2} + \tau (V^{(1)}(P) \pm U^{(1)}(P))$$

$$+ \tau (1 - \ln \tau) \left( f_{-}^{+}(P) - K(P) f_{-}^{2}(P) \right) + o(\tau^{3/2}), \quad \tau \to 0,$$  \hspace{1cm} (3-36)

uniformly in $P \in \partial \omega_{\pm}$, where $U^{(0)}$, $U^{(1)} \in C^\infty(\partial \omega_{\pm})$ are some functions, and the condition

$$(U_{0}, \Psi_{i}^{(0)})_{L^2(\partial \omega)} + (U_{1}, \Psi_{i}^{(1)})_{L^2(\partial \omega)} = 0, \quad i = 1, \ldots, m,$$  \hspace{1cm} (3-37)

holds true.

Proof: Let $\chi(\tau)$ be the cut-off function introduced in the proof of Lemma 4.4. We introduce the functions

$$\hat{u}_{\pm}(\tau) := \left( f_{-}^{+}(P) \ln \tau \pm V^{(0)}(P) + 4 f_{-}^{+}(P) \tau^{1/2} + \tau (1 - \ln \tau) \left( f_{-}^{+}(P) - K(P) f_{-}^{2}(P) \right) \right.$$

$$+ \tau V^{(1)}(P) - \frac{4}{3} \tau^{3/2} \left( f_{-}^{1/2}(P) - 2 K(P) f_{-}^{3/2}(P) \right) \chi(\tau).$$

Employing Lemma 3.3, one can check that

$$(-\Delta x - \lambda)\hat{u}_{\pm}(\tau) = \chi(\tau) \sum_{j=-4}^{\infty} f_{j/2}^{\pm}(P) \tau^j + \hat{f}_{\pm}(\tau),$$  \hspace{1cm} (3-38)

where $\hat{f}_{\pm} \in C^\infty(\omega_{\pm}) \cap L^2(\omega_{\pm})$. 
We construct the solutions to (3-35) as

$$u_{\pm} = \tilde{u}_{\pm} + \tilde{u}_{\pm}.$$  

Substituting this identity and (3-38) into (3-35), we obtain the equations for $\tilde{u}_{\pm}$:

$$(-\Delta_{x'} - \lambda)\tilde{u}_{\pm} = \tilde{f}_{\pm}, \quad \tilde{f}_{\pm} := f_{\pm} - \chi \sum_{j=-4}^{1} f_{j/2}^{\pm} \tau^j - \tilde{f}_{\pm},$$  

(3-39)

and by (3-33) we have $\tilde{f}_{\pm} \in L_2(\omega_{\pm})$. Hence, we can rewrite these equations as

$$(\mathcal{H}_0 - \lambda)\tilde{u} = \tilde{f}, \quad \tilde{u} := (\tilde{u}_+, \tilde{u}_-), \quad \tilde{f} := (\tilde{f}_+, \tilde{f}_-).$$  

(3-40)

Since $\lambda$ is a discrete eigenvalue of $\mathcal{H}_0$, the solvability condition of the last equation is

$$\langle \tilde{f}, \psi_i \rangle_{L_2(\omega)} = 0, \quad k = 1, \ldots, m,$$

which can be rewritten as

$$\langle \tilde{f}^+ \cdot \psi_i^{(1)} \rangle_{L_2(\omega)} + \langle \tilde{f}^- \cdot \psi_i^{(-1)} \rangle_{L_2(\omega)} = 0, \quad k = 1, \ldots, m,$$

or, equivalently,

$$\lim_{\delta \to 0} \left( \langle \tilde{f}^+ \cdot \psi_i^{(1)} \rangle_{L_2(\omega_{\delta})} + \langle \tilde{f}^- \cdot \psi_i^{(-1)} \rangle_{L_2(\omega_{\delta})} \right) = 0, \quad k = 1, \ldots, m.$$  

(3-41)

Integrating by parts and taking into account (3-38), (3-39), we get

$$\langle \tilde{f}^\pm \cdot \psi_{i \pm} \rangle_{L_2(\omega_{\delta})} = \langle f^\pm + (\Delta_{x'} + \lambda)\tilde{u} \cdot \psi_{i \pm} \rangle_{L_2(\omega_{\delta})} = \langle f^\pm \cdot \psi_{i \pm} \rangle_{L_2(\omega_{\delta})} - \int_{\partial \omega_{\delta}} \left( \psi_{i \pm} \frac{\partial \tilde{u} \pm}{\partial \tau} - \tilde{u} \pm \frac{\partial \psi_{i \pm}}{\partial \tau} \right) ds.$$  

Here we have used that the normal derivative on $\partial \omega_{\delta}$ is that with respect to $\tau$ up to the sign. We parametrize the points of $\partial \omega_{\delta}$ by those on $\partial \omega$ via the relation $x' = r(s) + \delta v(s)$. In view of (3-4) and (3-29) we have

$$\int_{\partial \omega_{\delta}} \cdot ds = \int_{\partial \omega} \cdot \prod_{j=1}^{n-1} (1 - \tau K_j) ds.$$  

(3-42)

Taking this formula into account, we continue the calculations:

$$\langle \tilde{f}^\pm \cdot \psi_{i \pm} \rangle_{L_2(\omega_{\delta})} = \langle f^\pm \cdot \psi_{i \pm} \rangle_{L_2(\omega_{\delta})} - \int_{\partial \omega} \left. \left( \psi_{i \pm} \frac{\partial \tilde{u} \pm}{\partial \tau} - \tilde{u} \pm \frac{\partial \psi_{i \pm}}{\partial \tau} \right) \right|_{x' = r(s) + \delta v(s)} \prod_{j=1}^{n-1} (1 - \tau K_j) ds$$

$$= \langle f^\pm \cdot \psi_{i \pm} \rangle_{L_2(\omega_{\delta})} - \delta^{-1} \int_{\partial \omega} f_{-2}^\pm \Psi_i^{(0)} ds - 2\delta^{-1/2} \int_{\partial \omega} f_{-3/2}^\pm \Psi_i^{(0)} ds$$

$$- \ln \delta \int_{\partial \omega} \left( (K^\pm f_{-2}^\pm - f_{-3/2}^\pm) \Psi_i^{(0)} \mp f_{-2}^\pm \Psi_i^{(1)} \right) ds$$

$$+ \int_{\partial \omega} f_{-2}^\pm (\Psi_i^{(0)} K \mp \Psi_i^{(1)}) ds + \int_{\partial \omega} (V^{(0)} \Psi_i^{(1)} - V^{(1)} \Psi_i^{(0)}) ds + O(\delta^{1/2}).$$
We substitute the last identities into (3-41) and arrive at (3-34). Thus, the condition (3-34) implies the existence of solutions to (3-35).

The functions \( \tilde{u}_\pm \in W_2^2(\omega_\pm) \) satisfy (2-5) in the sense of traces. Define

\[
U^{(0)} := \tilde{u}_\pm|_{\partial \omega}, \quad U^{(1)} := \frac{\partial \tilde{u}_\pm}{\partial \tau}|_{\partial \omega}, \quad U^{(0)}, U^{(1)} \in L_2(\partial \omega).
\]

The solution to (3-40) is defined up to a linear combination of the eigenfunctions. In view of the belonging \( U^{(0)}, U^{(1)} \in L_2(\partial \omega) \) we can choose the mentioned linear combination of the eigenfunctions so that the condition (3-37) is satisfied. Then the solution to (3-40) is unique and the same is obviously true for (3-35). To prove the asymptotics (3-36) it is sufficient to study the smoothness of \( \tilde{u}_\pm \) at \( \partial \omega \).

By standard smoothness improving theorems we conclude that \( \tilde{u}_\pm \in C^\infty(\omega) \). Moreover, given any \( N > 0 \), it is easy to construct the function \( \hat{u}_\pm^{(N)} \) similar to \( \hat{u}_\pm \) such that

\[
\hat{u}_\pm^{(N)}(x') = \tilde{u}_\pm(x') + O(\tau^2), \quad \tau \to 0, \quad (-\Delta x' - \lambda)\hat{u}_\pm^{(N)}(x') = \chi(\tau) \sum_{j=-4}^{N} f_{j/2}(P) \tau^j + \hat{f}_\pm^{(N)}(x'),
\]

where \( \hat{f}_\pm^{(N)} \in C^\infty(\omega_\pm) \cap C^{N_1}(\overline{\omega}_\pm) \), and \( N_1 = N_1(N) \to +\infty, N \to +\infty \). Then, proceeding as above, we can construct the solutions to (3-35) as \( u_\pm = \tilde{u}_\pm + \hat{u}_\pm \), where \( \hat{u}^{(N)} := (\hat{u}_+^{(N)}, \hat{u}_-^{(N)}) \) solves the equation

\[
(\psi_0 - \lambda)\hat{u}^{(N)} = \hat{f}^{(N)}, \quad \hat{f}^{(N)} := (\hat{f}_+^{(N)}, \hat{f}_-^{(N)}), \quad \hat{f}_\pm^{(N)}(x') := f_\pm(x') - \chi(\tau) \sum_{j=-4}^{N} f_{j/2}(P) \tau^j - \hat{f}_\pm^{(N)}.
\]

It is clear that \( \hat{f}_\pm^{(N)} \) belongs to \( C^{N_2}(\overline{\omega}_\pm) \), where \( N_2 = N_2(N) \to +\infty \) as \( N \to +\infty \). Hence, by the smoothness improving theorems, \( \hat{u}_\pm^{(N)} \in C^{N_3}(\overline{\omega}_\pm) \), \( N_3 = N_3(N) \to +\infty, N \to +\infty \). Choosing \( N \) large enough, we arrive at the asymptotics (3-36).

**Lemma 3.5.** For all \( u, v \in C^\infty(\overline{\omega}) \) in a small vicinity of \( \partial \omega \) the identities

\[
\text{div}_{x'} Q_\pm \nabla_{x'} u \frac{1}{\det M} \text{div}_{(\tau, s)} (\det M)\hat{M}\nabla_{(\tau, s)} h_\pm(\nabla_{(\tau, s)} h_\pm)^* \hat{M}\nabla_{(\tau, s)} u, \quad (3-43)
\]

\[
(\nabla_{x'} u, \nabla_{x'} v)_{\#d} = \frac{\partial u}{\partial \tau} - \frac{\partial v}{\partial \tau} + \div \cdot (E - \tau B G_{\partial \omega}^{-1})^{-2} v \quad (3-44)
\]

hold true.

**Proof.** Let \( u, v \in C^\infty(\overline{\omega}) \) be two arbitrary functions with supports in a small vicinity \( \{x': 0 \leq \tau < \tau_0\} \), where \( \tau_0 \) is a small fixed number. We choose \( \tau_0 \) so that in this vicinity the coordinates \( (\tau, s) \) are well-defined.
Taking (3-1) and (3-4) into account, we pass to the variables \((\tau, s)\) and integrate by parts to obtain
\[
\int_\omega v \text{ div}_{x'} Q_\pm \nabla_{x'} u \, dx' = - \int_\omega (\nabla_{x'} v, \nabla_{x'} h_\pm (\nabla_{x'} h_\pm) * \nabla_{x'} u)_{\mathbb{R}^n} \, dx'
\]
\[
= - \int_{(0, \tau_0) \times \partial \omega} (M^{-1} \nabla_{(\tau, s)} v, M^{-1} \nabla_{(\tau, s)} h_\pm (\nabla_{(\tau, s)} h_\pm) * \hat{M} \nabla_{(\tau, s)} u)_{\mathbb{R}^n} (\det M) \, d\tau \, ds
\]
\[
= \int_{(0, \tau_0) \times \partial \omega} v \text{ div}_{(\tau, s)} (\det M) \hat{M} \nabla_{(\tau, s)} h_\pm (\nabla_{(\tau, s)} h_\pm) * \hat{M} \nabla_{(\tau, s)} u \, d\tau \, ds
\]
\[
= \int_\omega v (\det^{-1} M) \text{ div}_{(\tau, s)} (\det M) \hat{M} \nabla_{(\tau, s)} h_\pm (\nabla_{(\tau, s)} h_\pm) * \hat{M} \nabla_{(\tau, s)} u \, dx',
\]
which proves (3-43).

The identity (3-44) follows from (3-4) and (3-30):
\[
(\nabla_{x'} u, \nabla_{x'} v)_{\mathbb{R}^n} = (M^{-1} \nabla_{x'} u, M^{-1} \nabla_{x'} v)_{\mathbb{R}^n} = (\nabla_{x'} u, \hat{M} \nabla_{x'} v)_{\mathbb{R}^n}
\]
\[
= \frac{\partial u}{\partial \tau} \frac{\partial v}{\partial \tau} + (\nabla_s u, (E - \tau G^{-1}_{\partial \omega} B)^{-2} G^{-1}_{\partial \omega} \nabla_s u)_{\mathbb{R}^n} = \frac{\partial u}{\partial \tau} \frac{\partial v}{\partial \tau} + \nabla u \cdot (E - \tau B G^{-1}_{\partial \omega})^{-2} \nabla v.
\]

4. Uniform resolvent convergence

In this section we prove Theorem 2.1. We begin with two auxiliary lemmas.

**Lemma 4.1.** The identity \(\mathcal{D}(\mathcal{H}_0) = W^2_2(\omega)\) holds true and for each \(u \in \mathcal{D}(\mathcal{H}_0)\) the operator \(\mathcal{H}_0\) acts as \(\mathcal{H}_0(u) = (-\Delta_{x'} u_+, -\Delta_{x'} u_-)\). For each \(z \in \mathbb{C} \setminus \mathbb{R}\) the estimate
\[
\| (\mathcal{H}_0 - z)^{-1} \|_{L^2(\omega) \rightarrow W^2_2(\omega)} \leq \frac{C}{|\text{Im}(z)|}
\]
holds for some constant \(C\), where \(\text{Im}(z)\) denotes the imaginary part of \(z\).

**Proof.** The first part follows from the definitions and the considerations above for the space \(W^2_2(\omega)\). The second part of the statement follows from the fact that the operator \(\mathcal{H}_0\) is self-adjoint with compact resolvent.

The description of the spectrum of \(\mathcal{H}_0\) as being made up of the union of the Dirichlet and Neumann spectra is given in the following lemma, together with some properties which will be useful in the sequel.

**Lemma 4.2.** The spectrum of \(\mathcal{H}_0\) coincides with the union of spectra of \(-\Delta^{(D)}_{\omega}\) and \(-\Delta^{(N)}_{\omega}\) counting multiplicities. Namely, if \(\lambda\) is an \(m^{(D)}\)-multiple eigenvalue of \(-\Delta^{(D)}_{\omega}\) with the associated eigenfunctions \(\psi^{(D)}_i, i = 1, \ldots, m^{(D)}\), and is an \(m^{(N)}\)-multiple eigenvalue of \(-\Delta^{(N)}_{\omega}\) with the associated eigenfunctions \(\psi^{(N)}_i, i = 1, \ldots, m^{(N)}\), then \(\lambda\) is an \((m^{(D)} + m^{(N)})\)-multiple eigenvalue of \(\mathcal{H}_0\) with the associated eigenfunctions \(\psi_i = (\psi^{(D)}_i, -\psi^{(D)}_i)\) and \(\psi_i = (\psi^{(N)}_i, \psi^{(N)}_i)\). For any eigenfunction \(\psi = (\psi_+, \psi_-)\) of \(\mathcal{H}_0\) we have \(\psi_\pm \in C^\infty(\partial \omega)\) and the asymptotics
\[
\psi_\pm(x') = \Psi^{(0)}(P) \pm \tau \Psi^{(1)}(P) + O(\tau^2), \quad P \in \partial \omega.
\]
Proof. Clearly if $\lambda$ is an eigenvalue of $-\Delta^{(D)}_\omega$ with eigenfunction $u$, then $\lambda$ is an eigenvalue of $\mathcal{H}_0$ with eigenfunction $(u, -u)$. Similarly, an eigenvalue of $-\Delta^{(N)}_\omega$ with eigenfunction $v$ will also be an eigenvalue of $\mathcal{H}_0$ with eigenfunction $(u, v)$.

Assume now that $(u, v)$ is an eigenfunction of $\mathcal{H}_0$ and consider the functions $w_1 = u - v$ and $w_2 = u + v$. Then, provided they do not vanish identically, $w_1$ and $w_2$ will be eigenfunctions of $-\Delta^{(D)}_\omega$ and $-\Delta^{(N)}_\omega$, respectively. In case $w_1$ vanishes identically, then $u = v$ and $u$ will be an eigenfunction of $-\Delta^{(N)}_\omega$, while if $w_2$ vanishes $u = -v$ and this will be an eigenfunction of $-\Delta^{(D)}_\omega$.

The remaining part of the lemma follows from standard arguments. \qed

By $L_2(\omega, J_\varepsilon \, dx')$ we indicate the subspace of $L_2(\omega)$ consisting of the functions $u$ with the finite norm
\[
\|u\|^2_{L_2(\omega, J_\varepsilon \, dx')} = \|u_+\|^2_{L_2(\omega_+, J_\varepsilon^+ \, dx')} + \|u_-\|^2_{L_2(\omega_-, J_\varepsilon^- \, dx')} + \|u_\pm\|^2_{L_2(\omega, J_\varepsilon^\pm \, dx')} = \int_{\omega_\pm} |u_\pm(x')|^2 J_\varepsilon^\pm(x') \, dx'.
\]
In the same way we introduce the space $W_2^1(\omega, J_\varepsilon \, dx')$ as consisting of $u \in W^1_2(\omega)$ with the finite norm
\[
\|u\|^2_{W^1_2(\omega, J_\varepsilon \, dx')} = \|\nabla x' u\|^2_{L_2(\omega, J_\varepsilon \, dx')} + \|u\|^2_{L_2(\omega, J_\varepsilon \, dx')} = \int_{\omega_\pm} |\nabla x' u|^2 J_\varepsilon^\pm(x') \, dx'.
\]
where $\nabla x' u = (\nabla x' u_+, \nabla x' u_-)$.

**Lemma 4.3.** The spaces $L_2(\mathcal{F}_\varepsilon)$ and $L_2(\omega, J_\varepsilon \, dx')$ are isomorphic and the isomorphism is the operator $\mathcal{F}_\varepsilon : L_2(\omega, J_\varepsilon \, dx') \to L_2(\mathcal{F}_\varepsilon)$. If $u \in W^1_2(\omega, J_\varepsilon \, dx')$, then $\mathcal{F}_\varepsilon u \in W^1_2(\mathcal{F}_\varepsilon)$, and if $u \in W^1_2(\mathcal{F}_\varepsilon)$, then $\mathcal{F}_\varepsilon^{-1} u \in W^1_2(\omega, J_\varepsilon \, dx')$. The inequality
\[
\|J_\varepsilon^{-\frac{1}{2}} \nabla x' u\|_{L_2(\omega)} \leq \|\mathcal{F}_\varepsilon u\|_{L_2(\mathcal{F}_\varepsilon)} \leq \|\nabla x' u\|_{L_2(\omega, J_\varepsilon \, dx')} \tag{4-2}
\]
holds true, where $J_\varepsilon^{-\frac{1}{2}} \nabla x' u := ((J_\varepsilon^+)^{-\frac{1}{2}} \nabla x' u_+, (J_\varepsilon^-)^{-\frac{1}{2}} \nabla x' u_-)$, $u = (u_+, u_-)$.

**Proof.** The fact that $\mathcal{F}_\varepsilon$ is a bijection between the two spaces follows directly from its definition.

Regarding the inequalities we have
\[
\|J_\varepsilon^{-\frac{1}{2}} \nabla x' u\|^2_{L_2(\omega)} = \int_{\omega_+} (J_\varepsilon^+)^{-\frac{1}{2}} |\nabla x' u_+|^2 \, dx' + \int_{\omega_-} (J_\varepsilon^-)^{-\frac{1}{2}} |\nabla x' u_-|^2 \, dx' \\
= \int_{\omega_+} J_\varepsilon^+ (J_\varepsilon^+) J_\varepsilon^+ |\nabla x' u_+|^2 \, dx' + \int_{\omega_-} J_\varepsilon^- (J_\varepsilon^-) J_\varepsilon^- |\nabla x' u_-|^2 \, dx' \\
\leq \int_{\omega_+} J_\varepsilon^+ (\nabla x' u_+) G_\varepsilon^+ \nabla x' u_+ \, dx' + \int_{\omega_-} J_\varepsilon^- (\nabla x' u_-) G_\varepsilon^- \nabla x' u_- \, dx' \\
= \|\nabla x' u\|_{L_2(\mathcal{F}_\varepsilon)} \leq \int_{\omega_+} J_\varepsilon^+ |\nabla x' u_+|^2 \, dx' + \int_{\omega_-} J_\varepsilon^- |\nabla x' u_-|^2 \, dx' = \|\nabla x' u\|_{L_2(\omega, J_\varepsilon \, dx')}.
\]
where we have used the knowledge of the eigenvalues of $G_\pm$ and the fact that $1 \leq J^\pm_\epsilon$.

Define $\omega_{\delta} := \omega \cap \{ x' : 0 < \tau < \delta \}$. We recall that the set $\omega^\delta$ was introduced in (2-8), and in what follows $\omega^\delta$ is $\omega^\delta$ considered as a two-sided domain.

**Lemma 4.4.** If $u \in W^1_2(\omega)$, or, respectively, $u \in W^2_2(\omega)$, then $u \in L^2_2(\omega, J_\epsilon \, dx')$, or, respectively, $u \in W^1_2(\omega, J_\epsilon \, dx')$. The inequalities

$$\|u\|_{L^2_2(\omega, J_\epsilon \, dx')} \leq C \|u\|_{W^1_2(\omega)}, \quad (4-3)$$

$$\|u\|_{L^2_2(\omega^\delta, J_\epsilon \, dx')} \leq C \varepsilon^{2/3} \|u\|_{W^1_2(\omega)}, \quad (4-4)$$

$$\|u\|_{L^2_2(\omega^\delta, J_\epsilon \, dx')} \leq C \varepsilon^{2/3} \|\mathcal{F}_{\epsilon} u\|_{W^1_2(\gamma_{\epsilon})}, \quad (4-5)$$

$$\|u\|_{W^1_2(\omega, J_\epsilon \, dx')} \leq C \|u\|_{W^2_2(\omega)}, \quad (4-6)$$

hold true, where $C$ denotes positive constants independent of $\varepsilon$ and $u$.

**Proof.** Let $u \in W^1_2(\omega)$; then $u_\pm \in W^1_2(\omega)$, and for almost all $P \in \partial \omega$ the function $u_\pm(P + \cdot v(P))$ belongs to $W^1_2(0, \tau_0)$. Let $\chi = \chi(\tau)$ be an infinitely differentiable cut-off function vanishing as $\tau \geq \tau_0$ and being one as $\tau \leq \tau_0 / 2$. Then $u_\pm = u_\pm \chi$ for $\tau \in [0, \tau_0 / 2)$, and

$$u_\pm = \int_{\tau_0}^\tau \frac{\partial (u_\pm \chi)}{\partial \tau} \, d\tau, \quad \|u_\pm(P + \tau v(P))\|^2 \leq C \|u_\pm(P + \cdot v(P))\|^2_{W^1_2(0, \tau_0)}, \quad \tau \in [0, \tau_0 / 2],$$

where $C$ is a positive constant independent of $P$ and $u_\pm$. We multiply the last inequality by $J^\pm_\epsilon$, integrate over $\partial \omega$, and take into account (3-5) to obtain

$$\int_{\partial \omega} \|u_\pm(P + \tau v(P))\|^2 |\det^{-1} M| \, d\omega \leq C \|u_\pm\|^2_{W^1_2(\omega^\tau_0)},$$

where $C$ is a positive constant independent of $\partial \omega$ and $u_\pm$. The above estimate, inequality (3-6), the definition (3-2) of $J^\pm_\epsilon$ and the smoothness of $h_\pm$ imply

$$\int_\omega \|u_\pm\|^2 J^\pm_\epsilon \, dx' = \int_{\omega^\delta} \|u_\pm\|^2 J^\pm_\epsilon \, dx' + \int_{\omega^\delta} \|u_\pm\|^2 J^\pm_\epsilon \, dx', \quad \delta \in (0, \tau_0 / 2),$$

$$\int_{\omega^\delta} \|u_\pm\|^2 J^\pm_\epsilon \, dx' \leq C(\delta) \|u_\pm\|^2_{L^2_2(\omega^\delta)},$$

$$\int_{\omega^\delta} \|u_\pm\|^2 J^\pm_\epsilon \, dx' = \int_{0}^{\delta} d\tau \int_{\partial \omega} \|u_\pm\|^2 J^\pm_\epsilon |\det^{-1} M| \, d\omega \leq C \|u_\pm\|^2_{W^1_2(\omega)} \int_{0}^{\delta} \sqrt{1 + C_4 \varepsilon^2 \tau^{-1}} \, d\tau, \quad (4-7)$$

where the constants $C$ and $C(\delta)$ are independent of $\varepsilon$ and $u_\pm$, and $C$ is independent of $ \delta$. Taking $\delta = \tau_0 / 2$, we see that $u \in L^2_2(\omega, J_\epsilon \, dx')$ and thus the estimate (4-3) holds. If we now take $\delta = \varepsilon^{4/3}$ in (4-7) instead and use the identity

$$\int_{0}^{\delta} \sqrt{1 + \varepsilon^2 C_4 \tau^{-1}} \, d\tau = \delta^\pm(\delta) := \sqrt{\delta^2 + C_4 \varepsilon^2 \delta} + \frac{C_4}{2} \varepsilon^2 \ln \frac{C_4 \varepsilon^2 + 2 \delta + 2 \sqrt{\delta^2 + C_4 \varepsilon^2 \delta}}{C_4 \varepsilon^2},$$
we obtain (4-4).

Let us prove (4-5). We integrate by parts as follows:

\[ \int_{\omega^{4/3}} |u|_2 J^\pm dx' \leq C \int_{\partial \omega} d\omega \int_{0}^{\epsilon^{4/3}} |u|_2 J^\pm d\tau, \]

\[ \int_{\epsilon^{4/3}} |u|_2 J^\pm d\tau = |u|_2 J^\pm_{\tau=0} - 2 \int_{0}^{\epsilon^{4/3}} J^\pm_{\tau=0} Re u \frac{\partial u}{\partial \tau} d\tau \]

\[ \leq \int_{\epsilon^{4/3}} |u|_2 J^\pm_{\tau=0} d\tau + \int_{\epsilon^{4/3}} |u|_2 J^\pm d\tau \]

\[ \leq C \epsilon^{4/3} \left( \int_{\partial \omega} |u|_2^2 d\omega + \int_{\partial \omega} \left( \frac{1}{J^\pm} |\nabla x' u|^2 + J^\pm |u|^2 \right) d\tau \right). \]

By the embedding of \( W^1_2(\omega^{4/3}) \) into \( L^2(\{x : \tau = \epsilon^{4/3}\}) \) we have the estimate

\[ \int_{\partial \omega} |u|_2^2 d\omega \leq C \|u\|_2^2 \]

where the constants \( C \) are independent of \( \epsilon \) and \( u \). These two last estimates together with (4-2) yield (4-5).

To prove the second part of the lemma related to the case \( u \in W^2_2(\omega) \) it is sufficient to note that since \( u_\pm, \nabla x' u_\pm \in W^1_2(\omega) \), by the first part of the lemma these functions belong to \( L^2(\omega, J^\pm dx') \), and the estimates (4-3), (4-4) are valid for \( u \) replaced by \( \nabla x' u \). This completes the proof.

\[ \square \]

Proof of Theorem 2.1. Let \( f \in L^2(\mathcal{F}_\epsilon) \); then \( f := \mathcal{F}_\epsilon f \in L^2(\omega, J_\epsilon dx') \subseteq L^2(\omega) \). Let \( u^{(\epsilon)} := (\mathcal{H}_\epsilon - z)^{-1} f, u^{(0)} := (\mathcal{H}_0 - z)^{-1} \mathcal{F}_\epsilon^{-1} f \). By the definitions of \( \mathcal{H}_\epsilon \) and \( \mathcal{H}_0 \) we have

\[ \mathcal{H}_\epsilon [u^{(\epsilon)}, \varphi] - z [u^{(\epsilon)}, \varphi]_{L^2(\mathcal{F}_\epsilon)} = (f, \varphi)_{L^2(\mathcal{F}_\epsilon)} \text{ for each } \varphi \in W^1_2(\mathcal{F}_\epsilon), \]

\[ \mathcal{H}_0 [u^{(0)}, \varphi] - z [u^{(0)}, \varphi]_{L^2(\omega)} = (f, \varphi)_{L^2(\omega)} \text{ for each } \varphi \in W^1_2(\omega). \]

Since \( u^{(0)} \in W^2_2(\omega) \), by Lemmas 3.1 and 4.4, \( u^{(0)} := \mathcal{F}_\epsilon u^{(0)} \in W^1_2(\mathcal{F}_\epsilon) \). Hence, \( v^{(\epsilon)} := u^{(\epsilon)} - u^{(0)} \in W^1_2(S_\epsilon) \) and this can be used as a test function in (4-8):

\[ \mathcal{H}_\epsilon [u^{(\epsilon)}, v^{(\epsilon)}] - z [u^{(\epsilon)}, v^{(\epsilon)}]_{L^2(\mathcal{F}_\epsilon)} = (f, v^{(\epsilon)})_{L^2(\mathcal{F}_\epsilon)}. \]

The identity \( u^{(\epsilon)} = v^{(\epsilon)} + u^{(0)} \) yields

\[ \| \nabla v^{(\epsilon)} \|^2_{L^2(S_\epsilon)} - \| v^{(\epsilon)} \|^2_{L^2(S_\epsilon)} = (f, v^{(\epsilon)})_{L^2(\mathcal{F}_\epsilon)} - (\nabla u^{(0)}, \nabla v^{(\epsilon)})_{L^2(\omega)} + z(u^{(0)}, v^{(\epsilon)})_{L^2(\omega)}. \]

We parametrize \( S_\epsilon \) as \( x' = x', x_n+1 = \pm \epsilon h_{\pm}(x') \), and use the definition of the scalar product of \( \nabla u^{(0)} \) and \( \nabla v^{(\epsilon)} \) in \( L^2(\omega) \). It implies

\[ (f, v^{(\epsilon)})_{L^2(\omega)} - (\nabla u^{(0)}, \nabla v^{(\epsilon)})_{L^2(S_\epsilon)} + z(u^{(0)}, v^{(\epsilon)})_{L^2(S_\epsilon)} \]

\[ = (f_+, J_\epsilon^+ v^{(\epsilon)})_{L^2(\omega_+)} + (f_-, J_\epsilon^- v^{(\epsilon)})_{L^2(\omega_-)} - ((J_\epsilon^+ G^{-1}_- \nabla x' u^{(0)}_-, \nabla x' v^{(\epsilon)}_+)_{L^2(\omega_+)} \]

\[ + (J_\epsilon^- G^{-1}_- \nabla x' u^{(0)}_+, \nabla x' v^{(\epsilon)}_-)_{L^2(\omega_-)}) + z(u^{(0)}, J_\epsilon^+ v^{(\epsilon)})_{L^2(\omega_+)} + z(u^{(0)}, J_\epsilon^- v^{(\epsilon)})_{L^2(\omega_-)}, \]
where \( v^{(e)} = (v_+^{(e)}, v_-^{(e)}) = g_{\cdot}^{-1} v^{(e)} \) and \( G^{ij}_{\pm} \) are the entries of the inverse matrix \( G^{\pm}_\pm \). We substitute the last formula into (4-10) and then sum it with (4-9), where we take \( \varphi = v^{(e)} \in W^2_2(\omega, J_\varepsilon \, dx') \subset W^1_2(\omega) \):

\[
\|\nabla v^{(e)}\|_{L^2(S_\varepsilon)}^2 - z \|v^{(e)}\|_{L^2(S_\varepsilon)}^2 = R^+ + R^- ,
\]

\[
R^\pm = (f_\pm, (J_\varepsilon^\pm - 1)v^{(e)}_\pm)_{L^2(\omega)} - (J_\varepsilon^\pm G^{\pm}_{\pm} \nabla_{x'} u^{(0)}_\pm, \nabla_{x'} v^{(e)}_\pm)_{L^2(\omega)} + (\nabla_{x'} u^{(0)}_\pm, \nabla_{x'} v^{(e)}_\pm)_{L^2(\omega)} + z(u^{(0)}_\pm, (J_\varepsilon^\pm - 1)v^{(e)}_\pm)_{L^2(\omega)}.
\]

Let us estimate \( R^\pm \) which we shall write as

\[
R^\pm = R^+_1 + R^+_2 ,
\]

where

\[
R^+_1 = (f_\pm, (J_\varepsilon^\pm - 1)v^{(e)}_\pm)_{L^2(\omega)} - (J_\varepsilon^\pm G^{\pm}_{\pm} \nabla_{x'} u^{(0)}_\pm, \nabla_{x'} v^{(e)}_\pm)_{L^2(\omega)} + (\nabla_{x'} u^{(0)}_\pm, \nabla_{x'} v^{(e)}_\pm)_{L^2(\omega)} + z(u^{(0)}_\pm, (J_\varepsilon^\pm - 1)v^{(e)}_\pm)_{L^2(\omega)} ,
\]

\[
R^+_2 = (f_\pm, (J_\varepsilon^\pm - 1)v^{(e)}_\pm)_{L^2(\omega)} - (J_\varepsilon^\pm G^{\pm}_{\pm} \nabla_{x'} u^{(0)}_\pm, \nabla_{x'} v^{(e)}_\pm)_{L^2(\omega)} + (\nabla_{x'} u^{(0)}_\pm, \nabla_{x'} v^{(e)}_\pm)_{L^2(\omega)} + z(u^{(0)}_\pm, (J_\varepsilon^\pm - 1)v^{(e)}_\pm)_{L^2(\omega)} ,
\]

and \( \delta := \varepsilon^4/3 \). As \( x' \in \omega_\delta \), by (3-6) we have

\[ \varepsilon^2 \|\nabla_{x'} h\|_2 \leq C \varepsilon^{2/3}, \quad \|G^{\pm}_\pm - I\| \leq C \varepsilon^{2/3}, \quad \|J_\varepsilon^\pm - 1\| \leq C \varepsilon^{2/3}, \quad \|J_\varepsilon^\pm - 1\|^{-1} \leq C \varepsilon^{2/3}. \]

Hereinafter by \( C \) we indicate nonessential positive constants independent of \( \varepsilon, u^{(e)}, u^{(0)}, \) and \( f \). Hence, by Lemmas 3.1, 4.4 and Schwarz’s inequality,

\[
\begin{align*}
| (f_\pm, (J_\varepsilon^\pm - 1)v^{(e)}_\pm)_{L^2(\omega)} | & \leq C \varepsilon^{2/3} \|f\|_{L^2(\omega, J_\varepsilon \, dx')} \|v^{(e)}_\pm\|_{L^2(\omega, J_\varepsilon \, dx')} \leq C \varepsilon^{2/3} \|f\|_{L^2(\omega)} \|v^{(e)}\|_{L^2(\omega)} , \\
| z(u^{(0)}_\pm, (J_\varepsilon^\pm - 1)v^{(e)}_\pm)_{L^2(\omega)} | & \leq C \varepsilon^{2/3} \|u^{(0)}\|_{L^2(\omega)} \|v^{(e)}\|_{L^2(\omega)} , \\
| (\nabla_{x'} u^{(0)}_\pm, \nabla_{x'} v^{(e)}_\pm)_{L^2(\omega)} | & \leq C \varepsilon^{2/3} \|u^{(0)}\|_{W^2_1(\omega)} \|v^{(e)}\|_{L^2(\omega)} \leq C \varepsilon^{2/3} \|u^{(0)}\|_{W^2_1(\omega)} \|\nabla_{x'} v^{(e)}\|_{L^2(\omega)} ,
\end{align*}
\]

and therefore

\[
R^+_1 + R^+_2 \leq C \varepsilon^{2/3} \|u^{(0)}\|_{W^2_1(\omega)} \|v^{(e)}\|_{W^2_1(\omega)} .
\]

To estimate \( R^\pm_2 \) we employ (4-3), (4-4), (4-5). We begin with the first term in \( R^\pm_2 \) applying again Schwarz’s inequality and (4-5) to obtain

\[
| (f_\pm, (J_\varepsilon^\pm - 1)v^{(e)}_\pm)_{L^2(\omega)} | \leq \|f\|_{L^2(\omega, J_\varepsilon \, dx')} \|(1 - (J_\varepsilon^\pm)^{-1})v^{(e)}_\pm\|_{L^2(\omega, J_\varepsilon^\pm \, dx')} \leq \|f\|_{L^2(\omega)} \|v^{(e)}_\pm\|_{L^2(\omega, J_\varepsilon^\pm \, dx')} \leq C \varepsilon^{2/3} \|f\|_{L^2(\omega)} \|v^{(e)}\|_{W^1_2(\omega)} .
\]
Employing (4-2), (4-3) and (4-5) in the same way we get two more estimates:

\[
|z(u_\pm, (J_\varepsilon \pm 1)v^{(e)})|_{L_2(\omega^\delta)} \leq C \|u_\pm\|_{L_2(\omega^\delta, J_\varepsilon^\pm \, dx')} \|v\|_{L_2(\omega^\delta, J_\varepsilon^\pm \, dx')}
\leq C \varepsilon^{2/3} \|u\|_{W_2^1(\omega)} \|v\|_{W_2^1(S_\varepsilon)},
\]

\[
\|([\nabla_x u_\pm^0, \nabla_x v_\pm^0])_{L_2(\omega^\delta)}\| \leq \|([J_\varepsilon^\pm \frac{1}{2} \nabla_x u_\pm^0]_{L_2(\omega^\delta)} \|([J_\varepsilon^\pm \frac{1}{2} \nabla_x v_\pm^0]_{L_2(\omega^\delta)}
\leq C \varepsilon^{2/3} \|u\|_{W_2^1(\omega)} \|v\|_{L_2(\omega^\delta)}
\]
(4-15)

Since

\[
(G_\pm^{-1} \nabla_x u_\pm^0, \nabla_x v_\pm^0)_{\mathbb{R}^n} = \nabla \partial_\varepsilon u_\pm^0, \nabla v_\pm^0,
\]
by Schwarz’s inequality we have

\[
\|[(G_\pm^{-1} \nabla_x u_\pm^0, \nabla_x v_\pm^0)]_{L_2(\omega^\delta)}\| \leq \|\nabla v\|_{L_2(S_\varepsilon)} \|u_\pm\|_{W_2^1(\omega^\delta)} \|\nabla v\|_{L_2(S_\varepsilon)} \|u_\pm\|_{W_2^1(\omega^\delta)}
\]
Here we have used the inequality

\[
\sum_{i,j=1}^n G_{ij}^\pm \xi_i \xi_j \leq \sum_{i=1}^n |\xi_i|^2,
\]
which follows from Lemma 3.1. Using (4-6) we get

\[
\|[(G_\pm^{-1} \nabla_x u_\pm^0, \nabla_x v_\pm^0)]_{L_2(\omega^\delta)}\| \leq \|\nabla v\|_{L_2(S_\varepsilon)} \|u_\pm\|_{W_2^1(\omega^\delta)} \|\nabla v\|_{L_2(S_\varepsilon)} \|u_\pm\|_{W_2^1(\omega^\delta)}
\]
which with (4-14) and (4-15) yields

\[
|R_2^+ + R_2^-| \leq C \varepsilon^{2/3} \|u\|_{W_2^1(\omega)} \|v\|_{W_2^1(S_\varepsilon)}.
\]
Together with (4-1), (4-11), (4-12), (4-13) it follows that

\[
\|\nabla v\|_{L_2(S_\varepsilon)}^2 - \|v\|_{L_2(S_\varepsilon)}^2 \|u\|_{W_2^1(S_\varepsilon)} \|v\|_{W_2^1(S_\varepsilon)} \|f\|_{L_2(\omega)} \|v\|_{W_2^1(S_\varepsilon)}
\]
Since

\[
\|\nabla v\|_{L_2(S_\varepsilon)}^2 - \|v\|_{L_2(S_\varepsilon)}^2 \|u\|_{W_2^1(S_\varepsilon)} \|v\|_{W_2^1(S_\varepsilon)} \geq C \|v\|_{W_2^1(S_\varepsilon)}
\]
we arrive at (2-6), completing the proof. 

\[\square\]

Remark 4.5. The proof above uses the estimates from Lemma 4.4 which include a measure of the boundary behavior by means of the weight function $J_\varepsilon$. A different approach which may also be used to prove convergence of the resolvent in similar situations is based on inequalities of Hardy type instead, possibly allowing for a better control of the behavior near the boundary — see [Krejčiřík and Zuazua 2010] for an illustration of this principle.

In the proof of Theorem 2.4 in the next section we shall use the following auxiliary lemma which is convenient to prove in this section.
Lemma 4.6. Let \( \lambda \) be a \( m \)-multiple eigenvalue of \( \mathcal{H}_0 \), and \( \lambda_i(\varepsilon), i = 1, \ldots, m \), be the eigenvalues of \( \mathcal{H}_\varepsilon \) taken counting multiplicity and converging to \( \lambda \), and \( \psi^{(i)}_\varepsilon \) be the associated eigenfunctions orthonormalized in \( L_2(S_\varepsilon) \). For \( z \) close to \( \lambda \) the representation

\[
(\mathcal{H}_\varepsilon - z)^{-1} = \sum_{i=1}^{m} \frac{\psi^{(i)}_\varepsilon}{\lambda_i(\varepsilon) - z} \langle \cdot, \psi^{(i)}_\varepsilon \rangle_{L_2(S_\varepsilon)} + \mathcal{R}_\varepsilon(z)
\]

holds true, where the operator \( \mathcal{R}_\varepsilon(z) : L_2(S_\varepsilon) \to W^1_2(S_\varepsilon) \) is bounded uniformly in \( \varepsilon \) and \( z \). The range of \( \mathcal{R}_\varepsilon(z) \) is orthogonal to all \( \psi^{(i)}_\varepsilon \), \( i = 1, \ldots, m \).

Proof. We choose a fixed \( \delta \) so that the disk \( B_\delta(\lambda) := \{z : |z - \lambda| < \delta\} \) contains no eigenvalues of \( \mathcal{H}_0 \) except \( \lambda \) and

\[
\text{dist}\{\partial B_\delta(\lambda), \sigma_d(\mathcal{H}_0)\} \geq \delta.
\]

Then, by Theorem 2.3, for sufficiently small \( \varepsilon \) this disk contains the eigenvalues \( \lambda_i(\varepsilon), i = 1, \ldots, m \), and no other eigenvalues of \( \mathcal{H}_\varepsilon \), and

\[
\text{dist}\{B_\delta(\lambda), \sigma_d(\mathcal{H}_\varepsilon) \setminus \{\lambda_i(\varepsilon), i = 1, \ldots, m\}\} \geq \frac{\delta}{2}.
\]

(4-16)

Denote by \( V_\varepsilon \) the orthogonal complement to \( \psi^{(i)}_\varepsilon \), \( i = 1, \ldots, m \), in \( L_2(S_\varepsilon) \). By [Kato 1966, Chapter V, Section 3.5, Equations (3.21)] the representation (3-29) holds true, where \( \mathcal{R}_\varepsilon(z) \) is the part of the resolvent \( (\mathcal{H}_\varepsilon - z)^{-1} \) acting in \( V_\varepsilon \) and

\[
\|\mathcal{R}_\varepsilon(z)\|_{V_\varepsilon \to V_\varepsilon} \leq \frac{1}{\text{dist}\{B_\delta(\lambda), \sigma_d(\mathcal{H}_\varepsilon) \setminus \{\lambda_i(\varepsilon), i = 1, \ldots, m\}\}} \leq \frac{2}{\delta}
\]

(4-17)

for \( z \in B_\delta(\lambda) \), where we have used (4-16). Hence, the range of \( \mathcal{R}_\varepsilon(z) \) is orthogonal to \( \psi^{(i)}_\varepsilon \), \( i = 1, \ldots, m \).

It is easy to check that the function \( u_\varepsilon := \mathcal{R}_\varepsilon(z) f, f \in L_2(S_\varepsilon) \), solves the equation

\[
(\mathcal{H}_\varepsilon - z)u_\varepsilon = f_\varepsilon, \quad f_\varepsilon := f - \sum_{i=1}^{m} \psi^{(i)}_\varepsilon \langle f, \psi^{(i)}_\varepsilon \rangle_{L_2(S_\varepsilon)}, \quad \|f_\varepsilon\|_{L_2(S_\varepsilon)} \leq \|f\|_{L_2(S_\varepsilon)}.
\]

Hence, by the definition of \( \mathcal{H}_\varepsilon \) and (4-17),

\[
\|\nabla u_\varepsilon\|_{L_2(S_\varepsilon)} \leq z\|u_\varepsilon\|^2_{L_2(S_\varepsilon)} + (f_\varepsilon, u_\varepsilon)_{L_2(S_\varepsilon)} \leq |z\|\|u_\varepsilon\|^2_{L_2(S_\varepsilon)} + \|f_\varepsilon\|_{L_2(S_\varepsilon)} \|u_\varepsilon\|_{L_2(S_\varepsilon)} \leq C(\varepsilon) \|f\|^2_{L_2(S_\varepsilon)},
\]

where the constant \( C(\varepsilon) \) is independent of \( \varepsilon \) and \( f \). The last estimate and (4-17) complete the proof. \( \square \)

5. Asymptotic expansions

In this section we give the proof of Theorem 2.4 which will be divided into two parts. We first build the asymptotic expansions formally, where the core of the formal construction is the method of matching asymptotic expansions [Il’in 1992]. The second part is devoted to the justification of the asymptotics, i.e., obtaining estimates for the error terms.
The formal construction consists of determining the outer and inner expansions on the base of the perturbed eigenvalue problem and the matching of these expansions. The outer expansion is used to approximate the perturbed eigenfunctions outside a small neighborhood of \( \partial \omega \). It is constructed in terms of the variables \( x' \) using the first parametrization of \( \mathcal{F}_\varepsilon \) given in the previous sections. In a vicinity of \( \partial \omega \) the perturbed eigenfunctions are approximated by the inner expansion which is based on the second parametrization of \( \mathcal{F}_\varepsilon \) and is constructed in terms of the variables \( (\xi, s) \).

**Outer expansion: First term.** By Theorem 2.3 there exist exactly \( m \) eigenvalues of \( \mathcal{H}_\varepsilon \) converging to \( \lambda \) counting multiplicities. We denote these eigenvalues by \( \lambda_k(\varepsilon), k = 1, \ldots, m \), while the symbols \( \psi^{(k)}_\varepsilon \) will denote the associated eigenfunctions. We construct the asymptotics for \( \lambda_k(\varepsilon) \) as

\[
\lambda_k(\varepsilon) = \lambda + \varepsilon^2 \ln \varepsilon \mu_k \left( \frac{1}{\ln \varepsilon} \right) + \cdots. \tag{5-1}
\]

Hereinafter terms like \( \ln \varepsilon A \) are understood as \( \ln(\varepsilon)A \). In accordance with the method of matching asymptotic expansions we form the asymptotics for \( \psi^{(k)}_\varepsilon \) as the sum of outer and inner expansions. The outer expansion is built as

\[
\psi^{(k)}_{\varepsilon, \text{ex}} = \mathcal{F}_\varepsilon (\psi_k + \varepsilon^2 \ln \varepsilon \phi_k + \cdots), \tag{5-2}
\]

where \( \phi_k = (\phi_+^{(k)}, \phi_-^{(k)}), \phi_{\pm}^{(k)} = \phi_{\pm}^{(k)}(x', \varepsilon) \), and the eigenfunctions \( \psi_k \) are chosen as described before the statement of Theorem 2.4. We also recall that these functions depend on \( \varepsilon \) in the case where \( \lambda \) is a multiple eigenvalue.

We substitute the identities (5-1), (5-2), and (3-3) into the eigenvalue equation

\[
\mathcal{H}_\varepsilon \psi^{(k)}_\varepsilon = \lambda(\varepsilon) \psi^{(k)}_\varepsilon, \tag{5-3}
\]

and take into account the eigenvalue equations for \( \psi_i \). It implies the equations for \( \phi_k \), namely,

\[
(-\Delta x' - \lambda) \phi_{\pm}^{(k)} = \frac{1}{\ln \varepsilon} f_{2, \pm}^{(k)} + \mu_k \psi_{\pm}^{(k)}, \quad x' \in \omega \pm, \quad f_{2, \pm}^{(k)} := \mathcal{H}_{\pm}^{(2)} \psi_{\pm}^{(k)},
\]

\[
\mathcal{H}_{\pm}^{(2)} := - \text{div}_{x'} Q_{\pm} \nabla_{x'} = \frac{|\nabla_{x'} h_{\pm}|^2}{2} \Delta_{x'} + \frac{1}{2} \text{div}_{x'} |\nabla_{x'} h_{\pm}|^2 \nabla_{x'}. \tag{5-4}
\]

The functions \( \psi_{\pm}^{(i)} \) are infinitely differentiable in \( \bar{\omega} \), and thus

\[
\psi^{(k)}_{\pm}(x', \varepsilon) = \psi^{(0)}_{k}(P, \varepsilon) \pm \psi^{(1)}_{k}(P, \varepsilon) \tau + \psi^{(2, \pm)}_{k}(P, \varepsilon) \tau^2 + \mathcal{O}(\tau^3), \quad P \in \partial \omega, \tag{5-5}
\]

as \( \tau \to +0 \), where, by the definition of the domain of \( \mathcal{H}_0 \),

\[
\psi^{(0)}_{k} := \psi^{(k)}_+ \big|_{\partial \omega} = \psi^{(k)}_- \big|_{\partial \omega}, \quad \psi^{(1)}_{k} := \frac{\partial \psi^{(k)}_+}{\partial \tau} \big|_{\partial \omega} = - \frac{\partial \psi^{(k)}_-}{\partial \tau} \big|_{\partial \omega}, \quad \psi^{(2, \pm)}_{k} := \frac{1}{2} \frac{\partial^2 \psi^{(k)}_{\pm}}{\partial \tau^2} \big|_{\partial \omega},
\]

\[
\psi^{(j)}_{k}, \psi^{(2, \pm)}_{k} \in C^{\infty}(\partial \omega).
\]

The functions \( \psi^{(i)}_{k} \) depend on \( \varepsilon \) only if \( \lambda \) is a multiple eigenvalue, since the same is true for the functions \( \psi_{k} \).
In view of the identity (3-12) we rewrite (5-5) as

\[ \psi^{(k)}_{\pm}(x', \varepsilon) = \Psi^{(0)}_k(P, \varepsilon) \pm \Psi^{(1)}_k(P, \varepsilon)\xi^2 + \Psi^{(2, \pm)}_k(P, \varepsilon)\xi^4 + O(\xi^6), \quad \xi \to +0. \]

\[ \psi^{(k)}_{\pm}(x', \varepsilon) = \Psi^{(0)}_k(P, \varepsilon) \pm \varepsilon^2 \Psi^{(1)}_k(P, \varepsilon)\xi^2 + \varepsilon^4 \Psi^{(2, \pm)}_k(P, \varepsilon)\xi^4 + O(\varepsilon^6 \xi^6), \quad \varepsilon \xi \to 0. \quad (5-6) \]

**Inner expansion.** In accordance with the method of matching asymptotic expansions the identities (5-2), (5-6) yield that the inner expansion for the eigenfunctions \(\psi^{(k)}_{\varepsilon}\) should read

\[ \psi^{(k)}_{\varepsilon, \text{in}}(\xi, P, \varepsilon) = \sum_{i=0}^{4} \varepsilon^i v^{(k)}_i(\xi, P, \varepsilon) + \cdots, \quad (5-7) \]

where the coefficients must satisfy the following asymptotics as \(\xi \to \pm \infty:\)

\[ v^{(k)}_0(\xi, P, \varepsilon) = \Psi^{(0)}_k(P, \varepsilon) + o(1), \quad (5-8) \]

\[ v^{(k)}_1(\xi, P, \varepsilon) = o(|\xi|), \quad (5-9) \]

\[ v^{(k)}_2(\xi, P, \varepsilon) = \pm \Psi^{(1)}_k(P, \varepsilon)\xi^2 + o(|\xi|^2), \quad (5-10) \]

\[ v^{(k)}_3(\xi, P, \varepsilon) = o(|\xi|^3), \]

\[ v^{(k)}_4(\xi, P, \varepsilon) = \Psi^{(2, \pm)}_k(P, \varepsilon)\xi^4 + o(|\xi|^4). \]

These asymptotics mean that the first term of the outer expansion is matched with the inner expansion.

We substitute (5-1), (5-7), (3-25), (3-21) into the eigenvalue equation (5-3) and equate the coefficients of \(\varepsilon^{-4}\). This implies the equation for \(v^{(k)}_0\):

\[ \mathcal{L}_{-4} v^{(k)}_0 \equiv -\frac{1}{\sqrt{4\xi^2 + b_1^2}} \frac{\partial}{\partial \xi} \frac{1}{\sqrt{4\xi^2 + b_1^2}} \frac{\partial v^{(k)}_0}{\partial \xi} = 0 \quad \text{on } \mathbb{R} \times \partial \omega. \]

The solution to the last equation satisfying (5-8) is obviously

\[ v^{(k)}_0(\xi, P, \varepsilon) \equiv \Psi^{(0)}_k(P, \varepsilon). \quad (5-11) \]

We then substitute this identity and (5-1), (5-7), (3-25), (3-26), (3-27), (3-25) into (5-3) and equate the coefficients at \(\varepsilon^i, i = -3, \ldots, 0\), leading us to the equations for \(v^{(k)}_i, i = 1, \ldots, 4:\)

\[ \mathcal{L}_{-4} v^{(k)}_1 = 0 \quad \text{on } \mathbb{R} \times \partial \omega, \quad (5-12) \]

\[ \mathcal{L}_{-4} v^{(k)}_2 = 0 \quad \text{on } \mathbb{R} \times \partial \omega, \quad (5-13) \]

\[ \mathcal{L}_{-4} v^{(k)}_3 + \mathcal{L}_{-3} v^{(k)}_2 + \mathcal{L}_{-2} v^{(k)}_1 = 0 \quad \text{on } \mathbb{R} \times \partial \omega, \quad (5-14) \]

\[ \mathcal{L}_{-4} v^{(k)}_4 + \mathcal{L}_{-3} v^{(k)}_3 + \mathcal{L}_{-2} v^{(k)}_2 + \mathcal{L}_{-1} v^{(k)}_1 + \mathcal{L}_0 v^{(k)}_0 = \lambda v^{(k)}_0 \quad \text{on } \mathbb{R} \times \partial \omega, \quad (5-15) \]

where we have used that

\[ \mathcal{L}_i v^{(k)}_0 = 0, \quad i = -3, \ldots, -1, \]
due to (3-26), (3-27), (5-11). The only solution to (5-12) satisfying (5-9) is independent of \( \xi \):

\[
v_1^{(k)}(\xi, P, \varepsilon) = C_1^{(k,0)}(P, \varepsilon),
\]

(5-16)

where \( C_1^{(k,0)} \) is an unknown function to be determined.

Equation (5-13) can be solved, and the solution satisfying (5-10) is

\[
v_2^{(k)}(\xi, P, \varepsilon) = \Psi_0^{(1)}(P, \varepsilon)X_1(\xi, b_1(P)) + C_2^{(k,0)}(P, \varepsilon),
\]

(5-17)

\[
X_1(\xi, b) := \frac{1}{2} x (4\xi^2 + b^2)^{\frac{1}{2}} + \frac{b^2}{4} \ln(2\xi^2 + (4\xi^2 + b^2)^{\frac{1}{2}}) - \frac{b^2}{4} \ln b,
\]

(5-18)

where \( C_2^{(k,0)} \) is an unknown function to be determined.

In view of (5-16), (5-17), (3-26), (3-27) and (5-13), Equation (5-14) may be written as

\[
\beta_{-4} \frac{\partial}{\partial \xi} \beta_{-4} \frac{\partial v_3^{(k)}}{\partial \xi} = -\beta_{-4} \frac{\partial}{\partial \xi} \beta_{-3} \frac{\partial v_2^{(k)}}{\partial \xi} \quad \text{on } \mathbb{R} \times \partial \omega.
\]

Employing the formulas (3-21), (5-17) and (5-18), we solve the last equation:

\[
v_3^{(k)}(\xi, P, \varepsilon) = \frac{\Psi_0^{(k,1)}(P, \varepsilon) b_1(P)b_2(P)}{2\beta_{-4}(\xi, P)} + C_3^{(k,1)}(P, \varepsilon)X_1(\xi) + C_3^{(k,0)}(P, \varepsilon)
\]

\[
= \frac{1}{2} \Psi_0^{(1)}(P, \varepsilon) b_1(P)b_2(P)(4\xi^2 + b_1^2(P))^{\frac{1}{2}} + C_3^{(k,1)}(P, \varepsilon)X_1(\xi) + C_3^{(k,0)}(P, \varepsilon),
\]

(5-19)

where \( C_3^{(k,1)} \) and \( C_3^{(k,0)} \) are unknown functions to be determined.

We substitute (5-16), (5-17), (5-18), (5-19), (3-26), (3-27), (3-28), (3-19) and (3-21) into (5-15) and then solve it to obtain

\[
v_4^{(k)} = \frac{1}{16} \Psi_0^{(k,1)}(P, \varepsilon) \xi \left( K(4\xi^2 + b_1^2)^{\frac{3}{2}} + 12b_1 b_3(4\xi^2 + b_1^2)^{\frac{1}{2}} + \frac{8b_2^2(8\xi^2 + 3b_1^2)}{4(4\xi^2 + b_1^2)^{\frac{1}{2}}}ight)
\]

\[
+ \frac{1}{2} C_3^{(k,1)} b_1 b_2(4\xi^2 + b_1^2)^{\frac{1}{2}} - \frac{1}{2} X_1^2(\Delta_\delta \omega + \lambda) \Psi_0^{(0)} + \frac{1}{2} X_2 b_1 \nabla b_1 \cdot \nabla \Psi_0^{(0)} + C_4^{(k,1)} X_1 + C_4^{(k,0)},
\]

where \( X_1 = X_1(\xi, b_1(P)) \),

\[
X_2 = X_2(\xi, b) := \xi^2 - b^2 X_3 \left( \frac{2\xi + \sqrt{4\xi^2 + b^2}}{b} \right), \quad X_3(z) := \frac{1}{8} \ln^2 z + \frac{1}{16} \left( z^2 - \frac{1}{z^2} \right) \ln z - \frac{1}{32} \left( z^2 + \frac{1}{z^2} \right),
\]

and \( C_4^{(k,0)} \) is \( C_4^{(k,0)}(P, \varepsilon) \) and \( C_4^{(k,1)} = C_4^{(k,1)}(P, \varepsilon) \) are unknown functions to be determined.

To determine the coefficient \( \phi^{(k)} \) in the outer expansion and the functions \( C_i^{(k,j)} \) in the inner one, we should match the constructed functions \( v_i^{(k)} \) with the outer expansion. In order to do it, we must find the asymptotics for the functions \( v_i^{(k)} \) as \( \xi \to \pm \infty \). We observe that the functions \( X_1, X_2 \in C^\infty(\mathbb{R} \times (0, +\infty)) \) satisfy the identities

\[
X_1(\xi, b) = \pm \xi^2 \pm \frac{b^2}{8} (2 \ln|\xi| + 1 + 4 \ln 2 - 2 \ln b) + O(\xi^{-2}), \quad \xi \to \pm \infty,
\]

\[
X_2(\xi, b) = \xi^2 \left( \frac{3}{2} - 2 \ln 2 + \ln b - \ln|\xi| \right) + O(\ln^2|\xi|), \quad \xi \to \pm \infty,
\]
uniformly in \( b \geq b_0 > 0 \), with \( b_0 \) any fixed constant. Taking these asymptotics into account, we write the asymptotics for \( u_i^{(k)} \) as \( \xi \to \pm \infty \) and then pass to the variables \((\tau, P)\):

\[
\sum_{i=0}^{4} e^{i} u_i^{(k)}(\xi, P, \varepsilon) = \Lambda_{k}^{(0)}(P, \varepsilon) + \frac{1}{2} \left( \pm \Psi_{k}^{(1)}(P, \varepsilon) K(P) - \Delta_{\omega} \Psi_{k}^{(0)}(P, \varepsilon) - \lambda \Psi_{k}^{(0)}(P, \varepsilon) \right) \varepsilon^2 + \mathcal{O}(\varepsilon^3),
\]

where

\[
W_{2,1,\pm}^{(k)} := - \frac{1}{4} b_1^2 \left( - \Psi_{k}^{(1)} + \tau \left( \Delta_{\omega} + \frac{2}{b_1} \nabla b_{1} \cdot \nabla + \lambda \right) \Psi_{k}^{(0)} \right),
\]

\[
W_{2,0,\pm}^{(k)} := - \frac{1}{4} b_1^2 \ln \tau \left( \Delta_{\omega} + \frac{2}{b_1} \nabla b_{1} \cdot \nabla + \lambda \right) \Psi_{k}^{(1)} + \tau \left( \Delta_{\omega} + \lambda \right) \Psi_{k}^{(0)} - \frac{1}{4} \left( 2 \ln 2 - \frac{3}{2} \right) b_1 \nabla b_{1} \cdot \nabla \Psi_{k}^{(0)} \pm \frac{1}{16} \left( 3 K b_1^2 + 32 b_2^2 + 24 b_1 b_3 \right) \Psi_{k}^{(1)} \pm \mathcal{O}(\varepsilon^2),
\]

\begin{equation}
\text{(5-20)}
\end{equation}

Taking into account the obtained formulas and (5-2), in accordance with the method of matching asymptotic expansions we conclude that

\[
C_{3}^{(k,1)}(P, \varepsilon) = C_{1}^{(k,0)}(P, \varepsilon) \equiv 0,
\]

\begin{equation}
\text{(5-22)}
\end{equation}

while the solutions to (5-4) should satisfy the asymptotics

\[
\phi_{\pm}^{(k)}(x', \varepsilon) = W_{2,1,\pm}^{(k)}(x', \varepsilon) + \frac{1}{\ln \varepsilon} W_{2,0,\pm}^{(k)}(x', \varepsilon) + o(\tau), \quad \tau \to 0.
\]

\begin{equation}
\text{(5-23)}
\end{equation}

Moreover, the identity

\[
\frac{1}{2} \left( \pm \Psi_{k}^{(1)} K - \Delta_{\omega} \Psi_{k}^{(0)} - \lambda \Psi_{k}^{(0)} \right) = \Psi_{k}^{(2,\pm)},
\]

\begin{equation}
\text{(5-24)}
\end{equation}

should hold.

**Outer expansion: Second term.** We substitute (3-29) and (5-5) into the eigenvalue equation for \( \psi_{\pm}^{(k)} \) and equate the coefficient of \( \tau^0 \). This leads us to identity (5-24).

We proceed to the problem (5-4), (5-23). To study its solvability we shall make use of one more auxiliary lemma. Recall that the matrices \( M \) and \( \bar{M} \) are defined in (3-4) and (3-30), respectively.

**Lemma 5.1.** The functions \( f_{2,\pm}^{(k)} \) introduced in (5-4) satisfy the hypothesis of Lemma 3.4. In particular, the asymptotics (3-33) holds true with

\[
f_{2,\pm} = \pm \frac{b_1^2}{8 \ln \varepsilon} \Psi_{k}^{(1)}, \quad f_{3/2} = \frac{b_1 b_2}{4 \ln \varepsilon} \Psi_{k}^{(1)}, \quad f_{-1} = - \frac{b_1}{4 \ln \varepsilon} \left( \Psi_{k}^{(2,\pm)} - \frac{1}{b_1} \nabla b_{1} \cdot \nabla \Psi_{k}^{(0)} \pm K \Psi_{k}^{(1)} \right).
\]

\begin{equation}
\text{(5-25)}
\end{equation}

**Proof.** We begin with an obvious identity:

\[
f_{2,\pm}^{(k)} = \frac{1}{\ln \varepsilon} \left( - \text{div}_{x'} Q \pm \nabla_{x'} \psi_{\pm}^{(k)} + \frac{1}{2} \left( \nabla_{x'} h_{\pm}^2 + \nabla_{x'} \psi_{\pm}^{(k)} \right) \right).
\]

\begin{equation}
\text{(5-26)}
\end{equation}
which follows from the definition of \( f_{2,\pm}^{(k)} \) in (5-4). To prove the lemma, we shall pass to the variables \((\tau, s)\) in the obtained identity. It follows from (3-7), (3-12) and the definition of \( S_{\epsilon} \) that
\[
h_{\pm}(x') = t, \quad \pm t > 0.
\]
Hence, by (3-8), (3-10),
\[
h_{\pm}(x') = b(\pm \sqrt{\tau}, P) = \sum_{i=1}^{\infty} b_i(P)(\pm \sqrt{\tau})^i, \quad \tau \to +0.
\]
(5-27)

Thus, employing (3-4) and (5-26), we conclude that the functions \( f_{2,0,\pm}^{(k)} \) satisfy the hypothesis of Lemma 3.4 and in particular the asymptotics (3-33) holds true. It remains to prove the identities (5-25).

It follows from (3-44) that
\[
|\nabla_{x'} h_{\pm}|^2 = \left| \frac{\partial h_{\pm}}{\partial \tau} \right|^2 + \nabla h_{\pm} \cdot (E - \tau B g_{\partial \omega}^{-1})^{-2} \nabla h_{\pm}.
\]
(5-28)

We substitute (5-27) into the obtained identity and arrive at the asymptotics for \( |\nabla_{x'} h_{\pm}|^2 \):
\[
|\nabla_{x'} h_{\pm}|^2 = \sum_{j=-2}^{\infty} h_{j/2}^{\pm}(P) \tau^{j/2}, \quad h_{-1}^{\pm} = \frac{1}{4} b_1^2, \quad h_{-2}^{\pm} = \pm b_1 b_2, \quad \tau \to +0.
\]
(5-29)

Employing these formulas and (3-4), (3-30), (5-5) and (3-44) we rewrite the second term in the right-hand side of (5-26) as
\[
\frac{1}{2} (\nabla_{x'}|\nabla_{x'} h_{\pm}|^2 \cdot \nabla_{x'} \psi_{\pm}^{(k)})_{\mathbb{R}^n} = \frac{1}{2} \frac{\partial |\nabla_{x'} h_{\pm}|^2}{\partial \tau} \frac{\partial \psi_{\pm}^{(k)}}{\partial \tau} + \frac{1}{2} \nabla |\nabla_{x'} h_{\pm}|^2 \cdot (E - \tau B g_{\partial \omega}^{-1})^{-2} \nabla \psi_{\pm}^{(k)}
\]
\[
= \sum_{j=-4}^{\infty} f_{j/2}^{\pm,2} \tau^{j/2},
\]
(5-30)

where \( f_{j/2}^{\pm,2} \in C^\infty(\partial \omega) \) are some functions, and, in particular,
\[
f_{-2}^{\pm,2} = \frac{1}{8 \ln \epsilon} b_1^2 \psi_{k}^{(1)}, \quad f_{-3/2}^{\pm,2} = -\frac{1}{4 \ln \epsilon} b_1 b_2 \psi_{k}^{(1)}, \quad f_{-1}^{\pm,2} = -\frac{1}{4 \ln \epsilon} b_1^2 \left( \psi_{k}^{(2,\pm)} + \frac{1}{b_1} \nabla b_1 \cdot \nabla \psi_{k}^{(0)} \right).
\]
(5-31)

To obtain the same asymptotics for the first term in the right-hand side of (5-26), we employ first (3-43):
\[
- \text{div}_{x'} Q_{\pm} \nabla_{x'} \psi_{\pm}^{(k)} = -\frac{1}{\det M} \text{div}_{(\tau,s)}(\det M) \nabla_{(\tau,s)} h_{\pm} (\nabla_{(\tau,s)} h_{\pm})^* M \nabla_{(\tau,s)} \psi_{\pm}^{(k)}.
\]
(5-32)

It follows from the equations (3-29), (3-30), (5-27) that
\[
(\nabla_{(\tau,s)} h_{\pm})^* M \nabla_{(\tau,s)} \psi_{\pm}^{(k)} = \frac{\partial h_{\pm}}{\partial \tau} = \frac{\partial \psi_{\pm}^{(k)}}{\partial \tau} + \nabla h_{\pm} \cdot (E - \tau B g_{\partial \omega}^{-1})^{-2} \nabla \psi_{\pm}^{(k)} = \sum_{j=-1}^{\infty} c_{j/2}^{\pm,2} \tau^{j/2}, \quad \tau \to +0,
\]
\[(\det M) M \nabla_{(\tau,s)} h_{\pm} = \sum_{j=-1}^{\infty} c_{j/2}^{\pm,2} \tau^{j/2}, \quad \tau \to +0,
\]
where \( c_{j/2}^+ = c_{j/2}^- (P) \in C^\infty (\partial \omega) \) are some functions, \( c_{j/2}^\pm = c_{j/2}^\pm (P) \in C^\infty (\partial \omega) \) are some \( n \)-dimensional vector-functions, and

\[
c_{-1/2}^\pm = \frac{1}{2} b_1, \quad c_0^\pm = \pm b_2 \Psi^{(1)}_k, \quad c_{-1/2}^{\pm} = \pm \frac{1}{2} b_1 e_1, \quad c_0^\pm = b_2 e_1,
\]

and \( e_1 = (1, 0, \ldots, 0)^* \). We substitute the last identities into (5-32), which yields

\[
- \div_x \mathbf{Q}_x \nabla_x \psi^{(k)} \pm = \sum_{j=-4}^{\infty} f_{j/2}^{\pm, 1} \tau^{j/2}, \quad \tau \to +0,
\]

\[
f_{-2}^{\pm, 1} = \pm \frac{1}{4 \ln \varepsilon} b_1^{2} \Psi^{(1)}_k, \quad f_{-3/2}^{\pm, 1} = \frac{1}{2 \ln \varepsilon} b_1 b_2 \Psi^{(1)}_k, \quad f_{-1}^{\pm, 1} = \pm \frac{1}{4 \ln \varepsilon} b_1^{2} K \Psi^{(1)}_k.
\]

The last identity, (5-30), (5-31), (5-26) imply the formulas (5-25).

Taking into account (5-5), we apply Lemma 5.1 to problem (5-4). It implies that the right-hand side of (5-4) satisfies the hypothesis of Lemma 3.4 with the first four coefficients given by (5-25).

Given some functions \( V_k^{(0)}, V_k^{(1)} \in C^\infty (\partial \omega) \), suppose the solvability condition (3-34) holds true. Then by (3-36), (24), (25) there exists the unique solution to (5-4) with the asymptotics

\[
\phi^{(k)} = \frac{1}{\ln \varepsilon} \left( \pm \frac{1}{8} b_1^{2} \Psi^{(1)}_k \ln \tau + b_1 b_2 \Psi^{(1)}_k \tau^{1/2} + \tau (1 - \ln \tau) \left( \frac{1}{4} b_1^{2} \Psi^{(2, \pm)}_k + \frac{1}{2} b_1 \nabla b_1 \cdot \nabla \Psi^{(0)}_k \pm \frac{1}{8} K b_1^{2} \Psi^{(1)}_k \right) \right)
\]

\[
+ U_k^{(0)} \pm V_k^{(0)} + \tau \left( V_k^{(1)} \pm U_k^{(1)} \right) + O (\tau^{3/2})
\]

\[
= \frac{1}{\ln \varepsilon} \left( \pm \frac{1}{8} b_1^{2} \Psi^{(1)}_k \ln \tau + b_1 b_2 \Psi^{(1)}_k \tau^{1/2} + \tau (1 - \ln \tau) \left( \Delta_{\partial \omega} + \frac{2}{b_1} \nabla b_1 \cdot \nabla + \lambda \right) \Psi^{(0)}_k \right)
\]

\[
+ U_k^{(0)} \pm V_k^{(0)} + \tau \left( V_k^{(1)} \pm U_k^{(1)} \right), \quad \tau \to +0,
\]

(5-33)

where \( U_k^{(0)}, V_k^{(1)} \in C^\infty (\partial \omega) \) are some functions satisfying (3-37). We compare the last asymptotics with (5-20), (5-21), (5-23), take into consideration the identity (5-24) and arrive at the formulas for \( V_k^{(0)}, V_k^{(1)}, C_2^{(k, 0)} \) and \( C_4^{(k, 1)} \):

\[
V_k^{(0)} = - \frac{b_1^{2}}{4} \Psi^{(1)}_k + \frac{b_1^{2}}{8 \ln \varepsilon} (1 + 4 \ln 2 - 2 \ln b_1) \Psi^{(1)}_k, \quad C_2^{(k, 0)} = \ln \varepsilon U_k^{(0)},
\]

\[
V_k^{(1)} = \frac{b_1^{2}}{4} \left( \Delta_{\partial \omega} + \frac{2}{b_1} \nabla b_1 \cdot \nabla + \lambda \right) \Psi^{(0)}_k
\]

\[
\quad - \frac{b_1^{2}}{4 \ln \varepsilon} \left( (2 \ln 2 - \ln b_1 + 1) (\Delta_{\partial \omega} + \lambda) \Psi^{(0)}_k + \frac{4 \ln 2 - 2 b_1 - 2}{b_1} \nabla b_1 \cdot \nabla \Psi^{(0)}_k \right),
\]

\[
C_4^{(k, 1)} = \ln \varepsilon U_k^{(1)} - \frac{1}{16} (3 K b_1^{2} + 32 b_2^{2} + 24 b_1 b_3) \Psi^{(1)}_k.
\]

In what follows the functions \( V_k^{(0)}, V_k^{(1)}, C_2^{(k, 0)} \) and \( C_4^{(k, 1)} \) are supposed to be chosen in accordance with the above given formulas. Bearing these formulas, (5-24) and (5-25) in mind, we write the solvability
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Substituting the last identity into (5-35) and using (3-42) and (5-24), we get

\[
(f^{(k)}_{2,+}, \psi^{(i)}_+)_{L^2(\omega^s)} + (f^{(k)}_{2,-}, \psi^{(-)}_+)_{L^2(\omega^s)} = \int_{\omega^s} \frac{|\nabla' x h+|^2}{2} (\lambda \psi^{(i)}_+ \psi^{(k)}_+ - (\nabla' x \psi^{(i)}_+, \nabla' x \psi^{(k)}_+)_{\mathbb{R}^d}) \, dx' \\
+ \int_{\omega^s} \frac{|\nabla' x h-|^2}{2} (\lambda \psi^{(i)}_+ \psi^{(k)}_+ - (\nabla' x \psi^{(i)}_-, \nabla' x \psi^{(k)}_-)_{\mathbb{R}^d}) \, dx' \\
+ \int_{\partial \omega} (\Phi^{(i)}_+ \Phi^{(k)}_+ + \Phi^{(i)}_- \Phi^{(-)}_+) \, dx' + \delta^{-1/2} \int_{\partial \omega} b_1 b_2 \psi^{(0)}_i \psi^{(0)}_k \, ds \\
+ \int_{\partial \omega} \frac{b_1^2}{4} \psi^{(1)}_i \psi^{(1)}_k \, ds - \int_{\partial \omega} \frac{b_1^2}{4} \psi^{(0)}_i (\Delta_{\partial \omega} + \lambda) \psi^{(0)}_k \, ds \\
+ \int_{\partial \omega} b_1 \psi^{(0)}_i \Delta b_1 \cdot \psi^{(0)}_k \, ds + c(\delta^{1/2}), \quad \delta \to +0.
\]

We integrate by parts once again, this time over \( \partial \omega \), and we have

\[
\int_{\partial \omega} b_1^2 \psi^{(0)}_i \left( \Delta_{\partial \omega} + \frac{2}{b_1} \nabla b_1 \cdot \nabla + \lambda \right) \psi^{(0)}_k \, ds = \int_{\partial \omega} b_1^2 (\lambda \psi^{(0)}_i \psi^{(0)}_k - \nabla \psi^{(0)}_i \cdot \nabla \psi^{(0)}_k) \, ds. \tag{5-37}
\]

Substituting the last two identities into (5-34) yields

\[
\frac{1}{\ln \varepsilon} \lim_{\delta \to +0} \left[ \int_{\omega^s} \frac{|\nabla' x h+|^2}{2} (\lambda \psi^{(i)}_+ \psi^{(k)}_+ - (\nabla' x \psi^{(i)}_+, \nabla' x \psi^{(k)}_+)_{\mathbb{R}^d}) \, dx' \\
+ \int_{\omega^s} \frac{|\nabla' x h-|^2}{2} (\lambda \psi^{(i)}_+ \psi^{(k)}_+ - (\nabla' x \psi^{(i)}_-, \nabla' x \psi^{(k)}_-)_{\mathbb{R}^d}) \, dx' + \int_{\omega^s} (\Phi^{(i)}_+ \Phi^{(k)}_+ + \Phi^{(i)}_- \Phi^{(-)}_+) \, dx' \\
+ \ln \delta \int_{\partial \omega} \frac{b_1^2}{4} \left( \psi^{(1)}_i \psi^{(1)}_k + \psi^{(0)}_i (\Delta_{\partial \omega} + \lambda) \psi^{(0)}_k \right) \, ds \right] \\
+ \int_{\partial \omega} \frac{b_1^2}{4 \ln \varepsilon} (1 + 4 \ln 2 - 2 \ln b_1) (\psi^{(1)}_i \psi^{(1)}_k + \psi^{(0)}_i (\Delta_{\partial \omega} + \lambda) \psi^{(0)}_k) \, ds \\
+ \int_{\partial \omega} \frac{b_1}{\ln \varepsilon} (2 \ln 2 - \ln b_1) \psi^{(0)}_i \nabla b_1 \cdot \psi^{(0)}_k \, ds \\
- \int_{\partial \omega} \frac{b_1^2}{2} \left( \psi^{(1)}_i \psi^{(1)}_k + \psi^{(0)}_i \left( \Delta_{\partial \omega} + \frac{2}{b_1} \nabla b_1 \cdot \nabla + \lambda \right) \psi^{(0)}_k \right) \, ds + \mu_k \delta_{ik} = 0, \tag{5-38}
\]

as \( i, k = 1, \ldots, m \). It follows from (5-36), (5-29) and (5-5) that

\[
|\nabla' x h+|^2 (\lambda \psi^{(i)}_+ \psi^{(k)}_+ - (\nabla' x \psi^{(i)}_+, \nabla' x \psi^{(k)}_+)_{\mathbb{R}^d}) + |\nabla' x h-|^2 (\lambda \psi^{(i)}_- \psi^{(k)}_- - (\nabla' x \psi^{(i)}_-, \nabla' x \psi^{(k)}_-)_{\mathbb{R}^d}) \\
= \frac{b_1^2}{\tau} (\lambda \psi^{(0)}_i \psi^{(0)}_k - \nabla \psi^{(0)}_i \cdot \nabla \psi^{(0)}_k) + c(\tau^{-1/2}), \quad \tau \to +0,
\]

\[
\Phi^{(i)}_+ \Phi^{(k)}_+ = \frac{b_1^2}{4 \tau} \psi^{(1)}_i \psi^{(1)}_k + c(\tau^{-1/2}), \quad \tau \to +0.
\]
Hence, the limit in (5-38) is finite. To calculate the boundary integrals in (5-38) we integrate by parts:

\[
\int_{\partial \omega} \frac{b_1^2}{4} (1 + 4 \ln 2 - 2 \ln b_1) (\Psi_i^{(1)} \Psi_k^{(1)} + \Psi_i^{(0)} (\Delta_{\partial \omega} + \lambda) \Psi_k^{(0)}) \, ds + \int_{\partial \omega} b_1 (2 \ln 2 - \ln b_1) \Psi_i^{(0)} \nabla b_1 \cdot \nabla \Psi_k^{(0)} \, ds
\]

\[
= \int_{\partial \omega} \frac{b_1^2}{4} (1 + 4 \ln 2 - 2 \ln b_1) (\Psi_i^{(1)} \Psi_k^{(1)} + \lambda \Psi_i^{(0)} \Psi_k^{(0)} - \nabla \Psi_i^{(0)} \cdot \nabla \Psi_k^{(0)}) \, ds.
\]

Due to this identity, (5-37), the definition of \( b_1 \) in (3-10) and the definitions (2-9) and (2-10) of the matrices \( \Lambda^{(0)} \) and \( \Lambda^{(1)} \), respectively, we can rewrite (5-38) in the final form

\[
\mu_k \delta_{ik} = \Lambda^{(0)}_{ik} + \frac{1}{\ln \varepsilon} \Lambda^{(1)}_{ik}.
\]

Since the matrix on the right-hand side of the last identity is diagonal, we conclude that the solvability condition for the problem (5-4), (5-23) is satisfied provided \( \mu_k \) are the eigenvalues of the matrix \( \Lambda^{(0)} + \frac{1}{\ln \varepsilon} \Lambda^{(1)} \). It follows from [Kato 1966, Chapter II, Section 6.1, Theorem 6.1] that the eigenvalues of this matrix are holomorphic in \( \frac{1}{\ln \varepsilon} \) and converge to those of \( \Lambda^{(0)} \) as \( \varepsilon \to 0 \).

In view of the choice of \( \mu_i \) the problems (5-4), (5-33) are solvable. We observe that each of the functions \( \phi_{\pm}^{(k)} \) is defined up to a linear combination of the eigenfunctions \( \psi_{\pm}^{(i)} \). The exact values of the coefficients of these linear combinations can be determined while constructing the next terms in the asymptotic expansions for \( \lambda_k(\varepsilon) \) and \( \psi_{\varepsilon}^{(k)} \). The formal constructing of the asymptotic expansions is complete.

**Justification of the asymptotics.** In order to justify the obtained asymptotics, one has to construct additional terms. This is a general and standard situation for singularly perturbed problems. In our case one should construct the terms of order up to \( \mathcal{O}(\varepsilon^4) \) in the outer expansion for the eigenfunctions and for the eigenvalues, and the terms of order up to \( \mathcal{O}(\varepsilon^6) \) in the inner expansion for the eigenfunctions. The asymptotics with the additional terms read

\[
\lambda_k(\varepsilon) = \lambda + \varepsilon^2 \ln \varepsilon \mu_k \left( \frac{1}{\ln \varepsilon} \right) + \varepsilon^4 \ln^2 \varepsilon \eta_k(\varepsilon) + \cdots,
\]

\[
\psi_{\varepsilon,ex}^{(k)} = \mathcal{J}_\varepsilon(\psi_k + \varepsilon^2 \ln \varepsilon \phi_k + \varepsilon^4 \ln^2 \varepsilon \theta_k + \cdots), \quad \psi_{\varepsilon, in}^{(k)} = v_0^{(k)} + \sum_{i=2}^6 \varepsilon^i v_i^{(k)} + \cdots, \tag{5-39}
\]

where \( \theta_k = (\theta_+^{(k)}, \theta_-^{(k)}), \theta_+^{(k)} = \theta_-^{(k)}(x', \varepsilon), v_i^{(k)} = v_i^{(k)}(\xi, P, \varepsilon) \), and we used that \( v_1^{(k)} = 0 \) by (5-16), (5-22). The equations for \( \theta_+^{(k)} \) are

\[
(-\Delta_{x'} - \lambda) \theta_+^{(k)} = \frac{1}{\ln \varepsilon} \mathcal{J}_\varepsilon^{(2)} \theta_+^{(k)} + \frac{1}{\ln^2 \varepsilon} \mathcal{J}_\varepsilon^{(4)} \theta_+^{(k)} + \mu_k \phi_+^{(k)} + \eta_k \psi_+^{(k)}, \quad x' \in \omega_+.
\]

\[
\mathcal{J}_\varepsilon^{(4)} := \frac{3}{8} |\nabla_{x'} h_\pm|^4 \Delta_{x'} - \frac{1}{2} |\nabla_{x'} h_\pm|^2 \operatorname{div}_{x'} \left( \frac{1}{2} |\nabla_{x'} h_\pm|^2 E - Q_\pm \right) \nabla_{x'}
\]

\[
- \operatorname{div}_{x'} \left( \frac{1}{8} |\nabla_{x'} h_\pm|^4 E + \frac{1}{2} Q_\pm |\nabla_{x'} h_\pm|^2 + Q_\pm^2 \right) \nabla_{x'}.
\]
The functions $\theta^{(k)}_{\pm}$ should satisfy the asymptotics
\[
\theta^{(k)}_{\pm}(x', \varepsilon) = W^{(k)}_{4,2,\pm}(x', \varepsilon) + \frac{1}{\ln \varepsilon} W^{(k)}_{4,1,\pm}(x', \varepsilon) + \frac{1}{\ln^2 \varepsilon} W^{(k)}_{4,0,\pm}(x', \varepsilon) + o(1), \quad \tau \to +0,
\]
\[
W^{(k)}_{4,2,\pm} = -\frac{1}{\varepsilon^2} b_1^3 (b_1 (\Delta \phi + \lambda) \psi_{k}^{(0)} + 2\nabla b_1 \cdot \nabla \psi_{k}^{(0)}),
\]
\[
W^{(k)}_{4,1,\pm} = \frac{1}{\varepsilon^2} b_1^3 (\ln \tau + 1 + 4 \ln 2 - 2 \ln b_1) (b_1 (\Delta \phi + \lambda) \psi_{k}^{(0)} + 2\nabla b_1 \cdot \nabla \psi_{k}^{(0)}),
\]
\[
W^{(k)}_{4,0,\pm} = \pm \frac{1}{128} \frac{\psi_{k}^{(1)} b_1^4}{\tau} + \frac{8}{\sqrt{\tau}} \sum_{i=0}^{3} C^{(k)}_{i} b_1^i b_2^i \psi_{k}^{(i)} - \frac{1}{128} b_1^3 (b_1 (\Delta \phi + \lambda) \psi_{k}^{(0)} + 2\nabla b_1 \cdot \nabla \psi_{k}^{(0)}) (\ln \tau + 4 \ln 2 - 2 \ln b_1 + 1)^2
\]
\[
- \frac{1}{128} b_1^3 (b_1 (\Delta \phi + \lambda) \psi_{k}^{(0)} - 2\nabla b_1 \cdot \nabla \psi_{k}^{(0)}) \pm \frac{1}{256} \psi_{k}^{(1)} (3 K b_1^4 + 48 b_1^3 b_2 + 128 b_1^2 b_2^2).
\]

The equations for the functions $v_5^{(k)}$, $v_6^{(k)}$ are obtained in the same way as those for $v_i^{(k)}$, $i = 0, \ldots, 4$, from
\[
\mathcal{L}_{-4} v_5^{(k)} + \sum_{i=-3}^{-1} \mathcal{L}_i v_{1-i}^{(k)} \mathcal{L}_1 v_0^{(k)} = 0 \quad \text{on } \mathbb{R} \times \partial \omega,
\]
\[
\mathcal{L}_{-4} v_6^{(k)} + \sum_{i=-3}^{-1} \mathcal{L}_i v_{2-i}^{(k)} + \mathcal{L}_2 v_0^{(k)} = \lambda v_2^{(k)} + \ln \varepsilon \eta_k v_0^{(k)} \quad \text{on } \mathbb{R} \times \partial \omega,
\]
where the operators $\mathcal{L}_1$, $\mathcal{L}_2$ are the next terms in the expansion (3.25). It can be shown that the problem for $\theta^{(k)}_{\pm}$ is solvable for some $\eta_k(\varepsilon)$. The equations for $v_5^{(k)}$ and $v_6^{(k)}$ can be solved explicitly. The arbitrary coefficients $C_{5,1}^{(k)}$, $C_{5,0}^{(k)}$, $C_{6,1}^{(k)}$, $C_{6,0}^{(k)}$ appearing in $v_5^{(k)}$, $v_6^{(k)}$ can be determined while matching the inner and outer expansions.

We now introduce the partial sums
\[
\hat{\lambda}_k^{(k)}(\varepsilon) = \lambda + \varepsilon^2 \ln \varepsilon \mu_k \left( \frac{1}{\ln \varepsilon} \right) + \varepsilon^4 \ln^2 \varepsilon \eta_k(\varepsilon),
\]
\[
\hat{\psi}_k^{(k)} = \mathcal{I}_k \left( \psi_k + \varepsilon^2 \ln \varepsilon \phi_k + \varepsilon^4 \ln^2 \varepsilon \theta_k \right), \quad \hat{\psi}_k^{(k)}_{\text{in}} = v_0^{(k)} + \sum_{i=2}^{6} \varepsilon^i v_i^{(k)}
\]
and define the final approximation for the eigenfunctions as
\[
\hat{\psi}_k^{(k)}(\xi) = \hat{\psi}_k^{(k)}_{\text{ex}}(\xi) \chi \left( \frac{\tau}{\varepsilon \sigma} \right) + \hat{\psi}_k^{(k)}_{\text{in}}(\xi, P) \left( 1 - \chi \left( \frac{\tau}{\varepsilon \sigma} \right) \right),
\]
where $\sigma \in (0, 1)$ is a fixed constant, and $\chi$ is the cut-off function introduced in the proof of Lemma 4.4.

**Lemma 5.2.** The function $\hat{\psi}_k^{(k)} \in C^\infty(S_\varepsilon)$ satisfies the convergence
\[
\| \hat{\psi}_k^{(k)} - \mathcal{I}_k \psi_k \|_{L^2(S_\varepsilon)} \to 0, \quad \varepsilon \to +0,
\]
and the equation
\[
(\hat{\mathcal{L}}_k - \hat{\lambda}_k^{(k)}) \hat{\psi}_k^{(k)} = F_k^{(k)},
\]
where for the right-hand side the uniform in $\varepsilon$ estimate
\[
\|F^{(k)}_\varepsilon\|_{L^2(S_\varepsilon)} \leq C\varepsilon^{5\alpha/2}
\]  
holds true. The relations
\[
(J_\varepsilon \psi_i, J_\varepsilon \psi_j)_{L^2(S_\varepsilon)} \to \delta_{ij}, \quad \varepsilon \to +0,
\]
are valid.

The proof of this lemma is not very difficult and is based on lengthy and rather technical, but straightforward, calculations. Because of this, and in order not to overload the text with long technical formulas, we shall skip these here.

It follows from Lemma 4.6 and (5-41) that
\[
\hat{\psi}_\varepsilon^{(k)} = \sum_{i=1}^m \frac{\psi^{(i)}_\varepsilon}{\lambda_i(\varepsilon) - \lambda_k(\varepsilon)} (F^{(k)}_\varepsilon, \psi^{(i)}_\varepsilon)_{L^2(S_\varepsilon)} + \Re_\varepsilon(\lambda_k(\varepsilon)) F^{(k)}_\varepsilon,
\]
and, by (5-42),
\[
\|\Re_\varepsilon(\lambda_k(\varepsilon)) F^{(k)}_\varepsilon\|_{W^1_2(S_\varepsilon)} \leq C\varepsilon^{5\alpha/2}, \quad k = 1, \ldots, m,
\]
where the constant $C$ is independent of $\varepsilon$. We calculate the scalar products of the functions $\hat{\psi}_\varepsilon^{(k)}$ in $L^2(S_\varepsilon)$ taking into consideration (5-44) and the properties of the operator $\Re_\varepsilon$ described in Lemma 4.6:
\[
(\hat{\psi}_\varepsilon^{(k)}, \hat{\psi}_\varepsilon^{(p)})_{L^2(S_\varepsilon)} = \sum_{i=1}^m \gamma_i^{(k)}(\varepsilon) \gamma_i^{(p)}(\varepsilon) + (\Re_\varepsilon(\lambda_k(\varepsilon)) F^{(k)}_\varepsilon, \Re_\varepsilon(\lambda_p(\varepsilon)) F^{(p)}_\varepsilon)_{L^2(S_\varepsilon)},
\]
\[
\gamma_i^{(k)}(\varepsilon) := \frac{1}{\lambda_i(\varepsilon) - \lambda_k(\varepsilon)} (F^{(k)}_\varepsilon, \psi^{(i)}_\varepsilon)_{L^2(S_\varepsilon)}.
\]
The identities obtained and (5-45), (5-40), (5-43) yield
\[
\sum_{i=1}^m \gamma_i^{(k)}(\varepsilon) \gamma_i^{(p)}(\varepsilon) \to \delta_{kp}, \quad \varepsilon \to +0.
\]
In particular, as $p = k$ it implies
\[
|\gamma_i^{(k)}(\varepsilon)| \leq \frac{3}{2}
\]  
for sufficiently small $\varepsilon$. We introduce the matrix $R_\varepsilon := (\gamma_i^{(k)}(\varepsilon))$ and rewrite (5-46) as $R_\varepsilon R_\varepsilon^* \to E$, $\varepsilon \to +0$, where $^*$ denotes matrix transposition. Thus, $|\det R_\varepsilon| \to 1$ as $\varepsilon \to +0$. Therefore, for each sufficiently small $\varepsilon$ there exists a permutation $(i_1(\varepsilon), i_2(\varepsilon), \ldots, i_m(\varepsilon))$ such that
\[
\left|\prod_{i=1}^m \gamma_{i(k)}(\varepsilon)\right| \geq \frac{1}{2m!}.
\]
For a given $\varepsilon$ we rearrange the eigenvalues $\lambda_i(\varepsilon)$ so that $i_k(\varepsilon) = k$, which by (5-47), (5-48) yields
\[
|\gamma_i^{(k)}(\varepsilon)| \geq \frac{2^{m-2}}{3^{m-1} m!}, \quad i = 1, \ldots, m.
\]
In view of the definition of $\gamma_k^{(k)}(\varepsilon)$, (5-42), and the normalization of $\psi_{\varepsilon}^{(i)}$ it follows that

$$|\lambda_i(\varepsilon) - \hat{\lambda}_i(\varepsilon)| \leq \frac{3^{m-1}m!}{2^{m-2}} \left| (E_{\varepsilon}^{(i)}, \psi_{\varepsilon}^{(i)})_{L_2(S_\varepsilon)} \right| \leq C \varepsilon^{5\alpha/2}.$$ 

Choosing $\alpha > 4/5$, we arrive at the asymptotics (2-11).

Define now

$$\widetilde{\psi}_{\varepsilon}^{(k)} = \psi_{\varepsilon}^{(k)}(\varepsilon + \varepsilon^2 \ln \varepsilon \phi_{\varepsilon}) \chi\left(\frac{\tau}{\varepsilon^{\alpha}}\right) + \left(\psi_{0}^{(k)} + \sum_{i=2}^{4} \varepsilon^i v_{i}^{(k)}\right)\left(1 - \chi\left(\frac{\tau}{\varepsilon^{\alpha}}\right)\right).$$

By direct calculations one can check that

$$\|\widetilde{\psi}_{\varepsilon}^{(k)} - \psi_{\varepsilon}^{(k)}\|_{W^1_2(S_\varepsilon)} = \mathcal{O}(\varepsilon^{5\alpha/2}).$$

This identity and (5-45) imply

$$\sum_{i=1}^{m} \gamma_i^{(k)}(\varepsilon) \psi_{\varepsilon}^{(i)} = \psi_{\varepsilon}^{(k)} + \mathcal{O}(\varepsilon^{5\alpha/2}), \quad k = 1, \ldots, m.$$

Since the right-hand sides of these identities are linearly independent, the functions $\sum_{i=1}^{m} \gamma_i^{(k)}(\varepsilon) \psi_{\varepsilon}^{(i)}$ form a basis spanned over the eigenfunctions $\psi_{\varepsilon}^{(i)}$, $i = 1, \ldots, m$. Hence, we arrive at:

**Theorem 5.3.** Let $\mathcal{P}_{\varepsilon}$ be the total projector associated with the eigenvalues $\lambda_i(\varepsilon)$, $i = 1, \ldots, m$, and $\widetilde{\mathcal{P}}_{\varepsilon}$ be the projector on the space spanned over $\psi_{\varepsilon}^{(i)}$, $i = 1, \ldots, m$. Then

$$\mathcal{P}_{\varepsilon} = \widetilde{\mathcal{P}}_{\varepsilon} + \mathcal{O}(\varepsilon^{2+\rho}),$$

where $\rho$ is any constant in $(0, 1/2)$.
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STABILIZATION FOR THE SEMILINEAR WAVE EQUATION
WITH GEOMETRIC CONTROL CONDITION

Romain Joly and Camille Laurent

In this article, we prove the exponential stabilization of the semilinear wave equation with a damping effective in a zone satisfying the geometric control condition only. The nonlinearity is assumed to be subcritical, defocusing and analytic. The main novelty compared to previous results is the proof of a unique continuation result in large time for some undamped equation. The idea is to use an asymptotic smoothing effect proved by Hale and Raugel in the context of dynamical systems. Then, once the analyticity in time is proved, we apply a unique continuation result with partial analyticity due to Robbiano, Zuily, Tataru and Hörmander. Some other consequences are also given for the controllability and the existence of a compact attractor.

Dans cet article, on prouve la décroissance exponentielle de l’équation des ondes semilinéaires avec un amortissement actif dans une zone satisfaisant seulement la condition de contrôle géométrique. La nonlinéarité est supposée sous-critique, défocalisante et analytique. La principale nouveauté par rapport aux résultats précédents est la preuve d’un résultat de prolongement unique en grand temps pour une solution non amortie. L’idée est d’utiliser un effet régularisant asymptotique prouvé par Hale et Raugel dans le contexte des systèmes dynamiques. Ensuite, une fois l’analyticité en temps prouvée, on applique un théorème de prolongement unique avec analyticité partielle dû à Robbiano, Zuily, Tataru et Hörmander. Des applications à la contrôlabilité et à l’existence d’attracteur global compact pour l’équation des ondes sont aussi données.

1. Introduction

In this article, we consider the semilinear damped wave equation

\[
\begin{aligned}
\Box u + \gamma(x) \partial_t u + \beta u + f(u) &= 0 \quad (t, x) \in \mathbb{R}_+ \times \Omega, \\
u(t, x) &= 0 \quad (t, x) \in \mathbb{R}_+ \times \partial \Omega, \\
(u, \partial_t u) &= (u_0, u_1) \in H^1_0(\Omega) \times L^2(\Omega),
\end{aligned}
\]

(1-1)

where \( \Box = \partial_{tt}^2 - \Delta \), with \( \Delta \) being the Laplace–Beltrami operator with Dirichlet boundary conditions. The domain \( \Omega \) is a connected \( \mathcal{C}^\infty \) three-dimensional Riemannian manifold with boundaries, which is either:

(i) Compact.

(ii) A compact perturbation of \( \mathbb{R}^3 \), that is \( \mathbb{R}^3 \setminus D \), where \( D \) is a bounded smooth domain, endowed with a smooth metric equal to the euclidean one outside of a ball.
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The system is therefore dissipative. We are interested in the exponential decay of the energy of the nonlinear damped wave equation (1-1), that is, the property:

**Property (ED)** means that the damping term \( \gamma \partial_t u \) stabilizes any solution of (1-1) to zero, which is an important property from the dynamical and control points of view.

Our main theorem is as follows.

**Theorem 1.1.** Assume that the damping \( \gamma \) satisfies (1-3) and the geometric control condition (GCC). If \( f \) is real analytic and satisfies (1-2), then the exponential decay property (ED) holds.

**Theorem 1.1** applies for nonlinearities \( f \) that are globally analytic. Of course, the nonlinearities \( f(u) = |u|^{p-1}u \) are not analytic if \( p \notin \{1, 3\} \), but we can replace these usual nonlinearities by similar ones as \( f(u) = (u/\text{th}(u))^{p-1}u \), which are analytic for all \( p \in [1, 5) \). Note that the estimates (1-2) are
only required for $s \in \mathbb{R}$, so that they do not imply that $f$ is a polynomial. Moreover, we can show that (ED) holds in fact for almost all the nonlinearities $f$ satisfying (1-2), including nonanalytic ones.

More precisely, we set

$$\mathcal{C}^1(\mathbb{R}) = \{ f \in \mathcal{C}^1(\mathbb{R}) \mid \text{there exist } C > 0 \text{ and } p \in [1, 5) \text{ such that (1-2) holds} \}$$

(1-6)

and endow this set with the Whitney topology (or any other reasonable topology). We recall that the Whitney topology is the topology generated by the neighborhoods

$$\mathcal{N}_{f, \delta} = \{ g \in \mathcal{C}^1(\mathbb{R}) \mid \max(|f(u) - g(u)|, |f'(u) - g'(u)|) < \delta(u) \text{ for all } u \in \mathbb{R} \},$$

(1-7)

where $f$ is any function in $\mathcal{C}^1(\mathbb{R})$ and $\delta$ is any positive continuous function. The set $\mathcal{C}^1(\mathbb{R})$ is a Baire space, which means that any generic set, that is, any set containing a countable intersection of open and dense sets, is dense in $\mathcal{C}^1(\mathbb{R})$ (see Proposition 7.1). The Baire property ensures that the genericity of a set in $\mathcal{C}^1(\mathbb{R})$ is a good notion for “the set contains almost all nonlinearities $f$”.

**Theorem 1.2.** Assume that the damping $\gamma$ satisfies (1-3) and the geometric control condition (GCC). There exists a generic set $\mathcal{G} \subset \mathcal{C}^1(\mathbb{R})$ such that the exponential decay property (ED) holds for all $f \in \mathcal{G}$.

The statements of both theorems lead to some remarks.

- Of course, our results and their proofs should easily extend to any space dimension $d \geq 3$ if the exponent $p$ of the nonlinearity satisfies $p < (d + 2)/(d - 2)$.

- Actually, it may be possible to get $\lambda > 0$ in (ED) uniform with respect to the size of the data. We can take for instance $\lambda = \tilde{\lambda} - \varepsilon$, where $\tilde{\lambda}$ is the decay rate of the linear equation. The idea is that once we know the existence of a decay rate, we know that the solution is close to zero for a large time. Then, for small solutions, the nonlinear term can be neglected to get almost the same decay rate as the linear equation. We refer for instance to [Laurent et al. 2010] in the context of KdV equation. Notice that the possibility to get the same result with a constant $K$ independent of $E_0$ is an open problem.

- The assumption on $\beta$ is important to ensure some coercivity of the energy and to preclude the spatially constant functions to be undamped solutions for the linear equation. It has been proved in [Dehman and Gérard 2002] for $\mathbb{R}^3$ and in [Laurent 2011] for a compact manifold that exponential decay can fail without this term $\beta$.

- The geometric control condition is known to be not only sufficient but also necessary for the exponential decay of the linear damped equation. The proof of the optimality uses some sequences of solutions which are asymptotically concentrated outside of the damping region. We can use the same idea in our nonlinear stabilization context. First, the observability for a certain time eventually large is known to be equivalent to the exponential decay of the energy. This was for instance noticed in [Dehman and Gérard 2002, Proposition 2] in a similar context; see also Proposition 2.5 of this paper. Then we take as initial data the same sequence that would give a counterexample for the linear observability. The linearizability property (see [Gérard 1996]) allows to obtain that the nonlinear solution is asymptotically close to the linear one. This contradicts the observability property for the nonlinear solution as it does for the linear case. Hence the geometric control condition is also necessary for the exponential decay of the nonlinear equation.
Our geometrical hypotheses on $\Omega$ may look strange, however they are only assumed for sake of simplicity. In fact, our results should apply more generally for any smooth manifold with bounded geometry, that is, such $\Omega$ that can be covered by a set of $C^\infty$ charts $\alpha_i : U_i \mapsto \alpha_i(U_i) \subset \mathbb{R}^3$ such that $\alpha_i(U_i)$ is equal either to $B(0, 1)$ or to $B_+(0, 1) = \{x \in B(0, 1), x_1 > 0\}$ (in the case with boundaries) and such that, for any $r \geq 0$ and $s \in [1, \infty]$, the $W^{r,s}$ norm of a function $u$ in $W^{r,s}(\Omega, \mathbb{R})$ is equivalent to the norm $\left(\sum_{i \in \mathbb{N}} \|u \circ \alpha_i^{-1}\|_{W^{r,s}(\alpha_i(U_i))}^s\right)^{1/s}$.

The stabilization property (ED) for Equation (1-1) has been studied in [Haraux 1985a; Zuazua 1990; 1991; Dehman 2001] for $p < 3$. For $p \in [3, 5)$, our main reference is the work of Dehman, Lebeau and Zuazua [Dehman et al. 2003]. This work is mainly concerned with the stabilization problem previously described on the Euclidean space $\mathbb{R}^3$ with flat metric and stabilization active outside of a ball. The main purpose of this paper is to extend their result to a nonflat geometry where multiplier methods cannot be used or do not give the optimal result with respect to the geometry. Other stabilization results for the nonlinear wave equation can be found in [Aloui et al. 2011] and the references therein. Some works have been done in the difficult critical case $p = 5$; we refer to [Dehman and Gérard 2002; Laurent 2011].

The proofs in these articles use three main ingredients:

(i) The exponential decay of the linear equation, which is equivalent to the geometric control condition (GCC).

(ii) A more or less involved compactness argument.

(iii) A unique continuation result implying that $u \equiv 0$ is the unique solution of

$$\begin{cases}
\Box u + \beta u + f(u) = 0, \\
\partial_t u = 0
\end{cases} \quad \text{on } [-T, T] \times \omega. \quad (1-8)$$

The results are mainly of the type “geometric control condition” plus “unique continuation” implies “exponential decay”. This type of implication is even stated explicitly in some related works for the nonlinear Schrödinger equation [Dehman et al. 2006; Laurent 2010].

In the subcritical case $p < 5$, the less understood point is the unique continuation property (iii). In the previous works as [Dehman et al. 2003], the authors use unique continuation results based on Carleman estimates. The resulting geometric assumptions are not very natural and are stronger than (GCC). Indeed, the unique continuation was often proved with some Carleman estimates that required some strong geometric conditions. For instance for a flat metric, the usual geometric assumption that appear are often of “multiplier type” that is $\omega$ is a neighborhood of $\{x \in \partial \Omega \mid (x - x_0) \cdot n(x) > 0\}$ which are known to be stronger than the geometric control condition (see [Miller 2002] for a discussion about the links between these assumptions). Moreover, on curved spaces, this type of condition often needs to be checked by hand in each situation, which is mostly impossible.

Our main improvement in this paper is the proof of unique continuation in infinite time under the geometric control condition only. We show that, if the nonlinearity $f$ is analytic (or generic), then one can use the result of Robbiano and Zuily [1998] to obtain a unique continuation property (iii) for infinite time $T = +\infty$ with the geometric control condition (GCC) only.
The central argument of the proof of our main result, Theorem 1.1, is the unique continuation property of [Robbiano and Zuily 1998] (see Section 3). This result applies for solutions $u$ of (1-8) being smooth in space and analytic in time. If $f$ is analytic, then the solutions of (1-1) are of course not necessarily analytic in time since the damped wave equations are not smoothing in finite time. However, the damped wave equations admit an asymptotic smoothing effect, i.e., are smoothing in infinite time. Hale and Raugel [2003] have shown that, for compact trajectories, this asymptotic smoothing effect also concerns the analyticity (see Section 5). In other words, combining [Robbiano and Zuily 1998] and [Hale and Raugel 2003] shows that the unique solution of (1-8) is $u \equiv 0$ if $f$ is analytic and if $T = +\infty$. This combination has already been used by dynamicists for $p < 3$ (Hale and Raugel, private communication; [Joly 2007]).

One of the main interests of this paper is the use of arguments coming from both the dynamical study and the control theory of the damped wave equations. The reader familiar with the control theory could find interesting the use of the asymptotic smoothing effect to get unique continuation property with smooth solutions. The one familiar with the dynamical study of PDEs could be interested in the use of Strichartz estimates to deal with the case $p \in [3, 5)$. The main part of the proof of Theorem 1.1 is written with arguments coming from the dynamical study of PDEs. They are simpler than the corresponding ones of control theory, but far less accurate since they do not give any estimation for the time of observability. Anyway, such accuracy is not important here since we use the unique continuation property for (1-8) with $T = +\infty$. We briefly recall in Section 8 how these propagation of compactness and regularity properties could have been proved with some arguments more usual in the control theory.

Moreover, we give two applications of our results in both contexts of control theory and dynamical systems. First, as it is usual in control theory, some results of stabilization can be coupled with local control theorems to provide global controllability in large time.

**Theorem 1.3.** Assume that $f$ satisfies the conditions of Theorem 1.1 or belongs to the generic set $\mathcal{G}$ defined by Theorem 1.2. Let $R_0 > 0$ and $\omega$ satisfying the geometric control condition. Then there exists $T > 0$ such that for any $(u_0, u_1)$ and $(\tilde{u}_0, \tilde{u}_1)$ in $H_0^1(\Omega) \times L^2(\Omega)$ with

$$
\|(u_0, u_1)\|_{H^1 \times L^2} \leq R_0 \quad \text{and} \quad \| (\tilde{u}_0, \tilde{u}_1) \|_{H^1 \times L^2} \leq R_0
$$

there exists $g \in L^\infty([0, T], L^2(\Omega))$ supported in $[0, T] \times \omega$ such that the unique strong solution of

$$
\begin{align*}
\Box u + \beta u + f(u) &= g & \text{on } [0, T] \times \Omega, \\
(u(0), \partial_t u(0)) &= (u_0, u_1),
\end{align*}
$$

satisfies $(u(T), \partial_t u(T)) = (\tilde{u}_0, \tilde{u}_1)$.

The second application of our results concerns the existence of a compact global attractor. A compact global attractor is a compact set, which is invariant by the flow of the PDE and which attracts the bounded sets. The existence of such an attractor is an important dynamical property because it roughly says that the dynamics of the PDE may be reduced to dynamics on a compact set, which is often finite-dimensional. See [Hale 1988; Raugel 2002] for reviews of this concept. Theorems 1.1 and 1.2 show that $\{0\}$ is a global attractor for the damped wave equation (1-1). Of course, it is possible to obtain a more complex attractor...
by considering an equation of the type
\[
\begin{cases}
\partial_t^2 u + \gamma(x) \partial_t u = \Delta u - \beta u - f(x, u) & (x, t) \in \Omega \times \mathbb{R}_+, \\
u(x, t) = 0 & (x, t) \in \partial \Omega \times \mathbb{R}_+, \\
(u, \partial_x u) = (u_0, u_1) \in H^1_0 \times L^2,
\end{cases}
\]
where \( f \in C^\infty(\Omega \times \mathbb{R}, \mathbb{R}) \) is real analytic with respect to \( u \) and satisfies the following properties. There exist \( C > 0 \), \( p \in [1, 5] \) and \( R > 0 \) such that for all \((x, u) \in \Omega \times \mathbb{R},\)
\[
|f(x, u)| \leq C(1 + |u|)^p, \quad |f_x(x, u)| \leq C(1 + |u|)^p, \quad |f_u(x, u)| \leq C(1 + |u|)^{p-1},
\]
\( x \in \partial \Omega \implies f(x, 0) = 0, \)
\( (x \notin B(x_0, R) \text{ or } |u| \geq R) \implies f(x, u)u \geq 0, \)
where \( x_0 \) denotes a fixed point of the manifold.

**Theorem 1.4.** Assume \( f \) is as above. Then the dynamical system generated by (1-9) in \( H^1_0(\Omega) \times L^2(\Omega) \) is gradient and admits a compact global attractor \( \mathcal{A} \).

Of course, we would get the same result for \( f \) in a generic set similar to the one of Theorem 1.2.

We begin this paper by setting our main notations and recalling the basic properties of Equation (1-1) in Section 2. We recall the unique continuation property of Robbiano and Zuily in Section 3, whereas Sections 4 and 5 are concerned by the asymptotic compactness and the asymptotic smoothing effect of the damped wave equation. The proofs of our main results, Theorem 1.1 and 1.2, are given in Sections 6 and 7, respectively. An alternative proof, using more usual arguments from control theory, is sketched in Section 8. Finally, Theorems 1.3 and 1.4 are discussed in Section 9.

## 2. Notations and basic properties of the damped wave equation

In this paper, we use the following notations:
\[
U = (u, u_t), \quad F = (0, f), \quad A = \begin{pmatrix} 0 & 1 \\ \Delta - \beta & -\gamma \end{pmatrix}.
\]

In this setting, (1-1) becomes
\[
\partial_t U(t) = AU(t) + F(U).
\]

We set \( X = H^1_0(\Omega) \times L^2(\Omega) \) and for \( s \in [0, 1] \), we denote by \( X^s \) the space
\[
X^s = D((-\Delta + \beta)^{s+1/2}) \times D((-\Delta + \beta)^{s/2}) = (H^{1+s}(\Omega) \cap H^1_0(\Omega)) \times H^s_0(\Omega).
\]

Notice that \( X^0 = X \) and \( X^1 = D(A) \) (even if \( \gamma \) is only in \( L^\infty \)).

We recall that \( E \) denotes the energy defined by (1-4). We also emphasize that (1-2) and the invertibility of \( \Delta - \beta \) implies that a set is bounded in \( X \) if and only if its energy \( E \) is bounded. Moreover, for all \( E_0 \geq 0 \), there exists \( C > 0 \) such that
\[
E(u, v) \leq E_0 \quad \text{for all } (u, v) \in X \implies \frac{1}{C} \| (u, v) \|_X^2 \leq E(u, v) \leq C \| (u, v) \|_X^2.
\]
To simplify some statements in the proofs, we assume without loss of generality that $3 < p < 5$. This will avoid some meaningless statements with negative Lebesgue exponents since $p = 3$ is the exponent where Strichartz estimates are not necessary and can be replaced by Sobolev embeddings.

We recall that $\Omega$ is endowed with a metric $g$. We denote by $d$ the distance on $\Omega$ defined by

$$d(x, y) = \inf\{l(c) \mid c \in \mathcal{C}([0, 1], \Omega) \text{ with } c(0) = x \text{ and } c(1) = y\},$$

where $l(c)$ is the length of the path $c$ according to the metric $g$. A ball $B(x, R)$ in $\Omega$ is naturally defined by

$$B(x, R) = \{y \in \Omega, d(x, y) < R\}.$$ 

For instance, if $\Omega = \mathbb{R}^3 \setminus B_{\mathbb{R}^3}(0, 1)$, the distance between $(0, 0, 1)$ and $(0, 0, -1)$ is $\pi$ (and not 2) and the ball $B((0, 0, 1), \pi)$ has nothing to do with the classical ball $B_{\mathbb{R}^3}((0, 0, 1), \pi)$ of $\mathbb{R}^3$.

**Cauchy problem.** The global existence and uniqueness of solutions of the subcritical wave equation (1-1) with $\gamma \equiv 0$ has been studied in [Ginibre and Velo 1985; 1989]. Their method also applies for $\gamma \neq 0$ since this term is linear and well defined in the energy space $X$. Moreover, their argument to prove uniqueness also yields the continuity of the solutions with respect to the initial data.

The central argument is the use of Strichartz estimates.

**Theorem 2.1** (Strichartz estimates). Let $T > 0$ and $(q, r)$ satisfy

$$\frac{1}{q} + \frac{3}{r} = \frac{1}{2}, \quad q \in [7/2, +\infty].$$

(2-2)

There exists $C = C(T, q) > 0$ such that for every $G \in L^1([0, T], L^2(\Omega))$ and every $(u_0, u_1) \in X$, the solution $u$ of

$$\begin{cases}
\Box u + \gamma(x) \partial_t u = G(t), \\
(u, \partial_t u)(0) = (u_0, u_1),
\end{cases}$$

satisfies the estimate

$$\|u\|_{L^q([0,T], L^r(\Omega))} \leq C \left( \|u_0\|_{H^1(\Omega)} + \|u_1\|_{L^2(\Omega)} + \|G\|_{L^1([0,T], L^2(\Omega))} \right).$$

The result was stated in the Euclidean space $\mathbb{R}^3$ by Strichartz [1977] and Ginibre and Velo with $q \in (2, +\infty]$. Kapitanski [1990] extended the result to variable coefficients. On a bounded domain, the first estimates were proved by Burq, Lebeau and Planchon [Burq et al. 2008] for $q \in [5, +\infty]$ and extended to a larger range by Blair, Smith and Sogge in [Blair et al. 2009]. Note that, thanks to the counterexamples of Ivanovici [2012], we know that we cannot expect some Strichartz estimates in the full range of exponents in the presence of boundaries.

From these results, we deduce the estimates for the damped wave equation by absorption for $T$ small enough. We can iterate the operation in a uniform number of steps. Actually, for the purpose of the semilinear wave equation, it is sufficient to consider the Strichartz estimate $L^{2p/(p-3)}([0, T], L^{2p}(\Omega))$, which gives $u^p \in L^{2/(p-3)}([0, T], L^2(\Omega)) \subset L^1([0, T], L^2(\Omega))$ because $1 < 2/(p-3) < +\infty$. 

**Theorem 2.2** (Cauchy problem). Let $f$ satisfy (1-2). Then for any $(u_0, u_1) \in X = H^1_0(\Omega) \times L^2(\Omega)$ there exists a unique solution $u(t)$ of the subcritical damped wave equation (1-1). Moreover, this solution is defined for all $t \in \mathbb{R}$ and its energy $E(u(t))$ is nonincreasing in time.

For any $E_0 \geq 0$, $T \geq 0$ and $(q, r)$ satisfying (2-2), there exists a constant $C$ such that if $u$ is a solution of (1-1) with $E(u(0)) \leq E_0$, then

$$
\|u\|_{L^q([0,T], L^r(\Omega))} \leq C \left(\|u_0\|_{H^1(\Omega)} + \|u_1\|_{L^2(\Omega)}\right).
$$

In addition, for any $E_0 \geq 0$ and $T \geq 0$, there exists a constant $C$ such that if $u$ and $\tilde{u}$ are two solutions of (1-1) with $E(u(0)) \leq E_0$ and $E(\tilde{u}(0)) \leq E_0$, then

$$
\sup_{t \in [-T, T]} \|(u, \partial_t u)(t) - (\tilde{u}, \partial_t \tilde{u})(t)\|_X \leq C \|(u, \partial_t u)(0) - (\tilde{u}, \partial_t \tilde{u})(0)\|_X.
$$

**Proof.** The existence and uniqueness for small times is a consequence of the Strichartz estimates and of the subcriticality of the nonlinearity; see [Ginibre and Velo 1989]. The solution can be globalized backward and forward in time thanks to the energy estimates (1-5) for smooth solutions. Indeed,

$$
E(t) \leq E(s) + C \int_s^t E(\tau) \, d\tau,
$$

and thus Gronwall inequality for $t \leq s$ and the decay of energy for $t \geq s$ show that the energy does not blow up in finite time. This allows us to extend the solution for all times since the energy controls the norm of the space $X$ by (2-1).

For the uniform continuity estimate, we notice that $w = u - \tilde{u}$ is solution of

$$
\begin{cases}
\Box w + \beta w + \gamma(x)\partial_t w = -w g(u, \tilde{u}), \\
(w, \partial_t w)(0) = (u, \partial_t u)(0) - (\tilde{u}, \partial_t \tilde{u})(0),
\end{cases}
$$

where $g(s, \tilde{s}) = \int_0^1 f'(s + \tau(\tilde{s} - s)) \, d\tau$ fulfills $|g(s, \tilde{s})| \leq C(1 + |s|^{p-1} + |\tilde{s}|^{p-1})$. Let $q = 2p/(p - 3)$, then the Strichartz and Hölder estimates give

$$
\|(w, \partial_t w)(t)\|_{L^\infty([0,T], X) \cap L^q([0,T], L^2)} \leq C\|(w, \partial_t w)(0)\|_X + C\|w g(u, \tilde{u})\|_{L^1([0,T], L^2)}
\leq C\|(w, \partial_t w)(0)\|_X + C T \|w\|_{L^\infty([0,T], L^2)} + T^\theta \|w\|_{L^q([0,T], L^{2p})} \left(\|u\|_{L^p([0,T], L^{2p})} + \|\tilde{u}\|_{L^p([0,T], L^{2p})}\right)
$$

with $\theta = (5 - p)/2 > 0$. We get the expected result for $T$ small enough by absorption since we already know a uniform bound (depending on $E_0$) for the Strichartz norms of $u$ and $\tilde{u}$. Then we iterate the operation to get the result for large $T$. $\square$

**Exponential decay of the linear semigroup.** In this paper, we will strongly use the exponential decay for the linear semigroup in the case where $\gamma$ may vanish but satisfies the geometric assumptions of this paper. In this case, (1-3) enables us to control the decay of energy outside a large ball and the geometric control condition (GCC) enables to control the energy trapped in this ball.
**Proposition 2.3.** Assume that $\gamma \in L^\infty(\Omega)$ satisfies (1-3) and (GCC). There exist two positive constants $C$ and $\lambda$ such that
\[
\|e^{At}\|_{\mathcal{L}(X)} \leq Ce^{-\lambda t} \quad \text{for all } s \in [0, 1] \text{ and all } t \geq 0.
\]

The exponential decay of the damped wave equation under the geometric control condition is well known since the works of Rauch and Taylor [1974] on a compact manifold and Bardos, Lebeau and Rauch [Bardos et al. 1988; 1992] on a bounded domain. Yet we did not find any reference for unbounded domains ([Aloui and Khenissi 2002; Khenissi 2003] concern unbounded domains but local energy only). It is noteworthy that the decay of the linear semigroup in unbounded domains seems not to have been extensively studied for the moment.

We give a proof of Proposition 2.3 using a microlocal defect measure as done in [Lebeau 1996; Burq 1997a] (see also [Burq and Gérard 1997] for the proof of the necessity). The only difference with respect to these results is that the manifold that we consider may be unbounded. Since a microlocal defect measure only reflects the local propagation, we thus have to use the property of equipartition of the energy to deal with the energy at infinity and to show a propagation of compactness (see [Dehman et al. 2003] for the flat case).

**Lemma 2.4.** Let $T > L$, where $L$ is given by (GCC). Assume that $(U_{n,0}) \subset X$ is a bounded sequence, which weakly converges to 0 and assume that $U_n(t) = (u_n(t), \partial_t u_n(t)) = e^{At}U_{n,0}$ satisfies
\[
\int_0^T \int_{\Omega} \gamma(x)|\partial_t u_n|^2 \to 0.
\]
(2-3)

Then $(U_{n,0})$ converges to 0 strongly in $X$.

**Proof:** Let $\mu$ be a microlocal defect measure associated to $(u_n)$ (see [Gérard 1991; Tartar 1990; Burq 1997b] for the definition). Note that (2-3) implies that $\mu$ can also be associated to the solution of the wave equation without damping, so the weak regularity of $\gamma$ is not problematic for the propagation and we get that $\mu$ is concentrated on $\{\tau^2 - |\xi|^2 = 0\}$, where $(\tau, \xi)$ are the dual variables of $(t, x)$. Moreover, (2-3) implies that $\gamma \tau^2 \mu = 0$ and so $\mu \equiv 0$ on $S^*(]0, T[ \times \omega)$. Then, by using the propagation of the measure along the generalized bicharacteristic flow of Melrose–Sjöstrand and the geometric control condition satisfied by $\omega$, we obtain $\mu \equiv 0$ everywhere. We do not give more details about propagation of microlocal defect measures and refer to the Appendix of [Lebeau 1996] or Section 3 of [Burq 1997b] (see also [Gérard and Leichtnam 1993] for some close propagation results in a different context). Since $\mu \equiv 0$, we know that
\[
U_n \to 0 \quad \text{on } H^1 \times L^2(]0, T[ \times B(x_0, R))
\]
for every $R > 0$.

To finish the proof, we need the classical equipartition of the energy to get the convergence to 0 in the whole manifold $\Omega$. Since $\gamma$ is uniformly positive outside a ball $B(x_0, R)$, (2-3) and the previous arguments imply that
\[
\partial_t u_n \to 0 \quad \text{in } L^2([0, T] \times \Omega).
\]
Let \( \varphi \in C_0^\infty([0, T]) \) with \( \varphi \geq 0 \) and \( \varphi(t) = 1 \) for \( t \in [\varepsilon, T - \varepsilon] \). We multiply the equation by \( \varphi(t)u_n \) and we obtain
\[
0 = - \int_{[0,T] \times \Omega} \varphi(t)|\partial_t u_n|^2 - \int_{[0,T] \times \Omega} \varphi'(t)\partial_t u_n u_n + \int_{[0,T] \times \Omega} \varphi(t)|\nabla u_n|^2 \\
+ \int_{[0,T] \times \Omega} \varphi(t)\beta|u_n|^2 + \int_{[0,T] \times \Omega} \varphi(t)\gamma(x)\partial_t u_n u_n.
\]
The \( L^2 \) norm of \( u_n(t) \) is bounded, while \( \partial_t u_n \to 0 \) in \( L^2([0, T] \times \Omega) \), so the first, second and fifth terms converge to zero. Then the above equation yields
\[
\int_{[0,T] \times \Omega} \varphi(t) (\beta|u_n|^2 + |\nabla u_n|^2) \to 0.
\]
Finally, notice that the energy identity \( \|U_{n,0}\|_X^2 = \|U_n(t)\|_X^2 + \int_0^T \int_{\Omega} \gamma(x)|\partial_t u_n|^2 \) shows that
\[
\int_{[0,T] \times \Omega} \varphi(t) (\beta|u_n|^2 + |\nabla u_n|^2) \sim \|U_{n,0}\|_X^2 \int_0^T \varphi(t),
\]
and thus that \( \|U_{n,0}\|_X \) goes to zero. \( \Box \)

**Proof of Proposition 2.3.** Once Lemma 2.4 is established, the proof follows the arguments of the classical case, where \( \Omega \) is bounded. We briefly recall them.

We first treat the case \( s = 0 \). As in Proposition 2.5, the exponential decay of the energy is equivalent to the observability estimate, that is, the existence of \( C > 0 \) and \( T > 0 \) such that, for any trajectory \( U(t) = e^{At}U_0 \) in \( X \),
\[
\int_0^T \int_{\Omega} \gamma(x)|\partial_t u|^2 \geq C\|U(0)\|_X^2. \tag{2-4}
\]
We argue by contradiction: Assume that \( (2-4) \) does not hold for any positive \( T \) and \( C \). Then there exists a sequence of initial data \( U_n(0) \) with \( \|U_n(0)\|_X = 1 \) and such that
\[
\int_0^T \int_{\Omega} \gamma(x)|\partial_t u_n(t, x)|^2 dt dx \to 0 \quad \text{as} \ n \to +\infty,
\]
where \( (u_n, \partial_t u_n)(t) = U_n(t) = e^{At}U_n(0) \). Let \( \tilde{U}_n = U_n(n/2 + \cdot) \). We have
\[
\int_{-n/2}^{n/2} \int_{\Omega} \gamma(x)|\partial_t \tilde{u}_n(t, x)|^2 dt dx \to 0 \quad \text{as} \ n \to +\infty,
\]
and, for any \( t \in [-n/2, n/2] \),
\[
\|\tilde{U}_n(t)\|_X^2 = \|\tilde{U}_n(-n/2)\|_X^2 - \int_{-n/2}^t \int_{\Omega} \gamma(x)|\partial_t \tilde{u}_n(s, x)|^2 ds dx \to 1 \quad \text{as} \ n \to +\infty.
\]
We can thus assume that \( U_n(0) \) converges to \( U_\infty(0) \in X \), weakly in \( X \). For any \( T > 0 \), \( U_n(t) \) and \( \partial_t U_n(t) \) are bounded in \( L^\infty([-T, T], X) \) and \( L^\infty([-T, T], L^2(\Omega) \times H^{-1}(\Omega)) \), respectively. Thus, by using Ascoli's
theorem, we may also assume that $U_n(t)$ strongly converges to $U_\infty(t)$ in $L^\infty([-T, T], L^2(K) \times H^{-1}(K))$, where $K$ is any compact of $\Omega$. Hence $(u_\infty, \partial_t u_\infty)(t) = U_\infty(t) = e^{At}U_\infty(0)$ is a solution of
\begin{align*}
\square u_\infty + \beta u_\infty &= 0 \quad \text{on } \mathbb{R} \times \Omega, \\
\partial_t u_\infty &= 0 \quad \text{on } \mathbb{R} \times \omega.
\end{align*}
(2-5)
in $L^2 \times H^{-1}$. Since $U_\infty(0) \in X$ belongs to $X$, we deduce that, in fact, $U_\infty(t)$ solves (2-5) in $X$.

To finish the proof of Proposition 2.3, we have to show that $U_\infty \equiv 0$. Indeed, applying Lemma 2.4, we would get that $U_n$ converges strongly to 0, which contradicts the hypothesis $\|U_n(0)\|_X = 1$. Note that $U_\infty \equiv 0$ is a direct consequence of a unique continuation property as in Corollary 3.2. However, Corollary 3.2 requires $\Omega$ to be smooth, whereas Proposition 2.3 could be more general. Therefore, we recall another classical argument to show that $U_\infty \equiv 0$.

Denote by $N$ the set of functions $U_\infty(0) \in X$ satisfying (2-5), which is obviously a linear subspace of $X$. We will prove that $N = \{0\}$. Since $\gamma(x)|\partial_t u_\infty|^2 \equiv 0$ for functions $u_\infty$ in $N$ and since $N$ is a closed subspace, Lemma 2.4 shows that any weakly convergent subsequence of $N$ is in fact strongly convergent. By the Riesz theorem, $N$ is therefore finite-dimensional. For any $t \in \mathbb{R}$, $e^{tA}$ applies $N$ into itself and thus $A_{|N}$ is a bounded linear operator. Assume that $N \neq \{0\}$, then $A_{|N}$ admits an eigenvalue $\lambda$ with eigenvector $Y = (y_0, y_1) \in N$. This means that $y_1 = \lambda y_0$ and that $(\Delta - \beta)y_0 = \lambda^2 y_0$. Moreover, we know that $y_1 = 0$ on $\omega$ and so, if $\lambda \neq 0$, that $y_0 = 0$ on $\omega$. This implies $y_0 \equiv 0$ by the unique continuation property of elliptic operators. Finally, if $\lambda = 0$, we have $(\Delta - \beta)y_0 = 0$ and $y_0 = 0$, because, by assumption, $\Delta - \beta$ is a negative definite operator.

So we have proved $N = \{0\}$ and therefore $U_\infty = 0$, that is, $\tilde{U}_n(0)$ converges to 0 weakly in $X$. We can then apply Lemma 2.4 on any interval $[-n/2, -n/2 + T]$, where $L$ is the time in the geometric control condition (GCC) and obtain a contradiction to $\|U_n(0)\|_X = 1$.

Let us now consider the cases $s \in (0, 1]$. The basic semigroup properties (see [Pazy 1983]) show that, if $U \in X^1 = D(A)$, then $e^{At}U$ belongs to $D(A)$ and
\[ \|e^{At}U\|_{X^1} = \|Ae^{At}U\|_X + \|e^{At}U\|_X = \|e^{At}AU\|_X + \|e^{At}U\|_X \leq Ce^{-\lambda t}(\|AU\|_X + \|U\|_X) = Ce^{-\lambda t}\|U\|_{D(A)}. \]

This shows Proposition 2.3 for $s = 1$. Notice that we do not have to require any regularity for $\gamma$ to obtain this result. Then Proposition 2.3 for $s \in (0, 1)$ follows by interpolating between the cases $s = 0$ and $s = 1$ (see [Tartar 2007]).

**First nonlinear exponential decay properties.** Theorem 2.2 shows that the energy $E$ is nonincreasing along the solutions of (1-1). The purpose of this paper is to obtain the exponential decay of this energy in the sense of property (ED) stated above. We first recall the well-known criterion for exponential decay.

**Proposition 2.5.** The exponential decay property (ED) holds if and only if there exist $T$ and $C$ such that
\[ E(u(0)) \leq C(E(u(0)) - E(u(T))) = C \int_0^T \int_{[0,T] \times \Omega} \gamma(x)|\partial_t u(x, t)|^2 \, dt \, dx \]
(2-6)
for all solutions $u$ of (1-1) with $E(u(0)) \leq E_0$. 

\textbf{Proof.} If (ED) holds then (2-6) holds for $T$ large enough since $E(u(0)) - E(u(T)) \geq (1 - Ke^{-2T}) E(u(0))$. Conversely, if (2-6) holds, using $E(u(T)) \leq E(u(0))$, we get $E(u(T)) \leq C/(C + 1) E(u(0))$ and thus $E(u(kT)) \leq (C/(C + 1))^k E(u(0))$. Using again the decay of the energy to fill the gaps $t \in (kT, (k + 1)T)$, this shows that (ED) holds. \hfill $\square$

First, we prove exponential decay in the case of positive damping, which will be helpful to study what happens outside a large ball since (1-3) is assumed in the whole paper. Note that the fact that $-\Delta + \beta$ is positive is necessary to avoid for instance the constant undamped solutions.

\textbf{Proposition 2.6.} Assume that $\omega = \Omega$, that is that $\gamma(x) \geq \alpha > 0$ everywhere. Then (ED) holds.

\textbf{Proof.} We recall here the classical proof. We introduce a modified energy

$$\tilde{E}(u) = \int \frac{1}{2}(|\partial_t u|^2 + |\nabla u|^2 + |u^2| + V(u) + \epsilon u \partial_t u)$$

with $\epsilon > 0$. Since $\int_{\Omega} |\nabla u|^2 + |u|^2$ controls $\|u\|^2_{L^2}$, $\tilde{E}$ is equivalent to $E$ for $\epsilon$ small enough and it is sufficient to obtain the exponential decay of the auxiliary energy $\tilde{E}$. Using $\gamma \geq \alpha > 0$ and $uf(u) \geq 0$, a direct computation shows for $\epsilon$ small enough that

$$\tilde{E}(u(T)) - \tilde{E}(u(0)) = \int_0^T \int_{\Omega} \gamma(x)|\partial_t u|^2 + \epsilon|\partial_t u|^2 + \epsilon \gamma(x)u \partial_t u - \epsilon(|\nabla u|^2 + |u|^2) - \epsilon uf(u)$$

$$\leq -C \int_0^T \|u(\partial_t u)\|^2_{H^1 \times L^2} \leq -C \int_0^T \tilde{E}(t) \ dt \leq -CT \tilde{E}(T),$$

where $C > 0$ is a constant that may change from line to line. Thus, $\tilde{E}(u(0)) - \tilde{E}(u(T)) \geq CT \tilde{E}(u(T))$ with $CT > 0$ and therefore $\tilde{E}(u(0)) \geq \mu \tilde{E}(u(T))$ with $\mu > 1$. As in the proof of Proposition 2.3, this last property implies the exponential decay of $\tilde{E}$ and thus the one of $E$. \hfill $\square$

3. A unique continuation result for equations with partially holomorphic coefficients

Comparatively to previous articles on the stabilization of the damped wave equations as [Dehman et al. 2003], one of the main novelties of this paper is the use of a unique continuation theorem requiring partially analyticity of the coefficients, but very weak geometrical assumptions as shown in Corollary 3.2. We use here the following result of Robbiano and Zuily [1998]. This result has also been proved independently by Hörmander [1997] and has been generalized by Tataru [1999]. Note that the idea of using partial analyticity for unique continuation was introduced by Tataru [1995] but it requires some global analyticity assumptions that are not fulfilled in our case. All these results use very accurate microlocal analysis and hold in a much more general framework than the one of the wave equation. However, for sake of simplicity, we restrict the statement to this case.

\textbf{Theorem 3.1.} Let $d \geq 1$, $(x_0, t_0) \in \mathbb{R}^d \times \mathbb{R}$ and let $\mathcal{U}$ be a neighborhood of $(x_0, t_0)$. Let $(A_{i, j}(x, t))_{i, j = 1, \ldots, d}$, $b(x, t)$, $(c_i(x, t))_{i = 1, \ldots, d}$ and $d(x, t)$ be bounded coefficients in $C^\infty(\mathcal{U}, \mathbb{R})$. Let $v$ be a strong solution of

$$\frac{\partial^2 v}{\partial t^2} = \text{div}(A(x, t)\nabla v) + b(x, t)\partial_t v + c(x, t)\nabla v + d(x, t)v, \quad (x, t) \in \mathcal{U} \subset \mathbb{R}^d \times \mathbb{R}. \quad (3-1)$$

Let $\varphi \in C^2(\mathcal{U}, \mathbb{R})$ such that $\varphi(x_0, t_0) = 0$ and $(\nabla \varphi, \partial_t \varphi)(x, t) \neq 0$ for all $(x, t) \in \mathcal{U}$. Assume that:
(i) The coefficients $A, b, c$ and $d$ are analytic in time.

(ii) $A(x_0, t_0)$ is a symmetric positive definite matrix.

(iii) The hypersurface $\{(x, t) \in \mathcal{U}, \varphi(x, t) = 0\}$ is not characteristic at $(x_0, t_0)$, that is, that we have $|\partial_t \varphi(x_0, t_0)|^2 \neq (\nabla \varphi(x_0, t_0) | A(x_0, t_0) \nabla \varphi(x_0, t_0))$.

(iv) $v \equiv 0$ in $\{(x, t) \in \mathcal{U}, \varphi(x, t) \leq 0\}$.

Then $v \equiv 0$ in a neighborhood of $(x_0, t_0)$.

**Proof.** We only have to show that Theorem 3.1 is a direct translation of Theorem A of [Robbiano and Zuily 1998] in the framework of the wave equation. To use the notations of [ibid.], we let $x_a$ be the time variable and $x_b$ the space variable and we set $(x_0, t_0) = x^0 = (x^0_a, x^0_b)$. Equation (3-1) corresponds to the differential operator

$$P = \xi^2_a - t \xi_b A(x_b, x_a) \xi - b(x_b, x_a) \xi_a - c(x_b, x_a) \xi_b - d(x_b, x_a)$$

with principal symbol $p_2 = \xi^2_a - t \xi_b A(x_b, x_a) \xi_b$.

All the statements of Theorem 3.1 are obvious translations of Theorem A of [ibid.], except maybe for the fact that hypothesis (iii) implies the hypothesis of pseudoconvexity of [ibid.]. We compute $\{p_2, \varphi\} = 2 \xi_a \varphi_a' - 2t \xi_b A(x_a, x_b) \varphi_b'$. Let us set $\xi = (x^0_a, x^0_b, i \varphi_a'(x^0_a), \varphi_b'(x^0_b))$, then $\{p_2, \varphi\}(\xi) = 0$ if and only if

$$i(\varphi_a'(x^0_a))^2 - i \varphi_b'(x^0_b) A(x^0_a) \varphi_b'(x^0_b) = 0.$$

This is possible only if $(\varphi_a'(x^0_a))^2 = \varphi_b'(x^0_b) A(x^0_a) \varphi_b'(x^0_b)$, that is if the hypersurface $\varphi = 0$ is characteristic at $(x_0, t_0)$. Thus, if this hypersurface is not characteristic, then the pseudoconvexity hypothesis of Theorem A of [ibid.] holds. 

The previous theorem allows us to prove some unique continuation result with some optimal time and geometric assumptions. This allows us to prove unique continuation where the geometric condition is only, roughly speaking, that we do not contradict the finite speed of propagation.

**Corollary 3.2.** Let $T > 0$ (or $T = +\infty$) and let $b, (c_i)_{i=1,2,3}$ and $d$ be coefficients in $C^\infty(\Omega \times [0, T], \mathbb{R})$. Assume moreover that $b, c$ and $d$ are analytic in time and that $v$ is a strong solution of

$$\partial^2_t v = \Delta v + b(x, t) \partial_t v + c(x, t) \nabla v + d(x, t) v, \quad (x, t) \in \Omega \times (-T, T).$$

Let $\mathcal{C}$ be a nonempty open subset of $\Omega$ and assume that $v(x, t) = 0$ in $\mathcal{C} \times (-T, T)$. Then $v(x, 0) \equiv 0$ in $\mathcal{C} \cap \partial \Omega = \{x_0 \in \Omega, d(x_0, \mathcal{C}) < T\}$.

As consequences:

(a) If $T = +\infty$, then $v \equiv 0$ everywhere.

(b) If $v \equiv 0$ in $\mathcal{C} \times (-T, T)$ and $\mathcal{C} \cap \partial \Omega = \Omega$, then $v \equiv 0$ everywhere.

**Proof.** Since $\Omega$ is assumed to be connected, both consequences are obvious from the first statement.

Let $x_0$ be given such that $d(x_0, \mathcal{C}) < T$. There is a point $x_* \in \mathcal{C}$ linked to $x_0$ by a smooth curve of length $l < T$ that stays away from the boundary. We introduce a sequence of balls $B(x_0, r), \ldots, B(x_K, r)$ with $r \in (0, T/K), x_{k-1} \in B(x_k, r)$ and $x_K = x_*$, such that $B(x_k, r)$ stays away from the boundary and is
small enough such that it is diffeomorphic to an open set of $\mathbb{R}^3$ via the exponential map. Note that such a sequence of balls exists because the smooth curve linking $x_0$ to $x_K$ is compact and of length smaller than $T$. We also notice that it is sufficient to prove Corollary 3.2 in each ball $B(x_k, r)$. Indeed, this would enable us to apply Corollary 3.2 in $B(x_K, r) \times (-T, T)$ to obtain that $v$ vanishes in a neighborhood of $x_{K-1}$ for $t \in (-T + r, T - r)$ and then to apply it recursively in $B(x_{K-1}, r) \times (-T + r, T - r), \ldots, B(x_1, r) \times (-T + (K - 1)r, T - (K - 1)r)$ to obtain that $v(x_0, 0) = 0$.

From now on, we assume that $x_0 \in B(x_*, r)$ and that $v$ vanishes in a neighborhood $\mathcal{O}$ of $x_*$ for $t \in (-r, r)$. Since $d(x_0, x_*) < r$, we can introduce a nonnegative function $h \in \mathcal{C}^\infty([-r, r], \mathbb{R})$ such that $h(0) > d(x_0, x_*)$, $h(\pm r) = 0$ and $|h'(t)| < 1$ for all $t \in [-r, r]$. We set $\mathcal{U} = B(x_*, r) \times (-r, r)$ and for any $\lambda \in [0, 1]$, we define \[
\varphi_\lambda(x, t) = d(x, x_*)^2 - \lambda h(t)^2.\]

Since $r$ is assumed to be smaller than the radius of injectivity of the exponential map, $\varphi_\lambda$ is a smooth well-defined function. We prove Corollary 3.2 by contradiction. Assume that $v(x_0, 0) \neq 0$. We denote by $V_\lambda$ the volume $\{(x, t) \in \mathcal{U}, \varphi_\lambda(x, t) \leq 0\}$. We notice that $V_{\lambda_1} \subset V_{\lambda_2}$ if $\lambda_1 < \lambda_2$, that for small $\lambda$, $V_\lambda$ is included in $\mathcal{O} \times (-r, r)$ where $v$ vanishes, and that $V_1$ contains $(x_0, 0)$ where $v$ does not vanish. Thus \[
\lambda_0 = \sup\{\lambda \in [0, 1] : v(x, t) = 0 \text{ for all } (x, t) \in V_\lambda\}
\]
is well defined and belongs to $(0, 1)$. For $t$ close to $-r$ or $r$, $h(t)$ is small and the section $\{x, (x, t) \in V_{\lambda_0}\}$ of $V_{\lambda_0}$ is contained in $\mathcal{O}$ where $v$ vanishes. Therefore, by compactness, the hypersurface $S_{\lambda_0} = \partial V_{\lambda_0}$ must touch the support of $v$ at some point $(x_1, t_1) \in \mathcal{U}$ (see Figure 1).

In local coordinates, $\Delta$ can be written as $\text{div}(A(x) \nabla \cdot) + c(x) \cdot \nabla$. Moreover, \[
(\nabla \varphi_\lambda | A \nabla \varphi_\lambda) = |\nabla_g d(\cdot, x_*)|^2_g = 1,
\]
where the index $g$ means that the gradient and norm are taken according to the metric. Therefore, the hypersurface $S_{\varphi_{t_0}}$ is noncharacteristic at $(x_1, t_1)$ in the sense of hypothesis (iii) of Theorem 3.1 since $|\partial_t \varphi_{f, t}| = |\lambda h'(t_1)| < 1$. Thus, we can apply Theorem 3.1 with $\varphi = \varphi_{t_0}$ at the point $(x_1, t_1)$, mapping everything in the three-dimensional Euclidean frame via the exponential chart. We get that $v$ must vanish in a neighborhood of $(x_1, t_1)$. This is obviously a contradiction since $(x_1, t_1)$ has been taken in the support of $v$. 

4. Asymptotic compactness

As soon as $t$ is positive, a solution $u(t)$ of a parabolic PDE becomes smooth and stays in a compact set. The smoothing effect in finite time of course fails for the damped wave equations. However, these PDEs admit in some sense a smoothing effect in infinite time. This effect is called asymptotic compactness if one is interested in extracting asymptotic subsequences as in Proposition 4.3, or asymptotic smoothness if one uses the regularity of globally bounded solutions as in Proposition 4.4. For the reader interested in these notions, we refer to [Hale 1988]. The proof of this asymptotic smoothing effect is based on the variation of constant formula $U(t) = e^{At} U_0 + \int_0^t e^{A(t-s)} F(U(s))ds$ and two properties:

- The exponential decay of the linear group (Proposition 2.3), which implies that the linear part $e^{At} U_0$ asymptotically disappears.
- The regularity of the nonlinearity $F$ implying the compactness of the nonlinear term $\int_0^t e^{A(t-s)} F(U(s))ds$ (Corollary 4.2 below). Note that the subcriticality of $f$ is the key point of this property and that our arguments cannot be extended as they stand to the critical case $p = 5$.

The purpose of this section is to prove some compactness and regularity results about undamped solutions as (1-8). Note that these results could also have been obtained with a more “control theoretic” proof (see Section 8 for a sketch of the alternative proof) based on propagation results or observability estimates. Here, we have chosen to give a different one using asymptotic regularization, which is more common in dynamical systems. The spirit of the proof remains quite similar: we prove that the nonlinearity is more regular than it seems a priori and use some properties of the damped linear equation.

Regularity of the nonlinearity. Since $f$ is subcritical, it is shown in [Dehman et al. 2003] that the nonlinear term of (1-1) yields a gain of smoothness.

Theorem 4.1 (Dehman, Lebeau and Zuazua [2003]). Let $\chi \in C_0^\infty(\mathbb{R}^3, \mathbb{R})$, $R > 0$ and $T > 0$. Let $s \in [0, 1)$ and let $\varepsilon = \min(1 - s, (5 - p)/2, (17 - 3p)/14) > 0$ with $p$ and $f$ as in (1-2). There exist $(q, r)$ satisfying (2-2) and $C > 0$ such that the following property holds: If $v \in L^\infty([0, T], H^{1+s}(\mathbb{R}^3))$ is a function with finite Strichartz norms $\|v\|_{L^q([0,T], L^r(\mathbb{R}^3))} \leq R$, then $\chi(x)f(v) \in L^1([0, T], H^{s+\varepsilon}(\mathbb{R}^3))$ and moreover

$$\|\chi(x)f(v)\|_{L^1([0,T], H^{s+\varepsilon}(\mathbb{R}^3))} \leq C\|v\|_{L^\infty([0,T], H^{1+s}(\mathbb{R}^3))}.$$

The constant $C$ depends only on $\chi$, $s$, $T$, $(q, r)$, $R$ and the constant in estimate (1-2).

Theorem 4.1 is a copy of Theorem 8 of [Dehman et al. 2003], except for two points.
First, we would like to apply the result to a solution \( v \) of the damped wave equation on a manifold possibly with boundaries, where not all Strichartz exponents are available. This leads to the constraint \( q \geq \frac{7}{2} \) for the Strichartz exponents \((q, r)\) of (2-2) (see Theorem 2.2). In the proof of Theorem 8 of \cite{Dehman et al. 2003}, the useful Strichartz estimate corresponds to \( r = 3(p - 1)/(1 - \varepsilon) \) and \( q = 2(p - 1)/(p - 3 + 2\varepsilon) \) and it is required that \( q \geq p - 1 \), which yields \( \varepsilon \leq (5 - p)/2 \). In this paper, we require also that \( q \geq 7/2 \), which yields in addition \( \varepsilon \leq (17 - 3p)/14 \). Notice that \( p < 5 \) and thus both bounds are positive.

The second difference is that, in \cite{Dehman et al. 2003}, \( u \) is why we also assume \( \varepsilon \geq q \). Notice in addition that since \( f \) holds not only for \( \tilde{u} \), its useful Strichartz estimate corresponds to \( r \geq 1 \). Actually, we make the assumption (4-1).

In this paper, we use a generalization of Theorem 8 of \cite{Dehman et al. 2003} for noncompact manifolds. First, we would like to apply the result to a solution \( v \) of the damped wave equation on a manifold possibly with boundaries, where not all Strichartz exponents are available. This leads to the constraint \( q \geq \frac{7}{2} \) for the Strichartz exponents \((q, r)\) of (2-2) (see Theorem 2.2). In the proof of Theorem 8 of \cite{Dehman et al. 2003}, the useful Strichartz estimate corresponds to \( r = 3(p - 1)/(1 - \varepsilon) \) and \( q = 2(p - 1)/(p - 3 + 2\varepsilon) \) and it is required that \( q \geq p - 1 \), which yields \( \varepsilon \leq (5 - p)/2 \). In this paper, we require also that \( q \geq 7/2 \), which yields in addition \( \varepsilon \leq (17 - 3p)/14 \). Notice that \( p < 5 \) and thus both bounds are positive.

The second difference is that, in \cite{Dehman et al. 2003}, \( u \) is why we also assume \( \varepsilon \geq q \). Notice in addition that since \( f \) holds not only for \( \tilde{u} \), its useful Strichartz estimate corresponds to \( r \geq 1 \). Actually, we make the assumption (4-1).

In this paper, we use a generalization of Theorem 8 of \cite{Dehman et al. 2003} for noncompact manifolds with boundaries.
Corollary 4.2. Let \( R > 0 \) and \( T > 0 \). Let \( s \in [0, 1) \) and let \( \varepsilon = \min(1 - s, (5 - p)/2, (17 - 3p)/14) > 0 \) with \( p \) as in (1-2). There exist \((q, r)\) satisfying (2-2) and \( C > 0 \) such that the following property holds: If \( v \in L^\infty([0, T], H^{1+s}(\Omega) \cap H_0^1(\Omega)) \) is a function with finite Strichartz norms \( \|v\|_{L^q([0, T], L^r(\Omega))} \leq R \), then \( f(v) \in L^1([0, T], H^{s+\varepsilon}(\Omega)) \) and moreover

\[
\|f(v)\|_{L^1([0, T], H^{s+\varepsilon}(\Omega))} \leq C \|v\|_{L^\infty([0, T], H^{1+s}(\Omega) \cap H_0^1(\Omega))}.
\]

The constant \( C \) depends only on \( \Omega \), \((q, r)\), \( R \) and the constant in estimate (1-2).

Proof. Since we assumed that \( \Omega \) has a bounded geometry in the sense that \( \Omega \) is either compact or a compact perturbation of a manifold with periodic metric, \( \Omega \) can be covered by a set of \( \mathcal{C}^\infty \) charts \( \alpha_i : U_i \to \alpha_i(U_i) \subset \mathbb{R}^3 \) such that \( \alpha_i(U_i) \) is equal either to \( B(0, 1) \) or to \( B_+(0, 1) = \{x \in B(0, 1), x_1 > 0\} \) and such that, for any \( s \geq 0 \) the norm of a function \( u \in H^s(\Omega) \) is equivalent to the norm

\[
\left( \sum_{i \in \mathbb{N}} \|u \circ \alpha_i^{-1}\|_{H^s(\alpha_i(U_i))}^2 \right)^{1/2}.
\]

Moreover, the Strichartz norm \( L^q([0, T], L^r(\alpha_i(U_i))) \) of \( v \circ \alpha_i^{-1} \) is uniformly controlled from above by the Strichartz norm \( L^q([0, T], L^r(U_i)) \) of \( v \), which is bounded by \( R \).

Therefore, it is sufficient to prove that Corollary 4.2 holds for \( \Omega \) being either \( B(0, 1) \) or \( B_+(0, 1) \). Say that \( \Omega = B_+(0, 1) \), the case \( \Omega = B(0, 1) \) being simpler. To apply Theorem 4.1, we extend \( v \) in a neighborhood of \( B_+(0, 1) \) as follows. For \( x \in B_+(0, 2) \), we use the radial coordinates \( x = (r, \sigma) \) and we set

\[
\tilde{v}(x) = \tilde{v}(r, \sigma) = 5v(1 - r, \sigma) - 20v(1 - r/2, \sigma) + 16v(1 - r/4, \sigma).
\]

Then, for \( x = (x_1, x_2, x_3) \in B_-(0, 2) \), we set

\[
\tilde{v}(x) = 5v(-x_1, x_2, x_3) - 20v(-x_1/2, x_2, x_3) + 16v(-x_1/4, x_2, x_3).
\]

Notice that \( \tilde{v} \) is an extension of \( v \) in \( B(0, 2) \), which preserves the \( \mathcal{C}^2 \) regularity, and that the \( H^s \) norm for \( s \leq 2 \) as well as the Strichartz norms of \( \tilde{v} \) are controlled by the corresponding norms of \( v \). Let \( \chi \in \mathcal{C}^\infty_0(\mathbb{R}^3) \) be a cut-off function such that \( \chi \equiv 1 \) in \( B_+(0, 1) \) and \( \chi \equiv 0 \) outside \( B(0, 2) \). Applying Theorem 4.1 to \( \chi(x) f(\chi(x) \tilde{v}) \) yields a control of \( \|f(v)\|_{L^1([0, T], H^{s+\varepsilon}(B_+(0, 1)))} \) by \( \|v\|_{L^\infty([0, T], H^{1+s}(\Omega))} \). Finally, notice that \( f(0) = 0 \) and thus the Dirichlet boundary condition on \( v \) naturally implies the one on \( f(v) \). \( \square \)

Asymptotic compactness and regularization effect. As explained in the beginning of this section, using the Duhamel formula \( U(t) = e^{At} U_0 + \int_0^t e^{A(t-s)} F(U(s)) ds \) and Corollary 4.2, we obtain two propositions related to the asymptotic smoothing effect of the damped wave equations.

Proposition 4.3. Let \( f \in \mathcal{C}^1(\mathbb{R}) \) satisfy (1-2), let \((u_0^n, u_1^n)\) be a sequence of initial data which is bounded in \( X = H_0^1(\Omega) \times L^2(\Omega) \) and let \((u_n)\) be the corresponding solutions of the damped wave equation (1-1). Let \((t_n) \in \mathbb{R} \) be a sequence of times such that \( t_n \to +\infty \) when \( n \) goes to \( +\infty \).

Then there exist subsequences \((u_{\psi(n)}, t_{\psi(n)})\) and \((u_{\phi(n)}, t_{\phi(n)})\) and a global solution \( u_\infty \) of (1-1) such that

\[
(u_{\psi(n)}, \partial_t u_{\psi(n)})(t_{\psi(n)} + \cdot) \to (u_\infty, \partial_t u_\infty)(\cdot) \quad \text{in } \mathcal{C}^0([-T, T], X) \quad \text{for all } T > 0.
\]
Proof. We use the notations of Section 2. Due to the equivalence between the norm of $X$ and the energy given by (2-1) and the fact that the energy is decreasing in time, we know that $U_n(t)$ is uniformly bounded in $X$ with respect to $n$ and $t \geq 0$. So, up to taking a subsequence, it weakly converges to a limit $U_\infty(0)$ which gives a global solution $U_\infty$. We notice that, due to the continuity of the Cauchy problem with respect to the initial data stated in Theorem 2.2, it is sufficient to show that $U_\psi(n)(t_\psi(n)) \to U_\infty(0)$ for some subsequence $\psi(n)$. We have

$$U_n(t_n) = e^{At_n}U_n(0) + \int_0^{t_n} e^{sA}F(U_n(t_n - s)) \, ds$$

$$= e^{At_n}U_n(0) + \sum_{k=0}^{[t_n]-1} e^{kA} \int_0^1 e^{sA}F(U_n(t_n - k - s)) \, ds + \int_{[t_n]}^{t_n} e^{sA}F(U_n(t_n - s)) \, ds$$

$$= e^{At_n}U_n(0) + \sum_{k=0}^{[t_n]-1} e^{kA}I_{k,n} + I_n. \quad (4-2)$$

Theorem 2.2 shows that the Strichartz norms $\|u_n(t_n - k - \cdot)\|_{L^q([0,1],L^r(\Omega))}$ are uniformly bounded since the energy of $U_n$ is uniformly bounded. Therefore Corollary 4.2 and Proposition 2.3 show that the terms $I_{n,k} = \int_0^1 e^{sA}F(U_n(t_n - k - s))ds$, as well as $I_n$, are bounded by some constant $M$ in $H^{1+\varepsilon}(\Omega) \times H^\varepsilon(\Omega)$ uniformly in $n$ and $k$. Using Proposition 2.3 again and summing up, we get that the last terms of (4-2) are bounded in $H^{1+\varepsilon}(\Omega) \times H^\varepsilon(\Omega)$ uniformly in $n$ by

$$\left\| \sum_{k=0}^{[t_n]-1} e^{kA}I_{k,n} + I_n \right\| \leq \sum_{k=0}^{[t_n]-1} Ce^{-\lambda k}M + M \left(1 + \frac{C}{1 - e^{-\lambda}}\right).$$

Moreover, Proposition 2.3 shows that $e^{At_n}U_n(0)$ goes to zero in $X$ when $n$ goes to $+\infty$. Therefore, by a diagonal extraction argument and the Rellich theorem, we can extract a subsequence $U_\psi(n)(t_\psi(n))$ that converges to $U_\infty(0)$ in $H^1(B) \times L^2(B)$ for all bounded set $B$ of $\Omega$.

To finish the proof of Proposition 4.3, we have to show that this convergence holds in fact in $X$ and not only locally. Let $\eta > 0$ be given. Let $T > 0$ and let $\tilde{U}_n$ be the solution of (1-1) with $\tilde{U}_n(0) = U_n(t_n - T)$ and with $\gamma$ being replaced by $\tilde{\gamma}$, where $\tilde{\gamma}(x) \equiv \gamma(x)$ for large $x$ and $\tilde{\gamma} \geq \alpha > 0$ everywhere. By Proposition 2.6, $\|\tilde{U}_n(T)\|_X \leq \eta$ if $T$ is chosen sufficiently large and if $n$ is large enough so that $t_n - T > 0$. Since the information propagates at finite speed in the wave equation, $U_n(t_n) \equiv \tilde{U}_n(T)$ outside a large enough bounded set and thus $U_\psi(n)(t_\psi(n))$ has a $X$ norm smaller than $\eta$ outside this bounded set. On the other hand, we can assume that the norm of $U_\infty(0)$ is also smaller than $\eta$ outside the bounded set. Then, choosing $n$ large enough, $\|U_\psi(n)(t_\psi(n)) - U_\infty(0)\|_X$ becomes smaller than $3\eta$. \hfill \Box

The trajectories $U_\infty$ appearing in Proposition 4.3 are trajectories which are bounded in $X$ for all times $t \in \mathbb{R}$. The following result shows that these special trajectories are more regular than the usual trajectories of the damped wave equation.

Proposition 4.4. Let $f \in \mathcal{L}^1(\mathbb{R})$ satisfying (1-2) and let $E_0 \geq 0$. There exists a constant $M$ such that if $u$ is a solution of (1-1) that exists for all times $t \in \mathbb{R}$ and satisfies $\sup_{t \in \mathbb{R}} E(u(t)) \leq E_0$, then
\( t \mapsto U(t) = (u(t), \partial_t u(t)) \) is continuous from \( \mathbb{R} \) into \( D(A) \) and
\[
\sup_{t \in \mathbb{R}} \| (u(t), \partial_t u(t)) \|_{D(A)} \leq M.
\]
In addition, \( M \) depends only on \( E_0 \) and the constants in (1-2).

**Proof.** We use a bootstrap argument. For any \( t \in \mathbb{R} \) and \( n \in \mathbb{N} \),
\[
U(t) = e^{nA}U(t-n) + \sum_{k=0}^{n-1} e^{kA} \int_0^1 e^{sA} F(U(t-k-s)) \, ds.
\]
Using Proposition 2.3, when \( n \) goes to \( +\infty \), we get
\[
U(t) = \sum_{k=0}^{+\infty} e^{kA} \int_0^1 e^{sA} F(U(t-k-s)) \, ds. \tag{4-3}
\]
Moreover, arguing exactly as in the proof of Proposition 4.3, we show that Proposition 2.3 and Corollary 4.2 imply that (4-3) also holds in \( X^\varepsilon \). Hence, \( U(t) \) is uniformly bounded in \( X^{2\varepsilon} \), and so on. Repeating the arguments and noting that, until the last step, \( \varepsilon \) only depends on \( p \), we obtain that \( U(t) \) is uniformly bounded in \( X_1 = D(A) \).

Since the constant \( C \) of Corollary 4.2 only depends on \( f \) through estimate (1-2), the same holds for the bound \( M \) here. \( \square \)

**Proposition 4.5.** The Sobolev embedding \( H^2(\Omega) \hookrightarrow \mathcal{C}^0(\Omega) \) holds and there exists a constant \( \mathcal{K} \) such that
\[
\sup_{x \in \Omega} |u(x)| \leq \mathcal{K} \| u \|_{H^2} \quad \text{for all} \quad u \in H^2(\Omega).
\]
In particular, the solution \( u \) in the statement of Proposition 4.4 belongs to \( \mathcal{C}^0(\bar{\Omega} \times \mathbb{R}, \mathbb{R}) \) and
\[
\sup_{(x,t) \in \bar{\Omega} \times \mathbb{R}} |u(x,t)| \leq \mathcal{K} M.
\]

**Proof.** Proposition 4.5 follows directly from the fact that \( \Omega \) has a bounded geometry and from the classical Sobolev embedding \( H^2 \hookrightarrow \mathcal{C}^0 \) in the ball \( B(0,1) \) of \( \mathbb{R}^3 \). \( \square \)

**5. Smoothness and uniqueness of nondissipative complete solutions**

In this section, we consider only a nondissipative complete solution, that is, a solution \( u^* \) existing for all times \( t \in \mathbb{R} \) for which the energy \( E \) is constant. In other words, \( u^*(t) \) solves
\[
\begin{align*}
\partial_{tt} u^* &= \Delta u^* - \beta u^* - f(u^*) \quad (x, t) \in \Omega \times \mathbb{R}, \\
u^*(x, t) &= 0 \quad (x, t) \in \partial \Omega \times \mathbb{R}, \\
\partial_t u^*(x, t) &= 0 \quad (x, t) \in \text{supp } \gamma \times \mathbb{R}. 
\end{align*} \tag{5-1}
\]
Since the energy \( E \) is not dissipated by \( u^*(t) \), we can write \( E(u^*) \) instead of \( E(u^*(t)) \). Yet, an interesting fact that will be used several times in the sequel is that such \( u^* \) is, at the same time, solution of both damped and undamped equations.

The purpose of this section is:
• First show that $u^*$ is analytic in time and smooth in space. The central argument is to use a theorem of J. K. Hale and G. Raugel [2003].

• Then use the unique continuation result of L. Robbiano and C. Zuily stated in Corollary 3.2 to show that $u^*$ is necessarily an equilibrium point of (1-1).

• Finally show that the assumption $sf(s) \geq 0$ implies that $u^* \equiv 0$.

We point out that the first two steps are valid and very helpful in a more general framework than the one of our paper.

Smoothness and partial analyticity of $u^*$. First we recall here the result of Section 2.2 of [Hale and Raugel 2003], adapting the statement to suit our notations:

**Theorem 5.1.** Let $Y$ be a Banach space. Let $P_n \in \mathcal{L}(Y)$ be a sequence of continuous linear maps and let $Q_n = \text{Id} - P_n$. Let $A : D(A) \to Y$ be the generator of a continuous semigroup $e^{tA}$ and let $G \in \mathcal{C}^1(Y)$. We assume that $V$ is a complete mild solution in $Y$ of

$$\partial_t V(t) = AV(t) + G(V(t)) \quad \text{for all } t \in \mathbb{R}.$$ 

We further assume that:

(i) $\{V(t), t \in \mathbb{R}\}$ is contained in a compact set $K$ of $Y$.

(ii) For any $y \in Y$, $P_n y$ converges to $y$ when $n$ goes $\to \infty$ and $(P_n)$ and $(Q_n)$ are sequences of $\mathcal{L}(Y)$ bounded by $K_0$.

(iii) The operator $A$ splits as $A = A_1 + B_1$, where $B_1$ is bounded and $A_1$ commutes with $P_n$.

(iv) There exist $M$ and $\lambda > 0$ such that $\|e^{tA}\|_{\mathcal{L}(Y)} \leq Me^{-\lambda t}$ for all $t \geq 0$.

(v) $G$ is analytic in the ball $B_Y(0, r)$, where $r$ is such that $r \geq 4K_0 \sup_{t \in \mathbb{R}} \|V(t)\|_Y$. More precisely, there exists $\rho > 0$ such that $G$ can be extended to an holomorphic function of $B_Y(0, r) + iB_Y(0, \rho)$.

(vi) $\{DG(V(t))V_2 | t \in \mathbb{R}, \|V_2\|_Y \leq 1\}$ is a relatively compact set of $Y$.

Then the solution $V(t)$ is analytic from $t \in \mathbb{R}$ into $Y$.

More precisely, Theorem 5.1 is Theorem 2.20 (which relates to Theorem 2.12) of [Hale and Raugel 2003] applied with hypotheses (H3mod) and (H5).

Proposition 4.4 shows that $u^*$ is continuous in both space and time variables. We apply Theorem 5.1 to show that because $f$ is analytic, $u^*$ is also analytic with respect to the time.

**Proposition 5.2.** Let $f \in \mathcal{C}^1(\mathbb{R})$ satisfying (1-2) and let $E_0 \geq 0$. Let $\mathfrak{H}$ and $M$ be the constants given by Propositions 4.4 and 4.5. Assume that $f$ is analytic in $[-4\mathfrak{H}M, 4\mathfrak{H}M]$. Then for any nondissipative complete solution $u^*(t)$ solving (5-1) and satisfying $E(u^*) \leq E_0$, $t \mapsto u^*(\cdot, t)$ is analytic from $\mathbb{R}$ into $X^\alpha$ with $\alpha \in (1/2, 1)$. In particular, for all $x \in \Omega$, $u^*(x, t)$ is analytic with respect to the time.

**Proof.** Theorem 5.1 uses strongly some compactness properties. Therefore, we need to truncate our solution to apply the theorem on a bounded domain (of course, this is not necessary and easier if $\Omega$ is already bounded).
Let $\chi \in C_0^\infty(\overline{\Omega})$ be such that $\partial \chi / \partial v = 0$ on $\partial \Omega$, $\chi \equiv 1$ in $\{ x \in \Omega, \gamma(x) = 0 \}$ and supp $\chi$ is included in a smooth bounded subdomain $\mathcal{C}$ of $\Omega$. Since Proposition 4.4 shows that $u^* \in C^0(\mathbb{R}, D(A))$ and since $u^*$ is constant with respect to the time in supp $\gamma$, $(1 - \chi)u^*$ is obviously analytic from $\mathbb{R}$ into $D(A)$. It remains to obtain the analyticity of $\chi u^*$.

In this proof, the damping $\gamma$ needs to be more regular than just $L^\infty(\Omega)$. We replace $\gamma$ by a damping $\wh{\gamma} \in C^\infty(\Omega)$, which has the same geometrical properties (GCC) and (1-3) and which vanishes where $\gamma$ does. Notice that $\gamma \partial_t u^* \equiv 0 \equiv \wh{\gamma} \partial_t u^*$, therefore replacing $\gamma$ by $\wh{\gamma}$ has no consequences here.

Let $v = \chi u^*$, we have

$$\begin{align*}
\begin{cases}
\partial_t^2 v + \wh{\gamma}(x) \partial_t v &= \Delta v - \beta v + g(x, v) \quad (x, t) \in \mathcal{C} \times \mathbb{R}_+,
 v(x, t) &= 0 \quad (x, t) \in \partial \mathcal{C} \times \mathbb{R}_+,
\end{cases}
\end{align*}$$

(5-2)

with $g(x, v) = -\chi(x)f(v + (1 - \chi)u^*(x)) - 2(\nabla \chi \nabla u^*)(x) - (u^* \Delta \chi)(x)$. We apply Theorem 5.1 with the following setting: Let $Y = X^\alpha = H^{1+\alpha}(\mathcal{C}) \cap H_0^1(\mathcal{C}) \times H_0^\alpha(\mathcal{C})$ with $\alpha \in (1/2, 1)$. Let $V = (v, \partial_x v)$ and let $G(v) = (0, g(., v))$. We set

$$A = A_1 + B_1 = \begin{pmatrix} 0 & \text{Id} \\ \Delta - \beta & 0 \end{pmatrix} + \begin{pmatrix} 0 & 0 \\ 0 & -\wh{\gamma} \end{pmatrix}.$$ 

Let $(\lambda_k)_{k \geq 1}$ be the negative eigenvalues of the Laplacian operator on $\mathcal{C}$ with Dirichlet boundary conditions and let $(\varphi_k)$ be corresponding eigenfunctions. We set $P_n$ to be the canonical projections of $X$ on the subspace generated by $((\varphi_k, 0))_{k=1, \ldots, n}$ and $((0, \varphi_k))_{k=1, \ldots, n}$.

To finish the proof of Proposition 5.2, we only have to check that the hypotheses of Theorem 5.1 hold.

The trajectory $V$ is compact since we know by Proposition 4.4 that it is bounded in $X^1$, which gives (i).

Hypothesis (ii) and (iii) hold with $K_0 = 1$ by construction of $P_n$ and because $B_1$ is bounded in $Y$ since $\wh{\gamma}$ belongs to $C_\infty(\Omega)$. Hypothesis (iv) follows from Proposition 2.3.

We recall that $u^*(x, \cdot)$ is constant outside $\chi^{-1}(1)$ and belongs locally to $H^{1+\alpha}$ since $u^* \in D(A)$. Therefore, the terms $(1 - \chi)u^*(x), \nabla \chi \nabla u^*$ and $u^* \Delta \chi$ appearing in the definition of $g$ are in $H^1$. Moreover, they satisfy Dirichlet boundary condition on $\partial \Omega$ since $u^* \equiv 0$ and $\partial_x \chi \equiv 0$ there. Of course, they also satisfy Dirichlet boundary condition on the other parts of $\partial \mathcal{C}$ since $\chi \equiv 0$ outside $\mathcal{C}$. Notice that $\alpha > 1/2$ and thus $H^{1+\alpha}(\mathcal{C}) \cap H_0^1(\mathcal{C})$ is an algebra included in $C^0$. Therefore (1-2) shows that $G$ is of class $C^1$ in the bounded sets of $Y$. Since $u \in [-4\mathcal{M}, 4\mathcal{M}] \mapsto f(u) \in \mathbb{R}$ is analytic, it can be extended to a holomorphic function in $[-4\mathcal{M}, 4\mathcal{M}] + i[-\rho, \rho]$ for small $\rho > 0$. Using again the embedding $H^{1+\alpha}(\mathcal{C}) \hookrightarrow C^0(\mathcal{C})$ and the definitions of $\mathcal{M}$ and $M$, we deduce that (v) holds.

Finally, for $V_2 = (v_2, \partial_x v_2)$ with $\|V_2\|_Y \leq 1$, $DG(V(t))V_2 = (0, -\chi(x)f'(v(t) + (1 - \chi)u^*(x))v_2)$ is relatively compact in $Y$ since $v(t)$ is bounded in $H^2 \cap H_0^1$ due to Proposition 4.4 and therefore $v_2 \in H^{1+\alpha} \hookrightarrow \chi(x)f'(v(t) + (1 - \chi)u^*(x))v_2 \in H^\alpha$ is a compact map. This yields (vi).

Once the time-regularity of $u^*$ is proved, the space-regularity follows directly.

**Proposition 5.3.** Let $f$ and $u^*$ be as in Proposition 5.2. Then $u^* \in C_\infty(\Omega \times \mathbb{R})$. 


Proposition 5.2 shows that \( u^* \) and all its time-derivatives belong to \( X^{\alpha} \) with \( \alpha \in (1/2, 1) \). Due to the Sobolev embeddings, this implies that any time-derivative of \( u^* \) is Hölder continuous. Writing
\[
\Delta u^* = \partial^2_{tt} u^* + \beta u^* + f(u^*)
\] (5-3)
and using the local elliptic regularity properties (see [Miranda 1970] and the references therein), we get that \( u^* \) is locally of class \( C^{2,\lambda} \) in space for some \( \lambda \in (0, 1) \). Thus, \( u^* \) is of class \( C^{2k,\lambda} \) for all \( k \in \mathbb{N} \). □

**Identification of \( u^* \).** The smoothness and the partial analyticity of \( u^* \) shown in Propositions 5.2 and 5.3 enable us to use the unique continuation result of [Robbiano and Zuily 1998].

**Proposition 5.4.** Let \( f \) and \( u^* \) be as in Proposition 5.2. Then \( u^* \) is constant in time, i.e., \( u^* \) is an equilibrium point of the damped wave equation (1-1).

**Proof.** Setting \( v = \partial_t u^* \), we get \( \partial^2_{tt} v = \Delta v - \beta v - f'(u^*)v \). Propositions 5.2 and 5.3 show that \( u^* \) is smooth and analytic with respect to the time and moreover \( v \equiv 0 \) in supp \( \gamma \). Thus, the unique continuation result stated in Corollary 3.2 yields \( v \equiv 0 \) everywhere. □

The sign assumption on \( f \) directly implies that 0 is the only possible equilibrium point of (1-1).

**Corollary 5.5.** Let \( f \in C^1(\mathbb{R}) \) satisfying (1-2) and let \( E_0 \geq 0 \). Let \( \mathcal{K} \) and \( M \) be the constants given by Propositions 4.4 and 4.5 and assume that \( f \) is analytic in \([-4\mathcal{K}M, 4\mathcal{K}M] \). Then the unique solution \( u^* \) of (5-1) with \( E(u^*) \leq E_0 \) is \( u^* \equiv 0 \).

**Proof.** Due to Proposition 5.4, \( u^* \) is solution of \( \Delta u^* - \beta u^* = f(u^*) \). By multiplying by \( u^* \) and integrating by parts, we obtain \( \int_{\Omega} |\nabla u^*|^2 + \beta |u^*|^2 \, dx = -\int_{\Omega} u^* f(u^*) \, dx \), which is nonpositive due to assumption (1-2). Since \( \beta \geq 0 \) is such that \( \Delta - \beta \) is negative definite, this shows that \( u^* \equiv 0 \). □

**6. Proof of Theorem 1.1**

Due to Proposition 2.5, Theorem 1.1 directly follows from the following result.

**Proposition 6.1.** Let \( f \in C^1(\mathbb{R}) \) satisfy (1-2) and let \( E_0 \geq 0 \). Let \( \mathcal{K} \) and \( M \) be the constants given by Propositions 4.4 and 4.5. Assume that \( f \) is analytic in \([-4\mathcal{K}M, 4\mathcal{K}M] \) and that \( \gamma \) is as in Theorem 1.1. Then there exist \( T > 0 \) and \( C > 0 \) such that any \( u \) solution of (1-1) with \( E(u)(0) \leq E_0 \) satisfies
\[
E(u)(0) \leq C \int_{[0,T] \times \Omega} \gamma(x) |\partial_t u|^2 \, dt \, dx.
\]

**Proof.** We argue by contradiction: we assume that there exists a sequence \( (u_n) \) of solutions of (1-1) and a sequence of times \( (T_n) \) converging to \( +\infty \) such that
\[
\int_{[0,T_n] \times \Omega} \gamma(x) |\partial_t u_n|^2 \, dt \, dx \leq \frac{1}{n} E(u_n)(0) \leq \frac{1}{n} E_0. \tag{6-1}
\]
Set \( \alpha_n = (E(u_n)(0))^{1/2} \). Since \( \alpha \in [0, \sqrt{E_0}] \), we can assume that \( \alpha_n \) converges to a limit \( \alpha \) when \( n \) goes to \( +\infty \). We distinguish two cases: \( \alpha > 0 \) and \( \alpha = 0 \).
First case. $\alpha_n \to \alpha > 0$. Notice that, due to (2-1), $\|(u_n, \partial_t u_n)(0)\|_X$ is uniformly bounded from above and from below by positive numbers. We set $u^*_n = u_n(T_n/2 + \cdot)$. Due to the asymptotic compactness property stated in Proposition 4.3, we can assume that $u^*_n$ converges to a solution $u^*$ of (1-1) in $C^0([-T, T], X)$ for all time $T > 0$. We notice that

$$E(u_n(0)) \geq E(u^*_n(0)) = E(u_n(0)) - \int_0^{T_n/2} \int_{\Omega} \gamma(x) |\partial_t u_n|^2 \geq (1 - 1/n) E(u_n(0))$$

and thus $E(u^*(0)) = \alpha^2 > 0$. Moreover, (6-1) shows that $\gamma \partial_t u_n^*$ converges to zero in $L^2([-T, T], L^2(\Omega))$ for any $T > 0$ and thus $\partial_t u^* \equiv 0$ in supp $\gamma$. In other words, $u^*$ is a nondissipative solution of (1-1), i.e., a solution of (5-1) with $E(u^*) = \alpha^2 \leq E_0$. Corollary 5.5 shows that $u^* \equiv 0$, which contradicts the positivity of $E(u^*(0))$.

Second case. $\alpha_n \to 0$. The assumptions on $f$ allow to write $f(s) = f'(0)s + R(s)$ with

$$|R(s)| \leq C(|s|^2 + |s|^p) \quad \text{and} \quad |R'(s)| \leq C(|s| + |s|^{p-1}). \quad (6-2)$$

Let us make the change of unknown $w_n = u_n/\alpha_n$. Then $w_n$ solves

$$\Box w_n + \gamma(x) \partial_t w_n + (\beta + f'(0))w_n + \frac{1}{\alpha_n} R(\alpha_n w_n) = 0 \quad (6-3)$$

and

$$\int_0^{T_n} \int_{\Omega} \gamma(x) |\partial_t w_n|^2 \, dt \, dx \leq \frac{1}{n}. \quad (6-4)$$

Set $W_n = (w_n, \partial_t w_n)$. Due to the equivalence between norm and energy given by (2-1), the scaling $w_n = u_n/\alpha_n$ implies that $\|(w_n(0), \partial_t w_n(0))\|_X$ is uniformly bounded from above and from below by positive numbers. Moreover, (6-1) implies

$$\|W_n(t)\|_X = \frac{\|(U_n(t))\|_X}{\alpha_n} \geq C \frac{E(u_n(t))^{1/2}}{\alpha_n} \geq C \frac{E(u_n(0)) - \alpha_n^2/n}{\alpha_n} \geq \frac{C}{2} > 0 \quad (6-5)$$

for any $t \in [0, T_n]$ and $n$ large enough.

We set $f_n = 1/\alpha_n R(u_n)$ and $F_n = (0, f_n)$. The stability estimate of Theorem 2.2 implies that $\|u_n\|_{L^q([k, k+1], L^r)} \leq C \alpha_n$ uniformly for $n, k \in \mathbb{N}$. In particular, combined with (6-2), this gives

$$\|f_n\|_{L^1([k, k+1], L^2)} = \left\| \frac{1}{\alpha_n} R(\alpha_n w_n) \right\|_{L^1([k, k+1], L^2)} \leq C (\alpha_n + \alpha_n^{p-1}).$$

We can argue as in Proposition 4.3 and write

$$W_n(T_n) = e^{\tilde{A}T_n} W_n(0) + \sum_{k=0}^{T_n-1} e^{\tilde{A}(T_n-k)} \int_0^{1} e^{-\tilde{A}s} F_n(k + s) \, ds$$

$$+ e^{\tilde{A}(T_n-[T_n])} \int_0^{T_n-[T_n]} e^{-\tilde{A}s} F_n([T_n] + s) \, ds. \quad (6-6)$$

where $\tilde{A}$ is the modified damped wave operator

$$\tilde{A} = \begin{pmatrix} 0 & 1 \\ \Delta - \beta - f'(0) - \gamma \end{pmatrix}.$$
Notice that $e^{At}$ decays exponentially, like $e^{At}$ in Proposition 2.3, since (1-2) implies $f'(0) \geq 0$. By summing up as in Proposition 4.3, we get
\[
\|W_n(T_n)\|_{x} \leq Ce^{-\lambda T_n} + C(\alpha_n + \alpha_n^{p-1}),
\]
which goes to zero, in a contradiction with (6-5). \qed

As a direct consequence of Proposition 6.1, we obtain a unique continuation property for nonlinear wave equations. Notice that the time of observation $T$ required for the unique continuation is not explicit. Thus, this result is not so convenient as a unique continuation property. But it may be useful for other nonlinear stabilization problems as $\Box u + \gamma(x)g(\partial_t u) + f(u) = 0$.

**Corollary 6.2.** Let $f \in \mathcal{C}^1(\mathbb{R})$ satisfy (1-2) and let $E_0 \geq 0$. Assume that $f$ is analytic in $\mathbb{R}$ and that $\omega$ is an open subset of $\Omega$ satisfying (GCC). Then there exist $T > 0$ such that the only solution $u$ of
\[
\begin{cases}
\Box u + \beta u + f(u) = 0 & \text{on } [-T, T] \times \Omega, \\
\partial_t u = 0 & \text{on } [-T, T] \times \omega,
\end{cases}
\tag{6-7}
\]
with $E(u)(0) \leq E_0$ is $u \equiv 0$.

**Proof.** Corollary 6.2 is a straightforward consequence of Proposition 6.1 since we can easily construct a smooth damping $\gamma$ supported in $\omega$ and such that $\text{supp } \gamma$ satisfies (GCC). We only have to remark that a solution $u$ of (6-7) is also solution of (1-1). \qed

7. Proof of Theorem 1.2

Before starting the proof of Theorem 1.2 itself, we prove that $\mathcal{C}^1(\mathbb{R})$ is a Baire space, that is, that any countable intersection of open dense sets is dense. This legitimizes the genericity in $\mathcal{C}^1(\mathbb{R})$ as a good notion of large subsets of $\mathcal{C}^1(\mathbb{R})$. We recall that $\mathcal{C}^1(\mathbb{R})$ is defined by (1-6) and endowed by the Whitney topology, the open sets of which are generated by the neighborhoods $\mathcal{N}_{f,\delta}$ defined by (1-7).

**Proposition 7.1.** The space $\mathcal{C}^1(\mathbb{R})$ endowed with the Whitney topology is a Baire space.

**Proof.** The set $\mathcal{C}^1(\mathbb{R})$ is not an open set of $\mathcal{C}^1(\mathbb{R})$, and neither a submanifold. It is a closed subset of $\mathcal{C}^1(\mathbb{R})$, but $\mathcal{C}^1(\mathbb{R})$ endowed with the Whitney topology is not a completely metrizable space, since it is not even metrizable (the neighborhoods of a function $f$ are not generated by a countable subset of them). Therefore, we have to go back to the basic proof of Baire property as in [Golubitsky and Guillemin 1973].

Let $\mathcal{U}$ be an open set of $\mathcal{C}^1(\mathbb{R})$ and let $(\mathcal{C}_n)_{n \in \mathbb{N}}$ be a sequence of open dense sets of $\mathcal{C}^1(\mathbb{R})$. By density, there exists a function $f_0 \in \mathcal{C}^1(\mathbb{R})$ in $\mathcal{U} \cap \mathcal{C}_0$ and by openness, there exists a positive continuous function $\delta_0$ such that the neighborhood $\mathcal{N}_{f_0,\delta_0}$ is contained in $\mathcal{U} \cap \mathcal{C}_0$. By choosing $\delta_0$ small enough, one can also assume that $\mathcal{N}_{f_0,2\delta_0} \subset \mathcal{U} \cap \mathcal{C}_0$ and that $\sup_{u \in \mathbb{R}} |\delta_0(u)| \leq 1/2^0$. By recursion, one constructs similar balls $\mathcal{N}_{f_0,\delta_n} \subset \mathcal{N}_{f_{n-1},\delta_{n-1}} \subset \mathcal{N}_{f_0,\delta_0}$ such that $\mathcal{N}_{f_0,2\delta_n} \subset \mathcal{U} \cap \mathcal{C}_n$ and that $\sup_{u \in \mathbb{R}} |\delta_n(u)| \leq 1/2^n$. Since $\mathcal{C}^1([-m, m], \mathbb{R})$ endowed with the uniform convergence topology is a complete metric space, the sequence $(f_i)$ converges to a function $f \in \mathcal{C}^1(\mathbb{R}, \mathbb{R})$ uniformly in any compact set of $\mathbb{R}$. By construction, the limit $f$ satisfies
\[
\max(|f(u) - f_n(u)|, |f'(u) - f'_n(u)|) \leq \delta_n(u) < 2\delta_n(u) \quad \text{for all } n \in \mathbb{N} \text{ and all } u \in \mathbb{R}, \tag{7-1}
\]
as well as \( f(0) = 0 \) and \( uf(u) \geq 0 \) since any \( f_n \) satisfies (1-2). Moreover, there exist \( C > 0 \) and \( p \in [1, 5) \) such that \( f_0 \) satisfies

\[
|f_0(u)| \leq C(1 + |u|)^p \quad \text{and} \quad |f'_0(u)| \leq C(1 + |u|)^{p-1}.
\]

(7-2)

Since \( \max(|f(u) - f_0(u)|, |f'(u) - f'_0(u)|) \leq \delta_0(u) \leq 1 \), \( f \) also satisfies (7-2) with a constant \( C' = C + 1 \). Therefore, \( f \) satisfies (1-2) and thus belongs to \( \mathcal{C}^1(\mathbb{R}) \). In addition, \( f \) satisfying (7-1) and \( \mathcal{N}_{f_0, 2\delta_0} \) being contained in \( \mathcal{U} \cap \mathcal{C}_n \), we get \( f \in \mathcal{U} \cap \mathcal{C}_n \) for all \( n \). This shows that \( \cap_{n \in \mathbb{N}} \mathcal{C}_n \) intersects any open set \( \mathcal{U} \) and therefore is dense in \( \mathcal{C}^1(\mathbb{R}) \).

\[\Box\]

Proof of Theorem 1.2. We denote by \( \mathcal{S}_n \) the set of functions \( f \in \mathcal{C}^1(\mathbb{R}) \) such that the exponential decay property (ED) holds for \( E_0 = n \). Obviously, \( \mathcal{S} = \cap_{n \in \mathbb{N}} \mathcal{S}_n \) and hence it is sufficient to prove that \( \mathcal{S}_n \) is an open dense subset of \( \mathcal{C}^1(\mathbb{R}) \). We sketch here the main arguments to prove this last property.

\( \mathcal{S}_n \) is a dense subset. Let \( \mathcal{N} \) be a neighborhood of \( f_0 \in \mathcal{C}^1(\mathbb{R}) \). Up to choosing \( \mathcal{N} \) smaller, we can assume that the constant in (1-2) is independent of \( f \in \mathcal{N} \). Due to Propositions 4.4 and 4.5, there exist constants \( \mathcal{K} \) and \( \mathcal{M} \) such that, for all \( f \in \mathcal{N} \), all the global nondissipative trajectories \( u \) of (1-1) with \( E(u) \leq n \) are such that \( \|u\|_{L^\infty(\Omega \times \mathbb{R})} \leq \mathcal{K}\mathcal{M} \). We claim that we can choose \( f \in \mathcal{N} \) as close to \( f_0 \) as wanted such that \( f \) is analytic on \([−4\mathcal{K}\mathcal{M}, 4\mathcal{K}\mathcal{M}]\) and still satisfies (1-2). Then Proposition 6.1 shows that \( f \) satisfies (ED) with \( E_0 = n \), i.e., that \( f \in \mathcal{S}_n \).

To obtain this suitable function \( f \), we proceed as follows. First, we set \( a = 4\mathcal{K}\mathcal{M} \) and notice that it is sufficient to explain how we construct \( f \) in \([−a, a]\). Indeed, one can easily extend a perturbation \( f \) of \( f_0 \) in \([−a, a]\) satisfying \( f(s)s \geq 0 \) to a perturbation \( \tilde{f} \) of \( f_0 \) in \( \mathbb{R} \), equal to \( f_0 \) outside of \([−a − 1, a + 1]\) and such that \( f(s)s \geq 0 \) in \([−a − 1, a + 1]\). We construct \( f \) in \([−a, a]\) as follows. Since \( f_0(s)s \geq 0 \), we have that \( f'_0(0) \geq 0 \). We perturb \( f_0 \) to \( f_1 \) such that \( f_1(0) = 0 \), \( f'_1(s) \geq \varepsilon > 0 \) in a small interval \([−\eta, \eta]\) and \( sf_1(s) \geq 2\varepsilon \) in \([−a, a] \cup \left[−a, −\eta\right] \cup \left[\eta, a\right] \), where \( \varepsilon \) could be chosen as small as needed. Then we perturb \( f_1 \) to obtain a function \( f_2 \) which is analytic in \([−a, a]\) and satisfies \( f'_2(s) \geq 0 \) in \([−\eta, \eta]\), \( sf_2(s) \geq \varepsilon \) in \([−a, −\eta] \cup \left[\eta, a\right] \) and \( |f_2(0)| < \varepsilon/a \). Finally, we set \( f(s) = f_2(s) − f_0(0) \) and check that \( f \) is analytic and satisfies \( sf(s) \geq 0 \) in \([−a, a]\). Moreover, up to choosing \( \varepsilon \) very small, \( f \) is as close to \( f_0 \) as wanted.

\( \mathcal{S}_n \) is an open subset. Let \( f_0 \in \mathcal{S}_n \). Proposition 2.3 shows the existence of a constant \( C \) and a time \( T \) such that for all solution \( u \) of (1-1),

\[
E(u(0)) \leq E_0 \implies E(u(0)) \leq C \int_0^T \int_{\Omega} \gamma(x)|\partial_t u(x, t)|^2 dx dt.
\]

(7-3)

The continuity of the trajectories in \( X \) with respect to \( f \in \mathcal{C}^1(\mathbb{R}) \) is not difficult to obtain: using the strong control of \( f \) given by Whitney topology, the arguments are the same as the ones of the proof of the continuity with respect to the initial data, stated in Theorem 2.2. Thus, (7-3) holds also for any \( f \) in a neighborhood \( \mathcal{N} \) of \( f_0 \), replacing the constant \( C \) by a larger one. Therefore, Proposition 2.3 shows that \( \mathcal{N} \subset \mathcal{S}_n \) and hence that \( \mathcal{S}_n \) is open. \[\Box\]
8. A proof of compactness and regularity with the usual arguments of control theory

In this section, we give an alternative proof of the compactness and regularity properties of Propositions 4.3 and 4.4. We only give its outline since it is redundant in light of the previous results of the article. Moreover, it is quite similar to the arguments of [Dehman et al. 2003]. Yet the arguments of this section are interesting because they do not require any asymptotic arguments and they show a regularization effect through an observability estimate with a finite time $T$, which can be explicit. However, for the moment, it seems impossible to obtain an analytic regularity similar to Proposition 5.2 with these kind of arguments.

Instead of using a Duhamel formula with an infinite interval of time $(-\infty, t)$ as in (4-3), the main idea is to use as a black box an observability estimate for $T$ large enough, $T$ being the time of geometric control condition.

\[ \|U_0\|^2_{X^s} \leq C \|Be^{tA}U_0\|^2_{L^2([0,T],X^s)}, \tag{8-1} \]

where
\[ A = \begin{pmatrix} 0 & \text{Id} \\ \Delta - \beta & -\gamma \end{pmatrix} \quad \text{and} \quad B = \begin{pmatrix} 0 & 0 \\ 0 & -\gamma \end{pmatrix}. \]

The first aim is to prove that a solution of (5-1), globally bounded in energy, is also globally bounded in $X^s$ for $s \in [0, 1]$. We proceed step by step. First, let us show that it is bounded in $X^\varepsilon$.

- We fix $T >$ large enough to get the observability estimate (8-1). By the existence theory on each $[t_0, t_0 + T]$, $u|_{[t_0, t_0 + T]}$ is bounded in Strichartz norms, uniformly for $t_0 \in \mathbb{R}$. Since the nonlinearity is subcritical, Corollary 4.2 gives that $f(u)$ is globally bounded in $L^1([t_0, t_0 + T], H^{1+\varepsilon})$.

- We decompose the solution into its linear and nonlinear part by the Duhamel formula,
\[ U(t) = e^{A(t-t_0)}U(t_0) + \int_{t_0}^t e^{A(t_0-\tau)}f(U(\tau))d\tau = U_{\text{lin}} + U_{\text{Nlin}}. \]

Since $f(u)$ is bounded in $L^1([t_0, t_0 + T], H^{1+\varepsilon})$, $U_{\text{Nlin}}$ is uniformly bounded in $C([t_0, t_0 + T], X^\varepsilon)$.

- We will now use the linear observability estimate (8-1) with $s = \varepsilon$, applying it to $U_{\text{lin}}$:
\[ \|U(t_0)\|^2_{X^\varepsilon} = \|U_{\text{lin}}(t_0)\|^2_{X^\varepsilon} \leq C \int_{t_0}^{t_0+T} \|\gamma(x)\partial_t u_{\text{lin}}\|^2_{H^\varepsilon}. \tag{8-2} \]

Then, using the triangular inequality, we get
\[ \int_{t_0}^{t_0+T} \|\gamma(x)\partial_t u_{\text{lin}}\|^2_{H^\varepsilon} \leq 2 \int_{t_0}^{t_0+T} \|\gamma(x)\partial_t u\|^2_{H^\varepsilon} + 2 \int_{t_0}^{t_0+T} \|\gamma(x)\partial_t u_{\text{Nlin}}\|^2_{H^\varepsilon} \leq 2 \int_{t_0}^{t_0+T} \|\gamma(x)\partial_t u_{\text{Nlin}}\|^2_{H^\varepsilon} \leq C, \]

where we have used that $\partial_t u \equiv 0$ on $\omega$ and that $U_{\text{Nlin}}$ is bounded in $C([t_0, t_0 + T], X^\varepsilon)$. Combining this with (8-2) for any $t_0 \in \mathbb{R}$, we obtain that $U$ is uniformly bounded in $X^\varepsilon$ on $\mathbb{R}$. 


Repeating the arguments, we show that $u$ is bounded in $X^{2\varepsilon}, X^{3\varepsilon}$ and so on, until $X^1$. Similar ideas allow us to prove a theorem of propagation of compactness in finite time, replacing the asymptotic compactness property of Proposition 4.3.

As said above, an advantage of this method, compared to the one used in Propositions 4.3 and 4.4, is that it allows us to propagate the regularity or the compactness on some finite interval of fixed length. Yet, it seems that such propagation results are not available in the analytic setting. Indeed, it seems that, for nonlinear equations, the propagation of analytic regularity or of nullity in finite time is much harder to prove. We can for instance refer to the weaker (with respect to the geometry) result of Alinhac and Métivier [1984] or the negative result of Métivier [1993].

9. Applications

Control of the nonlinear wave equation. In this subsection, we give a short proof of Theorem 1.3, which states the global controllability of the nonlinear wave equation. The first step consists in a local control theorem.

Theorem 9.1 (local control). Let $\omega$ satisfying the geometric control condition for a time $T$. Then there exists $\delta$ such that for any $(u_0, u_1)$ in $H_0^1(\Omega) \times L^2(\Omega)$ with

$$\| (u_0, u_1) \|_{H_0^1 \times L^2} \leq \delta$$

there exists $g \in L^\infty([0, T], L^2)$ supported in $[0, T] \times \omega$ such that the unique strong solution of

$$\begin{cases}
\Box u + \beta u + f(u) = g & \text{on } [0, T] \times \Omega, \\
(u(0), \partial_t u(0)) = (u_0, u_1),
\end{cases}$$

satisfies $(u(T), \partial_t u(T)) = (0, 0)$.

Proof. The proof is exactly the same as that of Theorem 3 of [Dehman et al. 2003] or Theorem 3.2 of [Laurent 2011]. The main argument consists in seeing the problem as a perturbation of the linear controllability, which is known to be true in our setting.

Now, as is very classical, we can combine the local controllability with our stabilization theorem to get global controllability.

Sketch of the proof of Theorem 1.3. In a first step, we choose as a control $g = -\gamma(x) \partial_t \tilde{u}$, where $\tilde{u}$ is solution of (1-1) with initial data $(u_0, u_1)$. By uniqueness of solutions, we have $u = \tilde{u}$. Therefore, thanks to Theorem 1.1, for a large time $T_1$, only depending on $R_0$, we have $\|(u(T_1), \partial_t u(T_1))\|_{H^1 \times L^2} \leq \delta$. Then Theorem 9.1 allows to find a control that brings $(u(T_1), \partial_t u(T_1))$ to 0. In other words, we have found a control $g$ supported in $\omega$ that brings $(u_0, u_1)$ to 0. We obtain the same result for $(\tilde{u}_0, \tilde{u}_1)$ and conclude, by reversibility of the equation, that we can also bring 0 to $(\tilde{u}_0, \tilde{u}_1)$.

Existence of a compact global attractor. In this subsection, we give the modification of the proofs of this paper necessary to get Theorem 1.4 about the existence of a global attractor.
The energy associated to (1-9) in $X = H^1_0(\Omega) \times L^2(\Omega)$ is given by

$$E(u, v) = \int_{\Omega} \frac{1}{2} (|\nabla u|^2 + |v|^2) + V(x, u) \, dx,$$

where $V(x, u) = \int_0^u f(x, \xi) \, d\xi$.

The existence of a compact global attractor for (1-9) is well known for the Sobolev subcritical case $p < 3$. The first proofs in this case go back to 1985 [Hale 1988; Haraux 1985b]; see [Raugel 2002] for other references. The case $p = 3$ as been studied in [Babin and Vishik 1992; Arrieta et al. 1992]. For $p \in (3, 5)$, Kapitanski [1995] proved the existence of a compact global attractor for (1-9) if $\Omega$ is a compact manifold without boundary and if $\gamma(x) = \gamma$ is a constant damping. Using the same arguments as in the proof of our main result, we can partially deal with the case $p \in (3, 5)$ with a localized damping $\gamma(x)$ and with unbounded manifold with boundaries.

Assume that $f$ satisfies the assumption of Theorem 1.4. Then the arguments of this paper show the following properties.

(i) **The positive trajectories of bounded sets are bounded.** Indeed, (1-12) implies that for $x \notin B(x_0, R)$, we have $V(x, u) = \int_0^u f(x, \xi) \, d\xi \geq 0$. Moreover, for $x \in B(x_0, R)$, $V(x, \cdot)$ is nonincreasing on $(-\infty, -R)$ and nondecreasing on $(R, \infty)$. Thus, $V(x, u)$ is bounded from below for $x \in B(x_0, R)$ and

$$E(u, v) \geq \frac{1}{2} \| (u, v) \|_{X}^2 + \text{vol}(B(x_0, R)) \inf V \quad \text{for all } (u, v) \in X.$$

The Sobolev embeddings $H^1(\Omega) \hookrightarrow L^{p+1}(\Omega)$ show that the bounded sets of $X$ have a bounded energy. Since the energy $E$ is nonincreasing along the trajectories of (1-9), we get that the trajectory of a bounded set is bounded.

(ii) **The dynamical system is asymptotically smooth.** The asymptotic compactness exactly corresponds to the statement of Proposition 4.3. Let us briefly explain why it can be extended to the case where $f$ depends on $x$. The key point is the extension of Corollary 4.2. First notice that we assumed $f(x, 0) = 0$ on $\partial \Omega$ in order to guarantee the Dirichlet boundary condition for $f(x, u)$ if $u \in H^1_0(\Omega)$. Then it is not difficult to see that the discussion following Theorem 4.1 can be extended to the case $f$ depending on $x$ by using estimates (1-10). Corollary 4.2 follows then, except for a small change: since it is possible that $f(x, 0) \neq 0$ for some $x \in \Omega$, the conclusion of Corollary 4.2 should be replaced by

$$\| f(x, v) \|_{L^1([0,T], H^{s+\varepsilon}(\Omega))} \leq C \left(1 + \| v \|_{L^\infty([0,T], H^{s+1}(\Omega) \cap H^1_0(\Omega))} \right).$$

Then the proof of Proposition 4.3 is based on Corollary 4.2, the boundedness of the positive trajectories of bounded sets (both could be extended to the case where $f$ depends on $x$ as noticed above) and an application of Proposition 2.6 outside of a large ball. We conclude by noticing that, for $x$ large, $f(x, u) \geq 0$ and $\gamma(x) \geq \alpha > 0$ and thus Proposition 2.6 can still be applied exactly as in the proof of Proposition 4.3.

(iii) **The dynamical system generated by (1-9) is gradient.** That is, that the energy $E$ is nonincreasing in time and is constant on a trajectory $u$ if and only if $u$ is an equilibrium point of (1-9). This last property is shown in Proposition 5.4 for $f$ independent of $x$ but can be easily generalized for $f = f(x, u)$. Notice that
the proof of this property is the one where the analyticity of $f$ is required since the unique continuation property of Section 3 is used. Finally, we remark that the gradient structure of (1-9) is interesting from the dynamical point of view since it implies that any trajectory $u(t)$ converges when $t$ goes to $+\infty$ to the set of equilibrium points.

(iv) The set of equilibrium points is bounded. The argument is similar to the one of Corollary 5.5: if $e$ is an equilibrium point of (1-9) then (1-12) implies that

$$
\int_{\Omega} \frac{1}{2} |\nabla e|^2 + \beta |e|^2 = - \int f(x, e) e \, dx \leq - \text{vol}(B(x_0, R)) \inf \{ f(x, u) u \mid (x, u) \in \overline{\Omega} \times \mathbb{R} \},
$$

where we have bounded $f(x, u)u$ from below exactly as we have done for $V(x, u)$ in (i).

It is well known (see [Hale 1988] or Theorem 4.6 of [Raugel 2002]) that properties (i)–(iv) yield the existence of a compact global attractor. Hence, we obtain the conclusion of Theorem 1.4.
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INSTABILITY THEORY OF THE NAVIER–STOKES–POISSON EQUATIONS

JUHI JANG AND IAN TICE

The stability question of the Lane–Emden stationary gaseous star configurations is an interesting problem arising in astrophysics. We establish both linear and nonlinear dynamical instability results for the Lane–Emden solutions in the framework of the Navier–Stokes–Poisson system with adiabatic exponent $\frac{6}{5} < \gamma < \frac{4}{3}$.

1. Introduction and formulation

One of the simplest fundamental hydrodynamical models to describe the motion of self-gravitating viscous gaseous stars is the compressible Navier–Stokes–Poisson system, which can be written in Eulerian coordinates as

$$\begin{align}
\partial_t \rho + \text{div}(\rho u) &= 0, \\
\partial_t (\rho u) + \text{div}(\rho u \otimes u) + \text{div} S &= -\rho \nabla \Phi, \\
\Delta \Phi &= 4\pi \rho,
\end{align}$$

(1-1)

where $(x, t) \in \mathbb{R}^3 \times \mathbb{R}^+$, $\rho(x, t) \geq 0$ is the density, $u(x, t) \in \mathbb{R}^3$ is the velocity vector field of the gas, $\Phi(x, t) \in \mathbb{R}$ is the potential function of the self-gravitational force, and the stress tensor $S$ is given by

$$S = PI_{3 \times 3} - \varepsilon (\nabla u + \nabla u^t - \frac{2}{3} (\text{div} u) I_{3 \times 3}) - \delta (\text{div} u) I_{3 \times 3} ,$$

(1-2)

where $P$ is the pressure of the gas, $\varepsilon > 0$ is the shear viscosity, $\delta \geq 0$ is the bulk viscosity, and $\nabla u^t$ denotes the transpose of $\nabla u$. We consider polytropic gases for which the equation of state is given by

$$P = P(\rho) = K \rho^\gamma ,$$

(1-3)

where $K$ is an entropy constant and $\gamma > 1$ is an adiabatic exponent. Values of $\gamma$ have their own physical significance [Chandrasekhar 1939]; for instance, $\gamma = \frac{5}{3}$ corresponds to a monatomic gas and $\gamma = \frac{7}{5}$ to a diatomic gas, and $\gamma \to 1^+$ for heavier molecules.

In the simplest setting, which we consider, solutions to (1-1) are spherically symmetric. For $r = |x|$, this allows us to write

$$u(x, t) = u(r, t) \frac{x}{r} \text{ for } u : [0, \infty) \times [0, \infty) \to \mathbb{R}$$

(1-4)
and
\[ \varrho(x, t) = \varrho(r, t). \]  

(1-5)

The equations (1-1) then reduce to the pair
\[ \partial_t \varrho + u \partial_r \varrho + \frac{\varrho}{r^2} \partial_r (r^2 u) = 0 \]  

(1-6)

and
\[ \varrho (\partial_t u + u \partial_r u) + \partial_r P = \frac{4\pi \varrho_0}{r^2} \int_0^r \varrho(s, t) s^2 \, ds + \partial_r \left( \frac{4}{3} \varepsilon + \delta \left( \frac{4}{3} \right) \partial_r (r^2 u) \right). \]  

(1-7)

The integral term on the right side of (1-7) corresponds to the gravitational force. Stationary solutions \( \varrho = \varrho_0(r) \) and \( u = 0 \), which correspond to nonmoving gaseous spheres in hydrostatic equilibrium, satisfy the following equation for \( P_0 = K \varrho_0^\gamma \):
\[ \partial_r P_0(r) + \frac{4\pi \varrho_0(r)}{r^2} \int_0^r \varrho_0(s) s^2 \, ds = 0. \]  

(1-8)

This equation can be solved by transforming it into the well-known Lane–Emden equation [Chandrasekhar 1939]. The solutions to (1-8) are positive and decreasing and can be characterized by the values of \( \gamma \) in the following fashion [Lin 1997]: for given finite total mass \( M > 0 \), if \( \gamma \in \left( \frac{6}{5}, 2 \right) \), there exists at least one compactly supported solution \( \varrho_0 \). For \( \gamma \in \left( \frac{4}{3}, 2 \right) \), every solution is compactly supported and unique. If \( \gamma = \frac{6}{5} \), the unique solution admits an analytic expression, and it has infinite support. On the other hand, for \( \gamma \in \left( 1, \frac{6}{5} \right) \), there are no solutions with finite total mass.

The stability of the Lane–Emden steady star configurations has been a question of great interest, and it has been conjectured by astrophysicists that stationary solutions for \( \gamma \leq \frac{4}{3} \) are unstable. The linear stability theory of the above stationary solutions was studied in [Lin 1997] in the inviscid case, namely the Euler–Poisson system, by studying the eigenvalue problem associated to the linearized Euler–Poisson system: any stationary solution is linearly stable when \( \gamma \in \left( \frac{4}{3}, 2 \right) \) and unstable when \( \gamma \in \left( 1, \frac{4}{3} \right) \). In accordance with the linear stability theory, a nonlinear stability for \( \gamma > \frac{4}{3} \) was established in [Rein 2003] by using a variational approach. In the case \( \gamma = \frac{4}{3} \), the analysis in [Deng et al. 2002] identified an instability in which any small perturbation can cause part of the system to go off to infinity. In [Jang 2008], a nonlinear instability of the Lane–Emden steady star for \( \gamma = \frac{6}{5} \) was proved based on the bootstrap argument, as pioneered in [Guo and Strauss 1995]. The stability question for the Euler–Poisson system with \( \frac{6}{5} < \gamma < \frac{4}{3} \) remains an open problem.

The same stability question can also be asked in the presence of viscosity. There have been interesting studies on the stabilization effect of viscosity in the Navier–Stokes–Poisson system for \( \gamma > \frac{4}{3} \) under various assumptions [Ducomet and Zlotnik 2005; Zhang and Fang 2009]. On the other hand, to our knowledge, no rigorous stability theories are available for \( \gamma < \frac{4}{3} \), the instability regime in the inviscid case. In this regime for viscous gaseous stars, a particularly interesting problem is to investigate whether or not the viscosity would dominate the gravitational force and stabilize the whole system. The purpose of this article is to establish the instability theory of the Lane–Emden steady stars whose dynamics are governed by the Navier–Stokes–Poisson system for \( \frac{6}{5} < \gamma < \frac{4}{3} \).
We now formulate the problem. We begin by introducing a vacuum free boundary.

1A. **Vacuum free boundary.** When \( \gamma > \frac{6}{5} \), letting \( R > 0 \) be the radius of the steady star, it is well known [Lin 1997] that
\[
\varrho_0(r) \sim (R - r)^{1/(\gamma - 1)} \quad \text{for } r \text{ near } R.
\] (1-9)

This boundary behavior near a vacuum causes a degeneracy in (1-6) and (1-7), and it is not trivial to deal with such a degeneracy even for the local-in-time existence question; we refer, for instance, to [Jang 2010; Matusu-Necasova et al. 1997; Okada and Makino 1993] and also [Jang and Masmoudi 2009; 2010] for the compressible Euler case. It turns out that in order to capture boundary behavior such as (1-9) in the dynamical setting, one has to consider a free boundary problem associated to (1-6) and (1-7) as in [Jang 2010; Matusu-Necasova et al. 1997; Okada and Makino 1993]. We are interested in the evolution of compactly supported stars with a free boundary where the star meets a vacuum. This is implemented by assuming there is a radius \( R = R(t) > 0 \) such that
\[
\varrho(r, t) > 0 \quad \text{for } r \in [0, R(t)) \quad \text{and} \quad \varrho(R(t), t) = 0.
\] (1-10)

At the free boundary we impose the kinematic condition
\[
\frac{d}{dt} R(t) = u(R(t), t),
\] (1-11)
as well as the continuity of the normal stress, \( S\nu = 0 \) at the surface \( r = R(t) \). The latter condition reduces to
\[
P = \frac{4\varepsilon}{3}\left(\partial_r u - \frac{u}{r}\right) - \delta\left(\partial_r u + \frac{2u}{r}\right) = 0 \quad \text{for } r = R(t), \ t \geq 0.
\] (1-12)

Note that \( P(R(t), t) = K \varrho^\gamma (R(t), t) = 0 \), so this can be reduced to a relationship between \( \partial_r u \) and \( u \) at \( r = R(t) \). Finally, in order for \( u = u(r, t)x/r \) to be continuous, we require \( u(0, t) = 0 \) for \( t \geq 0 \).

Since the boundary \( R(t) \) is free to move in time in Eulerian coordinates, it is convenient to introduce Lagrangian coordinates so that the boundary becomes fixed. Following the framework used in [Jang 2010; Matusu-Necasova et al. 1997; Okada and Makino 1993], we study our instability problem in Lagrangian mass coordinates.

1B. **Formulation in Lagrangian mass coordinates.** We now reformulate the problem in Lagrangian mass coordinates. We set
\[
x(r, t) = \int_0^r 4\pi s^2 \varrho(s, t) \, ds = \int_{B(0, r)} \varrho(y, t) \, dy
\] (1-13)
for the mass contained in an Eulerian ball of radius \( r \) at time \( t \). Note that
\[
\partial_r x(r, t) = 4\pi r^2 \varrho(r, t)
\] (1-14)
and that
\[
\partial_t x(r, t) = \int_{B(0, r)} \partial_t \varrho(y, t) \, dy = -\int_{B(0, r)} \text{div}(\varrho u) \, dy = -\int_{\partial B(0, r)} \varrho u \cdot \nu = -4\pi r^2 \varrho(r, t) u(r, t).
\] (1-15)
In particular, this implies that \( \partial_t x(R(t), t) = 0 \), which means that the total mass \( M > 0 \) is preserved in time. The domain of \( x \) is then \([0, M]\). Switching to Lagrangian mass coordinates \((x, t) \in [0, M] \times [0, \infty)\) and letting the unknowns be

\[
\rho(x, t) = \varrho(r, t) \quad \text{and} \quad v(x, t) = u(r, t),
\]

we get the equations

\[
\partial_t \rho + 4\pi \rho^2 \partial_x (r^2 v) = 0 \tag{1-17}
\]

and

\[
\partial_t v + 4\pi r^2 \partial_x P + \frac{x}{r^2} = 16\pi^2 r^2 \partial_x \left( \frac{4\epsilon}{3} + \delta \right) \rho \partial_x (r^2 v). \tag{1-18}
\]

In Lagrangian coordinates, our boundary conditions reduce to

\[
v(0, t) = 0, \quad \rho(M, t) = 0, \tag{1-19}
\]

and

\[
P - \frac{4\epsilon}{3} \left( 4\pi r^2 \rho \partial_x v - \frac{v}{r} \right) - \delta \left( 4\pi r^2 \rho \partial_x v + \frac{2v}{r} \right) = 0 \quad \text{at} \quad x = M \quad \text{for all} \quad t \geq 0. \tag{1-20}
\]

In each of these equations, we have written

\[
r(x, t) = \left( \frac{3}{4\pi} \int_0^x \frac{dy}{\rho(y, t)} \right)^{1/3}, \tag{1-21}
\]

which inverts (1-13) by way of integrating (1-14). A simple computation, employing (1-17), shows that \( \partial_r r(x, t) = v(x, t) \).

A stationary solution \( \rho = \rho_0(x), \ v = 0, \ P_0 = K \rho_0^\gamma \) to (1-17) and (1-18) satisfies the equation

\[
4\pi r_0^2(x) \partial_x P_0(x) + \frac{x}{r_0^2(x)} = 0, \tag{1-22}
\]

where

\[
r_0(x) = \left( \frac{3}{4\pi} \int_0^x \frac{dy}{\rho_0(y)} \right)^{1/3}. \tag{1-23}
\]

This is the Lagrangian version of (1-8). We denote such a Lane–Emden solution in Lagrangian mass coordinates by \( \rho_0 \) with pressure \( P_0 = K \rho_0^\gamma \). Note that \( \rho_0(x) > 0 \) for \( x \in [0, M] \) and that \( \rho_0 \) decreases until it vanishes at \( x = M \). In Lagrangian \( x \) coordinates, the boundary behavior (1-9) is expressed as

\[
\rho_0(x) \sim (M - x)^{1/\gamma} \quad \text{for} \quad x \near M, \tag{1-24}
\]

which can be also seen from (1-22). In particular, when \( \gamma \in \left( \frac{6}{5}, \frac{4}{3} \right) \), this implies that \( \frac{1}{\rho_0(x)} \) is integrable, so that \( R = r_0(M) < \infty \), which corresponds to a star of finite radius.

The existence and uniqueness of strong solutions to the vacuum free boundary problem of the Navier–Stokes–Poisson system (1-17) and (1-18) featuring the behavior (1-24) of Lane–Emden solutions was established in [Jang 2010] when \( \delta = 2\epsilon/3 > 0 \). The same methodology can be applied to our current setting as long as \( \epsilon > 0 \) and \( \delta > 0 \), and we will take those strong solutions for granted in proving our
nonlinear instability result. A well-posedness result in our energy space can be also proved based on our new a priori energy estimates for the fully nonlinear Navier–Stokes–Poisson system, described in Section 4.

1C. Main Results. Throughout the paper, we assume that

\[ \varepsilon > 0, \quad \delta > 0, \quad K > 0, \text{ and } \frac{6}{5} < \gamma < \frac{4}{3} \]  

(1-25)

are all fixed. Note that although the only physical requirement on the bulk viscosity is \( \delta \geq 0 \), the assumption \( \delta > 0 \) is critical for both our linear and nonlinear analysis. We will also write \( M, R > 0 \) for the mass and radius of a stationary solution to (1-22).

To state the main results, we first write the system in a perturbation form. For small perturbed solutions \( \sigma := \rho - \rho_0 \) and \( v \) around the steady states satisfying (1-22), the Navier–Stokes–Poisson system (1-17) and (1-18) can be written as

\[
\partial_t \sigma + 4\pi \rho^2 \partial_x (r^2 v) = 0,
\]
\[
\partial_t v + 4\pi r^2 \partial_x P - 4\pi r_0^2 \partial_x P_0 + \frac{x}{r^2} - \frac{x}{r_0^2} = 16\pi^2 r^2 \partial_x \left( \left( \frac{4\varepsilon}{3} + \delta \right) \rho \partial_x (r^2 v) \right),
\]

(1-26)

with boundary conditions (1-19) and (1-20).

Our first main result concerns the existence of the largest growing mode of the linearized Navier–Stokes–Poisson system around Lane–Emden solutions, which shows a linear instability in the sense of Lin’s stability criteria [1997].

**Theorem 1.1.** Suppose (1-25). There exist \( \lambda > 0 \) and \( \sigma(x), v(x) \) such that \( \sigma(x) e^{\lambda t} \) and \( v(x) e^{\lambda t} \) solve the linearized Navier–Stokes–Poisson system (2-1) and (2-2) with the linearized boundary conditions (2-3) and (2-4). Moreover, this growing mode yields the largest possible growth rate to the linearized system.

**Remark 1.2.** The growth rate \( \lambda > 0 \) produced in Theorem 1.1 clearly depends on the values of the viscosity parameters \( \varepsilon, \delta \). It is natural to consider the asymptotics of \( \lambda \) for large and small viscosities. In Proposition 2.11 below, we show that \( \lambda \) converges to the largest growth rate for the inviscid problem (identified by Lin [1997]) as \( (\delta, \varepsilon) \rightarrow 0 \). We also show that \( \lambda \rightarrow 0 \) as \( \delta \rightarrow \infty \), which demonstrates that viscosity delays the onset of instability, since the escape time \( T^i \) (given below in (1-27)) is inversely proportional to \( \lambda \).

The precise statement of Theorem 1.1 with the estimates is given in Theorems 2.1 and 3.2. Our second main result establishes the fully nonlinear dynamical instability of the Lane–Emden solutions to the Navier–Stokes–Poisson system. In the statement of the theorem, for any given \( \iota > 0 \) and \( \theta > \iota \), we write

\[
T^i := \frac{1}{\lambda} \ln \frac{\theta}{\iota},
\]

(1-27)

where \( \lambda \) is the sharp linear growth rate obtained in Theorem 1.1.

**Theorem 1.3.** Suppose (1-25). There exist function spaces \( X \) and \( Y \) as well as constants \( \theta > 0 \) and \( C > 0 \) such that for any sufficiently small \( \iota > 0 \), there exist solutions \( (\sigma^i(t), v^i(t)) \) to (1-26) for \( t \in [0, T) \) with
\[ T > T^i \text{ such that} \]
\[ \| (\sigma^i(0), v^i(0)) \|_Y \leq Ct, \quad \text{but} \quad \sup_{0 \leq t \leq T^i} \| (\sigma^i(t), v^i(t)) \|_X \geq \theta. \]  

(1-28)

The precise statement of Theorem 1.3 is given in Theorem 5.4, and the spaces \( X \) and \( Y \) will be clarified in Sections 4 and 5.

**Remark 1.4.** Our results show that regardless of how large the viscosity parameters \( \varepsilon, \delta \) are, and no matter how small smooth initial perturbed data are taken to be, the system remains unstable. We conclude from this that all Lane–Emden steady star configurations for \( \frac{6}{5} < \gamma < \frac{4}{3} \) are unstable, regardless of viscosity.

**Remark 1.5.** The escape time \( T^i \) is determined through (1-27) by the linear growth rate \( \lambda \). We note that the instability occurs before the possible breakdown or any collapse of strong solutions. We also remark that the instability occurs in the \( X \) norm, which when rewritten in Eulerian coordinates, is equivalent to

\[ \int_{\mathbb{R}^3} \left( \frac{1}{2} \rho |u|^2 + \frac{\gamma \rho_0}{2} \rho \left| \frac{\sigma}{\rho_0} \right|^2 \right) dx, \]  

which is related to the positive part of the physical energy:

\[ \int_{\mathbb{R}^3} \left( \frac{1}{2} \rho |u|^2 + \frac{1}{\gamma - 1} P \right) dx. \]  

(1-29)

(1-30)

Of course, this is not a coincidence: the Lane–Emden solutions for \( \gamma < \frac{4}{3} \) do not minimize the physical energy functional,

\[ \int_0^M \left( \frac{1}{2} |v|^2 + \frac{1}{\gamma - 1} P - \frac{x}{r} \right) dx \text{ in Lagrangian mass coordinates, or} \]

\[ \int_{\mathbb{R}^3} \left( \frac{1}{2} \rho |u|^2 + \frac{1}{\gamma - 1} P \right) dx - \frac{1}{2} \int_{\mathbb{R}^3 \times \mathbb{R}^3} \frac{\rho(x)\rho(y)}{|x-y|} dx \, dy \text{ in Eulerian coordinates,} \]  

(1-31)

and thus one might expect some kind of instability. They do minimize for \( \gamma > \frac{4}{3} \) (see, for instance, [Jang 2008; Rein 2003]).

The presence of viscosity and the nonlinear boundary condition (1-20) for the Navier–Stokes–Poisson system make the problem distinguishable and interesting not only from a physical point of view, but also from a mathematical point of view. What follows now are some of the main mathematical difficulties we encounter in analyzing the system, and a brief discussion of our methods for resolving them.

The proof of Theorem 1.1 is based on a variational analysis of equations obtained by linearizing (1-26). The main difficulty that arises in constructing growing-mode solutions is that, due to the viscous terms, the growth rate (eigenvalue) appears in the problem with two different homogeneities. This breaks the natural variational structure used in [Lin 1997] to construct growing modes in the inviscid case. To get around this difficulty, we employ a technique introduced in [Guo and Tice 2010]: we introduce a relaxed parameter that allows us to remove one of the eigenvalue homogeneities, study the resulting modified eigenvalue problem (which has a nice variational structure), and finally return to the original formulation.
through a fixed point argument. While the solutions constructed in this manner are definitely growing modes, it is not clear a priori that they grow at the largest possible rate. To verify this, we carry out a careful analysis, paying particular attention to the boundary behavior of the growing mode, which will be crucially used in the subsequent nonlinear bootstrap argument.

The proof of Theorem 1.3 is based on a bootstrap argument from linear instability to nonlinear dynamical instability. Passing from a linearized instability to nonlinear instability requires much effort in the PDE context since the spectrum of the linear part is fairly complicated and the unboundedness of the nonlinear part usually yields a loss in derivatives. In order to get around these difficulties and to find the right space $Y$, we employ careful nonlinear energy estimates for the whole system so that, first, the nonlinear estimates can be closed, and second, their interplay with the linear analysis can complete the argument. For this particular problem, the space $Y$ is minimally chosen so that the viscosity disturbance near the vacuum boundary can be controlled within $Y$.

We note that in Lagrangian mass coordinates, the continuity equation interacts well with the viscosity term, which allows us to derive nice estimates for $\sigma/\rho_0$ and its temporal and spatial derivatives. This plays an important role in closing our nonlinear energy estimates. The main technical difficulty is to derive Proposition 5.1, a key estimate for the bootstrap argument. The idea is to find an energy $i\mathcal{E}$ that satisfies an inequality of the form

$$\frac{d}{dt} i\mathcal{E} \leq \eta i\mathcal{E} + \text{lower derivative terms},$$

where $\eta$ is smaller than the sharp linear growth rate. However, (1-32) is too good to hold in general due to the degeneracy of vacuum boundary and the complexity of the system near Lane–Emden stars. To overcome this difficulty, we introduce a collection of energy terms: some of them satisfy (1-32) under certain conditions, which we quantify; some of them are bootstrapped energies, the estimates of which are obtained by improved weighted energy estimates that exploit the structure of the equations; and others are auxiliary energies, the estimates of which are directly obtained from the equations. The gravitational potential has a smoothing effect, behaves well with the necessary weights, and does not create further difficulty in the nonlinear estimates. In fact, Section 4 is devoted to the introduction of those energy terms and the derivation of the estimates. Combining the estimates of the various energy terms, we can complete the bootstrap argument.

Another delicate and important issue is the nonlinear boundary condition (1-20). In order to carry out higher-order energy estimates that require integration by parts, we can only employ differential operators that respect the boundary conditions, namely temporal derivatives. This forces us to carefully use the structure of the equations in order to gain bounds on spatial derivatives. A second difficulty with the boundary arises because we use Duhamel’s principle to study the nonlinear problem with the linearized evolution operator. The linearized boundary condition is homogeneous, but the nonlinear boundary condition is certainly not. This forces us to introduce a corrector function that removes the boundary inhomogeneity. While the construction of this function is not particularly delicate, the regularity required to do so dictates that we close our energy estimates at a higher order than we would otherwise.
The paper proceeds as follows. The first half is devoted to the development of the linear theory and the proof of Theorem 1.1. In Section 2, we formulate a variational problem to find a growing-mode solution to the linearized Navier–Stokes–Poisson system. In Section 3, we show that our growing-mode solution grows at the largest possible rate. In the second half of the paper, we carry out our nonlinear analysis. In Section 4, we derive high-order nonlinear energy inequalities. Based on the linear growth and the nonlinear estimates, we then prove the bootstrap argument and Theorem 1.3 in Section 5.

2. Construction of a growing mode solution to the linearized equations

2A. Linearization around a stationary solution. We now linearize the equations in Lagrangian mass coordinates around the stationary solution \( v = 0, \rho = \rho_0, r = r_0 \) (as defined by (1-23)). We will write \( \sigma \) for the linearized density, and (by abuse of notation) \( v \) for the linearized velocity. Then the linearized equations are given by

\[
\partial_t \sigma + 4\pi \rho_0^2 \partial_x (r_0^2 v) = 0 \tag{2-1}
\]

and

\[
\partial_t v + 4\pi r_0^2 \partial_x \tilde{P} + \frac{x}{\pi r_0^4} \int_0^x \frac{\sigma(y, t)}{\rho_0^2(y)} \, dy = 16\pi^2 r_0^2 \partial_x \left( \left( \frac{4\varepsilon}{3} + \delta \right) \rho_0 \partial_x (r_0^2 v) \right), \tag{2-2}
\]

where we have written \( \tilde{P} = \gamma K \rho_0^{\gamma-1} \sigma \). The linearized boundary conditions are

\[
v(0, t) = 0, \quad \sigma(M, t) = 0 \tag{2-3}
\]

and

\[
\tilde{P} - \frac{4\varepsilon}{3} \left( 4\pi r_0^2 \rho_0 \partial_x v - \frac{v}{r_0} \right) - \delta \left( 4\pi r_0^2 \rho_0 \partial_x v + \frac{2v}{r_0} \right) = 0 \quad \text{at} \quad x = M \quad \text{for all} \quad t \geq 0. \tag{2-4}
\]

Again, we can view (2-4) as a boundary condition only for \( v \) since \( \tilde{P} = \gamma K \rho_0^{\gamma-1} \sigma = 0 \) at \( x = M \) for each \( t \geq 0 \).

It will often be useful for us to analyze a variant of this system, where we analyze the unknowns \( \sigma \) and \( w := r_0^2 v \). For these unknowns, Equations (2-1)–(2-4) become

\[
\partial_t \sigma + 4\pi \rho_0^2 \partial_x w = 0,
\]

\[
\partial_t w + 4\pi r_0^4 \partial_x (\gamma K \rho_0^{\gamma-1} \sigma) - 4r_0 \partial_x P_0 \int_0^x \frac{\sigma(y, t)}{\rho_0^2(y)} \, dy = 16\pi^2 r_0^4 \partial_x \left[ \left( \frac{4\varepsilon}{3} + \delta \right) \rho_0 \partial_x w \right], \tag{2-5}
\]

along with the boundary conditions

\[
\frac{w}{r_0^2}(0, t) = \sigma(M, t) = 0 \quad \text{and} \quad \frac{4\varepsilon}{3} \left( 4\pi r_0^3 \rho_0 \partial_x \left( \frac{w}{r_0^2} \right) \right) + \delta(4\pi \rho_0 \partial_x w) = 0 \quad \text{at} \quad x = M. \tag{2-6}
\]

Note that \( w/r_0^2 = u \) is well-defined at \( x = 0 \), but one may also view the first boundary condition in (2-6) in the sense of traces or limits.
2B. Growing mode solution. We want to construct a growing mode solution to the linearized equations. We do so by looking for a solution of the form

$$\sigma(x, t) = \sigma(x) e^{\lambda t} \quad \text{and} \quad v(x, t) = v(x) e^{\lambda t}$$

(2-7)

for some \(\lambda > 0\). If we can find such a solution, then we say the solution is a growing mode since \(|e^{\lambda t}| \to \infty\) as \(t \to \infty\). Plugging the ansatz (2-7) into the linearized equations (2-1)–(2-4) and eliminating the time exponentials, we arrive at a pair of equations for \(\sigma(x)\) and \(v(x)\):

$$\lambda \sigma + 4\pi \rho_0^2 \partial_x (r_0^2 v) = 0$$

(2-8)

and

$$\lambda v + 4\pi r_0^2 \partial_x \tilde{P} + \frac{x}{\pi r_0^2} \int_0^x \frac{\sigma(y)}{\rho_0^2(y)} \, dy = 16\pi^2 r_0^2 \partial_x \left( \left( \frac{4\varepsilon}{3} + \delta \right) \rho_0 \partial_x (r_0^2 v) \right),$$

(2-9)

along with boundary conditions

$$v(0) = \sigma(M) = 0 \quad \text{and} \quad -\frac{4\varepsilon}{3} \left( 4\pi r_0^2 \rho_0 \partial_x v - \frac{v}{r_0} \right) - \delta \left( 4\pi r_0^2 \rho_0 \partial_x v + \frac{2v}{r_0} \right) = 0 \quad \text{at} \quad x = M. \quad (2-10)$$

Our main result of this section establishes the existence of such a growing mode.

**Theorem 2.1.** There exist \(\lambda > 0\) and \(\sigma, v : (0, M) \to \mathbb{R}\) that solve (2-8)–(2-10) and satisfy the following.

1. \(\sigma\) and \(v\) are smooth on \((0, M)\) and satisfy (2-8)–(2-9) classically for \(x \in (0, M)\).
2. It holds that

$$\limsup_{x \to 0} \frac{|v(x)|}{r_0(x)} + \limsup_{x \to 0} |\sigma(x)| + \limsup_{x \to 0} |\partial_x (r_0^2 v)(x)| < \infty. \quad (2-11)$$

In particular, \(v(0) = 0\).
3. Let \(\mathcal{D}\) denote the linear operator \(\mathcal{D} = \rho_0 \partial_x\). Then \(\mathcal{D}^k v\) and \(\mathcal{D}^k (\sigma/\rho_0)\) have well-defined traces at \(x = M\) for every integer \(k \geq 0\). In particular, \(\sigma(M) = 0\).
4. \(\lambda > 0\) satisfies the variational characterization

$$\lambda \int_0^M \left( \delta \rho_0 |\partial_x \theta|^2 + \frac{4\varepsilon}{3} \rho_0 r_0^2 \partial_x \left( \frac{\theta}{r_0^2} \right)^2 \right) \, dx + \int_0^M \left( \frac{\gamma P_0 \rho_0}{2} |\partial_x \theta|^2 + \frac{\partial_x P_0}{2\pi r_0} |\theta|^2 \right) \, dx$$

$$\geq -\lambda^2 \int_0^M \frac{|\theta|^2}{16\pi^2 r_0^4} \, dx \quad (2-12)$$

for every \(\theta\) satisfying \(\sqrt{\rho_0} \partial_x \theta \in L^2((0, M))\) and \(\theta/(r_0^2 \sqrt{\rho_0}) \in L^2((0, M))\). Note that for such \(\theta\), it holds that \(\theta/(r_0^3 \sqrt{\rho_0}) \in L^2((0, M))\), which means that all of the integrals in (2-12) are well-defined.

5. It holds that

$$\int_0^M \left( \frac{|\sigma|^2}{\rho_0^2} + r_0^2 |\partial_x \frac{\sigma}{\rho_0}|^2 \right) \, dx + \int_0^M \left( \frac{|r_0^2 v|^2}{\rho_0^2} + \rho_0 |\partial_x (r_0^2 v)|^2 + r_0^2 |\partial_x (\rho_0 \partial_x (r_0^2 v))|^2 \right) \, dx < \infty. \quad (2-13)$$
The proof of Theorem 2.1 will be completed in Section 2F. Throughout the rest of the section, we develop the tools needed in the proof. First we reformulate (2-8)–(2-10) to involve a single unknown function, \( \phi \). The resulting problem for \( \phi \) does not possess a standard variational structure since \( \lambda \) appears both linearly and quadratically. To construct a solution using variational methods (required for proving (2-12), which is essential for the linear estimates of Section 3), we employ the technique of Guo and Tice [2010], which proceeds as follows. We modify the problem by replacing the linear appearance of \( \lambda \) by an arbitrary parameter \( s > 0 \). The resulting family (every \( s > 0 \)) of problems is amenable to solution by the constrained minimization of an energy functional, and for a range of \( s \) we show that \( \lambda = \lambda(s) > 0 \). We then study the behavior of \( \lambda(s) \) as a function of \( s \) and show that it is possible to find a unique fixed point such that \( \lambda(s) = s > 0 \). This then yields the desired solution \( \phi \), which in turn yields the solution to (2-8)–(2-10).

We begin by reducing to the study of a single unknown by introducing the function

\[
\phi(x) := \int_0^x \frac{\sigma(y)}{\rho_0^2(y)} \, dy. 
\tag{2-14}
\]

We may then use (2-8)–(2-10) to compute

\[
v = -\frac{\lambda}{4\pi r_0^2} \phi, \quad \sigma = \rho_0^2 \partial_x \phi, \quad \text{and} \quad \partial_x \tilde{P} = \partial_x (\gamma \rho_0 P_0 \partial_x \phi),
\tag{2-15}
\]

where \( P_0 = K \rho_0^\gamma \). Using these and replacing in (2-9), we arrive at a second-order equation for \( \phi \):

\[
-\partial_x \left( \left( \frac{4\lambda \varepsilon}{3} + \lambda \delta + \gamma P_0 \right) \rho_0 \partial_x \phi \right) + \frac{\partial_x P_0}{\pi r_0^3} \phi = -\frac{\lambda^2}{16\pi^2 r_0^4} \phi.
\tag{2-16}
\]

The corresponding boundary conditions are

\[
\frac{\phi}{r_0^3}(0) = 0 \quad \text{and} \quad \frac{4\varepsilon}{3} \lambda \left( 4\pi r_0^3 \rho_0 \partial_x \left( \frac{\phi}{r_0^3} \right) \right) + \delta \lambda (4\pi \rho_0 \partial_x \phi) = 0 \quad \text{at} \quad x = M. \tag{2-17}
\]

**2C. Modification of the problem.** Note that Theorem 2.1 is phrased in Lagrangian mass coordinates. This is because we will use these coordinates in our nonlinear analysis later in the paper. However, constructing the solution to (2-16)–(2-17) is somewhat easier if we make a change of variables back to the Eulerian radial coordinates associated to the stationary solution. To avoid confusion with the Eulerian radial coordinate for the nonlinear problem, we will call our new variable \( z = r_0(x) \), where \( r_0 \) is given by (1-23). If \( x \in (0, M) \) for \( M \) the mass of the stationary star, then \( z \in (0, R) \) for \( R > 0 \) its radius. We will write \( \varrho_0(z) = \rho_0(x) \) for the stationary density, \( P_0 = K \varrho_0^\gamma \), and \( \varphi(z) = \phi(x) \) for the new unknown in \( z \) coordinates. Then

\[
\partial_x = \frac{1}{4\pi z^2 \varrho_0} \partial_z.
\tag{2-18}
\]

In these coordinates, (2-16) becomes

\[
-\partial_z \left( \left( \frac{4\lambda \varepsilon}{3} + \lambda \delta + \gamma P_0 \right) \frac{\partial_z \varphi}{z^2} \right) + 4\pi z^3 \frac{\partial_z P_0}{z^3} \varphi = -\frac{\lambda^2}{z^2} \varrho_0 \varphi.
\tag{2-19}
\]
For the boundary condition at \( z = R \), we use (2-17) to see that
\[
\lambda \delta \frac{\partial z \varphi(R)}{R^2} + \frac{4 \lambda \epsilon}{3} \left( \frac{\partial z \varphi(R)}{R^2} - 3 \frac{\varphi(R)}{R^3} \right) = 0.
\] (2-20)

At \( z = 0 \) we enforce the boundary condition \( \varphi(0) = 0 \). Once we have a solution in hand, we will show that, in fact, \( \varphi(z)/z^2 \to 0 \) as \( z \to 0 \), which allows us to switch back to the boundary condition \((\varphi/r_0^2)(0) = 0\).

There is a difficulty in viewing \((2-19)-(2-20)\) in a variational or Sturm–Liouville framework because of the appearance of \( \lambda \) with two different homogeneities. To get around this issue, we temporarily modify the problem in order to restore the variational structure. Ultimately we will undo the modification and return to the proper formulation.

Fix \( s > 0 \) and define
\[
\tilde{\epsilon} = s \epsilon \quad \text{and} \quad \tilde{\delta} = s \delta.
\] (2-21)

Instead of \((2-19)\), we will analyze the equation
\[
-\partial_z \left( \left( \frac{4 \tilde{\epsilon}}{3} + \tilde{\delta} + \gamma P_0 \right) \frac{\partial z \varphi}{z^2} \right) + 4 \frac{\partial_z P_0}{z^3} \varphi = -\frac{\lambda^2 \varphi_0}{z^2} \varphi
\] (2-22)
for arbitrary \( s > 0 \). We couple this equation to the boundary conditions \( \varphi(0) = 0 \) and
\[
\frac{\tilde{\delta}}{R^2} \frac{\partial z \varphi(R)}{R^2} + \frac{4 \tilde{\epsilon}}{3} \left( \frac{\partial z \varphi(R)}{R^2} - 3 \frac{\varphi(R)}{R^3} \right) = 0.
\] (2-23)

Modifying the problem in this way restores the variational structure. Indeed, in (2-22) the \( \lambda^2 \) term can be viewed as an eigenvalue. Thinking of the principal eigenvalue \( \lambda \) as a function of \( s \), that is, \( \lambda = \lambda(s) \), we will show that it is possible to choose \( s \) such that \( \lambda(s) > 0 \) and \( s = \lambda(s) \), which returns us to the original problem and yields a growing-mode solution.

2D. Constrained minimization. In order to construct solutions to (2-22)–(2-23), we will employ a constrained minimization. To begin, we define the function space on which the energy functionals will be defined. For \( \tau > 0 \), we define the weighted Sobolev space \( H^1_{\tau}((0, R)) \) as the completion of \( \{ u \in C^\infty([0, R]) \mid u(0) = 0 \} \) with respect to the norm
\[
\| u \|^2_{H^1_{\tau}} = \int_0^R \frac{|u'(z)|^2 + |u(z)|^2}{z^{\tau}} \, dz,
\] (2-24)
where \( ' = d/dz \). This weighted Sobolev space possesses the same sort of embedding (continuous and compact) properties as the usual space \( H^1 \). Since these results are not widely available in the literature, we record them in the following lemma.

Lemma 2.2. (1) For \( u \in H^1_{\tau}((0, R)) \), we have the inequalities
\[
\sup_{0 \leq z \leq R} |u(z) z^{-(\tau+1)/2}| \leq \frac{1}{\sqrt{1+\tau}} \left( \int_0^R \frac{|u'(z)|^2}{z^{\tau}} \, dz \right)^{1/2}
\] (2-25)
and
\[
\int_0^R \frac{|u(z)|^2}{z^{\tau+2}} \, dz \leq \frac{4}{(1+\tau)^2} \int_0^R \frac{|u'(z)|^2}{z^{\tau}} \, dz.
\] (2-26)
(2) Let $0 \leq \alpha < 1$. We have the compact embedding $H^1_\tau((0, R)) \subset L^2_{\tau+1+\alpha}((0, R))$, where the latter space is the weighted $L^2$ space with norm

$$
\|u\|_{L^2_{\tau+1+\alpha}}^2 = \int_0^R \frac{|u(z)|^2}{z^{\tau+1+\alpha}} \, dz.
$$

(2.27)

**Proof.** We begin with the inequalities in item (1). By approximation, we may assume that $u$ is smooth and $u(0) = 0$. Then

$$
|u(z)| = |u(z) - u(0)| \leq \int_0^z |u'(t)| \, dt \leq \left( \int_0^z t^\tau \, dt \right)^{1/2} \left( \int_0^z \frac{|u'(t)|^2}{t^\tau} \, dt \right)^{1/2} \leq \left( \frac{z^{\tau+1}}{\tau + 1} \right)^{1/2} \left( \int_0^R \frac{|u'(t)|^2}{t^\tau} \, dt \right)^{1/2},
$$

(2.28)

which yields the first inequality. To get the second, we recall an inequality due to G. H. Hardy:

$$
\left( \int_0^\infty \left( \int_0^z f(t) \, dt \right)^p \frac{dz}{z^{b+1}} \right)^{1/p} \leq \frac{p}{b} \left( \int_0^\infty |f(z)|^p z^{p-b-1} \, dz \right)^{1/p},
$$

(2.29)

for $1 \leq p < \infty$ and $0 < b < \infty$, which follows immediately from Young's inequality on the multiplicative group $(0, \infty)$ with measure $dt/t$ by convolving $|f(t)|t^{1-b/p}$ with $t^{-b/p} \chi_{(1,\infty)}(t)$. Then $|u(z)| \leq \int_0^z |u'(t)| \, dt$ implies that

$$
\int_0^R \frac{|u(z)|^2}{z^{\tau+2}} \, dz \leq \int_0^R \left( \int_0^z |u'(t)| \, dt \right)^2 \frac{dz}{z^{\tau+2}}.
$$

(2.30)

Applying Hardy's inequality to the right side with $f = u' \chi_{(0,R)}$, $b = \tau + 1$, and $p = 2$ yields

$$
\int_0^R \frac{|u(z)|^2}{z^{\tau+2}} \, dz \leq \frac{4}{(\tau + 1)^2} \int_0^R \frac{|u'(z)|^2}{z^\tau} \, dz,
$$

(2.31)

which is the desired inequality.

We now prove the compactness result. Assume that $\|u_n\|_{H^1_\tau} \leq C$ for $n \in \mathbb{N}$. Fix $\kappa > 0$. We claim that there exists a subsequence $\{u_{n_i}\}$ such that

$$
\sup_{i,j} \|u_{n_i} - u_{n_j}\|_{L^2_{\tau+1+\alpha}} \leq \kappa.
$$

(2.32)

To prove the claim, let $z_0 \in (0, R)$ be chosen such that

$$
\zeta_0^{1-\alpha} \frac{C^2}{(1 + \tau)(1 - \alpha)} \leq \frac{\kappa}{2}.
$$

(2.33)

Then since the subinterval $(z_0, R)$ avoids the singularity of $1/z^\tau$, $u_n|_{(z_0, R)}$ is uniformly bounded in $H^1((z_0, R))$. By the compact embedding $H^1((z_0, R)) \subset C^0((z_0, R))$, we may extract a subsequence $\{u_{n_j}\}$ that converges in $L^\infty((z_0, R))$. We are free to restrict the subsequence to large enough values of $i$ that

$$
\|u_{n_i} - u_{n_j}\|_{L^\infty((z_0,R))} \leq \frac{\kappa z_0^{\tau+1+\alpha}}{2(R - z_0)} \text{ for all } i, j.
$$

(2.34)
Then along this subsequence we can apply the first inequality in item (1) to get
\[
\int_0^R \frac{|u_{n_i}(z) - u_{n_j}(z)|^2}{z^\tau + 1 + \alpha} \, dz = \int_{z_0}^{z_0} \frac{|u_{n_i}(z) - u_{n_j}(z)|^2}{z^\tau + 1 + \alpha} \, dz + \int_{z_0}^R \frac{|u_{n_i}(z) - u_{n_j}(z)|^2}{z^\tau + 1 + \alpha} \, dz \\
\leq \frac{C^2}{1 + \tau} \int_{z_0}^{z_0} \frac{dz}{z^\alpha} + \frac{R - z_0}{z_0} \int_{z_0}^R \frac{|u_{n_i} - u_{n_j}|^2}{\|u_{n_i} - u_{n_j}\|_{L^\infty(z_0, R)}} \leq \kappa, \tag{2-35}
\]
which proves the claim. Now we may use the claim with \( \kappa = 1/k, k \in \mathbb{N} \) and employ a standard diagonal argument to extract a subsequence converging in \( L^2_{\tau + 1 + \alpha}(0, R) \).
\[\square\]

**Remark 2.3.** The inequality (2-26) implies that we can take the norm on \( H^1_\tau \) to be
\[
\|u\|^2_{H^1_\tau} = \int_0^R \frac{|u'(z)|^2}{z^\tau} \, dz. \tag{2-36}
\]

We can now define the energy functionals to use in the constrained minimization. Let
\[
E(\varphi) = \int_0^R \left[ (\hat{\delta} + \gamma P_0) \frac{\partial_z \varphi^2}{z^2} + \frac{4\hat{\varepsilon}}{3z^2} \left| \partial_z \varphi - \frac{3\varphi}{z} \right|^2 + \frac{4}{z^3} \partial_z P_0 \right] \frac{\varphi^2}{z^\tau} \, dz \tag{2-37}
\]
and
\[
J(\varphi) = \int_0^R \frac{\varphi_0}{z^2} \left| \varphi \right|^2 \, dz. \tag{2-38}
\]

By (2-26) in Lemma 2.2, both \( E \) and \( J \) are well-defined on the space \( H^1_\tau((0, R)) \). Note, though, that \( E \) is not positive definite since \( \partial_z P_0 < 0 \). Define the set
\[
\mathcal{A} := \{ \varphi \in H^1_\tau((0, R)) \mid J(\varphi) = 1 \}. \tag{2-39}
\]

We will build solutions to (2-22) by minimizing \( E \) over \( \mathcal{A} \). First we show that such a minimizer exists.

**Proposition 2.4.** \( E \) achieves its infimum on the set \( \mathcal{A} \).

**Proof.** To begin, we show that \( E \) is coercive on \( \mathcal{A} \), which amounts to controlling the last term in \( E \). Recall that by (1-9), \( \varrho_0(z) \sim (R - z)^{(\gamma - 1)/2} \) for \( z \) near \( R \). This implies that
\[
\frac{\partial_z P_0}{\varrho_0} = \gamma K \frac{\varrho_0^{-2}}{\varrho_0^{\gamma - 2}} \partial_z \varrho_0 = \frac{\gamma K}{\gamma - 1} \partial_z (\varrho_0^{\gamma - 1}) \tag{2-40}
\]
is bounded near \( z = R \). Since \( \varrho_0 \) and \( P_0 = K \varrho_0^{\gamma} \) are smooth and bounded below away from \( z = R \), this implies that
\[
\left\| \frac{\partial_z P_0}{\varrho_0} \right\|_{L^\infty((0, R))} < \infty. \tag{2-41}
\]
Then for any \( z_0 \in (0, R) \), we have the bound
where we write \( E \) and note that \( \text{Fix} \) Proof. 

\[
\int_0^R |\partial_z P_0| \frac{\varphi^2}{z^3} \, dz = \int_0^{z_0} \left| \partial_z P_0 \right| \frac{z \varphi'^2}{z^4} \, dz + \int_0^R \frac{|\partial_z P_0| \varphi_0^2}{z^2} \, dz \\
\leq z_0 \left\| \partial_z P_0 \right\|_{L^\infty} \int_0^{z_0} \frac{|\varphi|^2}{z^2} \, dz + \frac{1}{z_0} \left\| \partial_z P_0 \right\|_{L^\infty} \int_{z_0}^R \frac{\varphi_0^2}{z^2} \, dz \\
\leq z_0 \frac{4}{9} \left\| \partial_z P_0 \right\|_{L^\infty} \int_0^R \frac{|\partial_z \varphi|^2}{z^2} \, dz + \frac{1}{z_0} \left\| \partial_z P_0 \right\|_{L^\infty}.
\tag{2-42}
\]

For the second inequality we have used Lemma 2.2 and the fact that \( \varphi \in \mathcal{A} \). Then by choosing \( z_0 \) sufficiently small, we have that

\[
E(\varphi) \geq -Cz_0 + \int_0^R \left[ \left( \frac{\delta}{2} + \gamma P_0 \right) \frac{|\partial_z \varphi|^2}{z^2} + \frac{4\bar{\epsilon}}{3\bar{z}^2} \left| \partial_z \varphi - 3\varphi \right|^2 \right] \, dz \\
\tag{2-43}
\]

for a constant \( Cz_0 > 0 \) depending on the choice of \( z_0 \), which immediately yields the desired coercivity since \( \delta > 0 \).

With the coercivity in hand, we may deduce the existence of a minimizer by using the standard direct methods, employing Lemma 2.2 for compactness.

Since a minimizer exists, we can now define the function \( \mu : (0, \infty) \to \mathbb{R} \) by

\[
\mu(s) = \inf_{\varphi \in \mathcal{A}} E(\varphi; s),
\tag{2-44}
\]

where we write \( E(\varphi) = E(\varphi; s) \) to emphasize the dependence of \( E \) on the parameter \( s > 0 \), that is,

\[
E(\varphi; s) = s \int_0^R \left[ \frac{\delta}{2} \frac{|\partial_z \varphi|^2}{z^2} + \frac{4\bar{\epsilon}}{3\bar{z}^2} \left| \partial_z \varphi - 3\varphi \right|^2 \right] \, dz + \int_0^R \left[ \gamma P_0 \frac{|\partial_z \varphi|^2}{z^2} + \frac{4}{3\bar{z}^2} |\varphi|^2 \right] \, dz. \tag{2-45}
\]

The minimizer we have constructed satisfies Euler–Lagrange equations of the form (2-22).

**Proposition 2.5.** Let \( \varphi \in \mathcal{A} \) be the minimizer of \( E \) constructed in Proposition 2.4. Let \( \mu := E(\varphi) \). Then \( \varphi \) is smooth on \((0, R)\) and satisfies

\[
-\partial_z \left( \left( \frac{4\bar{\epsilon}}{3} + \delta + \gamma P_0 \right) \frac{\partial_z \varphi}{z^2} \right) + 4 \frac{\partial_z P_0}{z^3} \varphi = \frac{\mu \varphi_0}{z^2} \varphi \tag{2-46}
\]

along with the boundary conditions \( \varphi(0) = 0 \) and

\[
\delta \frac{\partial_z \varphi(R)}{R^2} + \frac{4\bar{\epsilon}}{3} \left( \frac{\partial_z \varphi(R)}{R^2} - 3 \frac{\varphi(R)}{R^3} \right) = 0. \tag{2-47}
\]

**Proof:** Fix \( \varphi_0 \in H^1_2((0, R)) \). Define

\[
j(t, \tau) = J(\varphi + t\varphi_0 + \tau \varphi) \tag{2-48}
\]

and note that \( j(0, 0) = 1 \). Moreover, \( j \) is smooth and

\[
\frac{\partial j}{\partial t}(0, 0) = 2 \int_0^R \varphi_0 \frac{\varphi \varphi_0}{z^2} \, dz \quad \text{and} \quad \frac{\partial j}{\partial \tau}(0, 0) = 2 \int_0^R \varphi_0^2 \frac{\varphi}{z^2} \, dz = 2. \tag{2-49}
\]
So, by the inverse function theorem, we can solve for \( \tau = \tau(t) \) in a neighborhood of 0 as a \( C^1 \) function of \( t \) such that \( \tau(0) = 0 \) and \( j(t, \tau(t)) = 1 \). We may differentiate the last equation to find

\[
\frac{\partial j}{\partial t}(0, 0) + \frac{\partial j}{\partial \tau}(0, 0) \tau'(0) = 0,
\]

and hence

\[
\tau'(0) = -\frac{1}{2} \frac{\partial j}{\partial t}(0, 0) = -\int_0^R \varphi_0 \frac{\varphi_0 \varphi}{z^2} \, dz.
\]

Since \( \varphi \) is a minimizer over \( \mathcal{A} \), we then have

\[
0 = \frac{d}{dt} \bigg|_{t=0} E(\varphi + t \varphi_0 + \tau(t) \varphi),
\]

which implies that

\[
0 = \int_0^R \delta + \gamma P_0 \frac{\partial_z \varphi (\partial_z \varphi_0 + \tau'(0) \partial_z \varphi)}{z^2} \, dz + \int_0^R \frac{4 \partial_z P_0}{z^3} \varphi (\varphi_0 + \tau'(0) \varphi) \, dz
\]

\[
+ \int_0^R \frac{4 \tilde{\varphi}}{3z^2} \left( \partial_z \varphi - \frac{3 \varphi}{z} \right) \left( \partial_z \varphi_0 - \frac{3 \varphi_0}{z} + \tau'(0) \left( \partial_z \varphi - \frac{3 \varphi}{z} \right) \right) \, dz.
\]

Rearranging and plugging in the value of \( \tau'(0) \), we may rewrite this equation as

\[
\mu \int_0^R \frac{\varphi_0}{z^2} \varphi \varphi_0 \, dz
\]

\[
= \int_0^R \delta + \gamma P_0 \frac{\partial_z \varphi \partial_z \varphi_0}{z^2} \, dz + \int_0^R \frac{4 \partial_z P_0}{z^3} \varphi_0 \varphi_0 \, dz + \int_0^R \frac{4 \tilde{\varphi}}{3z^2} \left( \partial_z \varphi - \frac{3 \varphi}{z} \right) \left( \partial_z \varphi_0 - \frac{3 \varphi_0}{z} \right) \, dz,
\]

where the eigenvalue is \( \mu = E(\varphi) \).

By making variations with \( \varphi_0 \) compactly supported in \( (0, R) \), we find that \( \varphi \) satisfies (2.46) in a weak sense in \( (0, R) \). Standard bootstrapping arguments then show that \( \varphi \in H^k((z_0, R)) \) for all \( k \geq 0 \) and \( 0 < z_0 < R \), and hence \( \varphi \) is smooth in \( (0, R) \). This implies that the equations are also classically satisfied. Since \( \varphi \in H^2((R/2, R)) \), the traces of \( \varphi \), \( \partial_z \varphi \) are well-defined at the endpoint \( z = R \). Making variations with respect to arbitrary \( \varphi_0 \in C^\infty_c((0, R)) \), we find that the boundary condition (2.47) is satisfied. The condition \( \varphi(0) = 0 \) is satisfied by virtue of Lemma 2.2.

We now want to show that the minimizers, which are solutions to (2.46), satisfy the asymptotic condition \( |\varphi(z)|/z^2 \to 0 \) as \( z \to 0 \). As a preliminary step, we record an asymptotic result for solutions to a more generic ODE.

**Lemma 2.6** [Lin 1997, Proposition A.1]. Suppose that \( \psi(\tau) \) solves

\[
\psi''(\tau) + (\alpha \tau^{-1} + g(\tau)) \psi'(\tau) + \tau^{-1} f(\tau) \psi(\tau) = 0 \quad \text{if} \ 0 < \tau < \tau_0,
\]

where \( \tau = d/d\tau \) and \( f, g \in C^0([0, \tau_0]) \). If \( \alpha < 0 \), then either \( \psi(0) \neq 0 \) or

\[
|\psi(\tau)| \leq \frac{C}{\tau^{\alpha-1}} \quad \text{and} \quad |\psi'(\tau)| \leq \frac{C}{\tau^{\alpha}}.
\]
Proof. The case $\alpha > 2$ is the content of Proposition A.1 of [Lin 1997], but the proof of the proposition also shows the result when $\alpha < 0$. \hfill \Box

Next we use this lemma to establish the asymptotics at $z = 0$ for solutions to (2-46).

**Lemma 2.7.** Suppose $\varphi$ is a solution of (2-46). Then $|\varphi(z)| \leq C z^3$ and $|\varphi'(z)| \leq C z^2$ near $z = 0$.

*Proof.* We begin by rewriting (2-46). Define

$$X = \tilde{\epsilon} + \tilde{\delta} + \gamma P_0 = \tilde{\epsilon} + \tilde{\delta} + \gamma K \varphi_0' \quad \text{and} \quad X_0 = \tilde{\epsilon} + P_0 = \tilde{\epsilon} + K \varphi_0'.$$

Then (2-46) is equivalent to the equation

$$\varphi'' + \left( \frac{X'}{X} - \frac{2}{z} \right) \varphi' - 4 \frac{X_0'}{zX} \varphi = -\mu \varphi_0 \frac{X}{X_0} \varphi. \quad (2-57)$$

Note that $X'/X$, $X_0'/X$, and $\varphi_0/X$ are all continuous at $z = 0$, so we may apply Lemma 2.6 with $\alpha = -2$ to deduce that either $\varphi(0) \neq 0$ or $|\varphi(z)| \leq C z^3$ and $|\varphi'(z)| \leq C z^2$ near $z = 0$. By Lemma 2.2, the former condition cannot hold, so the latter conditions must be the case. \hfill \Box

**2E. Properties of the eigenvalue $\mu(s)$.** It is convenient to decompose $E$ according to

$$E(\varphi; s) = E_0(\varphi) + s E_1(\varphi) \quad (2-58)$$

for

$$E_0(\varphi) := \int_0^R \left( \gamma P_0 \frac{\partial_x \varphi}{z^2} + 4 \frac{\partial_x P_0}{z^3} \varphi \right) \, dz \quad (2-59)$$

and

$$E_1(\varphi) := \int_0^R \left( \delta \frac{\partial_x \varphi}{z^2} + 4 \varepsilon \frac{3}{z^2} \left| \partial_x \varphi - 3 \varphi \frac{2}{z} \right|^2 \right) \, dz \geq 0. \quad (2-60)$$

Notice that since $E_0$ does not involve either $\delta$ or $\varepsilon$, we may view it as the “inviscid” part of $E$. Because $\partial_x P_0$ lacks a sign, $E_0$ fails to be nonnegative. However, an easy modification of the argument used in Proposition 2.4 shows that $\inf_{\partial \mathcal{A}} E_0 > -\infty$. As a consequence of the analysis of the inviscid problem, carried out by Lin [1997], we have that this infimum is actually negative and is achieved, and its value characterizes the fastest growing mode for the inviscid problem. Indeed, there exists a $\varphi_0 \in \mathcal{A}$ such that

$$0 > -\chi_0^2 := \inf_{\varphi \in \mathcal{A}} E_0(\varphi) = E_0(\varphi_0), \quad (2-61)$$

with $\chi_0 > 0$ the fastest growth rate and $\varphi_0$ the corresponding growing mode solution for the linearized inviscid problem.

We are ultimately concerned with finding $\mu = -\lambda^2$ for some $\lambda > 0$. This requires us to work in a range of $s$ such that $\mu(s) < 0$. Our next result shows that $\mu(s) < 0$ for $s$ sufficiently small.

**Lemma 2.8.** There exist constants $C_1, C_2 \geq 0$ depending on $\varphi_0$ such that

$$\mu(s) \leq s(\delta C_1 + \varepsilon C_2) - \chi_0^2. \quad (2-62)$$

In particular, $\mu(s) < 0$ for $s$ sufficiently small.
Proof. Let \( \varphi_0 \in \mathcal{A} \) be the minimizer of \( E_0 \) from (2-61). Then, using the decomposition (2-58), we find

\[
\mu(s) = \inf_{\varphi \in \mathcal{A}} E \leq E(\varphi_0) = E_0(\varphi_0) + s E_1(\varphi_0) = s E_1(\varphi_0) - \chi_0^2.
\]

Then \( E_1(\varphi_0) = \delta C_1 + \varepsilon C_2 \), where

\[
C_1 = \int_0^R \frac{|\partial_z \varphi_0|^2}{z^2} \, dz > 0 \quad \text{and} \quad C_2 = \int_0^R \frac{4}{3z^2} \left| \partial_z \varphi_0 - 3 \frac{\varphi_0}{z} \right|^2 \, dz > 0.
\]

Strict inequality holds for \( C_1 \) since \( \varphi_0 \in \mathcal{A} \), while it holds for \( C_2 \) since \( C_2 = 0 \) if and only if \( \varphi_0(z) = a z^3 \) for some \( a \in \mathbb{R} \), but one can check that this is not a solution to (2-46) with \( \tilde{\varepsilon}, \tilde{\delta} = 0 \).

The next proposition proves some crucial monotonicity and continuity properties of \( \mu(s) \) for \( s > 0 \).

**Proposition 2.9.**

1. \( \mu(s) \) is strictly increasing in \( s \).
2. There exists a constant \( C_3 > 0 \) such that

\[
\mu(s) \geq -\chi_0^2 + s C_3 \delta,
\]

where \( \chi_0 > 0 \) is given in (2-61).
3. \( \mu \) is locally Lipschitz on \((0, \infty)\), and in particular, \( \mu \) is continuous on \((0, \infty)\).

**Proof.** We begin by establishing some notation. According to Proposition 2.4, for each \( s \in (0, \infty) \) we can find \( \varphi_s \in \mathcal{A} \) such that

\[
E(\varphi_s; s) = \inf_{\varphi \in \mathcal{A}} E(\varphi; s) = \mu(s).
\]

Next, we recall the decomposition of \( E \) given in (2-58) and note that the nonnegativity of \( E_1 \) implies that \( E \) is nondecreasing in \( s \) with \( \varphi \in \mathcal{A} \) kept fixed.

To prove the first assertion, note that if \( s_1, s_2 \in (0, \infty) \) with \( s_1 \leq s_2 \), then the minimality of \( \varphi_{s_i} \) and the nonnegativity of \( E_1 \) imply that

\[
\mu(s_1) = E(\varphi_{s_1}; s_1) \leq E(\varphi_{s_2}; s_1) \leq E(\varphi_{s_2}; s_2) = \mu(s_2).
\]

This shows that \( \mu \) is nondecreasing in \( s \). Suppose by way of contradiction that \( \mu(s_1) = \mu(s_2) \) for \( s_1 \neq s_2 \). Then the last inequality implies that

\[
s_1 E_1(\varphi_{s_2}) = s_2 E_1(\varphi_{s_2}),
\]

which means that \( E_1(\varphi_{s_2}) = 0 \). The vanishing of \( E_1(\varphi_{s_2}) \) implies that \( \varphi_{s_2} = 0 \), which is impossible since \( \varphi_{s_2} \in \mathcal{A} \). Hence equality cannot be achieved, and \( \mu \) is strictly increasing in \( s \).

Now note that (2-58), the nonnegativity of \( E_1 \), and (2-61) imply that

\[
\mu(s) \geq \inf_{\varphi \in \mathcal{A}} E_0(\varphi) + s \inf_{\varphi \in \mathcal{A}} E_1(\varphi) = -\chi_0^2 + s \inf_{\varphi \in \mathcal{A}} E_1(\varphi).
\]

It is a simple matter to see that

\[
\inf_{\varphi \in \mathcal{A}} E_1(\varphi) \geq \delta \inf_{\varphi \in \mathcal{A}} \int_0^R \frac{|\partial_z \varphi|^2}{z^2} \, dz := C_3 \delta > 0.
\]

The second assertion follows.
Now fix $Q = [a, b] \in (0, \infty)$, and fix any $\psi \in \mathcal{A}$. Again by the nonnegativity of $E_1$ and the minimality of $\varphi_s$, we deduce that

$$E(\psi; b) \geq E(\psi; s) \geq E(\varphi_s; s) \geq aE_1(\varphi_s) - \chi_0^2$$

for all $s \in Q$. This implies that there exists a constant $0 < C = C(a, b, \psi, \gamma, K) < \infty$ such that

$$\sup_{s \in Q} E_1(\varphi_s) \leq C.$$  \hfill (2-72)

Let $s_1, s_2 \in Q$. Using the minimality of $\varphi_{s_1}$ compared to $\varphi_{s_2}$, we know that

$$\mu(s_1) = E(\varphi_{s_1}; s_1) \leq E(\varphi_{s_2}; s_1),$$

but from our decomposition (2-58), we may bound

$$E(\varphi_{s_2}; s_1) \leq E(\varphi_{s_2}; s_2) + |s_1 - s_2|E_1(\varphi_{s_2}) = \mu(s_2) + |s_1 - s_2|E_1(\varphi_{s_2}).$$

Chaining these two inequalities together and employing (2-72), we find that

$$\mu(s_1) \leq \mu(s_2) + C|s_1 - s_2|.$$ \hfill (2-75)

Reversing the role of the indices 1 and 2 in the derivation of this inequality gives the same bound with $s_1$ switched with $s_2$. We deduce that

$$|\mu(s_1) - \mu(s_2)| \leq C|s_1 - s_2|,$$ \hfill (2-76)

which proves item (3).

Now we know that the eigenvalue $\mu(s)$ is negative as long as $s < \frac{\chi_0^2}{\delta C_1 + \epsilon C_2}$ and that $\mu$ is continuous on $(0, \infty)$. We can then define the nonempty open set

$$\Omega = \mu^{-1}((\infty, 0)) \subset (0, \infty),$$ \hfill (2-77)

on which we can calculate $\lambda(s) = \sqrt{-\mu(s)} > 0$.

It turns out that the set $\Omega$ is sufficiently large to find $s > 0$ such that $\lambda(s) = s$. This inversion will then allow us to solve the original growing-mode equations.

**Proposition 2.10.** There exists a unique $s \in \Omega$ such that $\lambda(s) = \sqrt{-\mu(s)} > 0$ and $\lambda(s) = s$.

**Proof.** According to Lemma 2.8, we know that $\mu(s) < 0$ for $s \in \left[0, \frac{\chi_0^2}{\delta C_1 + \epsilon C_2}\right)$. Moreover, the lower bound (2-65) in Proposition 2.9 implies that $\mu(s) \to +\infty$ as $s \to \infty$. This implies the existence of $s_0 \in (0, \infty)$ such that $\Omega = (0, s_0)$, which means that $\lambda(s_0) = 0$. Define the function $\Psi : (0, s_0) \to (0, \infty)$ by $\Psi(s) = s/\lambda(s)$. The monotonicity and continuity properties of $\mu$ are inherited by $\Psi$, that is, $\Psi$ is continuous on $(0, s_0)$ and strictly increases from 0 to $+\infty$ as $s \to s_0$. As such, we may apply the intermediate value theorem to find a unique $s \in (0, s_0)$ such that $\Psi(s) = 1$. For this $s$, we then have that $s = \lambda(s)$, the desired result. \hfill $\square$

Up to now we have viewed the viscosity parameters $\epsilon, \delta$ as being fixed. With the unique fixed point $\lambda(s) = \sqrt{-\mu(s)} = s > 0$ in hand, we can now consider the behavior of $\lambda$ with respect to the viscosity parameters, $\epsilon, \delta$. To this end, let us write $\lambda = \lambda(\delta, \epsilon)$ in the following.
Proposition 2.11. Write \( \lambda = \lambda(\delta, \varepsilon) > 0 \) for the unique \( \lambda \) produced by Proposition 2.10 for a given \( \varepsilon, \delta > 0 \). Then

\[
\lim_{(\delta, \varepsilon) \to 0} \lambda(\delta, \varepsilon) = \chi_0 \tag{2-78}
\]

and

\[
\lim_{\delta \to \infty} \lambda(\delta, \varepsilon) = 0. \tag{2-79}
\]

Proof. Combining the estimate from Lemma 2.8 with (2-65) from Proposition 2.9 and employing Proposition 2.10, we find that

\[
\lambda(\delta, \varepsilon)^2 + \delta C_3 \lambda(\delta, \varepsilon) - \chi_0^2 \leq 0 \leq \lambda(\delta, \varepsilon)^2 + (\delta C_1 + \varepsilon C_2) \lambda(\delta, \varepsilon) - \chi_0^2, \tag{2-80}
\]

for constants \( C_1, C_2, C_3 > 0 \) independent of \( \varepsilon, \delta \). The first inequality in (2-80) implies that

\[
\lambda(\delta, \varepsilon) \leq \frac{1}{2} \left( -\delta C_3 + \sqrt{\delta^2 C_3^2 + 4 \chi_0^2} \right), \tag{2-81}
\]

while the second and the fact that \( \lambda(\delta, \varepsilon) > 0 \) imply that

\[
\lambda(\delta, \varepsilon) \geq \frac{1}{2} \left( -\delta C_3 + \sqrt{\delta C_1 + \varepsilon C_2} \right) + 4 \chi_0^2 \tag{2-82}
\]

Sending \((\delta, \varepsilon) \to 0\) and chaining together (2-81) and (2-82) then yields (2-78). On the other hand, expanding the right side of (2-81) for large \( \delta \) shows that

\[
0 \leq \lambda(\delta, \varepsilon) \leq \frac{\chi_0^2}{\delta C_3} + o(1), \quad \text{for } \delta \to \infty, \tag{2-83}
\]

which implies (2-79). \( \square \)

Remark 2.12. Proposition 2.11 has two important consequences. The first is that the fastest inviscid growth rate is recovered in the inviscid limit \((\delta, \varepsilon) \to 0\). This can be understood as a continuity result. The second is that large bulk viscosity suppresses the viscous growth rate, and for sufficiently large \( \delta \), the growth rate is very slow. This causes the delay of the instability occurrence time.

2F. Proof of Theorem 2.1. We now combine our above analysis to deduce the existence of a solution \( \varphi, \lambda > 0 \) to (2-19)–(2-20).

Theorem 2.13. There exist \( \lambda > 0 \) and \( \varphi \in H^1_2((0, R)) \), smooth on \((0, R)\), that solve (2-19) along with the boundary condition (2-20). The solution satisfies the asymptotics \( |\varphi(z)| \leq Cz^3 \) and \( |\partial_z \varphi(z)| \leq Cz^2 \) as \( z \to 0 \).

Proof. Combining Propositions 2.5 and 2.10, we see that there exists a solution to (2-22) and (2-23) for \( \lambda(s) = \sqrt{-\mu(s)} > 0 \), satisfying \( s = \lambda(s) \). This implies that the solution is actually a solution to (2-19) and (2-20). The asymptotics at \( z = 0 \) follow from Lemma 2.7. \( \square \)

An immediate consequence of Theorem 2.13 is the existence of a solution to (2-16)–(2-17).
Corollary 2.14. There exist \( \lambda > 0 \) and \( \phi(x) = \varphi(r_0(x)) \), smooth on \((0, M)\), that solve (2-16)–(2-17). The solution satisfies
\[
\limsup_{x \to 0} \frac{|\phi(x)|}{r_0^3(x)} + \limsup_{x \to 0} |\partial_x \phi(x)| < \infty. \tag{2-84}
\]

Let \( \mathcal{D} \) denote the linear operator \( \mathcal{D} \phi(x) = \rho_0(x) \partial_x \phi(x) \). The solution satisfies the property that \( \mathcal{D}^k \phi \) has a well-defined trace at \( x = M \) for every integer \( k \geq 0 \).

Proof. All of the conclusions, except those concerning \( \mathcal{D} \), follow directly from Theorem 2.13. When \( k = 0 \), the trace \( \mathcal{D}^0 \phi(M) = \phi(M) \) is well-defined, since \( \varphi(R) = \varphi(r_0(M)) \) is well-defined. Note that since \( \partial_x r_0(x) = 1/(4\pi \rho_0(x) r_0^2(x)) \), we have
\[
\mathcal{D} \phi(x) = \rho_0(x) \partial_x \phi(x) = \frac{\partial_x \varphi(r_0(x))}{4\pi r_0^2(x)} \implies \mathcal{D} \phi(M) = \frac{\partial_x \varphi(R)}{4\pi R^2}, \tag{2-85}
\]
so that \( \mathcal{D} \phi(M) \) is well-defined. In other words, the multiplication by \( \rho_0 \) in the operator \( \mathcal{D} \) removes the potential singularity in \( \partial_x \phi \) near \( x = M \). We may argue similarly, using the fact that \( \partial_x^k \varphi(R) \) is well-defined for all \( k \geq 0 \), to deduce that \( \mathcal{D}^k \phi(M) \) is well-defined for all \( k \geq 0 \) as well.

Now, with Corollary 2.14 in hand, we are ready to present:

Proof of Theorem 2.1. Let \( \lambda > 0 \) and \( \phi(x) \) be the solution to (2-16)–(2-17) given in Corollary 2.14. Let us then define \( v \) and \( \sigma \) according to
\[
v = -\frac{\lambda}{4\pi r_0^2} \quad \text{and} \quad \sigma = \rho_0^2 \partial_x \phi. \tag{2-86}
\]
Using these definitions of \( v \) and \( \sigma \) in conjunction with the properties of \( \phi \) recorded in Corollary 2.14, we easily deduce items (1)–(3).

To prove the variational characterization of item (4), we return to the variational characterization of \( \lambda \) in \( z = r_0(x) \) coordinates. According to Theorem 2.13, \( \lambda > 0 \) satisfies
\[
\lambda \int_0^R \left( \delta \frac{|\partial_z \varphi|^2}{z^2} + \frac{4\varepsilon}{3z^2} |\partial_z \varphi - 3 \frac{\varphi'}{z}|^2 \right) dz + \int_0^R \left( \nu P_0 \frac{|\partial_z \varphi|^2}{z^2} + 4 \frac{\partial_z P_0}{z^3} |\varphi'|^2 \right) dz \geq -\lambda^2 \int_0^R \frac{\rho_0^2}{z^2} |\varphi'|^2 dz \tag{2-87}
\]
for every \( \varphi \in H^1 \), \( (0, R) \). Then the variational characterization in (2-12) follows by making a change of coordinates \( \vartheta(x) = \vartheta(z) = \vartheta(r_0(x)) \). Note that \( \vartheta \in H^1 \) if and only if \( \sqrt{\rho_0} \partial_z \vartheta \in L^2((0, M)) \) and \( \vartheta/(r_0^2 \sqrt{\rho_0}) \in L^2((0, M)) \). Also, changing coordinates in (2-26) of Lemma 2.2 shows that \( \vartheta/(r_0^3 \sqrt{\rho_0}) \) is well-defined. We now turn to the proof of (2-13). Using the inclusion \( \varphi \in H^1((0, R)) \), the above analysis implies that \( \sqrt{\rho_0} \partial_z \varphi, \varphi/(r_0^3 \sqrt{\rho_0}) \in L^2((0, M)) \). From this and (2-16), we may then deduce that
\[
\int_0^M \left( \frac{|\varphi|^2}{r_0^6 \rho_0} + \rho_0 |\partial_x \varphi|^2 + r_0^2 |\partial_x (\rho_0 \partial_x \varphi)|^2 \right) dx < \infty. \tag{2-88}
\]
This and (2-86) then imply (2-13).
3. Linear estimates

Due to the indirect way in which we constructed growing mode solutions in Section 2, it is not immediately obvious that the $\lambda > 0$ of Theorem 2.1 is the largest possible growth rate. However, because of the inequality (2-12), we can show that no solution to the linearized problem (2-1)–(2-4) can grow in time at a rate faster than $e^{\lambda t}$. Hence the growing mode constructed in Theorem 2.1 actually does grow in time at the fastest possible rate. The proof of this result and its implications for solutions to the inhomogeneous linearized problem are the subject of this section.

3A. Estimates in the second-order formulation. First we will prove estimates for solutions to the following second-order problem.

$$\frac{-\partial^2 \phi}{16\pi^2 r_0^4} = \frac{\partial_x P_0}{\pi r_0^3} \phi - \partial_x \left[ \left( \frac{4\epsilon}{3} + \delta \right) \rho_0 \partial_x \partial_t \phi + \gamma P_0 \rho_0 \partial_x \phi \right] \quad \text{for } x \in (0, M), \quad (3-1)$$

with boundary conditions

$$\phi(0, t) = 0 \quad \text{and} \quad \frac{4\epsilon}{3} \left( 4\pi r_0^3 \rho_0 \partial_x \left( \frac{\phi}{r_0^3} \right) \right) + \delta \left( 4\pi \rho_0 \partial_x \phi \right) = 0 \quad \text{at } x = M, \quad (3-2)$$

and initial conditions $\phi(x, 0)$ and $\partial_t \phi(x, 0)$ given. We will assume throughout that $\phi$ satisfies $\sqrt{\rho_0} \partial_x \phi \in L^2((0, M))$ and $\phi/(r_0^2 \sqrt{\rho_0}) \in L^2((0, M))$.

Solutions to this linear problem obey an energy evolution equation related to the inequality (2-12). We record this now.

**Proposition 3.1.** Suppose $\phi$ is a solution to (3-1)–(3-2). Then

$$\partial_t \int_0^M \frac{|\partial_t \phi|^2}{32\pi^2 r_0^4} \, dx + \int_0^M \left( \delta \rho_0 |\partial_x \partial_t \phi|^2 + \frac{4\epsilon}{3} \rho_0 \left| r_0^3 \partial_x \left( \frac{\partial_t \phi}{r_0^3} \right) \right|^2 \right) \, dx = -\partial_t \int_0^M \left( \frac{\gamma P_0 \rho_0}{2} |\partial_x \phi|^2 + \frac{\partial_x P_0}{2\pi r_0^3} |\phi|^2 \right) \, dx. \quad (3-3)$$

**Proof.** Multiply (3-1) by $\partial_t \phi$ and integrate over $x \in (0, M)$. An integration by parts, an application of the boundary conditions (3-2), and some simple algebra yield the desired equality. \qed

We can use this and the variational characterization of $\lambda$ given in Theorem 2.1 to deduce some estimates.

**Theorem 3.2.** Let $\phi$ solve (3-1)–(3-2). Then we have the following estimates:

$$\int_0^M \frac{|\phi(t)|^2}{16\pi^2 r_0^4} \, dx + \int_0^t \int_0^M \left( \delta \rho_0 |\partial_x \phi(s)|^2 + \frac{4\epsilon}{3} \rho_0 \left| r_0^3 \partial_x \left( \frac{\phi(s)}{r_0^3} \right) \right|^2 \right) \, dx \, ds$$

$$\leq e^{2\lambda t} \int_0^M \frac{|\phi(0)|^2}{16\pi^2 r_0^4} \, dx + \frac{K_1}{2\lambda} (e^{2\lambda t} - 1), \quad (3-4)$$
\[
\frac{1}{\lambda} \int_0^M \frac{\left| \partial_t \phi(t) \right|^2}{16\pi^2 r_0^4} \, dx + \int_0^M \left( \delta \rho_0 |\partial_x \phi(t)|^2 + \frac{4\varepsilon}{3} \rho_0 \left| r_0^3 \partial_x \left( \frac{\phi(t)}{r_0^3} \right) \right|^2 \right) \, dx \leq e^{2\lambda t} \left( 2\lambda \int_0^M \frac{\left| \phi(0) \right|^2}{16\pi^2 r_0^4} \, dx + K_1 \right),
\]
which is (3-5).

and
\[
\frac{1}{2} \int_0^M \gamma P_0 \rho_0 |\partial_x \phi(t)|^2 \, dx \leq K_0 + C_0 \left[ e^{2\lambda t} \int_0^M \frac{\left| \phi(0) \right|^2}{16\pi^2 r_0^4} \, dx + \frac{K_1}{2\lambda} (e^{2\lambda t} - 1) \right],
\]
Here
\[
K_0 = \int_0^M \frac{\left| \partial_t \phi(0) \right|^2}{16\pi^2 r_0^4} \, dx + \frac{1}{2} \int_0^M \gamma P_0 \rho_0 |\partial_x \phi(0)|^2 \, dx,
\]
\[
K_1 = \frac{2K_0}{\lambda} + 2 \int_0^M \left( \delta \rho_0 |\partial_x \phi(0)|^2 + \frac{4\varepsilon}{3} \rho_0 \left| r_0^3 \partial_x \left( \frac{\phi(0)}{r_0^3} \right) \right|^2 \right) \, dx,
\]
and
\[
C_0 = 2 \sup_{x \in (0, M)} \frac{x}{r_0^3(x)} < \infty.
\]

Proof. We integrate the result of Proposition 3.1 in time from 0 to \( t \) to see that
\[
\int_0^M \frac{\left| \partial_t \phi(t) \right|^2}{32\pi^2 r_0^4} \, dx + \int_0^t \int_0^M \left( \delta \rho_0 |\partial_x \partial_t \phi(s)|^2 + \frac{4\varepsilon}{3} \rho_0 \left| r_0^3 \partial_x \left( \frac{\partial_t \phi(s)}{r_0^3} \right) \right|^2 \right) \, dx \, ds
\]
\[
= K_0 + \int_0^M \frac{\partial_x P_0}{2\pi r_0^3} \left| \phi(0) \right|^2 \, dx - \int_0^M \left( \frac{\gamma P_0 \rho_0}{2} |\partial_x \phi(t)|^2 + \frac{\partial_x P_0}{2\pi r_0^3} |\phi(t)|^2 \right) \, dx.
\]

Note that since
\[
\partial_x P_0 = -\frac{x}{4\pi r_0^4},
\]
we have
\[
\int_0^M \frac{\partial_x P_0}{2\pi r_0^3} \left| \phi(0) \right|^2 \, dx = -\int_0^M \frac{x}{8\pi^2 r_0^7} \left| \phi(0) \right|^2 \, dx \leq 0.
\]
The variational characterization of \( \lambda \) given in (2-12) of Theorem 2.1 allows us to estimate
\[
-\frac{1}{2} \int_0^M \left( \frac{\gamma P_0 \rho_0}{2} |\partial_x \phi(t)|^2 + \frac{\partial_x P_0}{2\pi r_0^3} |\phi(t)|^2 \right) \, dx - \frac{\lambda}{2} \int_0^M \left( \delta \rho_0 |\partial_x \phi(t)|^2 + \frac{4\varepsilon}{3} \rho_0 \left| r_0^3 \partial_x \left( \frac{\phi(t)}{r_0^3} \right) \right|^2 \right) \, dx
\]
\[
\leq \frac{\lambda^2}{2} \int_0^M \frac{\left| \phi(t) \right|^2}{16\pi^2 r_0^4} \, dx.
\]

(3-12)
We may then combine (3-10)–(3-12) to see that

\[ \int_0^M \frac{|\partial_t \phi(t)|^2}{32\pi^2 r_0^4} \, dx + \int_0^t \int_0^M \left( \delta \rho_0 |\partial_x \partial_t \phi(s)|^2 + \frac{4\varepsilon}{3} \rho_0 \left| r_0^3 \partial_x \left( \frac{\partial_t \phi(s)}{r_0^3} \right) \right|^2 \right) \, dx \, ds \]

\[ \leq K_0 + \frac{\lambda^2}{2} \int_0^M \frac{|\phi(t)|^2}{16\pi^2 r_0^4} \, dx + \frac{\lambda}{2} \int_0^M \left( \delta \rho_0 |\partial_x \phi(t)|^2 + \frac{4\varepsilon}{3} \rho_0 \left| r_0^3 \partial_x \left( \frac{\phi(t)}{r_0^3} \right) \right|^2 \right) \, dx. \]  

(3-13)

For the sake of brevity in the rest of the proof, we now rewrite (3-13) as

\[ \frac{1}{2} \|\partial_t \phi(t)\|^2 + \int_0^t \|\partial_t \phi(s)\|^2 \, ds \leq K_0 + \frac{\lambda^2}{2} \|\phi(t)\|^2 + \frac{\lambda}{2} \|\phi(t)\|^2 \]  

(3-14)

for the two norms \( \| \cdot \|_1 \) and \( \| \cdot \|_2 \) given by

\[ \|\psi\|^2_1 := \int_0^M \frac{|\psi|^2}{16\pi^2 r_0^4} \, dx, \]

(3-15)

\[ \|\psi\|^2_2 := \int_0^M \left( \delta \rho_0 |\partial_x \psi|^2 + \frac{4\varepsilon}{3} \rho_0 \left| r_0^3 \partial_x \left( \frac{\psi}{r_0^3} \right) \right|^2 \right) \, dx. \]  

(3-16)

Both of these norms are clearly generated by inner products, which we will write as \( \langle \cdot, \cdot \rangle_i \) for \( i = 1, 2 \).

Integrating in time and using Cauchy’s inequality, we may write the bound

\[ \lambda \|\phi(t)\|^2 = \lambda \|\phi(0)\|^2 + \lambda \int_0^t 2 \langle \phi(s), \partial_t \phi(s) \rangle_2 \, ds \]

\[ \leq \lambda \|\phi(0)\|^2 + \int_0^t \|\partial_t \phi(s)\|^2 \, ds + \lambda^2 \int_0^t \|\phi(s)\|^2_2 \, ds. \]  

(3-17)

On the other hand,

\[ \lambda \partial_t \|\phi(t)\|^2_1 = \lambda^2 (\partial_t \phi(t), \phi(t))_1 \leq \lambda^2 \|\phi(t)\|^2_1 + \|\partial_t \phi(t)\|^2_1. \]  

(3-18)

We may combine these two inequalities with (3-14) to derive the differential inequality

\[ \partial_t \|\phi(t)\|^2_1 + \|\phi(t)\|^2_2 \leq K_1 + 2\lambda \|\phi(t)\|^2_1 + 2\lambda \int_0^t \|\phi(s)\|^2_2 \, ds, \]  

(3-19)

for \( K_1 \) as defined in the hypotheses. An application of Gronwall’s lemma then shows that

\[ \|\phi(t)\|^2_1 + \int_0^t \|\phi(s)\|^2_2 \, ds \leq e^{2\lambda t} \|\phi(0)\|^2_1 + \frac{K_1}{2\lambda} (e^{2\lambda t} - 1) \]  

(3-20)

for all \( t \geq 0 \), which is the bound (3-4).

To derive the estimate (3-5), we return to (3-14) and plug in (3-17) and (3-20) to see that

\[ \frac{1}{\lambda} \|\partial_t \phi(t)\|^2_1 + \|\phi(t)\|^2_2 \leq K_1 + \lambda \|\phi(t)\|^2_1 + 2\lambda \int_0^t \|\phi(s)\|^2_2 \, ds \leq e^{2\lambda t} (2\lambda \|\phi(0)\|^2_1 + K_1). \]  

(3-21)
Finally, for (3-6), we return to (3-10) and employ (3-11) to see that

\[
\frac{1}{2} \int_0^M |w(t)|^2 \, dx + \int_0^M \gamma K \rho_0^{\gamma-1} \left| \frac{\sigma(t)}{\rho_0} \right|^2 \, dx + 16 \pi^2 \int_0^M \left( \delta \rho_0 |\partial_x w(t)|^2 + \frac{4 \epsilon}{3} \rho_0 \left| \rho_0 \partial_x \left( \frac{w(t)}{r_0^3} \right) \right|^2 \right) \, dx
\]

\[
\leq C e^{2 \lambda t} \int_0^M |w(0)|^2 \, dx + \int_0^M \left( \gamma K \rho_0^{\gamma+1} \left| \frac{\sigma(0)}{\rho_0} \right|^2 + \frac{4 \epsilon}{3} \rho_0 \left| \partial_x \left( \frac{w(0)}{r_0^3} \right) \right|^2 \right) \, dx
\]

\[
+ \int_0^M \left( \delta \rho_0 |\partial_x w(0)|^2 + \frac{4 \epsilon}{3} \rho_0 \left| r_0^3 \partial_x \left( \frac{w(0)}{r_0^3} \right) \right|^2 \right) \, dx.
\]  

(3-25)

Theorem 3.3. Let \( \sigma, w \) solve the linear system (2-5)–(2-6). Then

\[
\int_0^M \frac{|w(t)|^2}{r_0^4} \, dx + \int_0^M \gamma K \rho_0^{\gamma-1} \left| \frac{\sigma(t)}{\rho_0} \right|^2 \, dx + 16 \pi^2 \int_0^M \left( \delta \rho_0 |\partial_x w(t)|^2 + \frac{4 \epsilon}{3} \rho_0 \left| r_0^3 \partial_x \left( \frac{w(t)}{r_0^3} \right) \right|^2 \right) \, dx
\]

\[
\leq C e^{2 \lambda t} \int_0^M \frac{|w(0)|^2}{r_0^4} \, dx + \int_0^M \left( \gamma K \rho_0^{\gamma+1} \left| \frac{\sigma(0)}{\rho_0} \right|^2 + \frac{4 \epsilon}{3} \rho_0 \left| r_0^3 \partial_x \left( \frac{w(0)}{r_0^3} \right) \right|^2 \right) \, dx
\]

\[
+ \int_0^M \left( \delta \rho_0 |\partial_x w(0)|^2 + \frac{4 \epsilon}{3} \rho_0 \left| r_0^3 \partial_x \left( \frac{w(0)}{r_0^3} \right) \right|^2 \right) \, dx.
\]  

(3-26)

Proof. We switch to the second-order formulation for \( \phi = w \). Then the estimates (3-4)–(3-6) of Theorem 3.2 imply that

\[
\int_0^M \frac{|w(t)|^2}{r_0^4} \, dx + \int_0^M \gamma K \rho_0^{\gamma+1} \left| \partial_x w(t) \right|^2 \, dx + 16 \pi^2 \int_0^M \left( \delta \rho_0 |\partial_x w(t)|^2 + \frac{4 \epsilon}{3} \rho_0 \left| r_0^3 \partial_x \left( \frac{w(t)}{r_0^3} \right) \right|^2 \right) \, dx
\]

\[
\leq C e^{2 \lambda t} \int_0^M \frac{|w(0)|^2}{r_0^4} \, dx + \int_0^M \left( \gamma K \rho_0^{\gamma+1} \left| \partial_x w(0) \right|^2 + \frac{4 \epsilon}{3} \rho_0 \left| r_0^3 \partial_x \left( \frac{w(0)}{r_0^3} \right) \right|^2 \right) \, dx
\]

\[
+ \int_0^M \left( \delta \rho_0 |\partial_x w(0)|^2 + \frac{4 \epsilon}{3} \rho_0 \left| r_0^3 \partial_x \left( \frac{w(0)}{r_0^3} \right) \right|^2 \right) \, dx.
\]  

(3-26)
\[ \int_0^M \gamma K \rho_0^{\gamma + 1} |\partial_x w(t)|^2 \, dx = \int_0^M \frac{\gamma K \rho_0^{\gamma - 1}}{16 \pi^2 \rho_0^2} |\partial_t \sigma(t)|^2 \, dx. \quad (3-27) \]

The right side of (3-27) defines the square of a norm \( \| \cdot \| \) in a Hilbert space, and in this case Cauchy–Schwarz and the chain rule imply that \( \partial_t \| \psi(t) \| \leq \| \partial_t \psi(t) \| \) for a one-parameter family \( \psi(t) \) in the space. Using this, we then have that

\[ \partial_t \left( \int_0^M \frac{\gamma K \rho_0^{\gamma - 1}}{16 \pi^2 \rho_0^2} |\sigma(t)|^2 \, dx \right)^{1/2} \leq \left( \int_0^M \frac{\gamma K \rho_0^{\gamma - 1}}{16 \pi^2 \rho_0^2} |\sigma(0)|^2 \, dx \right)^{1/2} \leq \sqrt{C \mathcal{F}_0} e^{\lambda t}. \quad (3-28) \]

Integrating this in time, we then find that

\[ \left( \int_0^M \frac{\gamma K \rho_0^{\gamma - 1}}{16 \pi^2 \rho_0^2} |\sigma(t)|^2 \, dx \right)^{1/2} \leq \left( \int_0^M \frac{\gamma K \rho_0^{\gamma - 1}}{16 \pi^2 \rho_0^2} |\sigma(0)|^2 \, dx \right)^{1/2} + \frac{\sqrt{C \mathcal{F}_0}}{\lambda} (e^{\lambda t} - 1) \]

\[ \leq C e^{\lambda t} \sqrt{\int_0^M \frac{\gamma K \rho_0^{\gamma - 1}}{16 \pi^2 \rho_0^2} |\sigma(0)|^2 \, dx} + \mathcal{F}_0. \quad (3-29) \]

The estimate (3-25) then follows directly from (3-26), (3-27), and (3-29).

\[ \square \]

**3C. Estimates for the inhomogeneous first-order problem.** Consider the linear operators

\[ L_1 w = 4 \pi \rho_0^2 \partial_x w, \quad (3-30) \]

\[ L_2 \sigma = 4 \pi r_0^4 \partial_x (\gamma K \rho_0^{\gamma - 1} \sigma) - 4 r_0 \partial_x P_0 \int_0^x \frac{\sigma(y)}{r_0^2(y)} \, dy, \quad (3-31) \]

\[ L_3 w = -16 \pi^2 r_0^4 \partial_x \left[ \left( \frac{4 \varepsilon}{3} + \delta \right) \rho_0 \partial_x w \right], \quad (3-32) \]

and the corresponding matrix of operators

\[ \mathcal{L} = \begin{pmatrix} 0 & -L_1 \\ -L_2 & -L_3 \end{pmatrix}. \quad (3-33) \]

We also consider the boundary operator

\[ \mathcal{B}(w) = -4 \varepsilon \left( 4 \pi r_0^3 \rho_0 \partial_x \left( \frac{w}{r_0^3} \right) \right) - \delta (4 \pi \rho_0 \partial_x w). \quad (3-34) \]

Notice that the first-order equations (2-5)–(2-6) are equivalent to the equation

\[ \partial_t \begin{pmatrix} \sigma \\ w \end{pmatrix} - \mathcal{L} \begin{pmatrix} \sigma \\ w \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix} \quad (3-35) \]

with homogeneous boundary conditions

\[ \frac{w}{r_0^2}(0, t) = \sigma(M, t) = 0 \quad \text{and} \quad \mathcal{B}(w) = 0 \quad \text{at} \ x = M. \quad (3-36) \]
Let us denote $e^{t\mathcal{L}}$ the solution operator to (3-35)--(3-36), that is,

$$
e^{t\mathcal{L}} \begin{pmatrix} \sigma(0) \\ w(0) \end{pmatrix} = \begin{pmatrix} \sigma(t) \\ w(t) \end{pmatrix},$$

(3-37)

where $\sigma$ and $w$ solve (3-35)--(3-36) with initial data $\sigma(0)$ and $w(0)$. Note that below in (3-47) we show this operator is bounded.

Suppose now that $\sigma$ and $w$ solve the inhomogeneous problem

$$\partial_t \begin{pmatrix} \sigma \\ w \end{pmatrix} - \mathcal{L} \begin{pmatrix} \sigma \\ w \end{pmatrix} = \begin{pmatrix} N_1 \\ N_2 \end{pmatrix},$$

(3-38)

along with the boundary conditions

$$\frac{w}{r_0^3}(0, t) = \sigma(M, t) = 0 \quad \text{and} \quad \mathcal{B}(w) = N_{\beta} \quad \text{at} \quad x = M. \quad (3-39)$$

Here we assume that $N_1 = N_1(x, t)$, $N_2 = N_2(x, t)$, but that $N_{\beta} \equiv N_{\beta}(t)$, that is, the boundary inhomogeneity only depends on time. In order to use the linear theory we have developed, we must rewrite this as a system with homogeneous boundary conditions. To accomplish this, we will utilize the following lemma.

**Lemma 3.4.** Let

$$\psi(x, t) = -\frac{N_{\beta}(t)}{3\delta} r_0^3(x).$$

(3-40)

Then for each $t$, $\psi(t)$ satisfies $\mathcal{L}_3 \psi(t) = 0$ for $x \in (0, M)$ and $\mathcal{B}(\psi)(t) = N_{\beta}(t)$ at $x = M$. Also, $\mathcal{L}_1 \psi(t) = -N_{\beta}(t) \rho_0(x)/\delta$.

**Proof.** The results follow from simple computations. \qed

With this $\psi$ in hand, we can reformulate (3-38)--(3-39) so that the resulting problem has homogeneous boundary conditions. Let $w = \psi + \tilde{w}$. Then Lemma 3.4 implies that

$$\partial_t \begin{pmatrix} \sigma \\ w \end{pmatrix} - \mathcal{L} \begin{pmatrix} \sigma \\ w \end{pmatrix} = \begin{pmatrix} N_1 \\ N_2 \end{pmatrix} + \begin{pmatrix} \mathcal{L}_1 \psi \\ -\partial_t \psi \end{pmatrix} = \begin{pmatrix} N_1 + \frac{N_{\beta} \rho_0}{\delta} \\ \frac{\partial_t N_{\beta} r_0^3}{3\delta} \end{pmatrix},$$

(3-41)

along with the boundary conditions

$$\frac{\tilde{w}}{r_0^2}(0, t) = \sigma(M, t) = 0 \quad \text{and} \quad \mathcal{B}(\tilde{w}) = 0 \quad \text{at} \quad x = M. \quad (3-42)$$

Employing the variation of parameters, we can then solve (3-41)--(3-42) via

$$\begin{pmatrix} \sigma(t) \\ \tilde{w}(t) \end{pmatrix} = e^{t\mathcal{L}} \begin{pmatrix} \sigma(0) \\ \tilde{w}(0) \end{pmatrix} + \int_0^t e^{(t-s)\mathcal{L}} \begin{pmatrix} N_1(s) \\ N_2(s) \end{pmatrix} ds + \frac{1}{\delta} \int_0^t e^{(t-s)\mathcal{L}} \begin{pmatrix} \frac{1}{3} \partial_t N_{\beta}(s) r_0^3 \\ \frac{1}{3} \partial_t N_{\beta}(s) r_0^3 \end{pmatrix} ds.$$

(3-43)
We can then go back to \( w = \psi + \bar{w} \):

\[
\begin{pmatrix} \sigma(t) \\ w(t) \end{pmatrix} = e^{t \mathcal{L}} \begin{pmatrix} \sigma(0) \\ w(0) \end{pmatrix} - \frac{1}{\delta} \begin{pmatrix} 0 \\ \frac{1}{3} N_\beta(t) r_0^3 \end{pmatrix} + \int_0^t e^{(t-s) \mathcal{L}} \begin{pmatrix} N_1(s) \\ N_2(s) \end{pmatrix} ds + \frac{1}{\delta} \int_0^t e^{(t-s) \mathcal{L}} \begin{pmatrix} N_\beta(s) \rho_0 \\ \frac{1}{3} \partial_t N_\beta(s) r_0^3 \end{pmatrix} ds. \tag{3-44}
\]

Now let us define a norm for the pair \( \sigma, w \) given by

\[
\left\| \begin{pmatrix} \sigma \\ w \end{pmatrix} \right\|^2_2 := \frac{1}{2} \int_0^M \gamma \rho K \rho_0^{\gamma-1} \left| \sigma \right|^2 dx + \frac{1}{2} \int_0^M \left| w \right|^2 \frac{1}{r_0^4} dx + \frac{1}{2} \int_0^M 16 \pi^2 \left( \delta \rho_0 | \partial_t w |^2 + \frac{4 \varepsilon}{3 \rho_0} \left| \frac{3}{r_0^3} \partial_t \left( \frac{w}{r_0^3} \right) \right|^2 \right) dx. \tag{3-45}
\]

We also define

\[
\mathcal{E}(\sigma, w) := \left\| \begin{pmatrix} \sigma \\ w \end{pmatrix} \right\|^2_0 + \frac{1}{2} \int_0^M \gamma \rho K \rho_0^{\gamma-1} \left| \frac{\partial_t \sigma}{\rho_0} \right|^2 dx + \frac{1}{2} \int_0^M \left| \frac{\partial_t w}{r_0^4} \right|^2 dx. \tag{3-46}
\]

We can then recast the result of Theorem 3.3 as

\[
\left\| e^{t \mathcal{L}} \begin{pmatrix} \sigma(0) \\ w(0) \end{pmatrix} \right\|^2_0 \leq C e^{2 \lambda t} \mathcal{E}(\sigma(0), w(0)). \tag{3-47}
\]

Using these quantities and estimate (3-47), we can record estimates for solutions to (3-38)–(3-39).

**Theorem 3.5.** Suppose that \( \sigma \) and \( w \) solve the inhomogeneous linear problem (3-38)–(3-39). Let \( \psi \) be given by Lemma 3.4 and \( \bar{w} = w - \psi \). Let \( \| \cdot \|_0 \) and \( \mathcal{E}(\cdot, \cdot) \) be given by (3-45) and (3-46), respectively. Then

\[
\left\| \begin{pmatrix} \sigma(t) \\ w(t) \end{pmatrix} - e^{t \mathcal{L}} \begin{pmatrix} \sigma(0) \\ w(0) \end{pmatrix} \right\|_0 \leq \int_0^t C e^{\lambda(t-s)} \sqrt{\mathcal{E}(N_1(s), N_2(s))} ds + \frac{C}{\delta} |N_\beta(t)| + \frac{C}{\delta} \int_0^t e^{\lambda(t-s)} (|N_\beta(s)| + |\partial_t N_\beta(s)| + |\partial_t^2 N_\beta(s)|) ds. \tag{3-48}
\]

**Proof:** From the above analysis, we know that \( \sigma \) and \( w \) are given by (3-44), where \( e^{t \mathcal{L}} \) is the homogeneous solution operator given by (3-37). Hence (3-47) implies that

\[
\left\| \begin{pmatrix} \sigma(t) \\ w(t) \end{pmatrix} - e^{t \mathcal{L}} \begin{pmatrix} \sigma(0) \\ w(0) \end{pmatrix} \right\|_0 \leq \int_0^t C e^{\lambda(t-s)} \sqrt{\mathcal{E}(N_1(s), N_2(s))} ds + \frac{1}{\delta} \left\| \begin{pmatrix} 0 \\ \frac{1}{3} N_\beta(t) r_0^3 \end{pmatrix} \right\|_0 + \frac{1}{\delta} \int_0^t C e^{\lambda(t-s)} \sqrt{\mathcal{E}(N_\beta(s) \rho_0, \frac{1}{3} \partial_t N_\beta(s) r_0^3)} ds. \tag{3-49}
\]

Then, since \( N_\beta(t) \) is only a function of time, not of \( x \), we can easily estimate

\[
\left\| \begin{pmatrix} 0 \\ \frac{1}{3} N_\beta(t) r_0^3 \end{pmatrix} \right\|_0 \leq C |N_\beta(t)| \tag{3-50}
\]
and
\[ \sqrt{\mathcal{E}(N_{\beta}(s)\rho_0, \frac{1}{2}\partial_t N_{\beta}(s)r_0^3)} \leq C(|N_{\beta}(s)| + |\partial_t N_{\beta}(s)| + |\partial_t^2 N_{\beta}(s)|), \] (3-51)
where \( C > 0 \) in (3-50)–(3-51) is a constant depending on various (finite) integrals of \( \rho_0 \) and \( r_0 \). The estimate (3-48) then follows by combining (3-49)–(3-51).

\[ \Box \]

4. Nonlinear energy estimates

4A. Definitions. We are interested in small perturbations \( \sigma, v \) around the stationary solution \( \rho = \rho_0, \ r = r_0, \) and \( v = 0 \). In particular, we assume that
\[ \frac{9}{10} \rho_0 \leq \rho \leq \frac{11}{10} \rho_0. \] (4-1)
This assumption will be justified later when we close the nonlinear energy estimates. For such small solutions, the Navier–Stokes–Poisson system (1-17) and (1-18) can be written as follows:
\[ \partial_t \sigma + 4\pi \rho^2 \partial_x (r^2 v) = 0, \]
\[ \partial_t v + 4\pi r^2 \partial_x P - 4\pi r_0^2 \partial_x P_0 + \frac{x}{r^2} - \frac{x}{r_0^2} = 16\pi^2 r^2 \partial_x \left( \left( \frac{4\varepsilon}{3} + \delta \right) \rho \partial_x (r^2 v) \right). \] (4-2)
The dynamics of \( r \) are determined by
\[ r(x, t) = \left( \frac{3}{4\pi} \int_0^x \frac{dy}{\rho_0(y) + \sigma (y, t)} \right)^{1/3} \quad \text{and} \quad \partial_t r(x, t) = v(x, t). \] (4-3)
It turns out that it is convenient to analyze \( \frac{\sigma}{\rho_0} \) rather than \( \sigma \) itself, so we rewrite the continuity equation as
\[ \frac{\rho_0}{\rho} \partial_t \left( \frac{\sigma}{\rho_0} \right) + 4\pi \rho \partial_x (r^2 v) = 0. \] (4-4)
We will also rewrite the momentum equation. To do so, we first note that
\[ 4\pi r^2 \partial_x P - 4\pi r_0^2 \partial_x P_0 + \frac{x}{r^2} - \frac{x}{r_0^2} = 4\pi r^2 \partial_x (P - P_0) + x \left( \frac{1}{r^2} - \frac{r^2}{r_0^4} \right), \] (4-5)
and then note that for small perturbations satisfying (4-1), \( P - P_0 = K(\rho^\gamma - \rho_0^\gamma) \) can be written as
\[ P - P_0 = \rho_0^\gamma \left\{ K \gamma \frac{\sigma}{\rho_0} + a_*(\frac{\sigma}{\rho_0})^2 \right\}, \] (4-6)
where \( a_* \) is the smooth bounded remainder from the Taylor’s theorem. We then rewrite the momentum equation as
\[ \partial_t v + 4\pi r^2 \partial_x \left\{ K \gamma \rho_0^\gamma \left( \frac{\sigma}{\rho_0} \right)^2 + a_* \rho_0^\gamma \left( \frac{\sigma}{\rho_0} \right)^2 \right\} + x \left( \frac{1}{r^2} - \frac{r^2}{r_0^4} \right) = \mathcal{V}, \] (4-7)
where
\[ \mathcal{V} := 16\pi^2 r^2 \partial_x \left( \left( \frac{4\varepsilon}{3} + \delta \right) \rho \partial_x (r^2 v) \right). \]

We give an equivalent expression for \( \mathcal{V} \) so that it appreciates the boundary condition (1-20) in energy estimates:
\[ \mathcal{V} = 16\pi^2 r^2 \partial_x \mathcal{W} + \frac{4\varepsilon}{3} 12\pi r^2 \partial_x \left( \frac{v}{r} \right), \quad (4-8) \]
where
\[ \mathcal{W} = \delta \rho \partial_x (r^2 v) + \frac{4\varepsilon}{3} \rho r^3 \partial_x \left( \frac{v}{r} \right) \quad (4-9) \]
satisfies \( \mathcal{W}(M) = 0 \) because of the boundary condition (1-20). We use \( \nu \) to denote the minimal viscosity coefficient:
\[ \nu := \min \left\{ \delta, \frac{4\varepsilon}{3} \right\}. \quad (4-10) \]

We now define instant energy functionals for \( \sigma \) and \( v \). In what follows, all of the integrals are understood to be over the interval \([0, M]\).

\[ \mathcal{E}^0 := \frac{1}{2} \int |v|^2 \, dx + \frac{1}{2} \int \frac{K\gamma \rho_0^{\gamma-1}}{\left( 1 + \frac{\sigma}{\rho_0} \right)^2} \left| \frac{\sigma}{\rho_0} \right|^2 \, dx + \frac{1}{2} \int v \left| 1 - \frac{r_0}{r} \right|^2 \, dx \]
\[ =: \mathcal{E}^{0,v} + \mathcal{E}^{0,\sigma} + \mathcal{E}^{0,r}, \]
\[ \mathcal{E}^1 := \frac{1}{2} \left[ \delta \int 16\pi^2 \rho |\partial_x (r^2 v)|^2 \, dx + \frac{4\varepsilon}{3} \int 16\pi^2 \rho r^6 \left| \partial_x \left( \frac{v}{r} \right) \right|^2 \, dx \right], \]
\[ + \frac{1}{2} \int \left( \delta + \frac{4\varepsilon}{3} \right) 16\pi^2 r^4 \left| \frac{1}{1 + \frac{\sigma}{\rho_0}} \right| \partial_x \left( \frac{\sigma}{\rho_0} \right) \right|^2 \, dx \]
\[ =: \mathcal{E}^{1,v} + \mathcal{E}^{1,\sigma}, \quad (4-11) \]
\[ \mathcal{E}^2 := \frac{1}{2} \int |\partial_t v|^2 \, dx + \frac{1}{2} \int \frac{K\gamma \rho_0^{\gamma-1}}{\left( 1 + \frac{\sigma}{\rho_0} \right)^2} \left| \partial_t \left( \frac{\sigma}{\rho_0} \right) \right|^2 \, dx \]
\[ =: \mathcal{E}^{2,v} + \mathcal{E}^{2,\sigma}, \]
\[ \mathcal{E}^3 := \frac{1}{2} \left[ \delta \int 16\pi^2 \rho |\partial_x (r^2 \partial_t v)|^2 \, dx + \frac{4\varepsilon}{3} \int 16\pi^2 \rho r^6 \left| \partial_x \left( \frac{\partial_t v}{r} \right) \right|^2 \, dx \right], \]
\[ \mathcal{E}^4 := \frac{1}{2} \int \left( \delta + \frac{4\varepsilon}{3} \right) 4\pi \rho_0 \left| \partial_x \left( r^4 \partial_x \left( \frac{\sigma}{\rho_0} \right) \right) \right|^2 \, dx. \]

The corresponding dissipations are given by
\begin{align}
\mathcal{D}^0 & := \delta \int 16\pi^2 \rho |\partial_x (r^2 v)|^2 \, dx + \frac{4\varepsilon}{3} \int 16\pi^2 \rho r^6 \left| \partial_x \left( \frac{v}{r} \right) \right|^2 \, dx, \\
\mathcal{D}^1 & := \int |\partial_t v|^2 \, dx + \int 16\pi^2 K \gamma r^4 \rho_0^{\gamma} \left| \partial_x \left( \frac{\sigma}{\rho_0} \right) \right|^2 \, dx := \mathcal{D}^{1,v} + \mathcal{D}^{1,\sigma}, \\
\mathcal{D}^2 & := \delta \int 16\pi^2 \rho |\partial_x (r^2 \partial_t v)|^2 \, dx + \frac{4\varepsilon}{3} \int 16\pi^2 \rho r^6 \left| \partial_x \left( \frac{\partial_t v}{r} \right) \right|^2 \, dx, \\
\mathcal{D}^3 & := \int |\partial_t^2 v|^2 \, dx, \\
\mathcal{D}^4 & := \int 4\pi K \gamma r^2 \rho_0^{\gamma} \left| \partial_x \left( r^4 \partial_x \left( \frac{\sigma}{\rho_0} \right) \right) \right|^2 \, dx.
\end{align}

We note that $\mathcal{E}^0$ in (4-11) corresponds to the physical energy given in (1-31) and $\mathcal{D}^0$ is the corresponding dissipation. $\mathcal{E}^1$ is the energy for the first spatial derivatives of $v$ and $\sigma$ and its structure comes from the viscosity term (for instance, see (4-8)), and $\mathcal{D}^1$ is the corresponding dissipation. $\mathcal{E}^2$ and $\mathcal{E}^3$ are the temporally higher-order energies of $\mathcal{E}^0$ and $\mathcal{E}^1$. $\mathcal{E}^4$ is the energy for the second derivative of $\sigma$ and its form is closely related to the structure of the Navier–Stokes–Poisson system (4-2), which can be seen in (4-79).

In addition, we introduce various bootstrapped and auxiliary energies and dissipations (denoted by subscripts $b$ and $a$, respectively) that can be controlled with the above instant energies and dissipations:

\begin{align}
\mathcal{E}^{0,r}_b & := \int \frac{v}{\rho} \left| 1 - \frac{r_0}{r} \right|^2 \, dx, \\
\mathcal{E}^{1,\sigma}_b & := \frac{1}{2} \int \left( \delta + \frac{4\varepsilon}{3} \right) 16\pi^2 r^2 \rho_0^{\gamma} \left| \partial_x \left( \frac{\sigma}{\rho_0} \right) \right|^2 \, dx, \\
\mathcal{D}^{1,\sigma}_b & := \int 16\pi^2 K \gamma r^2 \rho_0^{\gamma-1} \left| \partial_x \left( \frac{\sigma}{\rho_0} \right) \right|^2 \, dx.
\end{align}

We note that these bootstrapped energies and dissipations have similar structure to the ones without subscript $b$, but have the stronger weights $1/\rho$ because $\rho$ vanishes at $x = M$. The control of them will allow us to have the estimates with improved weights, and it will also be helpful to obtain the higher-order estimates. The following auxiliary energies are motivated by the structure of the higher-order derivatives of the equations in (4-2); for instance, see (4-45), (4-75) and (4-79).

\begin{align}
\mathcal{E}^{3,\sigma}_a & := \int \left( \delta + \frac{4\varepsilon}{3} \right)^2 16\pi^2 r^2 \rho_0^{\gamma} \left| \partial_x \partial_t \left( \frac{\sigma}{\rho_0} \right) \right|^2 \, dx, \\
\mathcal{E}^{3,v}_a & := \int \frac{r^2}{\rho} \left| \partial_x (\rho \partial_x (r^2 v)) \right|^2 \, dx, \\
\mathcal{E}^{3,v}_a & := \int \rho r^6 \left| \partial_x \left( \rho r^3 \partial_x \left( \frac{v}{r} \right) \right) \right|^2 \, dx.
\end{align}
We then define the total energy by
\[ \mathcal{E}_{a_1} := \int \left( \delta + \frac{4\varepsilon}{3} \right) 4\pi \rho_0 \left| \partial_x \left( r^4 \partial_i \partial_x \left( \frac{\sigma}{\rho_0} \right) \right) \right|^2 dx, \]
\[ \mathcal{E}_{a_2} := \int 16\pi^2 \rho_0 \left| \partial_x \left( r^4 \partial_i (\rho \partial_x (r^2 v)) \right) \right|^2 dx. \] 
(4-15)

Finally, we introduce some bootstrap energies that depend on a parameter \( \beta \in \mathbb{R} \):
\[ \mathcal{E}_{0,\sigma}^{\beta} := \int \frac{\rho_0^{\beta+1}}{\rho} \left| \frac{\sigma}{\rho_0} \right|^2 dx, \quad \mathcal{E}_{\beta}^{2,\sigma} := \int \frac{\rho_0^{\beta+1}}{\rho} \left| \partial_i \left( \frac{\sigma}{\rho_0} \right) \right|^2 dx. \] 
(4-16)

For the proof of our instability in Section 5, we will need to invoke higher-order energy functionals and dissipations, which are the higher-order generalizations of the above energies and dissipations. For \( i = 2 \) and 3, let
\[ \mathcal{E}^{1+2i} := \frac{1}{2} \int \left| \partial_i^1 v \right|^2 dx + \frac{1}{2} \int \frac{K \gamma \rho_0^{\gamma-1}}{1 + \frac{\sigma}{\rho_0}} \left| \partial_i^1 \left( \frac{\sigma}{\rho_0} \right) \right|^2 dx, \]
\[ \mathcal{D}^{1+2i} := \delta \int 16\pi^2 \rho \left| \partial_x (r^2 \partial_i^1 v) \right|^2 dx + \frac{4\varepsilon}{3} \int 16\pi^2 \rho r^6 \left| \partial_x \left( \frac{\partial_i^1 v}{r} \right) \right|^2 dx, \] 
(4-17)
\[ \mathcal{E}^{2+2i} := \frac{1}{2} \left[ \delta \int 16\pi^2 \rho \left| \partial_x (r^2 \partial_i^1 v) \right|^2 dx + \frac{4\varepsilon}{3} \int 16\pi^2 \rho r^6 \left| \partial_x \left( \frac{\partial_i^1 v}{r} \right) \right|^2 dx \right], \]
\[ \mathcal{D}^{2+2i} := \int \left| \partial_i^1 v \right|^2 dx. \]

Next we define bootstrapped energies and auxiliary energies for \( i = 2 \) and 3:
\[ \mathcal{E}_{-1}^{1+2i,\sigma} := \int \frac{1}{\rho_0} \left| \partial_i \left( \frac{\sigma}{\rho_0} \right) \right|^2 dx, \quad \mathcal{E}_{a_i}^{1+2i,v} := \int r^4 \left| \partial_x \left( \rho \partial_x (\partial_i^{i-1} r^2 v) \right) \right|^2 dx, \] 
(4-18)
\[ \mathcal{E}_{a_i}^{2+2i,\sigma} := \int \left( \delta + \frac{4\varepsilon}{3} \right) 16\pi^2 r^2 \left| \partial_x \partial_i \left( \frac{\sigma}{\rho_0} \right) \right|^2 dx. \]

We then define the total energy by
\[ \mathcal{E} := \sum_{i=0}^{8} \mathcal{E}^i + \mathcal{E}_{b_i}^{0,r} + \mathcal{E}_{b_i}^{1,\sigma} + \mathcal{E}^{0,\sigma}_{-1} + \mathcal{E}^{2,\sigma}_{-1} + \mathcal{E}^{5,\sigma}_{-1} + \mathcal{E}^{7,\sigma}_{-1} + \mathcal{E}^{3,\sigma}_{a} + \mathcal{E}^{3,v}_{a} + \mathcal{E}^{3,v}_{a_2} + \mathcal{E}^{4}_{a_1} + \mathcal{E}^{4}_{a_2} + \mathcal{E}^{5,\sigma}_{a} + \mathcal{E}^{6,\sigma}_{a} + \mathcal{E}^{7,\sigma}_{a} + \mathcal{E}^{8,\sigma}_{a}. \] 
(4-19)

The introduction of the above notation for the energies and dissipations is lengthy, but at each level they capture the complex structure of the Navier–Stokes–Poisson system with degeneracy of \( \rho \) at \( x = M \) and \( r \) at \( x = 0 \), and lead to successful energy estimates. We have separated the energies from one another because the estimate of each energy term in \( \mathcal{E} \) will be derived by a different strategy and method.
Throughout the rest of the section, we assume that
\[
\|\frac{\sigma}{\rho_0}\|_{L^\infty} + \|\partial_t \left( \frac{\sigma}{\rho_0} \right) \|_{L^\infty} + \|\partial^2_t \left( \frac{\sigma}{\rho_0} \right) \|_{L^\infty} + \|\partial^3_t \left( \frac{\sigma}{\rho_0} \right) \|_{L^\infty} + \|1 - \frac{r_0}{r}\|_{L^\infty} + \|\rho r^3 \partial_x \left( \frac{\sigma}{\rho_0} \right) \|_{L^\infty} + \|\frac{v}{r}\|_{L^\infty} + \|\frac{\partial_t v}{r}\|_{L^\infty} + \|\frac{\partial^2_t v}{r}\|_{L^\infty} \leq \theta_1
\] (4.20)
for sufficiently small constant \(\theta_1\), where the norm \(\|\cdot\|_{L^\infty}\) is over the spatial region \([0, M]\). The validity of this assumption within the total energy \(E\) will be justified in Lemma 4.9.

Since \(r\) is determined through an integral of \(\sigma\) as in (4.3), for small perturbations satisfying (4.1) we may use Taylor’s theorem to write \(r_0/r\) as
\[
\frac{r_0}{r} = 1 + \frac{1}{4\pi r_0^2} \int_0^x \frac{\sigma}{\rho_0} \, dy + \frac{c_1}{r_0} \int_0^x \frac{1}{\rho^*} \left( \frac{\sigma}{\rho_0} \right)^2 \, dy + \frac{c_2}{r_0^6} \left( \int_0^x \frac{\sigma}{\rho_0} \, dy \right)^2,
\] (4.21)
where \(\rho^*/\rho_0 \sim 1\) is a bounded smooth function of \(\sigma/\rho_0\). Hence the \(1 - \frac{r_0}{r}\) estimate (up to a constant) in (4.20) can actually be guaranteed by the smallness of the other terms in (4.20).

The relation (4.21) will be useful in various places. We now record a couple other useful identities.

**Dynamics of \(r_0/r\).** From (4.3), we have
\[
\partial_t \left( \frac{r_0}{r} \right) = -\frac{r_0^2}{r^2} = -\left( \frac{v}{r} \right) \left( \frac{r_0}{r} \right),
\] (4.22)
\[
\partial_x \left( \frac{r_0}{r} \right) = \frac{1}{4\pi \rho_0 r_0^2} - \frac{r_0}{4\pi \rho r^4} = -\frac{1}{4\pi \rho_0^2 r}.
\]

**Some useful inequalities and identities.** For any \(v\) (not just solutions),
\[
\frac{v}{r} = \frac{4\pi}{3} \left\{ \rho \partial_x (r^2 v) - \rho r^3 \partial_x \left( \frac{v}{r} \right) \right\} \Rightarrow \frac{v^2}{\rho r^2} \leq \frac{32\pi^2}{9} \left\{ \rho \partial_x (r^2 v) + \rho r^6 \left| \partial_x \left( \frac{v}{r} \right) \right|^2 \right\},
\] (4.23)
\[
\rho \partial_x (r v^2) = \rho \partial_x \left[ (r^2 v)^2 \cdot \frac{1}{r^3} \right] = 2 \frac{v}{r} \rho \partial_x (r^2 v) - \frac{3}{4\pi} \frac{v^2}{r^2} = \frac{v}{r} \left\{ \rho \partial_x (r^2 v) + \rho r^3 \partial_x \left( \frac{v}{r} \right) \right\}.
\]

**4B. Estimates.** Throughout the rest of the section, we use \(C\) to denote a generic constant that may differ from line to line, and \(\eta\) to denote a sufficiently small fixed constant which will be determined later. The constants \(C\) are allowed to depend on \(\eta\), which presents no trouble in our ultimate analysis since first we will fix an \(\eta\), which then fixes the constants.
In the following series of lemmas, we provide the energy inequalities for $\mathcal{E}$. We present them in the order that we use for the bootstrap argument in Section 5A. Here is the flowchart for the estimates:

\[
\begin{align*}
\mathcal{E}^0 & \to \mathcal{E}_0^\sigma \to \mathcal{E}^1 \to \mathcal{E}_b^2 \to \mathcal{E}^3 \\
& \to \mathcal{E}_{b}^{0,r} \to \mathcal{E}_{b}^{1,\sigma} \to \mathcal{E}_{a}^{3,\sigma} \to \mathcal{E}_{a}^{3,v} \to \mathcal{E}_{a}^{3,v} \\
& \to \mathcal{E}^4 \to \mathcal{E}_{a}^{4} \to \mathcal{E}_{a}^{5,v} \to \mathcal{E}_{a}^{5,v} \to \mathcal{E}_{a}^{5,\sigma} \\
& \to \mathcal{E}^{6} \to \mathcal{E}_{a}^{6,\sigma} \to \mathcal{E}_{a}^{7} \to \mathcal{E}_{a}^{7,\sigma} \to \mathcal{E}_{a}^{8} \to \mathcal{E}_{a}^{8,\sigma}.
\end{align*}
\]  
\(4-24\)

We start with $\mathcal{E}^0$ and $\mathcal{W}^0$.

**Lemma 4.1.**

\[
\frac{d}{dt}\mathcal{E}^0 + \mathcal{W}^0 \leq C(1 + \theta_1)\mathcal{E}^0 + \frac{1}{2}\mathcal{W}^0.
\]  
\(4-25\)

**Proof.** Multiply (4-7) by $v$ and integrate to get

\[
\frac{1}{2} \frac{d}{dt} \int |v|^2 \, dx - \int 4\pi \partial_x (r^2 v) \left\{ K \gamma \rho_0^\sigma \frac{\sigma}{\rho_0} + a_* \rho_0^\gamma \left( \frac{\sigma}{\rho_0} \right)^2 \right\} \, dx + \int \frac{x(r_0^4 - r^4)}{r^2 r_0^4} \, dx = \int v \mathcal{V} \, dx. \tag{4-26}
\]

For (i), we use (4-4) to see that

\[
(i) = \int \frac{\rho_0}{\rho_0^2} \partial_t \left( \frac{\sigma}{\rho_0} \right) \left\{ K \gamma \rho_0^\sigma \frac{\sigma}{\rho_0} + a_* \rho_0^\gamma \left( \frac{\sigma}{\rho_0} \right)^2 \right\} \, dx
\]

\[
= \frac{1}{2} \frac{d}{dt} \int \frac{K \gamma \rho_0^\sigma}{\left( 1 + \frac{\sigma}{\rho_0} \right)^3} \left| \frac{\sigma}{\rho_0} \right|^2 \, dx + \int \frac{\left( K \gamma + \left( 1 + \frac{\sigma}{\rho_0} \right) a_* \right) \rho_0^\sigma}{\left( 1 + \frac{\sigma}{\rho_0} \right)} \, dx. \tag{4-27}
\]

However,

\[
\int \frac{\left( K \gamma + \left( 1 + \frac{\sigma}{\rho_0} \right) a_* \right) \rho_0^\sigma}{\left( 1 + \frac{\sigma}{\rho_0} \right)} \, dx \leq C(1 + \theta_1)\mathcal{E}^0. \tag{4-28}
\]

For (ii), the Cauchy–Schwarz inequality yields

\[
(ii) \leq \frac{1}{v} \int \frac{|v|^2}{pr^2} \, dx + \frac{1}{v} \int \rho \left| \frac{x}{r_0^4} \right|^2 \left( r^2 + r_0^2 \right) \left( r + r_0 \right) \left| 1 - \frac{r_0^2}{r} \right|^2 \, dx \leq \frac{2}{9} \mathcal{W}^0 + C\mathcal{E}^0 r,
\]  
\(4-29\)

where we have used (4-23) at the second inequality. From (4-8) and the boundary condition $\mathcal{W}(M, t) = 0$, we get

\[
(iii) = -\delta \int 16\pi^2 \rho |\partial_x(r^2 v)|^2 \, dx - \frac{4\varepsilon}{3} \int 16\pi^2 \rho r^6 \left| \partial_x \left( \frac{v}{r} \right) \right|^2 \, dx = -\mathcal{W}^0.
\]  
\(4-30\)
Next, from (4-22),
\[
\frac{v}{2} \int \frac{d}{dt} \left| 1 - \frac{r_0}{r} \right|^2 \, dx = -v \int \frac{v}{r} \frac{r_0}{r} \left( 1 - \frac{r_0}{r} \right) \, dx \\
\leq v \int \frac{|v|^2}{\rho r^2} \, dx + v \int \rho \left| 1 - \frac{r_0}{r} \right|^2 \, dx \leq \frac{2}{9} \varrho^0 + C \varepsilon^{0,r}.
\]
(4-31)

The desired estimate then follows by combining these estimates.

With Lemma 4.1, we can bootstrap to control \( \sigma/\rho_0 \) with an improved weight. Multiply (4-4) by \( \rho_0^{\beta} \sigma/\rho_0 \) and integrate to get
\[
\int \rho_0^{\beta+1} \sigma/\rho_0 \partial_t \left( \frac{\sigma}{\rho_0} \right) \, dx = -\int \rho_1^{1/2} \rho_0^{\beta} \sigma/\rho_0 \cdot 4\pi \rho_1^{1/2} \partial_x (r^2 v) \, dx.
\]
(4-32)

Thus
\[
\frac{1}{2} \frac{d}{dt} \int \rho_0^{\beta+1} \sigma/\rho_0 \, dx \\
\leq \frac{C}{\eta} \int 16\pi^2 \rho |\partial_x (r^2 v)|^2 \, dx + \eta \int \rho_0^{\beta+1} \sigma/\rho_0 \, dx - \frac{1}{2} \int \rho_0^{\beta+1} \partial_x \sigma |\sigma/\rho_0|^2 \, dx,
\]
which means that
\[
\frac{d}{dt} \varepsilon^{0,\sigma} \leq \frac{C}{\eta} \varrho^0 + \eta \varepsilon^{0,\sigma}_{2\beta+1} + C \theta_1 \varepsilon^{0,\sigma}_{\beta}.
\]
(4-34)

Next we consider \( \varepsilon^1 \) and \( \vartheta^1 \).

**Lemma 4.2.** We have
\[
\frac{d}{dt} \varepsilon^1 + \vartheta^1 \leq (\eta + C \theta_1) \varepsilon^1 + \frac{1}{2} \vartheta^1 + C (\varepsilon^0 + \varepsilon^{0,\sigma}) + q \varepsilon^{2,v},
\]
(4-35)

where
\[
q := q_1 + q_2 := \left\| 16\pi^2 \left( K \gamma + \frac{4}{K \gamma} \alpha_s^2 \left( \frac{\sigma}{\rho_0} \right)^2 \right) \rho_0^\gamma \right\|_{L^\infty} + \left\| \frac{1 + \sigma/\rho_0}{\eta (\delta + 4\varepsilon/3)} \right\|_{L^\infty}
\]
(4-36)

is bounded due to (4-20).

**Proof.** We divide the proof into steps.

**Step 1** (\( \varepsilon^{1,v} \) and \( \vartheta^{1,v} \)). Multiply (4-7) by \( \partial_v \rho_0 \) and integrate to get
\[
\int |\partial_v|^2 \, dx + 4\pi r^2 \partial_v v \partial_x \left( K \gamma \rho_0^{\gamma} \frac{\sigma}{\rho_0} + a_s \rho_0^{\gamma} \left( \frac{\sigma}{\rho_0} \right)^2 \right) \, dx + \int \partial_v \rho_0^{\gamma} \frac{r_0^4 - r^4}{r^2 r_0^4} \, dx = \int \partial_v v \, dx = 0.
\]
(iv) (v) (vi)

For (iv), we first expand
The term (vi) forms the energy $\varepsilon_{1}^{1,\nu}$ and then estimate

$$\left| (iv)_{1} + (iv)_{3} \right| \leq \frac{1}{4} \int \left| \partial_{t} v \right|^{2} dx + C(1 + \theta_{1}^{2}) \int \left| \frac{\sigma}{\rho_{0}} \right|^{2} dx \leq \frac{1}{4} \varnothing^{1,\nu} + C\varepsilon_{0}^{0,\sigma}$$

(4-38)

and

$$\left| (iv)_{2} + (iv)_{4} \right| \leq \int 8\pi^{2} K\gamma r^{4} \rho_{0}^{\gamma} \left| \partial_{x} \left( \frac{\sigma}{\rho_{0}} \right) \right|^{2} dx + \int 8\pi^{2} \left( K\gamma + \frac{4}{K\gamma} a_{s}^{2} \left( \frac{\sigma}{\rho_{0}} \right) \right) \rho_{0}^{\gamma} \left| \partial_{t} v \right|^{2} dx \leq \frac{1}{2} \varnothing^{1,\sigma} + q_{1}\varepsilon^{2,\nu}.$$  

(4-39)

For (v), we get

$$\left| (v) \right| \leq \frac{1}{4} \int \left| \partial_{t} v \right|^{2} dx + \int \left| \frac{x}{r^{2} r_{0}} (r^{2} + r_{0}^{2}) (r + r_{0}) \right|^{2} \left| r - r_{0} \right|^{2} dx \leq \frac{1}{4} \varnothing^{1,\nu} + C\varepsilon^{0,r}.$$  

(4-40)

The term (vi) forms the energy $\varepsilon_{1}^{1,\nu}$ and nonlinear commutators:

$$\left( vi \right) = -\frac{1}{2} \frac{d}{dt} \left[ \delta \int 16\pi^{2} \rho \left| \partial_{x} (r^{2} v) \right|^{2} dx + \frac{4\epsilon}{3} \int 16\pi^{2} \rho r^{6} \left| \partial_{x} \left( \frac{v}{r} \right) \right|^{2} dx \right]$$

$$+ \frac{1}{2} \left[ \delta \int 16\pi^{2} \partial_{t} \sigma \left| \partial_{x} (r^{2} v) \right|^{2} dx + \frac{4\epsilon}{3} \int 16\pi^{2} \partial_{t} (\rho r^{6}) \left| \partial_{x} \left( \frac{v}{r} \right) \right|^{2} dx \right]$$

$$+ \delta \int 16\pi^{2} \partial_{x} (v \cdot 2r v) \rho \partial_{x} (r^{2} v) dx + \frac{4\epsilon}{3} \int 16\pi^{2} \rho r^{6} \partial_{x} \left( v \cdot \left( -\frac{v}{r^{2}} \right) \right) \partial_{x} \left( \frac{v}{r} \right) dx.$$  

(4-41)

Using (4-20) and the fact that

$$\partial_{x} (v \cdot 2r v) = 2 \left( \frac{v}{r} \partial_{x} (r^{2} v) + r^{2} v \partial_{x} \left( \frac{v}{r} \right) \right)$$  

(4-42)

and

$$\partial_{x} \left( v \cdot \left( -\frac{v}{r^{2}} \right) \right) \partial_{x} \left( \frac{v}{r} \right) = -2 \frac{v}{r} \left| \partial_{x} \left( \frac{v}{r} \right) \right|^{2},$$  

(4-43)

the absolute values of the second and third lines may be bounded by $C\theta_{1}\varepsilon_{1}^{1,\nu}$.

We may now combine the above to deduce that

$$\frac{d}{dt} \varepsilon_{1}^{1,\nu} + \varnothing^{1,\nu} \leq \frac{1}{2} \varnothing^{1} + C\theta_{1} \varepsilon_{1}^{1,\nu} + C\varepsilon^{0,r} + C\varepsilon^{0,\sigma} + q_{1}\varepsilon^{2,\nu}.$$  

(4-44)
Step 2 ($\mathcal{E}^{1,\sigma}$ and $\mathcal{D}^{1,\sigma}$). For the estimate of $\partial_t (\sigma/\rho_0)$, we first rewrite (4-7) by replacing $\rho \partial_x (r^2 v)$ in $\mathcal{V}$ by $\partial_t (\sigma/\rho_0)$ through the continuity equation (4-4):

$$
\left( \delta + \frac{4\varepsilon}{3} \right) 4\pi r^2 \left\{ \frac{\rho_0}{\rho} \partial_t \partial_x \left( \frac{\sigma}{\rho_0} \right) + \partial_x \left( \frac{\rho_0}{\rho} \right) \partial_t \left( \frac{\sigma}{\rho_0} \right) \right\} + \partial_t v + \frac{x (r_0^4 - r^4)}{r^2 r_0^4} + 4\pi r^2 \left\{ K \gamma \rho_0^\gamma \partial_x \left( \frac{\sigma}{\rho_0} \right) + K \gamma \partial_x (\rho_0^\gamma) \left( \frac{\sigma}{\rho_0} \right)^2 + 2 a_s \rho_0^\gamma \frac{\sigma}{\rho_0} \partial_x \left( \frac{\sigma}{\rho_0} \right) \right\} = 0. \quad (4-45)
$$

Note that

$$
\partial_x \left( \frac{\rho_0}{\rho} \right) = - \left( 1 + \frac{\sigma}{\rho_0} \right)^{-2} \partial_x \left( \frac{\sigma}{\rho_0} \right).
$$

Multiplying (4-45) by $4\pi r^2 \partial_x \left( \frac{\sigma}{\rho_0} \right)$ and integrating, we are led to the estimate

$$
\frac{1}{2} \frac{d}{dt} \int \left( \delta + \frac{4\varepsilon}{3} \right) 16\pi^2 r^4 \frac{1}{1 + \frac{\sigma}{\rho_0}} \left| \partial_x \left( \frac{\sigma}{\rho_0} \right) \right|^2 dx + \int 16\pi^2 K \gamma r^4 \rho_0^\gamma \left| \partial_x \left( \frac{\sigma}{\rho_0} \right) \right|^2 dx 
\leq (\eta + C \theta_1) \mathcal{E}^{1,\sigma} + C (\mathcal{E}^{0,r} + \mathcal{E}^{0,\sigma}) + \int \frac{1 + \frac{\sigma}{\rho_0}}{2\eta \left( \delta + \frac{4\varepsilon}{3} \right)} |\partial_t v|^2 dx. \quad (4-46)
$$

Note that the last term in (4-46) may be bounded by $q_2 \mathcal{E}^{2,v}$. We then obtain (4-35) by combining (4-44) and (4-46).

The estimate (4-35) is not of a closed form by itself. Its use will be apparent when it is coupled with the result of the following lemma.

**Lemma 4.3.** \[ \frac{d}{dt} \mathcal{E}^2 + \mathcal{D}^2 \leq (\eta + C \theta_1) \mathcal{E}^2 + C \theta_1 \mathcal{D}^0 + \left( \frac{1}{4} + C \theta_1 \right) \mathcal{D}^2 + C (\theta_1 \mathcal{E}^{0,\sigma} + \mathcal{E}^0 + \mathcal{E}^1). \quad (4-47) \]

**Proof.** We take $\partial_t$ of (4-7) to see that

$$
\partial_t^2 v + 4\pi r^2 \partial_x \left\{ K \gamma \rho_0^\gamma \partial_t \left( \frac{\sigma}{\rho_0} \right) + 2 a_s \rho_0^\gamma \frac{\sigma}{\rho_0} \partial_t \left( \frac{\sigma}{\rho_0} \right) + \partial_t a_s \rho_0^\gamma \left( \frac{\sigma}{\rho_0} \right)^2 \right\} 
+ 8\pi r v \left\{ K \gamma \rho_0^\gamma \partial_x \left( \frac{\sigma}{\rho_0} \right) + K \gamma \partial_x (\rho_0^\gamma) \left( \frac{\sigma}{\rho_0} \right) + \partial_x (a_s \rho_0^\gamma) \left( \frac{\sigma}{\rho_0} \right)^2 + 2 a_s \rho_0^\gamma \frac{\sigma}{\rho_0} \partial_x \left( \frac{\sigma}{\rho_0} \right) \right\} 
- 2 \frac{\varepsilon r (r_0^4 - r^4)}{r^3 r_0^4} - 4 \frac{\varepsilon r v}{r_0^4} = \partial_t \mathcal{V}. \quad (4-48)
$$

The energy estimate (4-47) may be derived from (4-48) as in Lemma 4.1: we multiply (4-48) by $\partial_t v$, integrate over $x \in [0, M]$, and integrate various terms by parts in order to identify $d\mathcal{E}^2/dt$, $\mathcal{D}^2$, and some error (lower-order or commutator) terms, the latter of which may be estimated by the right side of (4-47). Since the argument is essentially the same as that of Lemma 4.1, we present only a sketch.

The product of $\partial_t v$ with the first two terms in the first line in (4-48) forms the energy term $\partial_t \mathcal{E}^2$ and
some error terms:
\[\int \partial_t v \left[ \frac{\partial^2 v}{\partial t^2} + 4\pi r^2 \partial_x \left( K \gamma \rho_0^{\gamma-1} \partial_t \left( \frac{\sigma}{\rho_0} \right) \right) \right] \, dx = \frac{1}{2} \frac{d}{dt} \left\{ \int |\partial_t v|^2 \, dx + \int \frac{K \gamma \rho_0^{\gamma-1}}{(1 + \frac{\sigma}{\rho_0})^2} \left| \partial_t \left( \frac{\sigma}{\rho_0} \right) \right|^2 \, dx \right\} + \mathcal{X},\]
where \(\mathcal{X}\) is a term whose absolute value may be estimated by the right side of (4-47). Here we have used the continuity equation (4-4) and an integration by parts on the second term.

Next, we compute
\[\partial_t \mathcal{V} = 16\pi^2 2^2 \partial_x \partial_t \mathcal{W} + 16\pi^2 (2r v) \partial_x \mathcal{W} + \frac{4\pi}{3} 12\pi^2 2^2 \partial_x \left( \frac{\partial_t v}{r} \right) \]
and note that the boundary condition \(\mathcal{W}(M, t) = 0\) implies that \(\partial_t \mathcal{W}(M, t) = 0\) as well. This allows us to integrate by parts without introducing boundary terms:
\[\int 16\pi^2 2^2 \partial_x \partial_t \mathcal{W} \partial_t v \, dx = - \int 16\pi^2 (2 \partial_t v) \partial_t \mathcal{W} \, dx. \tag{4-50}\]
Using this, we find that
\[\int \partial_t \mathcal{V} \partial_t v \, dx = -\delta \int 16\pi^2 \rho |\partial_x (r^2 \partial_t v)|^2 \, dx + \frac{4\pi}{3} \int 16\pi^2 \rho r^6 \left| \partial_x \left( \frac{\partial_t v}{r} \right) \right|^2 \, dx + \mathcal{X}, \tag{4-51}\]
where again \(\mathcal{X}\) is an error term with the property that \(|\mathcal{X}|\) is bounded by the right side of (4-47).

Finally, all of the remaining terms that arise when we multiply (4-48) by \(\partial_t v\) can also be estimated by the right side of (4-47). For example, the second term in the third line can be estimated by noting that \(\pi r^4 / \rho_0^2\) is bounded, which means that
\[- \int \frac{4\pi r v}{\rho_0^2} \partial_t v \, dx \leq \eta \int |\partial_t v|^2 \, dx + C \int |v|^2 \, dx \leq \eta \varepsilon^2 + C \varepsilon^0. \tag{4-52}\]
Combining all of this, we find that
\[
\frac{1}{2} \frac{d}{dt} \left\{ \int |\partial_t v|^2 \, dx + \int \frac{K \gamma \rho_0^{\gamma-1}}{(1 + \frac{\sigma}{\rho_0})^2} \left| \partial_t \left( \frac{\sigma}{\rho_0} \right) \right|^2 \, dx \right\} \\
+ \delta \int 16\pi^2 \rho |\partial_x (r^2 \partial_t v)|^2 \, dx + \frac{4\pi}{3} \int 16\pi^2 \rho r^6 \left| \partial_x \left( \frac{\partial_t v}{r} \right) \right|^2 \, dx \\
\leq \left( \frac{1}{4} + C \theta_1 \right) \varepsilon^2 + \eta \varepsilon^2 + C \theta_1 (\varepsilon^2 + \varepsilon^0) + C \theta_1 \varepsilon_0^{0, \sigma} + C (\varepsilon^0 + \varepsilon^1), \tag{4-53}\]
which yields (4-47).

We now derive bootstrapped estimates for \(\partial_t \left( \frac{\sigma}{\rho_0} \right)\). We take \(\partial_t\) of (4-4) to get
\[\frac{\rho_0}{\rho} \partial_t^2 \left( \frac{\sigma}{\rho_0} \right) = -4\pi \rho \partial_x (r^2 \partial_t v) - 8\pi \rho \partial_x (rv^2) - 4\pi \partial_t \sigma \partial_x (r^2 v) + \frac{\rho_0}{\rho^2} \left( \partial_t \left( \frac{\sigma}{\rho_0} \right) \right)^2. \tag{4-54}\]
Next, we multiply (4-54) by \(\rho_0^\beta \partial_t \left( \frac{\sigma}{\rho_0} \right)\) and integrate to see that
\[
\frac{1}{2} \frac{d}{dt} \int \frac{\rho_0^{\beta+1}}{\rho} \left| \partial_t \left( \frac{\sigma}{\rho_0} \right) \right|^2 dx \leq \frac{C}{\eta} \int 16\pi^2 \rho |\partial_x (r^2 \partial_t v)|^2 dx + \eta \int \rho \rho_0^{2\beta} \left| \partial_t \left( \frac{\sigma}{\rho_0} \right) \right|^2 dx
\]
\[
- \int 8\pi \frac{v}{r} \left\{ \rho \partial_x (r^2 v) + \rho r^3 \partial_x \left( \frac{v}{r} \right) \right\} \rho_0^{\beta} \partial_t \left( \frac{\sigma}{\rho_0} \right) dx + \frac{3}{2} \int \frac{\rho_0^{\beta+2}}{\rho^2} \left( \partial_t \left( \frac{\sigma}{\rho_0} \right) \right)^3 dx
\]
\[
- 4\pi \int \partial_t \sigma \partial_x (r^2 v) \rho \partial_t \left( \frac{\sigma}{\rho_0} \right) dx. \quad (4-55)
\]
Then we estimate
\[
- \int 8\pi \frac{v}{r} \left\{ \rho \partial_x (r^2 v) + \rho r^3 \partial_x \left( \frac{v}{r} \right) \right\} \rho_0^{\beta} \partial_t \left( \frac{\sigma}{\rho_0} \right) dx - 4\pi \int \partial_t \sigma \partial_x (r^2 v) \rho_0^{\beta} \partial_t \left( \frac{\sigma}{\rho_0} \right) dx \leq C\theta_1 \mathcal{D}^0 + C\theta_1 \mathcal{E}_{2\beta+1}^{2\sigma}
\]
to obtain
\[
\frac{d}{dt} \mathcal{E}_\beta^{2\sigma} \leq \frac{1}{4} \mathcal{D}^2 + C\theta_1 \mathcal{D}^0 + (\eta + C\theta_1)\mathcal{E}_{2\beta+1}^{2\sigma} + C\theta_1 \mathcal{E}_\beta^{2\sigma}. \quad (4-56)
\]
Next we estimate \( \mathcal{E}^3 \) and \( \mathcal{D}^3 \).

**Lemma 4.4.** There exists an energy \( \mathcal{F}^3 \) such that
\[
\frac{d}{dt} [\mathcal{E}^3 + \mathcal{F}^3] + \mathcal{D}^3 \leq C\theta_1 \mathcal{E}^3 + \left( \frac{3}{8} + \frac{\theta_1}{4} \right) \mathcal{D}^3 + C(\mathcal{E}_{0\sigma}^{2\sigma} + \mathcal{E}^2 + \mathcal{E}^1 + \mathcal{E}^0). \quad (4-57)
\]
Moreover, we have the estimate \( |\mathcal{F}^3| \leq C\theta_1 (\mathcal{E}^3 + \mathcal{E}^1) \).

**Proof.** First recall (4-48) and rewrite it as
\[
\partial_t^2 v + 4\pi r^2 \left\{ K\gamma \rho_0^{\gamma} \partial_t \partial_x \left( \frac{\sigma}{\rho_0} \right) + K\gamma \partial_x (\rho_0^{\gamma}) \partial_t \left( \frac{\sigma}{\rho_0} \right) \right\}
\]
(a_1)
\[
+ 4\pi r^2 \left\{ \partial_t \left[ \partial_x (a_0^{\gamma}) \left( \frac{\sigma}{\rho_0} \right)^2 + 2(a_0^{\gamma}) \frac{\sigma}{\rho_0} \partial_x \left( \frac{\sigma}{\rho_0} \right) \right] \right\}
\]
(a_2)
\[
+ 8\pi r v \left\{ K\gamma \rho_0^{\gamma} \partial_x \left( \frac{\sigma}{\rho_0} \right) + K\gamma \partial_x (\rho_0^{\gamma}) \frac{\sigma}{\rho_0} + \partial_x (a_0^{\gamma}) \left( \frac{\sigma}{\rho_0} \right)^2 + 2a_0^{\gamma} \frac{\sigma}{\rho_0} \partial_x \left( \frac{\sigma}{\rho_0} \right) \right\}
\]
(b)
\[
- 2 \frac{x v (r_0^4 - r^4)}{r^3 r_0^4} - 4 \frac{vr v}{r_0^4} = \partial_t \mathcal{V}, \quad (4-58)
\]
where \( \partial_t \mathcal{V} \) is given in (4-49). To derive (4-57), we will multiply by \( \partial_t^2 v \) and integrate over \( x \). We divide the estimates into the following steps.
Step 1 We begin with an estimate of the product of $\partial_t^2 v$ with the terms (a1), (a2), (b), and (c). First, we use (4-45) to replace $\partial_t \partial_x (\sigma/\rho_0)$ by lower-order terms:

\[
(a_1) + (a_2) = 4\pi r^2 \left\{ K_\gamma \rho_0^\gamma \partial_t \partial_x \left( \frac{\sigma}{\rho_0} \right) + K_\gamma \partial_x (\rho_0^\gamma) \partial_t \left( \frac{\sigma}{\rho_0} \right) \right\} \\
+ 4\pi r^2 \left\{ \partial_t \left[ \partial_x (a_\ast \rho_0^\gamma) \left( \frac{\sigma}{\rho_0} \right) + 2(a_\ast \rho_0^\gamma) \frac{\sigma}{\rho_0} \partial_x \left( \frac{\sigma}{\rho_0} \right) \right] \right\} \\
= -4\pi r^2 \left( K_\gamma + 2a_\ast \frac{\sigma}{\rho_0} \right) \rho_0^\gamma \rho_0^0 \frac{\rho}{\rho_0} \left( \partial_t v + \frac{x(t_0^4 - r^4)}{r^2 r_0^4} + 4\pi r^2 \left[ K_\gamma \rho_0^\gamma \partial_t \left( \frac{\sigma}{\rho_0} \right) \\
+ \partial_t \left( \partial_x (\rho_0^\gamma) \frac{\sigma}{\rho_0} + \partial_t (a_\ast \rho_0^\gamma) \left( \frac{\sigma}{\rho_0} \right) + 2a_\ast \rho_0^\gamma \frac{\sigma}{\rho_0} \partial_x \left( \frac{\sigma}{\rho_0} \right) \right] \right) \right\} \\
+ 4\pi r^2 \left\{ K_\gamma \rho_0^\gamma \partial_t \left( \frac{\sigma}{\rho_0} \right) + \partial_t \left[ \partial_x (a_\ast \rho_0^\gamma) \left( \frac{\sigma}{\rho_0} \right) + 2a_\ast \rho_0^\gamma \frac{\sigma}{\rho_0} \partial_x \left( \frac{\sigma}{\rho_0} \right) \right] \right\} \\
=: (A_1) + (A_2) + (A_3). \tag{4-59}
\]

Then $\int \partial_t^2 v \cdot [(a_1) + (a_2)] \, dx$ can be estimated as follows:

\[
\int \partial_t^2 v \cdot (A_1) \, dx \leq \frac{\theta_1}{8} \int \left| \partial_t^2 v \right|^2 \, dx + C \theta_1 \int \frac{\rho_0^{2\gamma+2} r^4}{\rho^2} \left| \partial_x \left( \frac{\sigma}{\rho_0} \right) \right|^2 \, dx \leq \frac{\theta_1}{8} \mathcal{E}^3 + C \theta_1 \mathcal{E}^{1,\gamma}, \tag{4-60}
\]

\[
\int \partial_t^2 v \cdot (A_2) \, dx \leq \frac{3}{32} \int \left| \partial_t^2 v \right|^2 \, dx + C \left[ \mathcal{E}^{2,v} + \mathcal{E}^{0,r} + (1 + \theta_1)(\mathcal{E}^{1,\gamma} + \mathcal{E}^{0,\sigma}) \right], \tag{4-61}
\]

\[
\int \partial_t^2 v \cdot (A_3) \, dx \leq \frac{3}{32} \int \left| \partial_t^2 v \right|^2 \, dx + C \theta_1 \mathcal{E}^{1,\gamma} + C (1 + \theta_1) \mathcal{E}_0^{2,\sigma}. \tag{4-62}
\]

For (b) and (c), we may estimate

\[
\int \partial_t^2 v \cdot (b) \, dx \leq \frac{\theta_1}{8} \int \left| \partial_t^2 v \right|^2 \, dx + C \theta_1 (\mathcal{E}^{1,\gamma} + \mathcal{E}_0^{0,\sigma}), \tag{4-63}
\]

\[
\int \partial_t^2 v \cdot (c) \, dx \leq \frac{3}{32} \int \left| \partial_t^2 v \right|^2 \, dx + C (\mathcal{E}^{0,v} + \mathcal{E}_0^{r}).
\]

Combining the above, we arrive at an estimate for $\int \partial_t^2 v \cdot [(a_1) + (a_2) + (b) + (c)] \, dx$.

Step 2 (the viscosity term). Now we consider the viscosity term, $\partial_t \mathcal{V}$. We claim that there exist $\mathcal{E}^3, G$ such that

\[
\int \partial_t^2 v \cdot \partial_t \mathcal{V} \, dx = -\frac{d}{dt} \mathcal{E}^3 - \frac{d}{dt} \mathcal{F}^3 + G, \tag{4-64}
\]
where
\[ |\mathcal{F}^3| \leq C\theta_1(\mathcal{E}^3 + \mathcal{E}^1) \quad \text{and} \quad |G| \leq \frac{3}{32} \mathcal{F}^3 + C\theta_1(\mathcal{E}^3 + \mathcal{E}_{0}^{2\sigma} + \mathcal{E}^1). \quad (4-65) \]

Recall that \( \partial_t \mathcal{V} \) may be computed as in (4-49), and that \( \partial_t \mathcal{W}(M, t) = 0 \). Then a simple but lengthy computation, using integration by parts, reveals that
\[
\int \partial_t^2 v \cdot \partial_t \mathcal{V} \, dx = -\frac{1}{2} \frac{d}{dt} \int \delta 16\pi^2 \rho |\partial_x (r^2 \partial_t v)|^2 \, dx + \frac{4\varepsilon}{3} 16\pi^2 \rho v^6 \left| \partial_x \left( \frac{\partial_v v}{r} \right) \right|^2 \, dx + G_0 + Y, \quad (4-66)
\]
where
\[
G_0 = \int \left( \frac{\partial_t \sigma}{2\rho} + \frac{2v}{r} \right) \left\{ \delta 16\pi^2 \rho |\partial_x (r^2 \partial_t v)|^2 + \frac{4\varepsilon}{3} 16\pi^2 \rho v^6 \left| \partial_x \left( \frac{\partial_v v}{r} \right) \right|^2 \right\} \, dx
+ \int \rho r^3 \partial_x \left( \frac{v}{r} \right) \left\{ \delta 32\pi^2 \rho \partial_x (r^2 \partial_t v) - \frac{4\varepsilon}{3} 16\pi^2 \rho v^6 \partial_x \left( \frac{\partial_v v}{r} \right) \right\} \, dx \quad (4-67)
\]
and \( Y = Y_1 + Y_2 \) with
\[
Y_1 = -16\pi^2 \int \left[ \delta \partial_t \sigma \partial_x (r^2 \partial_t v) + \delta \rho \partial_x (2r v^2) \right] \partial_x (r^2 \partial_t^2 v) \, dx
- 16\pi^2 \int \left[ \frac{4\varepsilon}{3} \partial_t (\rho \partial_x v) \partial_x \left( \frac{v}{r} \right) - \frac{4\varepsilon}{3} \rho r^3 \partial_x \left( \frac{v^2}{r^2} \right) \right] \partial_x (r^2 \partial_t^2 v) \, dx, \quad (4-68)
\]
\[
Y_2 = 32\pi^2 \int r v \partial_t^2 v \partial_x \left[ \delta \partial_t \sigma (r^2 v) + \frac{4\varepsilon}{3} \rho r^3 \partial_x \left( \frac{v}{r} \right) \right] \, dx.
\]
Let us define the quantity \( Q \) such that \( Y_1 = -16\pi^2 \int Q \partial_x (r^2 \partial_t^2 v) \, dx \), that is, \( Q \) is the sum of the bracketed terms in the \( Y_1 \) integrand. Then we may compute
\[
Y_1 = \frac{d}{dt} \int -16\pi^2 \partial_x (r^2 \partial_t v) Q \, dx + \int 16\pi^2 \left( \partial_x (2r v \partial_t v) Q + \partial_x (r^2 \partial_t v) \partial_t Q \right) \, dx := -\frac{d}{dt} \mathcal{F}^3 + G_1. \quad (4-69)
\]

Similarly, we have that
\[
Y_2 = \frac{d}{dt} \int -16\pi^2 \partial_x (r^2 \partial_t v) \frac{2v}{r} \left[ \delta \partial_t \sigma (r^2 v) + \frac{4\varepsilon}{3} \rho r^3 \partial_x \left( \frac{v}{r} \right) \right] \, dx
+ 16\pi^2 \int \left[ \partial_x (2r v \partial_t v) \frac{2v}{r} W + \partial_x (r^2 \partial_t v) \partial_t \left( \frac{2v}{r} \right) W + \partial_x (r^2 \partial_t v) \frac{2v}{r} \partial_t W \right] \, dx
- 16\pi^2 \int r^2 \partial_t^2 v W \partial_x \left( \frac{2v}{r} \right) \, dx
= -\frac{d}{dt} \mathcal{F}^3 + G_2. \quad (4-70)
\]

Combining the above, we find that (4-64) holds with \( \mathcal{F}^3 = \mathcal{F}^3_1 + \mathcal{F}^3_2 \) and \( G = G_0 + G_1 + G_2 \). To complete the proof of the claim, we note that the estimates (4-65) follow from the definition of \( \mathcal{F}^3 \) and \( G \), using (4-54) to replace \( \partial_t^2 \sigma \) by other terms.
Step 3 (conclusion). The only term that remains is

$$\int \partial_t^2 v \partial_t^2 v \, dx = \mathcal{X}^3.$$  \hspace{1cm} (4-71)

With this, all of the terms in (4-58) are accounted for. We may then combine the analysis of Steps 1 and 2 to deduce the estimate (4-57).  \hfill \square

We now bootstrap more estimates. First, we multiply (4-22) by \( \frac{1}{\rho} \left( 1 - \frac{r_0}{r} \right) \) and integrate to get

$$\frac{d}{dt} \mathcal{E}_{b}^{0, r} \leq (\eta + C\theta_1) \mathcal{E}_{b}^{0, r} + C \mathcal{E}_{b}^{1, v},$$  \hspace{1cm} (4-72)

where we have used (4-23) to control \( \int |v|^2 \frac{1}{r^2 \rho} \, dx \leq C \mathcal{E}_{b}^{1, v} \). By multiplying (4-45) by \( \frac{1}{\rho_0} \partial_x \left( \frac{\sigma}{\rho_0} \right) \) and integrating, we get

$$\frac{d}{dt} \mathcal{E}_{b}^{1, \sigma} + \mathcal{O}_{b}^{1, \sigma} \leq (\eta + C\theta_1) \mathcal{E}_{b}^{1, \sigma} + C \left( \mathcal{E}_{b}^3 + \mathcal{E}_{b}^{0, \sigma} + \mathcal{E}_{b}^{0, r} \right).$$  \hspace{1cm} (4-73)

Note that here we have again used (4-23) to control \( \int |\partial_t v|^2 \frac{1}{r^2 \rho} \, dx \), which is possible since (4-23) is valid for any choice of \( v \), not just solutions. From (4-45) we also see that

$$\mathcal{E}_{a_{11}}^{3, \sigma} = \int \left( \delta + \frac{4\varepsilon}{3} \right)^2 \left( \frac{4\pi^2 r^2}{\rho} \right) \partial_x \partial_t \left( \frac{\sigma}{\rho_0} \right) \, dx \leq C \left( \mathcal{E}_{b}^3 + \mathcal{E}_{b}^{1, \sigma} + \mathcal{E}_{b}^{0, \sigma} + \mathcal{E}_{b}^{0, r} \right).$$  \hspace{1cm} (4-74)

Next, by applying \( \partial_x \) to (4-4), we find that

$$\frac{\rho_0}{\rho} \partial_x \partial_t \left( \frac{\sigma}{\rho_0} \right) + \partial_x \left( \frac{\rho_0}{\rho} \right) \partial_t \left( \frac{\sigma}{\rho_0} \right) + 4\pi \partial_x \left( \rho \partial_x (r^2 v) \right) = 0.$$  \hspace{1cm} (4-75)

We then use this to get

$$\mathcal{E}_{a_{11}}^{3, v} = \int \frac{r^2}{\rho} \left| \partial_x (\rho \partial_x (r^2 v)) \right|^2 \, dx \leq C \left( \mathcal{E}_{a_{11}}^{3, \sigma} + \mathcal{E}_{b}^{1, \sigma} \right).$$  \hspace{1cm} (4-76)

Since \( \int \rho r^6 \left| \partial_x \left( \frac{v}{r} \right) \right|^2 \, dx \leq C \mathcal{E}_{b}^1 \), (4-7) implies that

$$\mathcal{E}_{a_{12}}^{3, v} = \int \rho r^6 \left| \partial_x \left( \rho r^3 \partial_x \left( \frac{v}{r} \right) \right) \right|^2 \, dx \leq C \left( \mathcal{E}_{a_{1}}^2 + \mathcal{E}_{a_{1}}^1 + \mathcal{E}_{a_{1}}^0 \right).$$  \hspace{1cm} (4-77)

We now illustrate how the higher-order energy estimates of spatial derivatives of \( \partial_x (\sigma/\rho_0) \) and \( \partial_x (\rho \partial_x (r^2 v)) \) work. The following lemma concerns the estimate of \( \partial_x (r^4 \partial_x (\sigma/\rho_0)) \).

\textbf{Lemma 4.5.} \hspace{0.5cm} \frac{d}{dt} \mathcal{E}_{a_{1}}^{4} + \mathcal{O}_{a_{1}}^{4} \leq (\eta + C\theta_1) \mathcal{E}_{a_{1}}^{4} + C \left( \mathcal{E}_{b}^3 + \mathcal{E}_{b}^{0, r} + \mathcal{E}_{b}^{0, r} + \mathcal{E}_{b}^{0, \sigma} \right) + C \theta_1 \left( \mathcal{E}_{b}^{1, \sigma} + \mathcal{E}_{a_{1}}^{3, \sigma} \right).  \hspace{1cm} (4-78)
Proof. First, we multiply (4.45) by \( r^2 \) and apply \( \partial_x \) to get

\[
\left( \delta + \frac{4\varepsilon}{3} \right) 4\pi \left\{ \frac{\rho_0}{\rho} \partial_x \left( r^4 \partial_x \left( \sigma \right) \right) + 2 \partial_x \left( \frac{\rho_0}{\rho} \right) r^4 \partial_x \left( \sigma \right) + \partial_x \left( r^4 \partial_x \left( \frac{\rho_0}{\rho} \right) \right) \partial_t \left( \frac{\sigma}{\rho_0} \right) \right\} \\
+ \partial_x (r^2 \partial_x v) + \left( \frac{r^4_0 - r^4}{r^4_0} \right) - \frac{x r^4}{\pi r^7_0 \rho} \left( 1 - \left( \frac{r_0}{r} \right)^3 + \frac{\sigma}{\rho_0} \right) + 4\pi K \gamma r^4 \partial_x \left( r^4 \partial_x \left( \frac{\sigma}{\rho_0} \right) \right) \\
+ 4\pi \left\{ 2K \gamma r^4 \partial_x \left( \rho_0^\gamma \right) \cdot \partial_x \left( \frac{\sigma}{\rho_0} \right) + K \gamma \partial_x \left( r^4 \partial_x \left( \rho_0^\gamma \right) \right) \frac{\sigma}{\rho_0} \right\} \\
+ 4\pi \left\{ 2r^4 \partial_x (a_s \rho_0^\gamma) \frac{\sigma}{\rho_0} \partial_x \left( \frac{\sigma}{\rho_0} \right) + \partial_x \left( r^4 \partial_x (a_s \rho_0^\gamma) \right) \frac{\sigma}{\rho_0} \right\} \\
+ 4\pi \left\{ 2a_s \rho_0^\gamma \frac{\sigma}{\rho_0} \partial_x \left( r^4 \partial_x \left( \frac{\sigma}{\rho_0} \right) \right) + 2r^4 \partial_x \left( a_s \rho_0^\gamma \frac{\sigma}{\rho_0} \right) \partial_x \left( \frac{\sigma}{\rho_0} \right) \right\} \\
= 0.
\]

(4.79)

The energy inequality (4.78) can be derived as in Step 2 of Lemma 4.2 by multiplying (4.79) by \( \rho \partial_x (r^4 \partial_x (\sigma/\rho_0)) \) and integrating over \( x \). We provide the details on how (i)–(vii) can be treated; other terms can be estimated similarly.

\[
\int \left( \delta + \frac{4\varepsilon}{3} \right) 4\pi \left( \rho \partial_x \left( r^4 \partial_x \left( \frac{\sigma}{\rho_0} \right) \right) \right) dx \\
= \frac{1}{2} \frac{d}{dt} \int \left( \delta + \frac{4\varepsilon}{3} \right) 4\pi \rho \partial_x \left( r^4 \partial_x \left( \frac{\sigma}{\rho_0} \right) \right)^2 dx \\
- \left( \delta + \frac{4\varepsilon}{3} \right) 4\pi \int \rho_0 \partial_x \left( \partial_t (r^4) \partial_x \left( \frac{\sigma}{\rho_0} \right) \right) \partial_x \left( r^4 \partial_x \left( \frac{\sigma}{\rho_0} \right) \right) dx.
\]

(4.80)

Since \( \partial_t (r^4) = 4 \frac{v^2}{r^3} \),

\[
(*) = \int 4 \frac{v^2}{r^3} \rho_0 \left\{ \partial_x \left( r^4 \partial_x \left( \frac{\sigma}{\rho_0} \right) \right) \right\}^2 dx + \int 4 \partial_x \left( \frac{v^2}{r^3} \right) \rho_0 \partial_x \left( r^4 \partial_x \left( \frac{\sigma}{\rho_0} \right) \right) dx,
\]

(4.81)

and since \( \left| \frac{v}{r} \right| \) and \( \left| \rho r^3 \partial_x \left( \frac{v}{r} \right) \right| \) are bounded by \( \theta_1 \),

\[
\left| (*) \right| \leq C \theta_1 (\varepsilon^4 + \varepsilon_b^{1,\sigma}).
\]

(4.82)

For (ii), we write

\[
\int (ii) \cdot \rho \partial_x \left( r^4 \partial_x \left( \frac{\sigma}{\rho_0} \right) \right) dx = - \int \rho_0 r^3 \partial_x \left( \frac{\sigma}{\rho_0} \right) \cdot r \sqrt{\rho} \partial_t \partial_x \left( \frac{\sigma}{\rho_0} \right) \cdot \sqrt{\rho} \partial_x \left( r^4 \partial_x \left( \frac{\sigma}{\rho_0} \right) \right) dx.
\]

(4.83)
and therefore
\[ \left| \int (ii) \cdot \rho \partial_x \left( r^4 \partial_x \left( \frac{\sigma}{\rho_0} \right) \right) \, dx \right| \leq C \theta_1 (\varepsilon_a^{3,\sigma} + \varepsilon^4). \tag{4-84} \]

It is easy to see that
\[ \left| \int [(iii)+(iv)+(v)-(vi)] \cdot \rho \partial_x \left( r^4 \partial_x \left( \frac{\sigma}{\rho_0} \right) \right) \, dx \right| \leq \left( \frac{\eta}{2} + C \theta_1 \right) \varepsilon^4 + C (\varepsilon^3 + \varepsilon^{0,r} + \varepsilon^{0,r}_b + \varepsilon^{0,\sigma}_1). \tag{4-85} \]

Finally, (vii) forms the dissipation \( \mathcal{D}^4 \).

We also get an estimate for \( \partial_x \left( r^4 \partial_t \partial_x \left( \frac{\sigma}{\rho_0} \right) \right) \) from (4-79):
\[ \varepsilon^4_{\omega_1} = \int \left( \delta + \frac{4 \varepsilon}{3} r \rho \right) \partial_x \left( r^4 \partial_t \partial_x \left( \frac{\sigma}{\rho_0} \right) \right)^2 \, dx \leq \theta_1^2 \varepsilon_{\omega_1}^{3,\sigma} + \varepsilon^4 + \varepsilon^3 + \varepsilon^1 + \varepsilon^{0,r}_b + \varepsilon^{0,\sigma}_1. \tag{4-86} \]

To derive an estimate of the third spatial derivatives of \( v \), we first multiply (4-75) by \( r^4 \) and then apply \( \partial_t \):
\[ \rho \partial_t \left( r^4 \partial_t \partial_x \left( r \rho \right) \right) + 2r^4 \partial_x \left( \frac{\rho}{\rho_0} \right) \partial_t \left( \frac{\sigma}{\rho_0} \right) + \partial_x \left( r^4 \partial_t \partial_x \left( \frac{\rho_0}{\rho} \right) \right) \partial_t \left( \frac{\sigma}{\rho_0} \right) + 4\pi \partial_t \left( r^4 \partial_t \left( \rho \partial_x \left( r^2 v \right) \right) \right) = 0. \tag{4-87} \]

Thus, we obtain
\[ \varepsilon^4_{\omega_2} = \int 16 \pi^2 \rho_0^2 \partial_t \left( r^4 \partial_t \left( \rho \partial_x \left( r^2 v \right) \right) \right)^2 \, dx \leq \varepsilon^4_{\omega_1} + \theta_1^2 \left( \varepsilon_{\omega_1}^{3,\sigma} + \varepsilon^4 \right). \tag{4-88} \]

We now present the higher-order energy estimates. We start with \( \varepsilon^5 \) and \( \varepsilon^5_{\omega} \).

**Lemma 4.6.**
\[ \frac{d}{dt} \varepsilon^5 + \mathcal{D}^5 \leq (\eta + C \theta_1) \varepsilon^5 + \left( \frac{1}{2} + C \theta_1 \right) \mathcal{D}^5 + C \theta_1^2 \varepsilon^3 + C \theta_1 \left( \varepsilon_{\omega_1}^{3,\sigma} + \varepsilon^3 + \varepsilon^2 + \varepsilon^1 \right) + C \varepsilon^2. \tag{4-89} \]

**Proof.** We apply \( \partial_t \) to (4-48) to see that
\[ \partial_t^3 v + 4\pi r^2 \partial_x \left\{ \left( K \gamma + 2 a_s \frac{\sigma}{\rho_0} \right) \rho_0^2 \partial_t^2 \left( \frac{\sigma}{\rho_0} \right) + \rho_0^2 \left[ a_s \left( \partial_t \left( \frac{\sigma}{\rho_0} \right) \right) \right]^2 + 4 \partial_t a_s \frac{\sigma}{\rho_0} \partial_t \left( \frac{\sigma}{\rho_0} \right) + \partial_t^2 a_s \left( \frac{\sigma}{\rho_0} \right)^2 \right\} \\
+ 16 \pi r \gamma \frac{\sigma}{\rho_0} \partial_x \left( \frac{\sigma}{\rho_0} \right) + K \gamma \partial_x \left( \frac{\sigma}{\rho_0} \right) + 16 \pi r v \partial_t \left[ \partial_t \left( a_s \rho_0^2 \right) \left( \frac{\sigma}{\rho_0} \right) + 2 \left( a_s \rho_0^2 \right) \frac{\sigma}{\rho_0} \partial_t \left( \frac{\sigma}{\rho_0} \right) \right] \\
+ 8 \pi \left( r \partial_t v + v^2 \right) \left\{ K \gamma \rho_0^2 \partial_x \left( \frac{\sigma}{\rho_0} \right) + K \gamma \partial_x \left( \rho_0^2 \right) \frac{\sigma}{\rho_0} + \partial_t \left( a_s \rho_0^2 \right) \left( \frac{\sigma}{\rho_0} \right) + 2 a_s \rho_0^2 \frac{\sigma}{\rho_0} \partial_t \left( \frac{\sigma}{\rho_0} \right) \right\} \\
- \frac{2x(r_0^4 - r^4) \partial_t v}{r^3 r_0^4} - \frac{4x r \partial_t v}{r_0^4} - \frac{12 x v^2}{r_0^4} + \frac{6x(r_0^4 - r^4) v^2}{r^4 r_0^4} = \partial_t^2 v. \tag{4-90} \]
We derive the energy estimate of (4-89) from (4-48) by proceeding as in the proofs of Lemmas 4.1 and 4.3. That is, we multiply the resulting equation by $\partial_t^2 v$ and integrate over $x$, integrating by parts in some terms to recover $d\mathcal{E}_t^5/dt$, $\mathcal{D}^5$, and some error terms that can be estimated by the right side of (4-89). Since the method of proof is already recorded in Lemmas 4.1 and 4.3, we omit further details.

An estimate of $\partial_t \left( \rho \partial_x \left( \partial_t [r^2 v] \right) \right)$ can be obtained through (4-48):

$$\mathcal{E}_{a_1}^5 \leq C \left( \mathcal{E}_a^5 + \mathcal{E}_{a_1}^{3,\sigma} + \mathcal{E}_a^1 \right) + C \theta_1 \left( \mathcal{E}_{a_1}^{3,\sigma} + \mathcal{E}_a^1 + \mathcal{E}_a^0 \right).$$

(4-91)

We now bootstrap to control $\partial_t^2 \left( \frac{\sigma}{\rho_0} \right)$. We apply $\partial_t$ to (4-54) to get

$$\partial_t^3 \left( \frac{\sigma}{\rho_0} \right) = -4\pi \frac{\rho}{\rho_0} \rho \partial_x \left( r^2 \partial_t^2 v \right) - 24\pi \frac{\rho}{\rho_0} \rho \partial_x \left( r \partial_t v \right) - 8\pi \frac{\rho}{\rho_0} \rho \partial_x (v^3) + 6 \frac{\partial_t \sigma}{\rho} \partial_t^2 \left( \frac{\sigma}{\rho_0} \right) - 6 \frac{\partial_t \sigma}{\rho_0} \rho^2.$$

(4-92)

Note that

$$\begin{align*}
(a) &= \frac{v}{r} \rho \partial_x \left( r^2 \partial_t v \right) + \rho r^3 \partial_x \left( \frac{v}{r} \right) \frac{\partial_t v}{r}, \\
(b) &= 3r^3 \rho \left( \frac{v}{r} \right)^2 \partial_x \left( \frac{v}{r} \right) + \frac{3}{4\pi} \left( \frac{v}{r} \right)^3,
\end{align*}$$

and thus by multiplying (4-92) by $\frac{1}{\rho_0} \partial_t^2 \left( \frac{\sigma}{\rho_0} \right)$ and integrating, we obtain

$$\frac{d}{dt} \mathcal{E}_{a_1}^{5,\sigma} \leq (\eta + C \theta_1) \mathcal{E}_{a_1}^{5,\sigma} + C \mathcal{D}^5 + C \theta_1^2 (\mathcal{E}_a^3 + \mathcal{E}_a^1 + \mathcal{E}_a^{2,\sigma}).$$

(4-93)

Next, we take $\partial_t$ of (4-45) to see that

$$\begin{align*}
\left( \delta + \frac{4\varepsilon}{3} \right) 4\pi r^2 & \left\{ \frac{\rho_0^0}{\rho} \partial_t^2 \partial_x \left( \frac{\sigma}{\rho_0} \right) + \partial_x \left( \frac{\rho_0}{\rho} \right) \partial_t^2 \left( \frac{\sigma}{\rho_0} \right) + \partial_t \left( \frac{\rho_0}{\rho} \right) \partial_t \partial_x \left( \frac{\sigma}{\rho_0} \right) + \partial_x \left( \frac{\rho_0}{\rho} \right) \partial_t \left( \frac{\sigma}{\rho_0} \right) \right\} \\
& + \left( \delta + \frac{4\varepsilon}{3} \right) \frac{v}{r} 8\pi r^2 \left\{ \frac{\rho_0}{\rho} \partial_t \partial_x \left( \frac{\sigma}{\rho_0} \right) + \partial_x \left( \frac{\rho_0}{\rho} \right) \partial_t \left( \frac{\sigma}{\rho_0} \right) \right\} \\
& + \partial_t^2 v - 2 \frac{v}{r} \left( \frac{x}{r^2} + \frac{x^2 r^4}{r^4} \right) + 4\pi r^2 \left\{ K \gamma \rho_0^0 \partial_t \partial_x \left( \frac{\sigma}{\rho_0} \right) + K \gamma \partial_x \left( \rho_0^0 \right) \partial_t \left( \frac{\sigma}{\rho_0} \right) \right\} \\
& + 4\pi r^2 \partial_t \left[ \partial_x \left( a^* \rho_0^0 \right) \left( \frac{\sigma}{\rho_0} \right)^2 + 2a^* \rho_0^0 \partial_x \left( \frac{\sigma}{\rho_0} \right) \right] \\
& + \frac{v}{r} 8\pi r^2 \left\{ K \gamma \rho_0^0 \partial_t \left( \frac{\sigma}{\rho_0} \right) + K \gamma \partial_x \left( \rho_0^0 \right) \frac{\sigma}{\rho_0} + \partial_x \left( a^* \rho_0^0 \right) \left( \frac{\sigma}{\rho_0} \right)^2 + 2a^* \rho_0^0 \frac{\sigma}{\rho_0} \partial_x \left( \frac{\sigma}{\rho_0} \right) \right\} \\
& = 0.
\end{align*}$$

(4-94)
Therefore, by squaring (4-94) and integrating, we find that
\[
\int \left( \delta + \frac{4\varepsilon}{3} \right)^2 16\pi^2 r^4 \left| \partial_t^2 \varphi \left( \frac{\sigma}{\rho_0} \right) \right|^2 \, dx \leq C(\varepsilon^5 + \varepsilon^1) + C\theta_1^2 (\varepsilon_{-1}^5 + \varepsilon_{-1}^3 + \varepsilon^1 + \varepsilon_{0}^0).
\]
(4-95)

Also, by first dividing (4-94) by \( r \) and then squaring, we obtain
\[
\varepsilon_{a}^{6,\sigma} = \int \left( \delta + \frac{4\varepsilon}{3} \right)^2 16\pi^2 r^2 \left| \partial_t^2 \varphi \left( \frac{\sigma}{\rho_0} \right) \right|^2 \, dx
\leq C(\varepsilon^6 + \varepsilon_{a}^{3,\sigma} + \varepsilon_{-1}^2 + \varepsilon^1) + C\theta_1^2 (\varepsilon_{b}^1 + \varepsilon_{a}^{3,\sigma} + \varepsilon^1 + \varepsilon_{-1}^0).
\]
(4-96)

Now we record an estimate of \( \varepsilon^6 \).

**Lemma 4.7.** There exists an \( \overline{\varepsilon} \) such that
\[
\frac{d}{dt}[\varepsilon^6 + \overline{\varepsilon}^6] \leq (\eta + C\theta_1)\varepsilon^7 + \left( \frac{1}{2} + C\theta_1 \right)\overline{\varepsilon}^7 + C(\varepsilon^5 + \varepsilon_{a}^5 + \varepsilon^1 + \varepsilon_0 + \varepsilon_3 + \varepsilon^2 + \varepsilon^1).
\]
(4-97)

Moreover, \( |\overline{\varepsilon}^6| \leq C\theta_1 (\varepsilon^6 + \varepsilon^3 + \varepsilon^1) \).

**Proof.** The energy inequality (4-97) can be obtained by multiplying (4-90) by \( \partial_t^3 v \) and integrating over \( x \) as done in Lemma 4.4. We omit further details.

As seen in the previous estimates in Lemmas 4.3, 4.4, 4.6, and 4.7, the time differentiation of the equation keeps the main structure of the highest-order terms as well as the boundary condition. Using the time differentiated equations (4-90) and (4-92), we can follow the line of analysis presented in these four lemmas to derive energy inequalities for \( \varepsilon^7, \varepsilon^7_{a}, \varepsilon^7_{-1}, \varepsilon^8 \) and \( \varepsilon^8_{a} \). We record these in the following lemma but omit a proof.

**Lemma 4.8.** Let \( \varepsilon \) be given by (4-19). We have the following estimates.
\[
\frac{d}{dt}\varepsilon^7 + \overline{\varepsilon}^7 \leq (\eta + C\theta_1)\varepsilon^7 + \left( \frac{1}{2} + C\theta_1 \right)\overline{\varepsilon}^7 + C\theta_1 (\varepsilon_{a}^5 + \varepsilon^6 + \varepsilon^5 + \varepsilon^3 + \varepsilon^2 + \varepsilon^1) + C\overline{\varepsilon}^5,
\]
(4-98)
\[
\varepsilon^7_{a} \leq C(\varepsilon^7 + \varepsilon_{a}^7 + \varepsilon^2) + C\theta_1 (\varepsilon_{a}^6 + \varepsilon_{a}^3 + \varepsilon^1 + \varepsilon^2 + \varepsilon_{a}^3 + \varepsilon^5),
\]
(4-99)
\[
\frac{d}{dt}\varepsilon^7_{-1} \leq (\eta + C\theta_1)\varepsilon^7_{-1} + C\overline{\varepsilon}^7 + C\theta_1^2 (\varepsilon^6 + \varepsilon^3 + \varepsilon_{-1}^5),
\]
(4-100)
\[
\frac{d}{dt}[\varepsilon^8 + \overline{\varepsilon}^8] + \overline{\varepsilon}^8 \leq (\eta + C\theta_1)\varepsilon^8 + \left( \frac{1}{2} + C\theta_1 \right)\overline{\varepsilon}^8 + C(\varepsilon - \varepsilon^8 - \varepsilon_{a}^8) + C|\varepsilon|^2
\]
where \( |\overline{\varepsilon}^8| \leq C\theta_1 |\varepsilon| + C|\varepsilon|^2 \),
(4-101)
\[
\varepsilon^8_{a} \leq C(\varepsilon^8 + \varepsilon_{a}^6 + \varepsilon_{-1}^5 + \varepsilon^3) + C\theta_1^2 (\varepsilon_{b}^1 + \varepsilon_{a}^3 + \varepsilon^1 + \varepsilon_{-1}^0).
\]
(4-102)

The next lemma ensures that the assumption (4-20) is valid within our energy \( \varepsilon \).

**Lemma 4.9.** There exists a constant \( \kappa > 0 \) such that if \( \varepsilon \leq \kappa \), then
\[
\left\| \frac{\sigma}{\rho_0} \right\|_{L^\infty} + \left\| \partial_t \left( \frac{\sigma}{\rho_0} \right) \right\|_{L^\infty} + \left\| \partial_t^2 \left( \frac{\sigma}{\rho_0} \right) \right\|_{L^\infty} + \left\| \partial_t^3 \left( \frac{\sigma}{\rho_0} \right) \right\|_{L^\infty}
+ \left\| 1 - \frac{r_0}{r} \right\|_{L^\infty} + \left\| \rho r^3 \partial_x \left( \frac{\sigma}{\rho_0} \right) \right\|_{L^\infty} + \left\| \frac{v}{r} \right\|_{L^\infty} + \left\| \frac{\partial_t v}{r} \right\|_{L^\infty} + \left\| \frac{\partial_t^2 v}{r} \right\|_{L^\infty} \leq C\sqrt{\varepsilon},
\]
(4-103)
for some constant $C > 0$. Here $\mathcal{E}$ is given by (4-19).

**Proof.** The proof proceeds in four steps.

**Step 1** ($\partial_i^k (\sigma / \rho_0)$ estimates). We begin by estimating $\sigma / \rho_0$ in $W^{1,1}((0, M))$. First, we use Hölder’s inequality to estimate

$$
\int \left| \frac{\sigma}{\rho_0} \right| \, dx \leq \sqrt{M} \left( \int \left| \frac{\sigma}{\rho_0} \right| \, dx \right)^{1/2} \leq C \sqrt{\mathcal{E}^{0,\sigma}} \leq C \sqrt{\mathcal{E}}. \quad (4-104)
$$

On the other hand, we may estimate

$$
\int \left| \partial_x \left( \frac{\sigma}{\rho_0} \right) \right| \, dx \leq \left( \int \frac{r^2}{\rho} \left| \partial_x \left( \frac{\sigma}{\rho_0} \right) \right|^2 \, dx \right)^{1/2} \left( \int \frac{\rho}{r^2} \, dx \right)^{1/2} \leq C \left( \mathcal{E}_{1/2}^{1,\sigma} \right)^{1/2} \leq C \sqrt{\mathcal{E}}. \quad (4-105)
$$

Here we have used the fact that $r^2(x) \sim x^{2/3}$ for $x \sim 0$, which follows from the definition of $r(x)$ and L’Hospital’s rule, to see that $\int (\rho/r^2) \, dx < \infty$. Combining these estimates with the usual one-dimensional Sobolev embedding $W^{1,1}((0, M)) \hookrightarrow C^0((0, M))$, we find that $\frac{\sigma}{\rho_0} \in C^0$ and

$$
\left\| \frac{\sigma}{\rho_0} \right\|_{L^\infty} \leq C \sqrt{\mathcal{E}}. \quad (4-106)
$$

Now to control $\frac{\partial_x \sigma}{\rho_0}$, we argue similarly to estimate

$$
\int \left| \frac{\partial_x \sigma}{\rho_0} \right| + \left| \partial_x \left( \frac{\partial_x \sigma}{\rho_0} \right) \right| \, dx \leq C \sqrt{\mathcal{E}^{2,\sigma}} + \sqrt{\mathcal{E}^{3,\sigma}} \lesssim C \sqrt{\mathcal{E}}. \quad (4-107)
$$

Then $\frac{\partial_x \sigma}{\rho_0} \in C^0$ and

$$
\left\| \frac{\partial_x \sigma}{\rho_0} \right\|_{L^\infty} \leq C \sqrt{\mathcal{E}}. \quad (4-108)
$$

A similar argument, employing $\mathcal{E}^{1+2i,\sigma}_{-1}$ and $\mathcal{E}^{2+2i,\sigma}_{a}$ for $i = 1, 2$, then implies that

$$
\frac{\partial_i \sigma}{\rho_0}, \frac{\partial_i^2 \sigma}{\rho_0} \in C^0 \quad \text{and} \quad \left\| \frac{\partial_i \sigma}{\rho_0} \right\|_{L^\infty} + \left\| \frac{\partial_i^2 \sigma}{\rho_0} \right\|_{L^\infty} \leq C \sqrt{\mathcal{E}}. \quad (4-109)
$$

We thus deduce from (4-106) and (4-108)–(4-109) that

$$
\left\| \frac{\sigma}{\rho_0} \right\|_{L^\infty} + \left\| \partial_x \left( \frac{\sigma}{\rho_0} \right) \right\|_{L^\infty} + \left\| \partial_x^2 \left( \frac{\sigma}{\rho_0} \right) \right\|_{L^\infty} + \left\| \partial_x^3 \left( \frac{\sigma}{\rho_0} \right) \right\|_{L^\infty} \leq C \sqrt{\mathcal{E}}. \quad (4-110)
$$

**Step 2** ($1 - r_0 / r$ estimate). Let us now suppose that $\mathcal{E} \leq \kappa$ with $\kappa$ small enough that $C \sqrt{\mathcal{E}} \leq \frac{1}{2}$, where $C > 0$ is the constant appearing on the right side of (4-110). In particular, this implies that $\left\| \sigma / \rho_0 \right\|_{L^\infty} \leq \frac{1}{2} < 1.$ With this estimate in hand, we can derive an estimate for $r_0 / r$. Indeed, the Taylor expansion (4-21) easily implies the estimate

$$
\left\| 1 - \frac{r_0}{r} \right\|_{L^\infty} \leq C \left\| \frac{\sigma}{\rho_0} \right\|_{L^\infty}^{1+k} \leq C \sqrt{\mathcal{E}}. \quad (4-111)
$$

for some $k \geq 0$. This is the $1 - r_0 / r$ estimate in (4-103).
Step 3 ($\partial_k^j v / r$ estimates). We now turn to estimates for $\partial_k^j v / r$, $k = 0, 1, 2$. From Step 1, we know that $\sigma / \rho_0$ and $\sigma / \rho_0$ are continuous and bounded, while from Step 2, we know that $\| \sigma / \rho_0 \|_{L^\infty} \leq \frac{1}{2}$, so that $1 + \sigma / \rho_0$ is also continuous and bounded. From the boundary conditions at $x = 0$, we also have that $r^2 v(0, t) = 0$. Hence we may spatially integrate the continuity equation (4-4) to see that

$$ (r^2 v)(x, t) = \frac{-1}{4\pi} \int_0^x \frac{1}{\rho_0(y)} \left( \frac{1}{1 + \sigma(y, t)/\rho_0(y)} \right)^2 \frac{\partial_t \sigma(y, t)}{\rho_0(y)} dy. \quad (4-112) $$

Due to the asymptotics (1-24), we now have that

$$ \int_0^M \frac{dy}{\rho_0(y)} < \infty. \quad (4-113) $$

This and the estimates (4-110) then imply that $\frac{v}{r} \in C^0$ and

$$ \| r^2 v \|_{L^\infty} \leq C \left\| \frac{\partial_t}{\rho_0} \sigma \right\|_{L^\infty} \leq C \sqrt{\epsilon}. \quad (4-114) $$

On the other hand, due to L’Hospital, we have that

$$ \frac{1}{r^3(x, t)} \int_0^x \frac{dy}{\rho_0(y)} \sim \frac{4\pi \rho(x, t)}{3\rho_0(x)} = \frac{4\pi}{3} \left( 1 + \frac{\sigma(x, t)}{\rho_0(y)} \right) < \infty \quad \text{for } x \sim 0, \quad (4-115) $$

which means that

$$ \sup_{x \in (0, M)} \frac{1}{r^3(x, t)} \int_0^x \frac{dy}{\rho_0(y)} < \infty. \quad (4-116) $$

We may then deduce that $\frac{v}{r} \in C^0$ and

$$ \left\| \frac{v}{r} \right\|_{L^\infty} \leq C \left\| \frac{\partial_t}{\rho_0} \sigma \right\|_{L^\infty} \sup_{x \in (0, M)} \frac{1}{r^3(x, t)} \int_0^x \frac{dy}{\rho_0(y)} \leq C \sqrt{\epsilon}. \quad (4-117) $$

Now we apply $\partial_t$ to (4-4) and argue as above to see that

$$ (r^2 \partial_t v)(x, t) = -\int_0^x \frac{1}{4\pi \rho_0(y)} \left( \frac{1}{1 + \sigma(y, t)/\rho_0(y)} \right)^2 \frac{\partial_t^2 \sigma(y, t)}{\rho_0(y)} dy 
+ \int_0^x \frac{1}{2\pi \rho_0(y)} \left( \frac{1}{1 + \sigma(y, t)/\rho_0(y)} \right)^3 \left| \frac{\partial_t \sigma(y, t)}{\rho_0(y)} \right|^2 dy 
- \int_0^x 2(r^2 v)(y, t) \frac{v(y, t)}{r(y, t)} dy. \quad (4-118) $$

Using this, we may argue as above (using estimates (4-114) and (4-117)) to deduce $r^2 \partial_t v$, $\frac{\partial_t v}{r} \in C^0$ and

$$ \| r^2 \partial_t v \|_{L^\infty} + \left\| \frac{\partial_t v}{r} \right\|_{L^\infty} \leq C \sqrt{\epsilon}. \quad (4-119) $$
An iterative argument, using \( \partial_t^2 \) applied to (4-4) in conjunction with the estimates (4-119), then allows us to see that \( r^2 \partial_t^2 v, \partial_t^2 v/r \in C^0 \) with

\[
\| r^2 \partial_t^2 v \|_{L^\infty} + \left\| \frac{\partial_t^2 v}{r} \right\|_{L^\infty} \leq C \sqrt{\epsilon}.
\]  

(4-120)

Then (4-114), (4-117), and (4-119)–(4-120) may be combined to derive the \( \frac{\partial_k v}{r} \) estimates recorded in (4-103).

**Step 4 (\( \rho r^3 \partial_x (\sigma/\rho_0) \) estimate).** Since \( \| \sigma/\rho_0 \|_{L^\infty} \leq \frac{1}{2} \), to prove the \( \rho r^3 \partial_x (\sigma/\rho_0) \) estimate listed in (4-103), it suffices to estimate this term with \( \rho \) replaced by \( \rho_0 \). We claim that

\[
\left\| \rho_0 r^3 \partial_x \left( \frac{\sigma}{\rho_0} \right) \right\|_{L^\infty} \leq C \left( \sqrt{\epsilon_b^{1,\sigma}} + \sqrt{\epsilon^4} \right) \leq C \sqrt{\epsilon}.
\]  

(4-121)

To prove (4-121), we will use the one-dimensional Sobolev embedding \( W^{1,1} \hookrightarrow C^0 \). First note that

\[
\int r_0^3 \left| \partial_x \left( \frac{\sigma}{\rho_0} \right) \right| dx \leq \left( \int r_0^2 r^2 dx \right)^{1/2} \left( \int \frac{\rho^2}{\rho} \left| \partial_x \left( \frac{\sigma}{\rho_0} \right) \right|^2 dx \right)^{1/2} \leq C \sqrt{\epsilon_b^{1,\sigma}}.
\]  

(4-122)

On the other hand, we may compute

\[
\partial_x \left( \rho_0 r^3 \partial_x \left( \frac{\sigma}{\rho_0} \right) \right) = \frac{\rho_0}{r} \partial_x \left( r^4 \partial_x \left( \frac{\sigma}{\rho_0} \right) \right) + \partial_x \rho_0 r^3 \partial_x \left( \frac{\sigma}{\rho_0} \right) - \frac{\rho_0}{4\pi \rho} \partial_x \left( \frac{\sigma}{\rho_0} \right),
\]

\[
\partial_x \rho_0 = -\frac{x}{4\pi K \gamma \rho_0^{\gamma-2} r_0^4}.
\]  

(4-123)

Then since \( \frac{\rho_0}{\rho_0^{2\gamma-2}} \leq \frac{C}{\rho_0} \) as long as \( \gamma < 2 \), we may estimate

\[
\int \rho_0^2 \left| \partial_x \left( \rho_0 r^3 \partial_x \left( \frac{\sigma}{\rho_0} \right) \right) \right|^2 dx 
\leq C \int \rho_0^2 \left[ \frac{\rho_0^2}{r^2} \left| \partial_x \left( r^4 \partial_x \left( \frac{\sigma}{\rho_0} \right) \right) \right|^2 + \frac{\rho_0^2}{\rho^2} \left| \partial_x \left( \frac{\sigma}{\rho_0} \right) \right|^2 + \frac{x^2 r_0^6}{\rho_0^{2\gamma-2} r_0^8} \left| \partial_x \left( \frac{\sigma}{\rho_0} \right) \right|^2 \right] dx
\leq C \epsilon^4 + \epsilon_b^{1,\sigma}.
\]  

(4-124)

Then from this and Hölder’s inequality, we get

\[
\int \left| \partial_x \left( \rho_0 r^3 \partial_x \left( \frac{\sigma}{\rho_0} \right) \right) \right| dx \leq \left( \int \frac{dx}{\rho_0^2 r_0^2} \right)^{1/2} \left( \int \rho_0^2 \left| \partial_x \left( \rho_0 r^3 \partial_x \left( \frac{\sigma}{\rho_0} \right) \right) \right|^2 dx \right)^{1/2}
\leq C \sqrt{\epsilon^4} + \sqrt{\epsilon_b^{1,\sigma}}.
\]  

(4-125)

Together, the estimates (4-123) and (4-125) constitute a \( W^{1,1} \) estimate for \( \rho_0 r^3 \partial_x \left( \frac{\sigma}{\rho_0} \right) \), so we then obtain (4-121) via the Sobolev embedding.  

\( \square \)
5. Nonlinear instability

5A. The bootstrap argument. Based on the nonlinear estimates in the previous section, we now establish a bootstrap argument that allows us to control the growth of $\mathcal{E}$ in terms of the linear growth rate $\lambda$, constructed in Theorem 2.1. The idea is to assume small data and that the lowest-order energy, $\mathcal{E}^0$, grows no faster than the linear growth rate; then the inequalities in the last section allow for a bootstrap argument that shows that all of $\mathcal{E}$ grows no faster than the linear growth rate.

**Proposition 5.1.** Let $\sigma$ and $v$ be a solution to the Navier–Stokes–Poisson system (4-2). Assume that
\[
\sqrt{\mathcal{E}(0)} \leq C_{0t} \quad \text{and} \quad \sqrt{\mathcal{E}^0(t)} \leq C_{0t} e^{\lambda t} \quad \text{for} \quad 0 \leq t \leq T, \tag{5-1}
\]
where $\mathcal{E}^0$ and $\mathcal{E}$ are as defined in (4-11) and (4-19). Then there exist $C_*$ and $\theta_* > 0$ such that if $0 \leq t \leq \min\{T, T(t, \theta)\}$, then
\[
\sqrt{\mathcal{E}(t)} \leq C_* e^{\lambda t} \leq C_\theta \theta_* \tag{5-2}
\]
where we have written $T(t, \theta) = \frac{1}{\lambda} \ln \frac{\theta_*}{\theta}$.

**Proof.** To prove the result, we will employ a bootstrap argument using all of the nonlinear energy estimates derived in the previous section. We now choose $\theta_1$ and $\eta$ sufficiently small in all of these estimates that $C\theta_1 + \eta \leq \frac{\lambda}{2}$ and $C\theta_1 \leq \frac{1}{8}$ in all of the energy inequalities. Throughout this proof, we will write $\tilde{C}$ for a generic constant; we write this in place of $C$ to distinguish the constants from those appearing in the nonlinear energy estimates.

To begin the bootstrapping, we show that the estimate (5-1) allows us to control an integral of the $\mathcal{D}^0$ dissipation. Indeed, we use (4-25) and (4-1) along with Gronwall’s inequality to see that for $0 \leq t \leq T$,
\[
\frac{d}{dt} \mathcal{E}^0 + \frac{1}{2} \mathcal{D}^0 \leq C \mathcal{E}^0 \leq C \mathcal{D}^0 e^{(\epsilon^{1/2} + \lambda/2)t} + \frac{\lambda}{2} \mathcal{E}^0 \quad \Rightarrow \quad \frac{1}{2} \int_0^t e^{\lambda/2(t-s)} \mathcal{D}^0(s) ds \leq \tilde{C} t e^{2\lambda t}. \tag{5-3}
\]
Then we employ (4-34) with $\beta = -1$ in conjunction with (5-3) to see that
\[
\frac{d}{dt} \left( e^{-\lambda/2} \mathcal{E}^{0,\sigma}_{-1}(t) \right) \leq C e^{-\lambda/2} \mathcal{D}^0(0) \quad \Rightarrow \quad \mathcal{E}^{0,\sigma}_{-1}(t) \leq \mathcal{E}^{0,\sigma}_{-1}(0) e^{\lambda/2} + C \int_0^t e^{\lambda/2(t-s)} \mathcal{D}^0(s) ds \quad \Rightarrow \quad \mathcal{E}^{0,\sigma}_{-1}(t) \leq \tilde{C} t e^{2\lambda t} \tag{5-4}
\]
Next, let $q > 0$ be the constant from estimate (4-35) and choose $k = (4q)/\lambda$. Then (4-35) and (4-47), together with (4-25) and the above estimates, imply that for $0 \leq t \leq T$,
\[
\frac{d}{dt} [k \mathcal{E}^2 + k \mathcal{E}^0 + \mathcal{E}] + \frac{k}{2} \mathcal{D}^2 \leq (\eta + C\theta_1) (\mathcal{E}^1 + k \mathcal{E}^2) + q \mathcal{E}^2 + C (\mathcal{E}^0 + \mathcal{E}^{0,\sigma}_{-1}) \leq \frac{\lambda}{2} (\mathcal{E}^1 + k \mathcal{E}^2 + k \mathcal{E}^0) + \tilde{C} t e^{2\lambda t}. \tag{5-5}
\]
Using Gronwall’s inequality again, we obtain from this that for $0 \leq t \leq T$,
\[
\mathcal{E}^2(t) + \mathcal{E}^1(t) + \frac{1}{2} \int_0^t e^{\lambda/2(t-s)} \mathcal{D}^2(s) ds \leq \tilde{C} t e^{2\lambda t}. \tag{5-6}
\]
Here we have used the fact that $k$ is bounded and nonzero to absorb it into the constant $\tilde{C}$. We then employ (4-56) with $\beta = -1$ to see that

$$
\frac{d}{dt}(e^{-t\lambda/2}\mathcal{E}_{-1}^2(t)) \leq Ce^{-t\lambda/2}(\mathcal{D}_2^2(t) + \mathcal{D}_0^0(t))
$$

$$
\Rightarrow \mathcal{E}_{-1}^2(t) \leq \mathcal{E}_{-1}^2(0)e^{t\lambda/2} + C \int_0^t e^{\lambda/2(t-s)}(\mathcal{D}_2^2(s) + \mathcal{D}_0^0(s)) \, ds
$$

$$
\Rightarrow \mathcal{E}_{-1}^2(t) \leq \tilde{C}t^2 e^{2\lambda t} \Rightarrow \mathcal{E}_{0}^2(t) \leq \tilde{C}\mathcal{E}_{-1}^2(t) \leq \tilde{C}t^2 e^{2\lambda t}. \tag{5-7}
$$

Bootstrapping further, (4-57) gives rise to

$$
\mathcal{E}_3^3(t) \leq \tilde{C}t^2 e^{2\lambda t}. \tag{5-8}
$$

Similarly, from (4-72), (4-73), (4-74), (4-76), and (4-77), we also obtain, for $0 \leq t \leq T$,

$$
\mathcal{E}_{b}^{0, \sigma}(t) + \mathcal{E}_{a}^{1, \sigma}(t) + \mathcal{E}_{a_1}^{3, \sigma}(t) + \mathcal{E}_{a_2}^{3, v}(t) + \mathcal{E}_{a_2}^{3, \sigma}(t) \leq \tilde{C}t^2 e^{2\lambda t}. \tag{5-9}
$$

Next, from (4-78), we get

$$
\frac{d}{dt}\mathcal{E}_4^4 \leq (\eta + C\theta_1)\mathcal{E}_4^4 + \tilde{C}t^2 e^{2\lambda t} \Rightarrow \mathcal{E}_4^4(t) \leq \tilde{C}t^2 e^{2\lambda t}. \tag{5-10}
$$

In turn, from (4-86) and (4-88), we find that

$$
\mathcal{E}_{a_1}^4(t) + \mathcal{E}_{a_2}^4(t) \leq \tilde{C}t^2 e^{2\lambda t}. \tag{5-11}
$$

Similarly, the energy inequalities (4-89), (4-91), (4-93) yield

$$
\mathcal{E}_5^5(t) + \mathcal{E}_a^5(t) + \mathcal{E}_{-1}^5(t) \leq \tilde{C}t^2 e^{2\lambda t}, \tag{5-12}
$$

and (4-97) and (4-96) yield

$$
\mathcal{E}_6^6(t) + \mathcal{E}_a^6(t) \leq \tilde{C}t^2 e^{2\lambda t}. \tag{5-13}
$$

Successively, (4-98), (4-99), and (4-100) imply

$$
\mathcal{E}_7^7(t) + \mathcal{E}_a^7(t) + \mathcal{E}_{-1}^7(t) \leq \tilde{C}t^2 e^{2\lambda t}. \tag{5-14}
$$

To get the bound of $\mathcal{E}_8^8$, we first note that $\mathcal{E}_8^8$ satisfies the following inequality from (4-101) and (4-102):

$$
\frac{d}{dt}[\mathcal{E}_8^8 + \tilde{F}_*] \leq (\eta + C\theta_1)(\mathcal{E}_8^8 + \tilde{F}_*) + C_1|\mathcal{E}|^2 + \tilde{C}t^2 e^{2\lambda t}, \tag{5-15}
$$

for some constants $C_1 > 0$ and $\tilde{C} > 0$. We now define $T^*$ by

$$
T^* := \sup \left\{ t \mid \mathcal{E}_8(t) \leq \min\left\{ \theta_1, \frac{\lambda}{4C_1} \right\} \text{ for } s \in [0, t] \right\}. \tag{5-16}
$$

Let $0 \leq t \leq \min\{T, T^*\}$. Then by the Gronwall inequality, (5-15) implies that

$$
\mathcal{E}_8^8(t) + \tilde{F}_*(t) \leq \tilde{C}t^2 e^{2\lambda t} \Rightarrow \mathcal{E}_8^8(t) + \mathcal{E}_{a_1}^8(t) \leq \tilde{C}t^2 e^{2\lambda t} \text{ for } 0 \leq t \leq \min\{T, T^*\}. \tag{5-17}
$$
Thus, combining all of the above analysis, we finally obtain

$$\mathcal{E}(t) \leq C_2 t^2 e^{2\lambda t} \quad \text{for } 0 \leq t \leq \min\{T, T^*\}$$

(5-18)

for a constant $C_2 > 0$ independent of $t$.

We now choose $\theta_*$ such that $C_2(\theta_*)^2 < \min\{\theta_1, \lambda/4C_1\}$. We consider the following two cases.

(i) $T(t, \theta_*) \leq \min\{T, T^*\}$. In this case, the conclusion follows without any additional work.

(ii) $T(t, \theta_*) > \min\{T, T^*\}$. We claim that it must hold that $T \leq T^* < T(t, \theta_*)$. Letting $t = T^*$, from (5-18), we get

$$\mathcal{E}(T^*) \leq C_2 t^2 e^{2\lambda T^*} < C_2(\theta_*)^2 \quad \text{by the definition of } T(t, \theta_*),$$

(5-19)

but this is impossible due to our choice of $\theta_*$ since it would then contradict the definition of $T^*$. Since we then find our desired estimate in both cases, this concludes the proof of the proposition.

□

5B. Further nonlinear estimates. As preparation for the proof of our main theorem, we recall that the Navier–Stokes–Poisson system (4-2) can be written in perturbed form as in (3-38) and (3-39) in terms of $\sigma$ and $w := r^2v$:

$$\partial_t \left( \frac{\sigma}{w} \right) - \mathcal{L} \left( \frac{\sigma}{w} \right) = \left( N_1, N_2 \right),$$

(5-20)

with the boundary conditions

$$\left( \frac{w}{r^2} \right)(0, t) = 0 \quad \text{and} \quad \sigma(M, t) = 0, \quad \mathcal{B}(w) = N_{\mathcal{B}} \quad \text{at} \quad x = M,$$

(5-21)

where the boundary operator $\mathcal{B}(w)$ is defined by (3-34), $N_{\mathcal{B}}$ is given as

$$N_{\mathcal{B}} = \left\{ \left( \delta + 4\varepsilon \frac{3}{3} \right) 4\pi \sigma \partial_x w - 4\varepsilon \left[ \left( \frac{r_0}{r} \right)^3 - 1 \right] \frac{w}{r_0^3} \right\} \bigg|_{x=M},$$

(5-22)

and $N_1$ and $N_2$ become

$$N_1 = -4\pi (2\rho_0 + \sigma) \sigma \partial_x w,$$

$$N_2 = \frac{2w^2}{r^3} - 4\pi (r^4 - r_0^4) \partial_x \left( K \gamma \rho_0^\gamma \sigma \rho_0 \right) - 4\pi r^4 \partial_x \left( \rho_0^\gamma \rho_0 \left( \frac{\sigma}{\rho_0} \right)^2 \right) - M_1 - M_2,$$

(5-23)

where

$$M_1 = \frac{r_0}{r_0^3} \left( r_0^4 - r^4 - \frac{r_0}{\pi} \int_0^x \frac{\sigma}{\rho_0} \frac{dy}{r_0^2} \right)$$

$$= \frac{x}{c_1 r_0^3} \int_0^x \frac{1}{\rho_*} \left( \frac{\sigma}{\rho_0} \right)^2 dy + \frac{c_2}{r_0^6} \left( \int_0^x \frac{\sigma}{\rho_0} dy \right)^2 \quad \text{by Taylor expansion,}$$

(5-24)

where $\rho_*/\rho_0 \sim 1$ is a bounded smooth function of $\frac{\sigma}{\rho_0}$.
Throughout the proof, we will write \( \theta \). Hence, from the definition of the energies and from the estimates in the previous section, it is easy to see that

\[
M = 16\pi^2 \left( \delta + \frac{4\varepsilon}{3} \right) \left\{ r_0^4 \partial_x (\rho \partial_x w) - r^4 \partial_x (\rho \partial_x w) \right\}
\]

is defined in (3-46). It is possible to estimate these nonlinearities in terms of the energy \( \mathcal{E} \) given by (4-19). We present these estimates now.

**Lemma 5.2.** For each \( t \),

\[
\mathcal{E}(N_1, N_2) \leq C|\mathcal{E}|^2 \quad \text{and} \quad |N_3| + |\partial_t N_3| + |\partial_t^2 N_3| \leq C|\mathcal{E}|^2,
\]

where \( \mathcal{E} \) is defined in (3-46).

**Proof.** The second inequality follows directly from Lemma 4.9. For the first inequality, we only provide the details for the highest-order nonlinear term \( M_2 \) in \( N_2 \). Lower-order terms may be estimated similarly. Throughout the proof, we will write \( \theta_1 \) to denote the left side of estimate (4-103); Lemma 4.9 then implies that \( \theta_1 \leq C \sqrt{\mathcal{E}} \).

By rewriting \( M_2 \) as

\[
M_2 = 16\pi^2 \left( \delta + \frac{4\varepsilon}{3} \right) \left\{ r_0^4 \partial_x (\rho \partial_x w) - r^4 \partial_x (\rho \partial_x w) \right\}
\]

it is easy to see that

\[
\int \frac{|N_2|^2}{r_0^4} \, dx \leq C \theta_1^2 \mathcal{E} \leq C|\mathcal{E}|^2.
\]

Next,

\[
\frac{\partial_x M_2}{16\pi^2 \left( \delta + \frac{4\varepsilon}{3} \right)} = \left( \frac{r_0}{r} \right)^3 \left[ 1 - \left( \frac{r_0}{r} \right)^3 + \frac{\sigma}{\rho} \frac{\rho}{r^4 \partial_x (\rho \partial_x w) + r^4 \partial_x (\rho \partial_x w)} \right]
\]

\[
+ \left[ \left( \frac{r_0}{r} \right)^4 - 1 \right] \left\{ \frac{\rho}{\rho} \partial_x \left( r^4 \partial_x (\rho \partial_x w) \right) + 2 r^4 \partial_x \left( \frac{\rho_0}{\rho} \right) \partial_x (\rho \partial_x w) + \partial_x \left( r^4 \partial_x \left( \frac{\rho_0}{\rho} \right) \rho \partial_x w \right) \right\}
\]

\[
- \frac{\sigma}{\rho} \partial_x \left( r^4 \partial_x (\rho \partial_x w) \right) - 2 r^4 \partial_x \left( \frac{\sigma}{\rho} \right) \partial_x (\rho \partial_x w) - \partial_x \left( r^4 \partial_x \left( \frac{\sigma}{\rho} \right) \rho \partial_x w \right). \]

Hence, from the definition of the energies and from the estimates in the previous section,

\[
\int \rho_0 |\partial_x M_2|^2 \, dx \leq C \theta_1^2 \left( \mathcal{E}_{a_2}^4 + \mathcal{E}_{a_1}^{3,v} + \mathcal{E}_{b}^{1,\sigma} \right) + C \theta_1^4 \left( \mathcal{E}_{b}^4 + \mathcal{E}_{b}^{1,\sigma} \right) + C \left( \mathcal{E}_{b}^{1,\sigma} + \mathcal{E}_{b}^4 \right) \mathcal{E}_{a_1}^{3,v} \leq C|\mathcal{E}|^2.
\]
On the other hand, $\partial_t M_2$ reads as

$$
\frac{\partial_t M_2}{16\pi^2 \left( \delta + \frac{4\varepsilon}{3} \right)} = -4r^3 v \partial_x (\rho \partial_x w) - r^4 \partial_x (\sigma \partial_x \partial_t w) - r^4 \partial_x (\rho \partial_x \partial_t w) + (r_0^4 - r^4) \partial_x (\rho_0 \partial_x \partial_t w)
$$

Thus

$$
\int \frac{|\partial_t M_2|^2}{r_0^4} \, dx \leq C \theta_1^2 \left( \varepsilon_{a_1}^3 + \varepsilon_{a_2}^3 + \varepsilon_{a_2}^5 \right) + C \left( \varepsilon^4 + \varepsilon_{b_1}^{1,\sigma} \right) \varepsilon_6^{\sigma} \leq C |\varepsilon|^2. \quad \square
$$

5C. Data analysis. In order to prove our nonlinear instability result, we want to use the linear growing mode solutions constructed in Theorem 2.1 to construct small initial data for the nonlinear problem, written in the perturbation formulation (5-20). Small data in the perturbation formulation correspond to initial data for (1-17)–(1-20) that are close to the stationary solutions $\rho = \rho_0$, $v = 0$, $r = r_0$. Unfortunately, due to the regularity framework (given by $n$ as in (4-19)) in which we have proved our nonlinear estimates, we cannot simply set the initial data for the nonlinear problem (5-20) to be a small constant times the linear growing modes. The reason for this is that the initial data for the nonlinear problem must satisfy certain nonlinear compatibility conditions in order for us to guarantee local existence in the energy space defined by $\varepsilon$. Until now, we have taken the local well-posedness theory for the nonlinear problem for granted, but we must now say a few words about the compatibility conditions in order to construct our desired initial data.

Recall that we can rewrite the nonlinear problem (1-17)–(1-20) in the form (5-20)–(5-21) with nonlinearities given by (5-22)–(5-23). Let us concisely rewrite (5-20) as

$$
\partial_t \mathcal{X} + \mathcal{L} \mathcal{X} = \mathcal{N}(\mathcal{X}) \quad \text{for} \quad \mathcal{X} = \left( \begin{array}{c} \sigma \\ w \end{array} \right), \quad (5-32)
$$

where $\mathcal{N}(\mathcal{X})$ is the nonlinearity given in terms of $N_1$ and $N_2$ by the right side of (5-20). We will also rewrite the boundary conditions (5-21) as

$$
\mathcal{E}(\mathcal{X}) := \left( \begin{array}{c} (w/r_0^2)|_{x=0} \\ \sigma|_{x=M} \\ \mathcal{B}(w)|_{x=M} \end{array} \right) = \left( \begin{array}{c} w(r_0^{-2} - r^{-2})|_{x=0} \\ 0 \\ N_{\mathcal{B}} \end{array} \right) := \mathcal{N}_{\mathcal{B}}(\mathcal{X}). \quad (5-33)
$$

Here $r$ is determined as a nonlinear function of $\sigma$ as usual.

Rewriting the nonlinear problem as (5-32)–(5-33) now allows us to easily describe the compatibility conditions for the initial data. Given $\mathcal{X}(0)$ as initial data for $\mathcal{X}$ at $t = 0$, we can use (5-32) to iteratively
solve for $\partial_t^j \mathcal{X}(0)$ for $j \geq 1$:

$$
\partial_t \mathcal{X}(0) = -\mathcal{L} \mathcal{X}(0) + \mathcal{N}(\mathcal{X}(0)),
$$

$$
\partial_t^2 \mathcal{X}(0) = -\mathcal{L} \partial_t \mathcal{X}(0) + D \mathcal{N}(\mathcal{X}(0)) \cdot \partial_t \mathcal{X}(0)
= -\mathcal{L} \left( -\mathcal{L} \mathcal{X}(0) + \mathcal{N}(\mathcal{X}(0)) \right) + D \mathcal{N}(\mathcal{X}(0)) \cdot \left( -\mathcal{L} \mathcal{X}(0) + \mathcal{N}(\mathcal{X}(0)) \right),
$$

(5-34)

and so on for higher derivatives, where $D$ is the derivative of the nonlinearity. We may similarly compute $\partial_t^j \mathcal{N}_\beta(\mathcal{X})(0)$:

$$
\partial_t \mathcal{N}_\beta(\mathcal{X})(0) = D \mathcal{N}_\beta(\mathcal{X}(0)) \cdot \partial_t \mathcal{X}(0) = D \mathcal{N}_\beta(\mathcal{X}(0)) \cdot \left[ -\mathcal{L} \mathcal{X}(0) + \mathcal{N}(\mathcal{X}(0)) \right]_{x = M},
$$

(5-35)

continuing as above for higher derivatives. This procedure may be carried out indefinitely as long as $\mathcal{X}(0)$ is sufficiently smooth. However, we may also differentiate the boundary condition (5-33) with respect to time and then set $t = 0$ to see that the data must satisfy the boundary conditions

$$
\mathcal{C}(\partial_t^j \mathcal{X}(0)) = \partial_t^j \mathcal{N}_\beta(\mathcal{X})(0) \quad \text{for } j \geq 0.
$$

(5-36)

Since the terms $\partial_t^j \mathcal{X}(0)$ and $\partial_t \mathcal{N}_\beta(\mathcal{X})(0)$ constructed in (5-34)–(5-35) are determined entirely by $\mathcal{X}(0)$, we then find that the data $\mathcal{X}(0)$ must satisfy the nonlinear compatibility conditions given by substituting (5-34)–(5-35) into (5-36).

For completely smooth solutions to the nonlinear problem, the compatibility conditions would have to hold for all $j \geq 0$. In our case, we only require solutions to remain in the energy space defined by $\mathcal{E}$, and as such, we must only solve for $\partial_t^j \mathcal{X}(0)$ for $j = 1, 2, 3$, given $\mathcal{X}(0)$. This then requires the compatibility condition from (5-36) only for $0 \leq j \leq 3$. Of course, in order to guarantee that $\mathcal{C}(0)$ is finite, we must have that $\partial_t^j \mathcal{X}(0)$, $0 \leq j \leq 3$, satisfies the integrability conditions in the definition of $\mathcal{E}(0)$. This in turn gives us a natural Hilbert function space $\mathcal{H}$ with the following three properties. First, if $\mathcal{X}(0) \in \mathcal{H}$, then we have the trace estimates needed to make sense of the boundary conditions in (5-36) for $0 \leq j \leq 3$. Second, if $\|\mathcal{X}(0)\|_\mathcal{H}$ is sufficiently small, then

$$
\mathcal{E}(0) \leq C \|\mathcal{X}(0)\|_\mathcal{H}^2
$$

for some $C > 0$. Here the smallness assumption is needed to deal with the nonlinearities in (5-34)–(5-35) and the $r$ terms in $\mathcal{E}$. Third, the linear growing modes produced in Theorem 2.1 are in $\mathcal{H}$. It is straightforward to extract the proper definition of $\mathcal{H}$ from $\mathcal{E}$ and to work out the details of the estimate of $\mathcal{E}(0)$; as such, for the sake of brevity, we omit these. With $\mathcal{H}$ defined in this way, it is then easy to use estimate (2-13) of Theorem 2.1 in conjunction with (2-8)–(2-10) to see that the growing modes are in $\mathcal{H}$.

Now that we have stated the nonlinear compatibility conditions, we see why we cannot simply set $\mathcal{X}(0) = \iota \mathcal{X}_0$ with

$$
\mathcal{X}_0 = \begin{pmatrix} \sigma_* \\ w_* \end{pmatrix}
$$

(5-37)

for $\sigma_*$ and $v_* = \bar{w}_*/r_0^2$ the growing mode solution constructed in Theorem 2.1 and $\iota > 0$ a small parameter. Indeed, these solve

$$
\lambda \mathcal{X}_0 + \mathcal{L} \mathcal{X}_0 = 0 \quad \text{and} \quad \mathcal{C}(\mathcal{X}_0) = 0 \quad \implies \quad \mathcal{C}(\mathcal{L}^j \mathcal{X}_0) = 0 \quad \text{for all } j \geq 0,
$$

(5-38)
which in particular means that \( \mathcal{X}(0) = t \mathcal{X}_0 \) does not satisfy the nonlinear compatibility condition (5-36) for \( j \geq 1 \).

To get around this obstacle, we will use the implicit function theorem to produce a curve of initial data satisfying the compatibility conditions, close to the linear growing modes. To this end, let us define the map \( F : \mathbb{H} \to \mathbb{R}^{12} \) via

\[
F(\mathcal{X}) = \begin{pmatrix}
\mathbf{C}(\mathcal{X}) \\
\mathbf{C}(\partial_\mathcal{X}) \\
\mathbf{C}(\partial^2_\mathcal{X}) \\
\mathbf{C}(\partial^3_\mathcal{X})
\end{pmatrix} - \begin{pmatrix}
\mathbf{M}_\mathcal{X}(\mathcal{X}) \\
\partial_t \mathbf{M}_\mathcal{X}(\mathcal{X}) \\
\partial^2_t \mathbf{M}_\mathcal{X}(\mathcal{X}) \\
\partial^3_t \mathbf{M}_\mathcal{X}(\mathcal{X})
\end{pmatrix},
\tag{5-39}
\]

where we understand that \( \partial^j_\mathcal{X} \) and \( \partial^j_t \mathbf{M}_\mathcal{X}(\mathcal{X}) \) for \( j = 1, 2, 3 \) are computed in terms of \( \mathcal{X} \) as in (5-34)–(5-35).

Let \( \mathcal{X}_0 \) be the linear growing modes as above and let \( \mathcal{X}_i \in \mathbb{H}, i = 1, \ldots, 12 \), be arbitrary for now, with exact values to be chosen later. We then define \( f : \mathbb{R}^{1+12} \to \mathbb{R}^{12} \) via

\[
f(t, \tau) = F \left( t \mathcal{X}_0 + \sum_{i=1}^{12} \tau_i \mathcal{X}_i \right) \quad \text{for } t \in \mathbb{R} \text{ and } \tau \in \mathbb{R}^{12}.
\tag{5-40}
\]

Given the structure of the nonlinearities \( \mathbf{M}(\cdot) \) and \( \mathbf{M}_\mathcal{X}(\cdot) \), one easily sees that \( f \in C^2(\mathbb{R}^{1+12}; \mathbb{R}^{12}) \). Also, \( f(0, 0) = 0 \) and

\[
\frac{\partial f}{\partial t}(0, 0) = \begin{pmatrix}
\mathbf{C}(\mathcal{X}_0) \\
\mathbf{C}(\mathcal{X}_0) \\
\mathbf{C}(\mathcal{X}_0) \\
\mathbf{C}(\mathcal{X}_0)
\end{pmatrix} = 0 \quad \text{and} \quad \frac{\partial f}{\partial \tau_i}(0, 0) = \begin{pmatrix}
\mathbf{C}(\mathcal{X}_i) \\
\mathbf{C}(\mathcal{X}_i) \\
\mathbf{C}(\mathcal{X}_i) \\
\mathbf{C}(\mathcal{X}_i)
\end{pmatrix}.
\tag{5-41}
\]

From this it is then straightforward to choose the \( \mathcal{X}_i \) for \( i = 1, \ldots, 12 \) such that the \( 12 \times 12 \) matrix \( (\partial f/\partial \tau)(0, 0) \) is invertible. The implicit function theorem then provides a small constant \( \iota_0 > 0 \) and a function \( \xi : (-\iota_0, \iota_0) \to \mathbb{R}^{12} \) such that \( f(t, \xi(t)) = 0 \) for all \( t \in (-\iota_0, \iota_0) \) and such that \( \xi \in C^2 \) and \( \xi(0) = 0 \). We may then differentiate the equation \( f(t, \xi(t)) = 0 \) with respect to \( t \), set \( t = 0 \), and use the first equation in (5-41) to see that

\[
0 = \frac{\partial f}{\partial t}(0, 0) + \frac{\partial f}{\partial \tau}(0, 0) \frac{d\xi(0)}{dt} = \frac{\partial f}{\partial \tau}(0, 0) \frac{d\xi(0)}{dt} \Rightarrow \frac{d\xi}{dt}(0) = 0,
\tag{5-42}
\]

since the matrix \( (\partial f/\partial \tau)(0, 0) \) is invertible. Then \( \xi \in C^2 \) with \( \xi(0) = \dot{\xi}(0) = 0 \) such that \( \xi(t)/t^2 \) is well-defined and continuous on \( (-\iota_0, \iota_0) \). Using this, we may then deduce the existence of a small parameter \( \iota_0 > 0 \) and a curve \( \mathcal{Y} : (-\iota_0, \iota_0) \to \mathbb{H} \) given by

\[
\mathcal{Y}(t) = t \mathcal{X}_0 + t^2 \sum_{i=1}^{12} \frac{\xi_i(t)}{\iota_0^2} := t \mathcal{X}_0 + t^2 \mathcal{Y}(t),
\tag{5-43}
\]
such that for all $\iota \in (-\iota_0, \iota_0)$,

$$F(\mathcal{Y}(\iota)) = 0,$$

that is, $\mathcal{Y}(\iota)$ satisfies the nonlinear compatibility conditions,

$$\sqrt{\mathcal{E}(\mathcal{Y}(\iota))} \leq C\|\mathcal{Y}(\iota)\|_{H} \leq C\iota,$$

and

$$\mathcal{E}(\mathcal{Y}(\iota)_1, \mathcal{Y}(\iota)_2) \leq C,$$  \hspace{1cm} (5-44)

where the norm $\| \cdot \|_0 \leq \| \cdot \|_H$ is given by (3-45), the term $\mathcal{E}$ is defined by (3-46), and in the second line we have written $\mathcal{E}(\mathcal{Y}(\iota))$ for $\mathcal{E}(0)$ computed from the initial data $\mathcal{X}(0) = \mathcal{Y}(\iota)$.

We now recast the above discussion as a lemma.

**Lemma 5.3.** Let $\sigma_*, v_*$ be the growing mode solution constructed in Theorem 2.1, write $\bar{w}_* = r_0^2 v_*$, and assume the normalization

$$\left\| \begin{pmatrix} \sigma_* \\ \bar{w}_* \end{pmatrix} \right\|_0 = 1,$$  \hspace{1cm} (5-45)

for $\| \cdot \|_0$ the norm defined by (3-45). Then there exist a number $\iota_0 > 0$ and a family of initial data

$$\begin{pmatrix} \sigma^1(0) \\ w^1(0) \end{pmatrix} = \mathcal{X}(\iota) = \iota \begin{pmatrix} \sigma_* \\ \bar{w}_* \end{pmatrix} + \iota^2 \begin{pmatrix} \sigma_0(\iota) \\ w_0(\iota) \end{pmatrix}$$  \hspace{1cm} (5-46)

for $\iota \in [0, \iota_0)$ such that the following hold.

1. $\mathcal{X}(\iota)$ satisfies the nonlinear compatibility conditions required for a solution to the nonlinear problem (5-32) to exist in the energy space defined by $\mathcal{E}$.

2. If $\mathcal{E}(0)$ denotes the value of $\mathcal{E}$ determined at $t = 0$ from the data $\mathcal{X}(\iota)$, then $\mathcal{E}(0) \leq C\iota^2$ for a constant $C > 0$.

3. For all $\iota \in [0, \iota_0)$, we have

$$\left\| \begin{pmatrix} \sigma_0(\iota) \\ w_0(\iota) \end{pmatrix} \right\|_0^2 \leq \mathcal{E}(\sigma_0(\iota), w_0(\iota)) \leq C$$  \hspace{1cm} (5-47)

for a constant $C > 0$ independent of $\iota$, where $\mathcal{E}$ is given by (3-46).

4. Let $\psi^1$ denote the function given by (3-40), with $N_{\mathfrak{B}} = N_{\mathfrak{B}}(\mathcal{X}(\iota))$ determined by the data $\mathcal{X}(\iota)$ at $t = 0$. Then $\bar{w}^1(0) = w^1(0) - \psi^1$ satisfies the homogeneous boundary condition $\mathfrak{B}(\bar{w}^1(0)) = 0$ and

$$\left\| \begin{pmatrix} 0 \\ \psi^1 \end{pmatrix} \right\|_0^2 \leq \mathcal{E}(0, \psi^1) \leq C\iota^4$$  \hspace{1cm} (5-48)

for a constant $C > 0$ independent of $\iota$.

**Proof.** Everything except for the last item is proved above. The last item follows from Lemma 3.4 and the fact that $N_{\mathfrak{B}}$ is at least a quadratic nonlinearity. \qed
5D. Instability. We are now ready to prove our main result.

**Theorem 5.4.** There exist $\theta_0 > 0$, $C > 0$, and $0 < t_0 < \theta_0$ such that for any $0 < t < t_0$, there exists a family of solutions $\sigma^t(t)$ and $\nu^t(t)$ to the Navier–Stokes–Poisson system (4-2) such that

\[
\sqrt{E}(0) \leq Ct, \quad \text{but} \quad \sup_{0 \leq t \leq T^t} \sqrt{\mathcal{E}(t)} \geq \sup_{0 \leq t \leq T^t} \sqrt{\mathcal{E}(0, \sigma^t(t)) + \mathcal{E}(0, \nu^t(t))} \geq \theta_0.
\]  

(5-49)

Here $T^t$ is given by $T^t = \frac{1}{\lambda} \ln \frac{\theta_0}{t}$ and $\mathcal{E}(0, \sigma^t)$ and $\mathcal{E}(0, \nu^t)$ are defined in the first line of (4-11).

**Proof.** We divide the proof into steps. At several points in the proof we will restrict the size of the constant $\theta_0$. Whenever we do so, we assume that $\theta$ is also restricted such that $0 < \theta < t_0 \leq \theta_0$. We will choose the value of $\theta_0$ in the final step of the proof.

*Step 1* (data and the solutions). Let us assume that $t_0$ is as small as the $t_0$ appearing in Lemma 5.3, and then let $X(t)$ for $t \leq t_0$ be the family of initial data for the nonlinear problem (5-32)–(5-33) given in the lemma. For $0 < t \leq t_0$, we now let $(\sigma^t, \nu^t)$ be solutions to the Navier–Stokes–Poisson system (5-32)–(5-33) with a family of initial data

\[
\left( \begin{array}{c}
\sigma^t \\
\nu^t
\end{array} \right)_{|t=0} = \left( \begin{array}{c}
\sigma^t(0) \\
\nu^t(0)
\end{array} \right) = X(t) = t \left( \begin{array}{c}
\sigma^* \\
\nu^*
\end{array} \right) + t^2 \left( \begin{array}{c}
\sigma_0(t) \\
\nu_0(t)
\end{array} \right).
\]  

(5-50)

The solution satisfies $\sqrt{E}(0) \leq Ct$.

Note that since

\[
r^t(x, 0) = \left( \frac{3}{4\pi} \int_0^x \frac{dy}{\rho_0(y) + i\sigma_0(y)} \right)^{1/3},
\]  

(5-51)

a Taylor expansion and item (2) of Lemma 5.3 allow us to estimate

\[
\left\| 1 - \frac{r_0(x)}{r^t(x, 0)} \right\|_{L^\infty}^2 + \frac{\nu}{2} \left\| 1 - \frac{r_0(x)}{r^t(x, 0)} \right\|_{L^2}^2 \leq A_1 t^2
\]  

(5-52)

for a constant $A_1 > 0$ independent of $t$. From this, the normalization (5-45), and the estimate (5-47), we may assume that $t < t_0$ with $t_0$ small enough that

\[
\frac{t}{2} \leq \sqrt{\mathcal{E}(0, \sigma^t(0)) + \mathcal{E}(0, \nu^t(0)) + \mathcal{E}(1, \nu^t(0)) + \sqrt{\mathcal{E}(0, r^t(0))}} \leq 2t.
\]  

(5-53)

Throughout the rest of the proof we will let $\mathcal{E}(t)$ denote the total energy, defined by (4-19), associated to the solutions $\sigma^t$ and $\nu^t$ at time $t$.

*Step 2* (control of the energy). Let us define the constant

\[
B_0 := \left( 2 + \frac{27}{8\sqrt{2\lambda}} \right) \rho_0 \|\rho_0\|_{L^\infty}^{1/2}.
\]  

(5-54)

It will be useful in determining the time-scale in which instability begins. Indeed, we define $T$ by

\[
T := \sup \left\{ s \mid \sqrt{\mathcal{E}(0, \sigma^t(t)) + \mathcal{E}(0, \nu^t(t)) + \mathcal{E}(1, \nu^t(t)) + \sqrt{\mathcal{E}(0, r^t(t))} \leq (4 + B_0)te^{\lambda t} \text{ for } 0 \leq t \leq s \right\}.
\]  

(5-55)
The estimate (5-53) guarantees that $T > 0$. Then by Proposition 5.1 and (5-53), there exist $C_*$ and $\theta_* > 0$ such that for $0 \leq t \leq \min\{T, T(t, \theta_*)\}$ (with $T(t, \theta_*)$ given in the proposition),

$$\sqrt{\psi}(t) \leq C_* e^{\lambda t}. \quad (5-56)$$

Let us assume that $\theta \leq \theta_*$, which means that $T^* \leq T(t, \theta_*)$, and hence that the estimate (5-56) also holds for $0 \leq t \leq \min\{T, T^*\}$. Let us further assume that $\theta$ is small enough that $\sqrt{\psi}(t) \leq C_* \theta$ is small enough that the right side of the estimate in Lemma 4.9 is smaller than $\frac{1}{2}$. In particular, this implies that

$$\left\| \frac{\sigma^t(t)}{\rho_0} \right\|_{L^\infty} + \left\| 1 - \frac{r_0}{r^t(t)} \right\|_{L^\infty} \leq \frac{1}{2} \quad (5-57)$$

for all $0 \leq t \leq \min\{T, T^*\}$. By further restricting $\theta$ to decrease the bound of the terms in (5-57), and using the identities in (4-22) and (4-23), we can also bound

$$\frac{1}{4} (\bar{w}_0^0, \bar{w}^t(t)) + \bar{w}^0, v^t(t) + \bar{w}^1, v^t(t)) \leq \left\| \sigma^t(t) \right\|^2_{0} \leq 2(\bar{w}^0, \bar{w}^t(t) + \bar{w}^1, v^t(t)) \quad (5-58)$$

for $0 \leq t \leq T^* = \min\{T, T^*\}$.

**Step 3** (linear estimates for $\sigma^t$ and $w^t$). Because the estimate (5-57), the boundary condition $w^t/(r^t)^2 |_{x=0}$ is equivalent to $w^t/r_0^2 |_{x=0}$. We can then modify the problem (5-32)–(5-33) to have the form (3-41)–(3-42), the latter of which has the homogeneous boundary conditions (3-42). This leads us to consider $\bar{w}^t(0) = w^t(0) - \psi^t$ as in Lemma 5.3, which satisfies $\mathcal{B}(\bar{w}^t(0)) = 0$ at $x = M$. We then have that

$$e^{t\mathcal{L}} \left( \sigma^t(0) \bar{w}^t(0) \right) = e^{\lambda t} \left( \sigma_* \bar{w}_* \right) + \tau^2 e^{t\mathcal{L}} \left( \sigma_0(t) w_0(t) \right) - e^{t\mathcal{L}} \left( 0 \psi(t) \right). \quad (5-59)$$

Then the solutions $\left( \sigma^t \bar{w}^t \right)$ to (5-32) can be written as in (3-44):

$$\left( \sigma^t(t) \bar{w}^t(t) \right) = e^{\lambda t} \left( \sigma_* \bar{w}_* \right) + \tau^2 e^{t\mathcal{L}} \left( \sigma_0(t) w_0(t) \right) - e^{t\mathcal{L}} \left( 0 \psi(t) \right) - \frac{1}{\delta} \left( N_{\mathcal{B}_0}(t) r^3_0/3 \right)$$

$$\quad + \int_0^t e^{(t-s)\mathcal{L}} \left( N_1(s) \right) ds + \frac{1}{\delta} \int_0^t e^{(t-s)\mathcal{L}} \left( N_{\mathcal{B}_0}(s) \rho_0 \right) \left( \frac{N_1(s)}{\partial_t N_{\mathcal{B}_0}(s) r^3_0/3} \right) ds. \quad (5-60)$$

Here the nonlinear terms $N_{\mathcal{B}_0}$, $N_1$, and $N_2$ are defined in terms of $w^t$ and $\sigma^t$ via (5-22) and (5-23).

**Theorem 3.5**, together with the nonlinear estimates of Lemma 5.2, imply that if the inequality $t \leq \min\{T, T(t, \theta_*)\}$ holds, then

$$\left\| \left( \sigma^t(t) \bar{w}^t(t) \right) - e^{t\lambda} \left( \sigma_* \bar{w}_* \right) - \tau^2 e^{t\mathcal{L}} \left( \sigma_0(t) w_0(t) \right) + e^{t\mathcal{L}} \left( 0 \psi(t) \right) \right\|_0 \leq C (\bar{\psi}(t))^2 + C \int_0^t e^{\lambda(t-s)} \bar{\psi}(s) ds$$

$$\leq C (e^{\lambda t})^2 + C \int_0^t e^{\lambda(t-s)} t^2 e^{2\lambda s} ds$$

$$\leq A_2 (e^{\lambda t})^2 \quad (5-61)$$
for a constant $A_2 > 0$ independent of $t$. On the other hand, because of the estimates (3-47) and (5-47)–(5-48), we may estimate

\[
\left\| e^{t^2} \left( \sigma_0(t) \right) \right\|_0 + \left\| e^{t^2} \left( \psi(t) \right) \right\|_0 \leq t^2 C e^{\lambda t} \sqrt{\mathcal{E}(\sigma_0(t), w_0(t))} + C e^{\lambda t} \sqrt{\mathcal{E}(0, \psi(t))} \\
\leq t^2 A_3 e^{\lambda t}
\]

(5-62)

for a constant $A_3 > 0$ independent of $t$. Then we may then deduce from (5-61)–(5-62) and the normalization (5-45) that

\[
\left\| \left( \sigma^t(t) \right) \right\|_0 \leq t e^{\lambda t} + t^2 A_3 e^{\lambda t} + A_2 (t e^{\lambda t})^2.
\]

(5-63)

**Step 4 (control of the $r$ energy).** We now turn to control of the term $\mathcal{E}^{0,r'}$. First note that

\[
\frac{d}{dt} \int \frac{v}{2} \left| 1 - \frac{r_0}{r} \right|^2 dx \leq \left( \int v \left| 1 - \frac{r_0}{r} \right|^2 dx \right)^{1/2} \left( \int \frac{v}{r^3} \right)^{1/2} \left( \int \frac{r_0}{r} \right) \leq \frac{81}{16 \sqrt{2}} \left( \int \frac{v}{r^3} \right)^{1/2}.
\]

(5-64)

which together with (5-57) implies that

\[
\frac{d}{dt} \sqrt{\mathcal{E}^{0,r'}(t)} \leq \frac{81}{16 \sqrt{2}} \left( \int \frac{w}{r^3} \right)^{1/2}.
\]

(5-65)

We may then argue as in (4-23) to see that

\[
\int \frac{v}{\rho_0} \left| \frac{w}{r^3} \right|^2 dx \leq \int \frac{32 \pi^2}{9} \left( \rho_0 \left| \partial_x w \right|^2 + \frac{4 \varepsilon}{3} \rho_0 r^6 \left| \partial_x \left( \frac{w}{r^3} \right) \right|^2 \right) dx \leq \frac{4}{9} \left( \sigma^t(t) \right)^2.
\]

(5-66)

Combining (5-65) and (5-66) with (5-63), we find that

\[
\frac{d}{dt} \sqrt{\mathcal{E}^{0,r'}(t)} \leq \frac{27}{8 \sqrt{2}} \left\| \rho_0 \right\|_{L^\infty}^{1/2} \left( \sigma^t(t) \left\| w^t(t) \right\|_0 \right) \leq \frac{27}{8 \sqrt{2}} \left\| \rho_0 \right\|_{L^\infty}^{1/2} \left( t e^{\lambda t} + A_3 t^2 e^{\lambda t} + A_2 (t e^{\lambda t})^2 \right)
\]

(5-67)

for $0 \leq t \leq \min\{T, T^r\}$. Integrating this from 0 to $t \leq \min\{T, T^r\}$ and employing (5-53) then yields the estimate

\[
\sqrt{\mathcal{E}^{0,r'}(t)} \leq \left( 2 + \frac{27}{8 \sqrt{2} \lambda} \left\| \rho_0 \right\|_{L^\infty}^{1/2} \right) \left( t e^{\lambda t} + A_3 t^2 e^{\lambda t} \right) + \frac{27 A_2}{8 \sqrt{2} \lambda} \left\| \rho_0 \right\|_{L^\infty}^{1/2} \left( t e^{\lambda t} \right)^2
\]

(5-68)

for $0 \leq t \leq \min\{T, T^r\}$, where $B_0$ is the constant defined above in (5-54) and $A_4, A_5$ are constants independent of $t$.

**Step 5 (the bound $T^r \leq T$).** We now claim that if $\theta$ is taken to be small enough, then $T^r = (1/\lambda) \ln(\theta/\nu) \leq T$. Suppose by way of contradiction that $T^r > T$. Then the first bounds in (5-58), (5-63), and (5-68) imply that

\[
\sqrt{\mathcal{E}^{0,r'}(t)} + \mathcal{E}^{0,v'}(t) + \mathcal{E}^{1,v'}(t) + \mathcal{E}^{0,v'}(t) \leq (2 + B_0 + \nu A_4)(t e^{\lambda t}) + (2 A_2 + A_5)(t e^{\lambda t})^2
\]

(5-69)
for \( t \leq T' \), if we assume that \( \theta \) is small enough that \( \theta (2A_2 + A_5) \leq \frac{1}{2} \) and \( t_0A_4 \leq \frac{1}{2} \). For this choice of \( \theta \), we then find from the definition of \( T \) that \( T \geq T' \), a contradiction. Hence, \( T' \leq T \) for \( \theta \) sufficiently small.

**Step 6 (conclusion: instability).** We now define the \( L^2 \) part of the norm \( \| \cdot \|_0 \) by

\[
\left\| \left( \sigma \over w \right) \right\|_0^2 := \frac{1}{2} \int K \gamma \rho_0^{-1} \left\| \sigma \rho_0 \right\|^2 \, dx + \frac{1}{2} \int \left\| \frac{w}{\sigma \rho_0} \right\|^2 \, dx.
\]

(5-70)

Note that \( \| \cdot \|_0 \leq \| \cdot \|_0 \) and that by the normalization (5-45), we have that the data satisfy

\[
\left\| \left( \sigma_* \over w_* \right) \right\|^2_0 := C_{00} \in (0, 1).
\]

(5-71)

Also, we may argue as in the derivation of (5-58) to see that

\[
\sqrt{\mathcal{E}^{0, \sigma'}(t)} + \mathcal{E}^{0, v'}(t) \geq \frac{1}{\sqrt{2}} \left\| \left( \sigma'(T') \over w'(T') \right) \right\|_0
\]

for \( 0 \leq t \leq T' := \min \{ T, T' \} \).

Let us now further assume that \( \theta \) is small enough that \( A_2 \theta \leq \frac{C_{00}}{4} \) and \( t_0A_3 \leq \frac{C_{00}}{4} \). We can then combine (5-71), (5-72), (5-61), and (5-62) to deduce that

\[
\sqrt{\mathcal{E}^{0, \sigma'}(T') + \mathcal{E}^{0, v'}(T')} \geq \frac{1}{\sqrt{2}} \left\| \left( \sigma'(T') \over w'(T') \right) \right\|_0
\]

\[
- \frac{1}{\sqrt{2}} \left\| \left( \sigma'(T') \over w'(T') \right) \right\|_0
\]

\[
- \frac{1}{\sqrt{2}} \left\| \left( \sigma'(T') \over w'(T') \right) \right\|_0
\]

\[
\geq \frac{1}{\sqrt{2}} \left( e^{\lambda T'} C_{00} - A_3 \right) \geq \frac{1}{\sqrt{2}} \left( e^{\lambda T'} C_{00} - A_3 \right)
\]

\[
= \frac{1}{\sqrt{2}} \left( \theta C_{00} - \theta tA_3 - A_2 \theta^2 \right) \geq \frac{C_{00}}{2 \sqrt{2}} \theta.
\]

(5-73)

Setting \( \theta_0 = \frac{\theta C_{00}}{2 \sqrt{2}} \), we find that (5-49) holds. This completes the proof of the theorem.

\[\square\]
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DYNAMICAL IONIZATION BOUNDS FOR ATOMS

ENNOLLENZMANN AND MATHIEULEWIN

We study the long-time behavior of the 3-dimensional repulsive nonlinear Hartree equation with an external attractive Coulomb potential $-Z/|x|$, which is a nonlinear model for the quantum dynamics of an atom. We show that, after a sufficiently long time, the average number of electrons in any finite ball is always smaller than $4Z$ ($2Z$ in the radial case). This is a time-dependent generalization of a celebrated result by E.H. Lieb on the maximum negative ionization of atoms in the stationary case. Our proof involves a novel positive commutator argument (based on the cubic weight $|x|^3$) and our findings are reminiscent of the RAGE theorem.

In addition, we prove a similar universal bound on the local kinetic energy. In particular, our main result means that, in a weak sense, any solution is attracted to a bounded set in the energy space, whatever the size of the initial datum. Moreover, we extend our main result to Hartree–Fock theory and to the linear many-body Schrödinger equation for atoms.

1. Introduction and main result

Rigorous attempts to answer the question How many electrons can a nucleus bind? have appeared in the literature over the last decades [Ruskai 1981; 1982; Sigal 1982; 1984; Lieb 1984; Lieb et al. 1988; Solovej 1991; 2003; Nam 2012]. So far, the question has only been addressed in a time-independent setting, that is, the absence of bound states was shown when the number of electrons in the atom is too large. In the present paper we shall rigorously formulate and provide an answer to a similar question in the time-dependent setting: How many electrons can a nucleus keep in its neighborhood for a long time?

Our main purpose is therefore the rigorous understanding of the long-time behavior of atoms. We shall prove, for instance, that, in the Hartree approximation, a nucleus of charge $Z$ cannot bind in a time-averaged sense more than $4Z$ electrons ($2Z$ in the radial case). In particular, we will recover some of the known time-independent results (nonexistence of bound states), but by different arguments. One key ingredient in our paper turns out to be a new commutator estimate leading to a novel monotonicity formula, which may be of independent interest for both linear and nonlinear Schrödinger equations.

As a model for the quantum dynamics of an atom, let us first consider the time-dependent nonlinear Hartree equation with an external Coulomb potential:

---
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\[
\begin{aligned}
&\left\{
\begin{array}{l}
    i \frac{\partial}{\partial t} u(t, x) = \left( -\Delta - \frac{Z}{|x|} + |u|^2 \ast \frac{1}{|x|} \right) u(t, x), \\
    u(0, x) = u_0(x) \in H^1(\mathbb{R}^3).
\end{array}
\right.
\end{aligned}
\] (1-1)

Here \( u(t, x) \) describes the quantum state of the electrons (which are treated as bosons for simplicity) in an atom [Hartree 1928a; 1928b; Slater 1930]. The terms in the parentheses are, respectively, the kinetic energy operator of the electrons, the electrostatic attractive interaction with the nucleus of charge \( Z \), and the mutual repulsion between the electrons themselves (in units such that \( m = 2 \) and \( \hbar = e = 1 \)). The total number of electrons in the system is a conserved quantity, which is given by

\[
\int_{\mathbb{R}^3} |u(t, x)|^2 \, dx = \int_{\mathbb{R}^3} |u_0(x)|^2 \, dx =: N.
\]

In physical applications, the number \( N \) is an integer, but it is convenient to allow any positive real number here. Note that, in Section 4 below, we will also consider the physically more accurate Hartree–Fock model as well as the full many-body Schrödinger equation describing atoms. But for the time being, we deal with the Hartree equation.

The nonlinear equation (1-1) and many variations thereof have been studied extensively in the literature. The existence of a unique strong global-in-time solution to (1-1) with an initial datum \( u_0 \in H^1(\mathbb{R}^3) \) goes back to Chadam and Glassey [1975]. Their argument is based on a fixed point argument combined with the conservation of the Hartree energy, defined by

\[
\mathcal{E}_Z(u) := \int_{\mathbb{R}^3} |\nabla u(x)|^2 \, dx - Z \int_{\mathbb{R}^3} \frac{|u(x)|^2}{|x|} \, dx + \frac{1}{2} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \frac{|u(x)|^2 |u(y)|^2}{|x - y|} \, dx \, dy. \quad (1-2)
\]

In fact, the global well-posedness result for (1-1) can be extended to initial data in \( L^2(\mathbb{R}^3) \); see, for instance, [Hayashi and Ozawa 1989; Castella 1997]. However, in what follows, we will always assume that \( u_0 \) lies in the energy space \( H^1(\mathbb{R}^3) \) so that its corresponding energy is well-defined.

When \( Z \leq 0 \), the solution \( u(t) \) to the Hartree equation (1-1) exhibits a purely dispersive behavior, which has been studied by many authors. Here, some works were devoted to the understanding of the dispersive effects for any initial datum [Glassey 1977a; Dias and Figueira 1981; Hayashi and Ozawa 1987; Hayashi 1988; Gasser et al. 1998; Sánchez and Soler 2004], whereas several others dealt with the construction of (modified) scattering [Ginibre and Velo 1980; Ginibre and Ozawa 1993; Hayashi et al. 1998; Hayashi and Naumkin 1998; Ginibre and Velo 2000a; 2000b; López and Soler 2000; Wada 2001; Nakanishi 2002].

In this paper, we are interested in the physically more relevant case when \( Z > 0 \) holds, which corresponds to having an external attractive long-range potential due to the presence of a positively charged atomic nucleus. The electrons can (and will) now be bound by the nucleus, and the problem of understanding the long-time behavior of solutions is much more delicate. For instance, it was already noticed by Chadam and Glassey [1975, Theorem 4.1] that the solution \( u(t) \) cannot tend to zero in \( L^\infty(\mathbb{R}^3) \) as \( t \to \infty \) for negative energies \( \mathcal{E}_Z(u_0) < 0 \), which can occur if \( Z > 0 \) holds.

When \( Z > 0 \), there exist nonlinear bound states that are solutions of (1-1) taking the simple form
\[ u(x)e^{-it\lambda}, \] where \( u \in H^1(\mathbb{R}^3) \) solves the nonlinear eigenvalue equation

\[
\left( -\Delta - \frac{Z}{|x|} + |u|^2 \ast \frac{1}{|x|} \right) u = \lambda u.
\] (1-3)

For any fixed \( 0 < N \leq Z \), it is known that (1-3) has infinitely many solutions such that \( \int_{\mathbb{R}^3} |u|^2 = N \). Moreover, there is a unique positive solution, which minimizes the Hartree energy (1-2) [Lieb and Simon 1977; Bader 1978] subject to \( N \) fixed, and the other (sign-changing) solutions can be constructed by min-max methods [Wolkowisky 1972/73; Stuart 1973; Lions 1981]. The interpretation of the condition \( 0 < N \leq Z \) is that the atom is neutral (if \( N = Z \)) or positively ionized (if \( N < Z \)). In this situation, it is energetically favorable to send a positive fraction of \( L^2 \)-mass \( \mu > 0 \), say, to spatial infinity, since the remaining charge is \( Z - (N - \mu) > 0 \) positive and thus attractive far away from the origin. A more precise mathematical statement is that the Palais–Smale sequences with a bounded Morse index cannot exhibit a lack of compactness when \( N \leq Z \), and this implies the existence of infinitely many critical points [Berestycki and Lions 1983; Lions 1987; Ghoussoub 1993].

It is known that there are bound states in the case of negative ionization, that is, when \( N > Z \) holds. By [Lieb 1981, Theorem 7.19] (see also [Benguria 1979; Benguria et al. 1981]), there is a minimizer of the Hartree functional for \( N \) slightly larger than \( Z \). However, it is physically clear that there should not be any bound state when \( N \) is too large compared to \( Z \), because a given nucleus is not expected to bind too many electrons compared to its nuclear charge. In [Benguria 1979; Lieb 1981; 1984], it was proved that there exists a universal critical constant \( \gamma_c \) such that (1-3) has no solution for \( N > \gamma_c Z \), but has at least one for \( N \leq \gamma_c Z \). That \( \gamma_c \) is independent of \( Z \) follows from a simple scaling argument.

Let us now collect some basic facts about the set of solutions of the time-independent problem (1-3). For any \( u \in H^1(\mathbb{R}^3) \), the self-adjoint operator

\[
-\Delta - \frac{Z}{|x|} + |u|^2 \ast \frac{1}{|x|}
\]

has no positive eigenvalue, by the Kato–Agmon–Simon theorem [Reed and Simon 1978, Theorem XIII.58]. This shows that, necessarily, \( \lambda \leq 0 \) in (1-3). Furthermore, we can derive an upper bound on \( \|\nabla u\|_{L^2} \) which only depends on \( Z \) as follows. If \( u \in H^1(\mathbb{R}^3) \) solves (1-3), then, by taking the scalar product with \( u \), we find that

\[
\int_{\mathbb{R}^3} |\nabla u(x)|^2 dx \leq Z \int_{\mathbb{R}^3} \frac{|u(x)|^2}{|x|} dx \leq Z \|\nabla u\|_{L^2} \|u\|_{L^2}.
\]

Here we have used the inequality

\[
\int_{\mathbb{R}^3} \frac{|u(x)|^2}{|x|} dx \leq \min_{z > 0} \left( z \int_{\mathbb{R}^3} |u|^2 + \frac{1}{2z} \int_{\mathbb{R}^3} |\nabla u|^2 \right) = \|u\|_{L^2(\mathbb{R}^3)} \|\nabla u\|_{L^2(\mathbb{R}^3)}.
\]

which follows from the value of the hydrogen ground state energy, \( \inf \text{Spec}(\Lambda/2 - z|x|^{-1}) = -z^2/2 \). We conclude that any solution \( u \in H^1(\mathbb{R}^3) \) to (1-3) must satisfy the bound

\[
\int_{\mathbb{R}^3} |\nabla u|^2 \leq \gamma_c Z^3.
\]
Recalling that \( \int_{\mathbb{R}^3} |u|^2 \leq \gamma_c Z \), we conclude that the set of all stationary states
\[
\mathcal{A}_Z := \{ u \in H^1(\mathbb{R}^3) : u \text{ solves } (1-3) \text{ for some } \lambda \leq 0 \}
\] (1-4)
is bounded in \( H^1(\mathbb{R}^3) \). Elementary arguments show that \( \mathcal{A}_Z \) is weakly compact in \( H^1(\mathbb{R}^3) \). But we note that the set \( \mathcal{A}_Z \) is not compact in the strong \( H^1 \)-topology.

Supported by physical reasoning and rigorous results in linear scattering theory about asymptotic completeness (see Remark 2 below), it is common belief for infinite-dimensional Hamiltonian systems such as (1-1) that any of its solutions should behave for large times as a superposition of one or several states getting closer to the global attractor \( \mathcal{A}_Z \), plus a dispersive part. This is what has already been shown for \( Z \leq 0 \), in which case \( \mathcal{A}_Z = \{ 0 \} \). Not much is known in this direction for nonlinear Schrödinger equations [Tao 2007; 2008], and solving this problem (also known as soliton resolution) constitutes a major mathematical challenge. For the Hartree equation (1-1) studied in this paper, the situation is even less clear because of possible modified scattering due to the long-range effects of the Coulomb potential. We can, however, formulate a simpler (but weaker) conjecture as follows.

**Conjecture 1** (the global attractor). Let \( u(t) \) be the unique solution to the Hartree equation (1-1) for some \( u_0 \in H^1(\mathbb{R}^3) \). Take any sequence of times \( t_n \to \infty \) such that \( u(t_n) \rightharpoonup u_* \) weakly in \( H^1(\mathbb{R}^3) \). Then \( u_* \in \mathcal{A}_Z \).

**Remark 2** (the many-body Schrödinger case). Let us recall that the Hartree equation (1-1) is a nonlinear approximation of the linear many-body Schrödinger equation
\[
\begin{align*}
\left\{ \begin{array}{l}
\frac{i}{Z^2} \frac{\partial}{\partial t} \Psi(t) = \left( \sum_{j=1}^{N} \left( -\Delta_{x_j} - \frac{Z}{|x_j|} \right) + \sum_{1 \leq k < \ell \leq N} \frac{1}{|x_k - x_\ell|} \right) \Psi(t), \\
\Psi(0) = \Psi_0 \in H^1((\mathbb{R}^3)^N).
\end{array} \right.
\end{align*}
\] (1-5)
Contrary to the Hartree case where we can allow \( N = \int_{\mathbb{R}^3} |u|^2 \) to take any positive real value, the number \( N \) of electrons must of course be an integer for (1-5). The Hartree equation (1-1) is obtained by constraining the solution \( \Psi(t) \) to stay on the manifold of product states of the form \( \Psi(t, x_1, \ldots, x_N) = \psi(t, x_1) \times \cdots \times \psi(t, x_N) \) and using the Dirac–Frenkel principle. Then \( u(t) = \sqrt{N} \psi(t) \) solves (1-1). Let us remark that (1-5) can be rewritten after a simple rescaling as
\[
\begin{align*}
\left\{ \begin{array}{l}
\frac{1}{Z^2} \frac{\partial}{\partial t} \Psi(t) = \left( \sum_{j=1}^{N} \left( -\Delta_{x_j} - \frac{1}{|x_j|} \right) + \frac{1}{Z} \sum_{1 \leq k < \ell \leq N} \frac{1}{|x_k - x_\ell|} \right) \Psi(t), \\
\Psi(0) = \Psi_0 \in H^1((\mathbb{R}^3)^N).
\end{array} \right.
\end{align*}
\] (1-6)
Thus the limit of large \( N \to \infty \) with \( N/Z \) fixed corresponds to the usual mean-field limit. In this regime, Hartree’s theory is known to properly describe (bosonic) atoms, both for ground states [Benguria and Lieb 1983] and in the time-dependent case [Erdős and Yau 2001; Bardos et al. 2000]. See also [Schlein 2008; Fröhlich and Lenzmann 2004] for a review on mean-field limits and the Hartree approximation.

The many-body equation (1-5) looks complicated, but it has the advantage of being linear. In particular, the RAGE theorem tells us that the only possible nonzero weak limits of \( \Psi(t) \) when \( t \to \infty \) are bound
states of the Hamiltonian $H(N)$ in the parentheses [Ruelle 1969; Amrein and Georgescu 1973/74; Enss 1978; Reed and Simon 1979]. This is not a very precise description of the solution for large times because if some particles stay close to the nucleus while other escape to infinity, we will always get $\Psi(t) \rightharpoonup 0$ weakly in $H^1(\mathbb{R}^3)\); see [Lewin 2011]. However, asymptotic completeness is known to hold for the linear evolution equation (1-5). This exactly says that any solution $\Psi(t)$ is, in an appropriate sense, a superposition of bound states of the operators $H(k)$ with $1 \leq k \leq N$ and of scattering states [Dereziński 1993; Sigal and Soffer 1994; Hunziker and Sigal 2000]. Because of the behavior of the underlying many-body system, it is reasonable to believe that the same should be true for the Hartree equation (1-1).

A somewhat weaker property that would follow from Conjecture 1 (at least for (1-7)) is that, for large times, the local mass of any solution has to be smaller than $\gamma_c Z$.

Conjecture 3 (asymptotic number of electrons and kinetic energy). Let $u(t)$ be the unique solution to the Hartree equation (1-1) for some $u_0 \in H^1(\mathbb{R}^3)$. Then

$$\limsup_{t \to \infty} \int_{|x| \leq r} |u(t, x)|^2 \, dx \leq \sup_{u \in \mathcal{A}_Z} \int_{\mathbb{R}^3} |u|^2 = \gamma_c Z$$

(1-7)

and

$$\limsup_{t \to \infty} \int_{|x| \leq r} |\nabla u(t, x)|^2 \, dx \leq \sup_{u \in \mathcal{A}_Z} \int_{\mathbb{R}^3} |\nabla u|^2 \leq \gamma_c Z^3$$

(1-8)

for all $r > 0$.

The upper bound $\gamma_c Z^3$ is certainly not optimal here. In physical terms, the conjecture says that whatever the number of electrons we start with (and whatever their kinetic energy), we will always end up with at most $\gamma_c Z$ electrons having a universally bounded total kinetic energy. The other electrons have to scatter because the attraction of the nucleus with positive charge $Z$ is not strong enough to keep all the electrons in its neighborhood. It could be that proving the weaker Conjecture 3 is not much easier than proving the stronger Conjecture 1. We actually have very little information on $\gamma_c$.

In this paper, we are interested in Conjecture 3. We will prove a time-averaged version of (1-7), with $\gamma_c$ replaced by 2 in the radial case, and by 4 in the general case. Our main result is as follows.

Theorem 4 (long-time behavior of atoms in Hartree theory). Suppose $Z > 0$, let $u_0$ be an arbitrary initial datum in $H^1(\mathbb{R}^3)$, and denote by $u(t)$ the unique solution of (1-1). Then, for any $R > 0$, we have the estimate

$$\frac{1}{T} \int_0^T dt \int_{\mathbb{R}^3} dx \frac{|u(t, x)|^2}{1 + |x|^2/R^2} \leq 4Z + \frac{3}{R} + \frac{2\sqrt{KNR^2}}{ZT}$$

(1-9)

with

$$N := \int_{\mathbb{R}^3} |u_0|^2$$

and

$$K := \sup_{t \geq 0} \int_{\mathbb{R}^3} |\nabla u(t)|^2 \leq Z^2 N + 2\|\nabla u_0\|_{L^2(\mathbb{R}^3)}^2 + N^3 \|\nabla u_0\|_{L^2(\mathbb{R}^3)}.$$
In particular, we have
\[ \limsup_{T \to \infty} \frac{1}{T} \int_0^T dt \int_{|x| \leq r} dx |u(t, x)|^2 \leq 4Z \quad (1-11) \]
for every \( r > 0 \). Similarly, we have the following estimate on the local kinetic energy:
\[ \frac{1}{T} \int_0^T dt \int_{\mathbb{R}^3} dx \frac{|
abla u(t, x)|^2}{(1 + |x|/R)^2} \leq \left( \frac{Z^2}{4} + \frac{2Z}{R} + \frac{3Z}{R^2} \right) \frac{1}{T} \int_0^T dt \int_{\mathbb{R}^3} dx \frac{|u(t, x)|^2}{1 + |x|^2/R^2} + \frac{2R \sqrt{K} \sqrt{N}}{T}. \quad (1-12) \]
Therefore
\[ \limsup_{T \to \infty} \frac{1}{T} \int_0^T dt \int_{|x| \leq r} dx |
abla u(t, x)|^2 \leq Z^3 \quad (1-13) \]
for every \( r > 0 \).

If the initial datum \( u_0 = u_0(|x|) \) is radial, \( u(t) \) is radial for all times and the same estimate (1-9) holds true with \( 4Z \) replaced by \( 2Z \). Similarly, the estimate (1-13) holds true with \( Z^3 \) replaced by \( Z^3/2 \).

Note that we do not exactly get that the limiting mass is \( \leq 4Z \) for large times, but we only know it in the sense of time averages of the form \( \langle f \rangle_T = T^{-1} \int_0^T f dt \). Such a statement is reminiscent of the celebrated RAGE theorem [Ruelle 1969; Amrein and Georgescu 1973/74; Enss 1978; Reed and Simon 1979] for linear time evolutions generated by self-adjoint operators. The constants in the error terms of (1-9) and (1-12) are probably not optimal at all, but they are displayed here to emphasize that our method can provide simple and explicit bounds. However, we have not tried to optimize these constants too much.

In the radial case, we are able to get the same numerical value of 2 as the best known estimate on \( \gamma_c \). However, we use a virial-type argument that seems to be quite different from Lieb’s celebrated proof [1984] in the stationary case (which, for radial solutions, goes back to [Benguria 1979]). In particular, our approach provides an alternative proof of the fact that \( \gamma_c < 2 \) in the stationary radial case.

**Strategy of the proof.** Now we explain the main ideas used in the proof of Theorem 4. To this end, we start by quickly recalling Lieb’s proof [1984] that \( \gamma_c < 2 \) holds. His idea is to take the scalar product of the stationary Hartree equation (1-3) with \(|x|u(x)\), leading to the estimate
\[ \langle u, \frac{|x|(-\Delta) + (-\Delta)|x|}{2} u \rangle - ZN + \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \frac{(|x| + |y|)|u(x)|^2|u(y)|^2}{2|x - y|} dx dy \leq 0, \]
using that \( \lambda \leq 0 \) holds. To conclude, it suffices to notice that we have
\[ \frac{|x|(-\Delta) + (-\Delta)|x|}{2} = |x|^{1/2} \left( -\Delta - \frac{1}{4|x|^2} \right) |x|^{1/2} > 0, \]
by Hardy’s inequality, and that
\[ \frac{|x| + |y|}{|x - y|} \geq 1, \]
by the triangle inequality. Combining these estimates, we obtain that $-ZN + N^2/2 < 0$, which implies the bound $N < 2Z$ for the stationary problem (1-3). (Note that the inequality is strict, since there is no optimizer in Hardy’s inequality.)

In view of Lieb’s argument for the stationary problem (1-3), it appears to be a viable strategy in the time-dependent setting to consider the quantity $M(t) = \int |x| |u(t, x)|^2 \, dx$ (or some spatially localized version thereof). Indeed, if we take the second time derivative of $M(t)$, we are (formally) led to the well-known Morawetz–Lin–Strauss estimate for nonlinear Schrödinger (NLS) equations, which has proved to be of enormous value in the setting of NLS equations with purely repulsive interactions. However, due to presence of the attractive term $-Z/|x|$ with $Z > 0$ in the Hartree equation (1-1), the use of the classical Morawetz–Lin–Strauss bounds does not yield any dispersive information about $u(t, x)$, even in the case when $N$ is large compared to $Z$.

In our situation, it turns out that it is more natural to study the time evolution of the third moment $M(t) = \int |x|^3 |u(t, x)|^2 \, dx$. If we compute its second time derivative, we obtain

$$
\frac{1}{3} \frac{d^2}{dt^2} \int_{\mathbb{R}^3} |x|^3 |u(t, x)|^2 \, dx = \frac{d}{dt} \langle u(t), Au(t) \rangle = 2\Re \left\{ \frac{\partial}{\partial t} u(t), Au(t) \right\}
$$

$$
= \langle u(t), i[-\Delta, A]u(t) \rangle + \langle u(t), i[V_u, A]u(t) \rangle
$$

with $A := -i(\nabla \cdot x|x| + |x| x \cdot \nabla)$ and $V_u = -Z|x|^{-1} + |u|^2 * |x|^{-1}$. This is the same as multiplying the time-dependent equation (1-1) by $\overline{Au(t)}$ and taking the imaginary part. Our key observation is the positivity of the commutator

$$
i[-\Delta, A] = -\frac{1}{2}[\Delta, [\Delta, |x|^3]] \geq 0
$$

(1-14)

(see also (2-6) below), combined with the fact that

$$
\langle u(t), i[V_u, A]u(t) \rangle = -2 \int_{\mathbb{R}^3} |x| |x \cdot \nabla V_u(x)| |u(t, x)|^2
$$

$$
= \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} (|x| |x - |y||y| \cdot \frac{x - y}{|x - y|^3} |u(t, x)|^2 |u(t, y)|^2 \, dx \, dy - 2ZN
$$

$$
\geq \kappa N^2 - 2ZN,
$$

where $\kappa = 1$ if $u(t)$ is radial and $\kappa = \frac{1}{2}$ otherwise (see Lemma 9 below). Hence, when $N > 2Z/\kappa$, we deduce the lower bound

$$
\frac{1}{3} \frac{d^2}{dt^2} \int_{\mathbb{R}^3} |x|^3 |u(t, x)|^2 \, dx = \frac{d}{dt} \langle u(t), Au(t) \rangle \geq N(\kappa N - 2Z) > 0.
$$

(1-15)

Therefore the quantity $\int_{\mathbb{R}^3} |x|^3 |u(t, x)|^2 \, dx$ grows at least like $t^2$ for large $t$ and in particular $\langle u(t), Au(t) \rangle$ is a monotone increasing quantity. This growth is a strong indication that some dispersion takes place and some particles have to escape to infinity. (A regularized version of the previous estimate will indeed show this claim for any $H^1$-solution.) Note also that, in the time-independent case when $u$ is a nonlinear bound state (and hence the left side in (1-15) must be zero), this is also a new proof of Lieb’s inequality $\gamma_c < 2$ in the radial setting, since $\kappa = 1$ holds under this symmetry assumption.
Let us generally remark that virial or positive commutator arguments are very common in the literature [Killip and Visan 2008; Colliander et al. 2003]. When $|x|^3$ is replaced by $|x|$, this leads to the famous Morawetz inequalities [1968], as already mentioned, whereas the case of $|x|^2$ gives the virial identity used by Glassey [1977b] to prove finite-time blowup for NLS equations. Tao [2008] advocated the use of $|x|^4$ for some nonlinear Schrödinger equations in dimension $d \geq 7$ in order to get a universal bound on the mass of the solution. We are not aware of any use of the multiplier $|x|^3$ in the literature.

In fact, using the cubic weight $|x|^3$ is rather natural from a dimensional point of view in our situation: if the potential term $[V,u, A]$ should be $O(1)$, the virial function must behave like the third power of a length to compensate the Laplacian and the Coulomb potential.

For the proof of our main result, we will in fact derive a whole class of double commutator estimates of the same kind as (1-14), which we think is of independent interest too. In particular, we will show in (2-6) below that, in any dimension $d \geq 1$, we have the commutator bound

$$-[\Delta, [\Delta, |x|^\beta]] \geq \beta(\beta + d - 4)(d - \beta)|x|^\beta - 4, \quad (1-16)$$

provided that $\beta \geq \max(1, 4 - d)$. Note that the right side is $\geq 0$ when $\beta \leq d$. In spite of the fact that (1-16) turns out to be equivalent to a general version of Hardy’s inequality, we have not found it explicitly written (let alone systematically treated) in the literature. Notice that the bound (1-16) contains the usual inequalities for $\beta = 1, 2$, as well as Tao’s estimate for $\beta = 4$. In the present application, we shall use (1-16) in dimension $d = 3$ with $\beta = 3$, or rather a regularized version thereof. However, the positivity of this commutator does not directly follow as in the “classical” cases when $\beta = 1, 2$. To wit, for $d = \beta = 3$, a calculation (which will be detailed below) yields the identity

$$-[\Delta, [\Delta, |x|^3]] = -\Delta|x|^3 - \nabla \cdot (\text{Hess}_{|x|^3}) \nabla = -\frac{24}{|x|} - 12\nabla \cdot [|x|(1 + \omega_x \omega_x^T)] \nabla,$$

where $\omega_x = x/|x|$ denotes the unit vector in direction $x \in \mathbb{R}^3$. Obviously, the first term on the right side is negative definite. Nevertheless, when combined with the second term, the generalized Hardy’s inequality (see (2-7) below) shows that the whole right-hand side is indeed nonnegative, and hence the estimate (1-16) follows in the particular case $d = \beta = 3$.

Ultimately, we are interested in general $H^1$-solutions $u(t)$ without imposing any spatial weight condition. Therefore, the strategy of proving Theorem 4 explained above needs to be further refined. In particular, the desired bound (1-9) on a ball of radius $R$ cannot be obtained by only looking at the second derivative of the third moment as we have just explained. Our method to extend (1-9) to any $H^1$-valued solution $u(t)$ is to replace the function $|x|^3$ by a radial function $f_R(|x|)$ which behaves like $|x|^3$ on the ball of radius $R$ and like $|x|$ at infinity. This will imply that $A_{f_R} = -i[\Delta, f_R]$ defines a bounded operator from $H^1(\mathbb{R}^3)$ to $L^2(\mathbb{R}^3)$. Furthermore, we will need to derive a sufficiently good lower bound on the double commutator $-[\Delta, [\Delta, f_R]]$ in order to imitate the previous argument on the ball only. In Section 2, we explain how to do this for a general function $f$. Finally, the bound (1-12) on the local kinetic energy is itself obtained by considering another virial function $g_R$ which behaves like $|x|^2$ on the ball of radius $R$ and like $|x|$ at infinity. The complete proof of Theorem 4 is given in Section 3.
Extensions: Hartree–Fock and many-body Schrödinger theory. In physical reality electrons are fermions, which means that the many-body wave function $\Psi = \Psi(t, x_1, \ldots, x_N)$ in (1-5) must be antisymmetric with respect to exchanges of its spatial variables $x_1, \ldots, x_N$. The Hartree state $\psi(t, x_1) \cdots \psi(t, x_N)$ is symmetric, and it is therefore not allowed for physical electrons. This is why one speaks about bosonic atoms. The simplest product-like antisymmetric wave function is a Hartree–Fock state, sometimes also called a Slater determinant:

$$\Psi(t, x_1, \ldots, x_N) = \frac{1}{\sqrt{N!}} \sum_{\sigma \in S_N} \varepsilon(\sigma) u_1(t, x_{\sigma(1)}) \cdots u_N(t, x_{\sigma(N)}), \quad \langle u_j, u_k \rangle_{L^2} = \delta_{jk}.$$  

In Section 4.1 below, we extend Theorem 4 to the corresponding time-dependent Hartree–Fock equations; see Theorem 13 for a precise statement. Finally, we also consider the full many-body Schrödinger equation (1-5) in Section 4.2 below, where our findings are summarized in Theorem 15.

2. Estimating the commutator $-[\Delta, [\Delta, f(x)]]$

Throughout this section, we use the convenient notation

$$p := -i\nabla,$$

and, in particular, we have $p^2 = -\Delta$ in what follows. In this section, we investigate how to get lower bounds for a double commutator of the form $-[p^2, [p^2, f(x)]]$ in general space dimensions $d \geq 1$. Such a double commutator always arises when computing the second derivative of the expectation value of $f(x)$ in a nonrelativistic system based on the Laplacian. We always assume that $f$ is smooth enough (possibly only outside of the origin) such that the double commutator can be at least properly interpreted as a quadratic form on $C^\infty_c(\mathbb{R}^d)$ or on $C^\infty_c(\mathbb{R}^d \setminus \{0\})$.

Our starting point is the well-known formula for the double commutator, which follows from a tedious but simple calculation:

$$-[p^2, [p^2, f(x)]] = -(\Delta \Delta f)(x) + 4p \cdot (\text{Hess } f(x))p. \quad (2-1)$$

Since the Hessian of $f$ appears on the right side, it is natural to restrict to convex functions $f$. Then the second term is nonnegative in the sense of operators. One can use this term to control the bi-Laplacian of $f$ by resorting to Hardy’s trick, which is based on writing

$$p \cdot (\text{Hess } f(x))p = (p + iF(x)) \cdot (\text{Hess } f(x))(p - iF(x))$$

$$+ i(p \cdot (\text{Hess } f(x))F(x) - F(x) \cdot (\text{Hess } f(x))p) - F(x) \cdot (\text{Hess } f(x))F(x)$$

$$\geq \text{div}(\text{Hess } f(x)F(x)) - F(x) \cdot (\text{Hess } f(x))F(x) \quad (2-2)$$

for any sufficiently smooth real vector field $F : \mathbb{R}^3 \to \mathbb{R}^3$. Here we have only used that $(p + iF(x)) \cdot (\text{Hess } f(x))(p - iF(x)) \geq 0$ holds, which simply follows from the assumed convexity $\text{Hess } f(x) \geq 0$ and the self-adjointness $(p + iF(x))^* = p - iF(x)$. For dimensional reasons, it is natural to take $F$ of
the form \( F(x) = \alpha x |x|^{-2} \) with some constant \( \alpha \in \mathbb{R} \). We thus obtain the lower bound
\[
-\[p^2, [p^2, f(x)]\] = 4 \left( p + i \alpha \frac{x}{|x|^2} \right) \cdot (\text{Hess } f(x)) \left( p - i \alpha \frac{x}{|x|^2} \right)
\]
\[+ 4 \alpha \text{ div} \left( \text{Hess } f(x) \frac{x}{|x|^2} \right) - 4 \alpha^2 x^T (\text{Hess } f(x)) x - (\Delta \Delta f)(x)
\]
\[\geq 4 \alpha \text{ div} \left( \text{Hess } f(x) \frac{x}{|x|^2} \right) - 4 \alpha^2 x^T (\text{Hess } f(x)) x - (\Delta \Delta f)(x) \tag{2-3}
\]
for a sufficiently smooth convex function \( f \) and any \( \alpha \in \mathbb{R} \). By using Hardy’s trick we are able to obtain a lower bound which does not contain the differential operator \( p \). Our estimate only involves a multiplication operator. By varying \( \alpha \), we can try to make the negative part of this function as small as possible.

Let us now restrict ourselves to a radial function \( f(|x|) \) and use the notation \( r = |x| \) and \( \omega_x := x/|x| \) for simplicity. Some tedious calculations show that
\[
\text{Hess } f(|x|) = (1 - \omega_x \omega_x^T) f'(r) + \omega_x \omega_x^T f''(r),
\]
\[
\text{div} \left( \text{Hess } f(x) \frac{x}{|x|^2} \right) = \frac{f''(r)}{r} + (d - 2) \frac{f''(r)}{r^2},
\]
\[
\frac{x^T (\text{Hess } f(x)) x}{|x|^4} = \frac{f''(r)}{r^2}.
\]
Moreover, we recall the formula for the Bi-Laplacian of a radial function:
\[
\Delta \Delta f(|x|) = f^{(4)}(r) + 2(d - 1) \frac{f^{(3)}(r)}{r} + (d - 1)(d - 3) \frac{f^{(2)}(r)}{r^2} - (d - 1)(d - 3) \frac{f'(r)}{r^3}.
\]
Therefore we can rewrite the equality in (2-3) for a radial function \( f \) as
\[
-\[p^2, [p^2, f(|x|)]\]
\[= 4 \left( p + i \alpha \frac{\omega_x}{r} \right) \cdot \left( (1 - \omega_x \omega_x^T) \frac{f'(r)}{r} + \omega_x \omega_x^T f''(r) \right) \left( p - i \alpha \frac{\omega_x}{r} \right) - f^{(4)}(r)
\]
\[+ 4 \left( \alpha - \frac{d - 1}{2} \right) \frac{f^{(3)}(r)}{r} + 4 \left( \alpha(d - 2) - \alpha^2 - \frac{(d - 1)(d - 3)}{4} \right) \frac{f''(r)}{r^2} + (d - 1)(d - 3) \frac{f'(r)}{r^3}. \tag{2-4}
\]
The operator on the first line is \( \geq 0 \) when \( x \mapsto f(|x|) \) is convex. In dimension \( d = 3 \), we already get a simple estimate.

**Lemma 5** (a lower bound for \( d = 3 \)). Let \( f : [0, \infty) \to \mathbb{R} \) be a convex nondecreasing function such that \( x \mapsto f^{(4)}(|x|) \in L^1_{\text{loc}}(\mathbb{R}^3) \). Then we have
\[
-\[p^2, [p^2, f(|x|)]\] = 4 \left( p + i \frac{\omega_x}{r} \right) \cdot \left( (1 - \omega_x \omega_x^T) \frac{f'(r)}{r} + \omega_x \omega_x^T f''(r) \right) \left( p - i \frac{\omega_x}{r} \right) - f^{(4)}(|x|)
\]
\[\geq - f^{(4)}(|x|) \tag{2-5}
\]
in the sense of quadratic forms on \( C_c^\infty(\mathbb{R}^3) \).
Proof. Take $\alpha = 1$ in (2-4).

Coming back to (2-4) and taking now the convex function $f(|x|) = |x|^{\beta}$ with $\beta \geq 1$, we obtain the following general result.

Lemma 6 (estimate on $-\{p^{2}, [p^{2}, |x|^{\beta}]\}$). For all $\beta \geq \max(1, 4 - d)$, we have

$$-\{p^{2}, [p^{2}, |x|^{\beta}]\} \geq \beta(\beta + d - 4)(d - \beta)|x|^{\beta - 4}$$

(2-6)

in the sense of quadratic forms on $C_{c}^{\infty}(\mathbb{R}^{d})$ (or on $C_{c}^{\infty}(\mathbb{R}^{d} \setminus \{0\})$ if $\beta = 4 - d$). The right side of (2-6) is nonnegative for $\max(1, 4 - d) \leq \beta \leq d$.

Proof. Take $f(r) = r^{\beta}$ in (2-4) and optimize with respect to $\alpha$ (the optimum is $\alpha = (\beta + d - 4)/2$). We need $\beta \geq 1$ to make sure that $f$ is nondecreasing and convex, and $\beta > 4 - d$ to ensure that all the terms are in $L_{\text{loc}}^{1}(\mathbb{R}^{d})$. For $\beta = 4 - d \geq 1$, the right side of (2-4) vanishes and the bound stays correct by a simple limit argument. We remark that, in the borderline case $\beta = 4 - d$, there is a positive $\delta$-measure occurring at the origin $x = 0$, which we do not see when using functions of $C_{c}^{\infty}(\mathbb{R}^{d} \setminus \{0\})$.

Remark 7. From (2-1) we immediately get the special formula $-\{p^{2}, [p^{2}, |x|^{2}]\} = 8p^{2} \geq 0$, valid in any dimension $d \geq 1$. For $d \geq 3$ and $\beta = 2$, the lower bound given in Lemma 6 is then a direct consequence of Hardy’s inequality $4p^{2} \geq (d - 2)|x|^{-2}$. In fact, we shall see below that the bound in Lemma 6 is equivalent to a generalized version of Hardy’s inequality.

We conclude this section with some general observations. First, we note that Lemma 6 gives a nonnegative lower bound in (2-6) in dimension $d = 2$ for the choice $\beta = 2$ only. In higher dimensions $d \geq 3$, the right side is nonnegative for any $1 \leq \beta \leq d$. When $\beta = 4$, we get the simple lower bound

$$-\{p^{2}, [p^{2}, |x|^{4}]\} \geq 4d(d - 4)$$

for $d \geq 4$,

which was used for the first time by Tao [2008].

As we have seen, the bound (2-6) is equivalent to the operator inequality

$$\left( p + i\alpha \frac{\omega_{x}}{r} \right) \cdot \left( (1 - \omega_{x}\omega_{x}^{T}) \frac{f'(r)}{r} + \omega_{x}\omega_{x}^{T} f''(r) \right) \left( p - i\alpha \frac{\omega_{x}}{r} \right) \geq 0$$

with $f(r) = r^{\beta}$. This can also be written for the optimal $\alpha = (\beta + d - 4)/2$ as

$$\int_{\mathbb{R}^{d}} |x|^{\beta - 2} \left( |P_{x}^{\perp} \nabla u(x)|^{2} + (\beta - 1) \left| \omega_{x} \cdot \nabla u(x) + \frac{\beta + d - 4}{2|x|} u(x) \right|^{2} \right) dx \geq 0,$$

where $P_{x}^{\perp} = 1 - \omega_{x}\omega_{x}^{T}$ is the projection on the two-dimensional space orthogonal to $\omega_{x}$. Saying that the second term is nonnegative is equivalent, for $\beta > 1$, to the (generalized) Hardy inequality

$$\int_{\mathbb{R}^{d}} |x|^{\beta - 2} \left| \omega_{x} \cdot \nabla u(x) \right|^{2} dx \geq \frac{(\beta + d - 4)^{2}}{4} \int_{\mathbb{R}^{d}} |x|^{\beta - 4} |u(x)|^{2} dx.$$

(2-7)

Hence we see that (2-6) is nothing else but a reformulation of Hardy’s inequality (2-7).
Remark 8 (fractional Laplacians). Using the integral representation
\[
x^\theta = \frac{\sin(\pi \theta)}{\pi} \int_0^\infty \frac{x}{s^\theta} ds \quad \text{for } 0 < \theta < 1,
\]
we can easily transpose most of our estimates to fractional powers \(|p|^{2\theta} = (-\Delta)^\theta\) and \(|p|^{2\theta} = (|p|^2 + 1)^\theta\) with \(\theta \in (0, 1)\). For instance, for the pseudorelativistic kinetic energy operator \(\sqrt{p^2 + 1}\), we have, at least formally,
\[
-\left[\sqrt{1 + p^2}, \sqrt{1 + p^2}, f(x)\right] = \frac{1}{\pi^2} \int_0^\infty \sqrt{s} ds \int_0^\infty \sqrt{t} dt \frac{1}{(1 + p^2 + s)(1 + p^2 + t)} (-\left[\sqrt{1 + p^2}, p^2, f(x)\right]) \frac{1}{(1 + p^2 + s)(1 + p^2 + t)}.
\]
In particular, we find
\[
-\left[\sqrt{1 + p^2}, \sqrt{1 + p^2}, |x|^\beta\right] \geq 0
\]
for \(\max(1, 4 - d) \leq \beta \leq d\). For a general convex radial function \(f\) and in \(d = 3\) dimensions, we obtain the estimate
\[
-\left[\sqrt{1 + p^2}, \sqrt{1 + p^2}, f(|x|)\right] \geq -\frac{1}{4} \|f^{(4)}_+\|_{L^\infty(\mathbb{R}^3)}
\]
with \(f^{(4)}_+\) denoting the positive part of \(f^{(4)}\).

3. Proof of Theorem 4

In this section, we provide the proof of our main result given by Theorem 4. We always assume that the initial datum \(u_0\) is smooth and decays fast enough, such that our calculations are justified. As we will see below, our estimates only involve the \(H^1(\mathbb{R}^3)\) norm of \(u_0\), and thus the general case can be obtained by a simple limiting argument, which we do not detail here.

Proof of Theorem 4. Step 1: the virial identity. Consider a smooth radial convex function \(f\). We define the corresponding virial operator
\[
A_f := p \cdot \nabla f + \nabla f \cdot p = p \cdot \omega_x f'(|x|) + f'(|x|) \omega_x \cdot p.
\]
Using (2-5), we get
\[
\frac{d}{dt} \langle u(t), A_f u(t) \rangle = 4 \int_{\mathbb{R}^3} \frac{f'(|x|)}{|x|} |P_x \nabla u(t, x)|^2 \, dx + 4 \int_{\mathbb{R}^3} \frac{f''(|x|)}{|x|} \left| \omega_x \cdot \nabla u(t, x) + \frac{u(t, x)}{|x|} \right|^2 \, dx
- \int_{\mathbb{R}^3} f^{(4)}(|x|)|u(t, x)|^2 \, dx - 2 \int_{\mathbb{R}^3} f'(|x|)|u(t, x)|^2 \omega_x \cdot \nabla V_u(t, x) \, dx, \quad (3-2)
\]
with
\[
V_u(t, x) = -\frac{Z}{|x|} + |u(t)|^2 \ast |x|^{-1} := -\frac{Z}{|x|} + W_u(t, x).
\]
The first potential term is just
\[ -2 \int_{\mathbb{R}^3} f'(|x|)|u(t, x)|^2 \omega_x \cdot \nabla \left( -\frac{Z}{|x|} \right) \, dx = -2Z \int_{\mathbb{R}^3} \frac{f'(|x|)}{|x|^2} |u(t, x)|^2. \]

The second potential term can be expressed as
\[ -2 \int_{\mathbb{R}^3} f'(|x|)|u(t, x)|^2 \omega_x \cdot \nabla W_u(t, x) \, dx = 2 \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} f'(|x|) \omega_x \cdot \frac{x-y}{|x-y|^3} |u(t, x)|^2 |u(t, y)|^2 \, dx \, dy \]
\[ = \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \frac{(f'(|x|) \omega_x - f'(|y|) \omega_y) \cdot (x-y)}{|x-y|^3} |u(t, x)|^2 |u(t, y)|^2 \, dx \, dy, \]
where in the last line we have just exchanged the role of \( x \) and \( y \). Inserting in (3-2), we arrive at the expression
\[
\frac{d}{dt}(u(t), A_f u(t)) = 4 \int_{\mathbb{R}^3} \frac{f'(|x|)}{|x|} P_x^\perp u(t, x) |^2 \, dx + 4 \int_{\mathbb{R}^3} f''(|x|) \left| \omega_x \cdot \nabla u(t, x) + \frac{u(t, x)}{|x|} \right|^2 \, dx
\]
\[ - \int_{\mathbb{R}^3} f^{(4)}(|x|) |u(t, x)|^2 \, dx - 2Z \int_{\mathbb{R}^3} \frac{f'(|x|)}{|x|^2} |u(t, x)|^2 \, dx + \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \frac{(f'(|x|) \omega_x - f'(|y|) \omega_y) \cdot (x-y)}{|x-y|^3} |u(t, x)|^2 |u(t, y)|^2 \, dx \, dy. \]

For dimensional reasons, it is natural to take \( f(|x|) = |x|^3/3 \). The following lemma allows us to deal with the last potential term in this special case.

**Lemma 9** (lower bound on the nonlinear term for \( f(r) = r^3/3 \)). We have
\[
\frac{|x|^2 \omega_x - |y|^2 \omega_y \cdot (x-y)}{|x-y|^3} \geq \frac{1}{2}
\]
for all \( x \neq y \in \mathbb{R}^3 \). In the radial case we have
\[
\frac{\int_{S^2} \int_{S^2} \frac{|x|^2 \omega_x - |y|^2 \omega_y \cdot (x-y)}{|x-y|^3} \, d\omega_x \, d\omega_y}{(4\pi)^{-1}} = 1
\]
where \( \int_{S^2} d\omega_x = (4\pi)^{-1} \int_{S^2} d\omega_x \) denotes the (normalized) angular integration.

**Proof.** We compute
\[
\frac{|x|^2 \omega_x - |y|^2 \omega_y \cdot (x-y)}{|x-y|^3} = \frac{r^3 + s^3 - (r^2 s + s^2 r) \omega_x \cdot \omega_y}{(r^2 + s^2 - 2rs \omega_x \cdot \omega_y)^{3/2}} = \frac{1 + u^3 - (u + u^2)\theta}{(1 + u^2 - 2u\theta)^{3/2}}
\]
with \( x = r \omega_x, y = s \omega_y, u := \min(r, s) \max(r, s)^{-1} \in [0, 1], \) and \( \theta := \omega_x \cdot \omega_y \in [-1, 1] \). Differentiating with respect to \( \theta \), we find
\[
\frac{d}{d\theta} \left( \frac{1 + u^3 - (u + u^2)\theta}{(1 + u^2 - 2u\theta)^{3/2}} \right) = \frac{u(1 + u)(u^2 + (1 - u)(2 - u)) - \theta u^2(1 + u)}{(1 + u^2 - 2u\theta)^{5/2}}.
\]
We have \( u^2 + (1-u)(2-u) = u + 2(u-1)^2 \geq u \) and therefore the numerator is nonnegative for \( u > 0 \) and \( \theta \in [-1, 1] \). We conclude that the minimum is attained for \( \theta = -1 \). The value is

\[
\frac{1 + u^3 + u + u^2}{(1 + u)^3} = 1 - \frac{2u}{(1 + u)^2} \geq \frac{1}{2},
\]

where the minimum is attained for \( u = 1 \). All in all, we find that

\[
\frac{(|x|^2 \omega_x - |y|^2 \omega_y) \cdot (x - y)}{|x - y|^3} \geq \frac{1}{2},
\]

as was claimed. In the radial case we find by explicit integration

\[
\int_{S^2} \int_{S^2} \frac{(|x|^2 \omega_x - |y|^2 \omega_y) \cdot (x - y)}{|x - y|^3} d\omega_x d\omega_y = \frac{1}{2} \int_{-1}^{1} \frac{1 + u^3 - (u + u^2)\theta}{(1 + u^2 - 2u\theta)^{3/2}} d\theta = 1.
\]

\( \Box \)

For \( f(r) = r^3/3 \), the previous estimates give

\[
\frac{d}{dt} (u(t), A f u(t)) = 4 \int_{\mathbb{R}^3} |x|^4 P_x^+ \nabla u(t, x)^2 dx + 8 \int_{\mathbb{R}^3} |x|^2 |x| \nabla u(t, x) + \frac{u(t, x)}{|x|}^2 dx + \kappa N^2 - 2ZN.
\]

(3-6)

where \( \kappa = 1 \) in the radial case and \( \kappa = \frac{1}{2} \) otherwise. If \( u \) is a stationary state, the left side is independent of \( t \) and this is a new proof that \( N < 4Z \) \( (N < 2Z \) in the radial case) for bound states. Equation (3-6) is a new monotonicity formula for the Coulombic Hartree equation, when \( N \geq 4Z \) \( (N \geq 2Z \) in the radial case).

**Step 2: the localized virial estimate.** We now use a localized virial estimate, which means that we choose a virial function \( f_R \) which behaves like \( |x|^3/3 \) on a ball of radius \( R \) and like \( |x| \) at infinity. We will take \( f_R \) of the form

\[
f_R(|x|) = R^3 f(|x|/R)
\]

for

\[
f(r) = r - \arctan r,
\]

(3-7)

which we have chosen to have

\[
f'(r) = \frac{r^2}{1 + r^2} = 1 - \frac{1}{1 + r^2}.
\]

(3-8)

Clearly, the first derivative \( f' \) is nondecreasing and positive. Hence \( x \mapsto f(|x|) \) is a convex function on \( \mathbb{R}^3 \). The following lemma gathers some important properties of \( f \), which are the ‘localized’ equivalent of Lemma 9 above.

**Lemma 10** (the virial function \( f \)). Let \( f \) be as in (3-7). We have

\[
\frac{(f'(|x|) \omega_x - f'(|y|) \omega_y) \cdot (x - y)}{|x - y|^3} \geq \frac{1}{2} \frac{f'(|x|)}{|x|^2} \frac{f'(|y|)}{|y|^2}
\]

(3-9)
for all \( x \neq y \in \mathbb{R}^3 \). In the radial case, we get

\[
\int_{S^2} \int_{S^2} \frac{(f'(|x|)\omega_x - f'(|y|)\omega_y) \cdot (x - y)}{|x - y|^3} \, d\omega_x \, d\omega_y = \frac{f'(\max(|x|, |y|))}{\max(|x|, |y|)^2} = \frac{1}{1 + \max(|x|^2, |y|^2)} \geq \frac{f'(|x|) \, f'(|y|)}{|x|^2 \, |y|^2}. \tag{3-10}
\]

**Proof:** As in Lemma 9, we write

\[
\frac{(f'(|x|)\omega_x - f'(|y|)\omega_y) \cdot (x - y)}{|x - y|^3} = \frac{rf'(r) + sf'(s) - \theta (sf'(r) + rf'(s))}{(r^2 + s^2 - 2rs\theta)^{3/2}} \tag{3-11}
\]

with \( r = |x|, s = |y|, \) and \( \theta = \omega_x \cdot \omega_y \in [-1, 1] \). Differentiating with respect to \( \theta \), we find

\[
\frac{r(2r^2 - s^2) f'(r) + s(2s^2 - r^2) f'(s) - \theta rs (sf'(r) + rf'(s))}{(r^2 + s^2 - 2rs\theta)^{5/2}}.
\]

Since \( f' > 0 \), the numerator is positive for \( \theta \leq \theta_c \) and negative for \( \theta \geq \theta_c \). Regardless of whether \( \theta_c \in [-1, 1] \) or not, the minimum of the function in (3-11) is attained at \( \theta = \pm 1 \). For \( \theta = -1 \), we find

\[
\frac{f'(r) + f'(s)}{(r + s)^2} = \frac{r^2 + s^2 + 2r^2s^2}{(1 + r^2)(1 + s^2)(r + s)^2}.
\]

Now we remark that

\[
\frac{r^2 + s^2 + 2r^2s^2}{(r + s)^2} = \frac{1}{2} + \frac{(r - s)^2 + 4r^2s^2}{2(r + s)^2} \geq \frac{1}{2},
\]

and therefore

\[
\frac{f'(r) + f'(s)}{(r + s)^2} \geq \frac{1}{2(1 + r^2)(1 + s^2)}.
\]

For \( \theta = 1 \), we find

\[
\frac{|f'(r) - f'(s)|}{(r - s)^2} = \frac{|r^2(1 + s^2) - s^2(1 + r^2)|}{(1 + r^2)(1 + s^2)(r - s)^2} = \frac{r + s \, f'(r) \, f'(s)}{|r - s| \, r^2 \, s^2}.
\]

We have, with \( u = \min(r, s) \max(r, s)^{-1} \),

\[
\frac{r + s}{|r - s|} = \frac{1 + u}{1 - u} = 1 + \frac{2u}{1 - u} \geq 1.
\]

We conclude that

\[
\frac{(f'(|x|)\omega_x - f'(|y|)\omega_y) \cdot (x - y)}{|x - y|^3} \geq \frac{1}{2} \frac{f'(|x|) \, f'(|y|)}{|x|^2 \, |y|^2}
\]

for all \( x \neq y \in \mathbb{R}^3 \), as was stated.
In the radial case we have to compute the integral over the angle explicitly. We use the notation $r_* := \min(r, s)$ and $r_\succ := \max(r, s)$, and we get
\[
\begin{align*}
\int_{S^2} \frac{(f'(|x|)\omega_x - f'(|y|)\omega_y) \cdot (x - y)}{|x - y|^3} d\omega_x d\omega_y &= \frac{1}{2} \int_{-1}^{1} \frac{r f'(r) + s f'(s) - \theta (sf'(r) + rf'(s))}{(r^2 + s^2 - 2rs\theta)^{3/2}} d\theta \\
&= \frac{r f'(r) + s f'(s)}{r^3_\succ} \frac{1}{2} \int_{-1}^{1} \frac{1}{(1 + u^2 - 2u\theta)^{3/2}} - \frac{(r f'(s) + sf'(r))}{r^3_\succ} \frac{1}{2} \int_{-1}^{1} \frac{\theta}{(1 + u^2 - 2u\theta)^{3/2}} du \\
&= \frac{1}{r_\succ (r^2_\succ - r^2_{\prec})} (r_\succ f'(r_\succ) + r_\prec f'(r_\prec) - (r_\prec f'(r_\succ) + r_\succ f'(r_\prec))r_\prec r_\succ \\
&= \frac{1}{r_\succ (r^2_\succ - r^2_{\prec})} (r_\succ f'(r_\succ) - r_\prec f'(r_\succ))/r_\succ = \frac{f'(r_\succ)}{r^2_\succ}.
\end{align*}
\]
This calculation is valid for an arbitrary radial differentiable function $f$, not just the specific $f$ chosen above. The proof of Lemma 10 is now complete.

We apply (3-3) for $f_R = R^3 f(\cdot/R)$ with $f$ given by (3-7). We get the expression
\[
\begin{align*}
\frac{d}{dt} \langle u(t), A_{f_R} u(t) \rangle &= 4R \int_{\mathbb{R}^3} \frac{R f'(|x|)/R}{|x|} |P_x^\perp \nabla u(t, x)|^2 dx + 4R \int_{\mathbb{R}^3} f''(|x|)/R \left| \omega_x \cdot \nabla u(t, x) + \frac{u(t, x)}{|x|} \right|^2 dx \\
&\quad - \frac{1}{R} \int_{\mathbb{R}^3} f^{(4)}(|x|)/R |u(t, x)|^2 dx - 2Z \int_{\mathbb{R}^3} \frac{R^2 f'(|x|)/R}{|x|^2} |u(t, x)|^2 dx \\
&\quad + R^2 \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \frac{f'(|x|)/R \omega_x - f'(|y|)/R \omega_y \cdot (x - y)}{|x - y|^3} |u(t, x)|^2 |u(t, y)|^2 dx dy. \quad (3-12)
\end{align*}
\]
We now define the localized mass by
\[
M_R(t) := \int_{\mathbb{R}^3} \frac{f_R'(|x|)}{|x|^2} |u(t, x)|^2 dx = \int_{\mathbb{R}^3} \frac{1}{1 + R^{-2} |x|^2} |u(t, x)|^2 dx. \quad (3-13)
\]
Using (3-9) (or (3-10) in the radial case), we get the lower bound
\[
\begin{align*}
\frac{d}{dt} \langle u(t), A_{f_R} u(t) \rangle &\geq - \frac{1}{R} \int_{\mathbb{R}^3} f^{(4)}(|x|)/R |u(t, x)|^2 dx - 2Z M_R(t) + \kappa M_R(t)^2 \quad (3-14)
\end{align*}
\]
with $\kappa = 1$ in the radial case and $\kappa = \frac{1}{2}$ otherwise. Finally we remark that
\[
-f^{(4)}(r) = 24r \frac{1 - r^2}{(1 + r^2)^4} \geq -24 \frac{r^3}{(1 + r^2)^4} \mathbb{1}(r \geq 1) \geq - \frac{3}{1 + r^2} = -3 \frac{f'(r)}{r^2}
\]
(the best numerical constant is 1.33 instead of 3) and we get our final lower bound
\[
\frac{d}{dt} \langle u(t), A_{f_R} u(t) \rangle \geq -\left(2Z + \frac{3}{R} \right) M_R(t) + \kappa M_R(t)^2. \tag{3-15}
\]

To conclude our proof of (1-9), we average (3-15) over a time interval \([0, T]\) and use Jensen’s inequality, to get
\[
\frac{1}{T} \int_0^T M_R(t)^2 \, dt \geq \left( \frac{1}{T} \int_0^T M_R(t) \, dt \right)^2,
\]
which behaves like \(3\) instead of \(3\) and we get our final lower bound
\[
\frac{\langle u(T), A_{f_R} u(T) \rangle - \langle u(0), A_{f_R} u(0) \rangle}{T} \geq \kappa \left( \frac{1}{T} \int_0^T M_R(t) \, dt \right)^2 - (2Z + 3/R) \left( \frac{1}{T} \int_0^T M_R(t) \, dt \right). \tag{3-16}
\]

Note that
\[
|\langle u(t), A_{f_R} u(t) \rangle| = |\langle u(t), (p \cdot \nabla f_R(|x|) + \nabla f_R(|x|) \cdot p)u(t) \rangle| \leq 2\sqrt{K} \sqrt{N} \| f_R \|_{L^\infty} = 2\sqrt{K} \sqrt{N} R^2,
\]
since \(\sup_{r \geq 0} f'(r) = 1\), and where we recall that \(K = \sup_t \| \nabla u(t) \|_{L^2}\). In summary, we conclude that
\[
\kappa \left( \frac{1}{T} \int_0^T M_R(t) \, dt \right)^2 - (2Z + 3/R) \left( \frac{1}{T} \int_0^T M_R(t) \, dt \right) \leq 4\sqrt{KN} \frac{R^2}{T}.
\]
Using \(\sqrt{1+u} \leq 1 + u/2\), this implies
\[
\frac{1}{T} \int_0^T M_R(t) \, dt \leq \frac{2Z + 3/R}{2\kappa} + \frac{2Z + 3/R}{2\kappa} \sqrt{1 + \frac{16\sqrt{KN} R^2}{(2Z + 3/R)^2 T}} \leq \frac{2Z}{\kappa} + \frac{3}{R} + \frac{4\sqrt{KN} R^2}{(2Z + 3/R)T} \leq \frac{2Z}{\kappa} + \frac{3}{R} + \frac{2\sqrt{KN} R^2}{ZT},
\]
which ends the proof of (1-9).

**Remark 11.** Our proof works unchanged for a more general time average based on a positive function \(\mu\) such that \(\int_0^\infty \mu = 1\) and \(\mu'\) is a bounded Borel measure. More precisely, we have the estimate
\[
\int_0^\infty \frac{\mu(t)}{T} \, dt \int_{\mathbb{R}^3} \frac{|u(t, x)|^2}{1 + |x|^2/R^2} \, dx \leq \frac{2Z}{\kappa} + \frac{3}{R} + \frac{\sqrt{KN} R^2}{ZT} \int_0^\infty |\mu'|.
\]
For instance, one could take \(\mu(t) = e^{-t}\).

**Step 3: estimate on the local kinetic energy.** We show here that the kinetic energy also has a universal upper bound in average, on any ball of radius \(R\). This time, we use a localized virial identity based on the function
\[
g_R(|x|) = R^2 g(|x|/R),
\]
which behaves like \(|x|^2\) on \(B_R\) and like \(|x|\) at infinity. More precisely, we take
\[
g(r) = r - \log(1 + r)
\]
\[
(3-17)
\]
which is such that
\[ g'(r) = \frac{r}{1 + r} = 1 - \frac{1}{1 + r}. \]

Clearly \( g' \) is positive and nondecreasing, therefore \( x \mapsto g(|x|) \) is convex on \( \mathbb{R}^3 \).

We use the lower bound (2-4) with \( \alpha = 0 \) and we get, by the same calculations as before,
\[
\frac{d}{dt} \langle u(t), A_{g_R} u(t) \rangle = 4 \int_{\mathbb{R}^3} \left( \frac{R g'(|x|/R)}{|x|} |P_x^\perp \nabla u(t, x)|^2 + g''(|x|/R) |\omega_x \cdot \nabla u(t, x)|^2 \right) dx \\
- \frac{1}{R^2} \int_{\mathbb{R}^3} \left( g^{(4)}(|x|/R) + 4 \frac{R g^{(3)}(|x|/R)}{|x|} \right) |u(t, x)|^2 dx \\
+ R \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \frac{(\nabla g(x/R) - \nabla g(y/R)) \cdot (x - y)}{|x - y|^3} |u(t, x)|^2 |u(t, y)|^2 \ dx \ dy \\
- 2Z \int_{\mathbb{R}^3} \frac{R g'(|x|/R)}{|x|^2} |u(t, x)|^2 dx.
\]

We denote by
\[ K_R(t) := \int_{\mathbb{R}^3} g''(|x|/R) |\nabla u(t, x)|^2 dx = \int_{\mathbb{R}^3} \frac{|\nabla u(t, x)|^2}{(1 + R^{-1} |x|)^2} dx \]
the local kinetic energy. Since \( x \mapsto g(|x|) \) is convex,
\[ (\nabla g(x) - \nabla g(y)) \cdot (x - y) \geq 0 \]
for all \( x, y \in \mathbb{R}^3 \). Also, we notice that
\[ g''(r) = \frac{1}{(1 + r)^2} \leq \frac{1}{1 + r} = \frac{g'(r)}{r}. \]

Finally, we compute
\[ g^{(3)}(r) = -\frac{2}{(1 + r)^3} \leq 0 \]
and
\[ g^{(4)}(r) = \frac{6}{(1 + r)^4} \leq \frac{6}{1 + r^2} = \frac{f'(r)}{r^2}. \]

So we arrive at the estimate
\[
\frac{d}{dt} \langle u(t), A_{g_R} u(t) \rangle \geq 4 K_R(t) - \frac{6}{R^2} M_R(t) - 2Z \int_{\mathbb{R}^3} \frac{R g'(|x|/R)}{|x|^2} |u(t, x)|^2 dx.
\]

In order to control the negative term, we again use Hardy’s trick:
\[ 0 \leq \int_{\mathbb{R}^3} g''(|x|/R) |\nabla u(t, x) + \alpha \omega x u(t, x)|^2 \, dx \]
\[ = \int_{\mathbb{R}^3} g''(|x|/R) |\nabla u(t, x)|^2 \, dx - \alpha \int_{\mathbb{R}^3} \text{div}(\omega x g''(|x|/R)) |u(t, x)|^2 \, dx + \alpha^2 \int_{\mathbb{R}^3} g''(|x|/R) |\nabla u(t, x)|^2 \, dx \]
\[ = \int_{\mathbb{R}^3} g''(|x|/R) |\nabla u(t, x)|^2 \, dx + \alpha^2 \int_{\mathbb{R}^3} g''(|x|/R) |u(t, x)|^2 \, dx \]
\[ - 2\alpha \int_{\mathbb{R}^3} \frac{g''(|x|/R)}{|x|} |u(t, x)|^2 \, dx - \frac{\alpha}{R} \int_{\mathbb{R}^3} g''(3(|x|/R)|u(t, x)|^2 \, dx. \]

Therefore, using that \(-g^{(3)}(r) = 2(1+r)^{-3} \leq 2(1+r^2)^{-1} = 2f'(r)r^{-2}\) and that \(g''(r) = (1+r)^{-2} \leq (1+r^2)^{-1} = f'(r)r^{-2}\), we find
\[ \int_{\mathbb{R}^3} \frac{g''(|x|/R)}{|x|} |u(t, x)|^2 \, dx \leq \frac{1}{2\alpha} K_R(t) + \left( \frac{\alpha}{2} + \frac{1}{R} \right) M_R(t). \]

Coming back to the negative term in (3-18), we write
\[ \int_{\mathbb{R}^3} \frac{R g''(|x|/R)}{|x|^2} |u(t, x)|^2 \, dx = \int_{\mathbb{R}^3} \frac{1}{|x|(1+|x|/R)} |u(t, x)|^2 \, dx \]
\[ = \int_{\mathbb{R}^3} \frac{1}{|x|(1+|x|/R)^2} |u(t, x)|^2 \, dx + \frac{1}{R^3} \int_{\mathbb{R}^3} \frac{1}{(1+|x|/R)^2} |u(t, x)|^2 \, dx \]
\[ \leq \frac{1}{2\alpha} K_R(t) + \left( \frac{\alpha}{2} + \frac{2}{R} \right) M_R(t). \]

Inserting (3-19) gives
\[ \frac{d}{dt} \langle u(t), A_{gr} u(t) \rangle \geq \left( 4 - \frac{Z}{\alpha} \right) K_R(t) - Z \left( \alpha + \frac{4}{R} + \frac{6}{R^2} \right) M_R(t). \tag{3-20} \]

Taking \(\alpha = Z/2\) leads to
\[ \frac{d}{dt} \langle u(t), A_{gr} u(t) \rangle \geq 2K_R(t) - Z \left( \frac{Z}{2} + \frac{4}{R} + \frac{6}{R^2} \right) M_R(t). \tag{3-21} \]

To conclude our proof, we average over \(t\) in an interval \([0, T]\) using that
\[ |\langle u(t), A_{gr} u(t) \rangle| \leq 2\sqrt{K} \sqrt{N} \|g'_R\|_{L^{\infty}} = 2R \sqrt{K} \sqrt{N}, \]
and we get
\[ \frac{1}{T} \int_0^T K_R(t) \, dt \leq Z \left( \frac{Z}{4} + \frac{2}{R} + \frac{3}{R^2} \right) \frac{1}{T} \int_0^T M_R(t) \, dt + \frac{2R \sqrt{K} \sqrt{N}}{T}, \tag{3-22} \]

which concludes the proof of (1-12).

**Step 4: Estimate on \(K\).** We end the proof of **Theorem 4** by estimating the maximal value \(K\) of the kinetic energy of \(u(t)\) in terms of \(\|u_0\|_{H^1}\), using the conservation of energy.

**Lemma 12** (kinetic energy estimate). **We have, for all** \(t \in \mathbb{R}\),
\[ \|\nabla u(t)\|_{L^2(\mathbb{R}^3)}^2 \leq Z^2 \|u_0\|_{L^2(\mathbb{R}^3)}^2 + \|\nabla u_0\|_{L^2(\mathbb{R}^3)}^2 + \frac{1}{2} \|u_0\|_{L^2(\mathbb{R}^3)}^2 \|\nabla u_0\|_{L^2(\mathbb{R}^3)}. \tag{3-23} \]
Proof of Lemma 12. By conservation of energy and mass, we find
\[ E_Z(u_0) = E_Z(u) \geq \int u, \left( -\frac{\Delta}{2} - \frac{Z}{|x|} \right) u + \frac{1}{2} \| \nabla u \|_{L^2(\mathbb{R}^3)}^2 \geq -\frac{Z^2}{2} \int_{\mathbb{R}^3} |u_0|^2 + \frac{1}{2} \| \nabla u \|_{L^2(\mathbb{R}^3)}^2, \]
since \(-\Delta/2 - Z|x|^{-1} \geq -Z^2/2\) (hydrogen atom). Next, for \(x \in \mathbb{R}^3\) and \(u \in H^1(\mathbb{R}^3)\), we note the bound
\[ \int_{\mathbb{R}^3} \frac{|u(y)|^2}{|x-y|} \, dy \leq \min_{z > 0} \left( \frac{z}{2} \int_{\mathbb{R}^3} |u|^2 + \frac{1}{2z} \int_{\mathbb{R}^3} |\nabla u|^2 \right) = \| u \|_{L^2(\mathbb{R}^3)} \| \nabla u \|_{L^2(\mathbb{R}^3)}, \]
which gives us
\[ E_Z(u_0) \leq \| \nabla u_0 \|_{L^2(\mathbb{R}^3)}^2 + \frac{1}{2} \| u_0 \|_{L^2(\mathbb{R}^3)}^3 \| \nabla u_0 \|_{L^2(\mathbb{R}^3)}. \]
Hence,
\[ \| \nabla u \|_{L^2(\mathbb{R}^3)}^2 \leq Z^2 \| u_0 \|_{L^2(\mathbb{R}^3)}^2 + 2 \| \nabla u_0 \|_{L^2(\mathbb{R}^3)}^2 \| u_0 \|_{L^2(\mathbb{R}^3)}^3 \| \nabla u_0 \|_{L^2(\mathbb{R}^3)}. \]
This concludes the proof of Theorem 4.

4. Extensions: Hartree–Fock and many-body Schrödinger theories

4.1. Hartree–Fock theory. The Hartree–Fock equations describe the nonlinear evolution of a wave function taking the form of a Slater determinant, that is,
\[ \Psi(t) = \frac{1}{\sqrt{N!}} \sum_{\sigma \in S_N} \text{sgn}(\sigma) u_1(t, x_{\sigma(1)}) \cdots u_N(t, x_{\sigma(N)}), \]
where the functions \(u_1, \ldots, u_N\) model the states of the \(N\) electrons. The physical fact that electrons are fermions is expressed in the Pauli principle given by the orthonormality condition
\[ \langle u_j, u_k \rangle_{L^2} = \delta_{jk}. \]
The Hartree–Fock equations [Lieb and Simon 1977; Chadam 1976; Bove et al. 1976] form a system of \(N\) coupled nonlinear equations similar to (1-1):
\[
\begin{cases}
  i \frac{\partial}{\partial t} u_j = H_u u_j, \\
  H_u v = -\Delta v - Z|x|^{-1} v + \sum_{k=1}^N |u_k|^2 \ast |x|^{-1} v - \sum_{k=1}^N (\overline{u_j} v) \ast |x|^{-1} u_k.
\end{cases} \tag{4-1}
\]
One simple way to write the same equation is to introduce the one-body density matrix
\[ \gamma(t) := \sum_{k=1}^N |u_k \rangle \langle u_k|, \]
which is the orthogonal projection onto the space spanned by the functions \(u_1, \ldots, u_N\). Then (4-1) is equivalent to the so-called von Neumann equation,
\[
\begin{cases}
  i \frac{\partial}{\partial t} \gamma = [H_{\gamma}, \gamma], \\
  H_{\gamma} v = -\Delta v - Z|x|^{-1} v + \rho_{\gamma(t)} \ast |x|^{-1} v - \int_{\mathbb{R}^3} \frac{\gamma(t, x, y)}{|x-y|} v(y) \, dy.
\end{cases} \tag{4-2}
\]
Here $\rho_\gamma(x) := \gamma(x, x)$ is the density associated with the matrix $\gamma$. The time-dependent equation (4-2) does in fact make sense for any trace-class operator $\gamma$ such that

$$0 \leq \gamma \leq 1 \quad \text{and} \quad \text{Tr}(\gamma) = N,$$

which corresponds to generalized Hartree–Fock states [Bach et al. 1994]. Note that the infinite-rank case rank $\gamma = +\infty$ is also allowed here. We refer to [Chadam 1976; Bove et al. 1976] for the proof of global well-posedness for (4-2) with initial data such that Tr$(1 - \Delta)\gamma_0 < +\infty$.

The following result is the equivalent of Theorem 4 in the Hartree–Fock case.

**Theorem 13** (long-time behavior of atoms in Hartree–Fock theory). Suppose $Z > 0$ and let $\gamma_0$ be an arbitrary initial datum such that

$$\text{Tr}((1 - \Delta)\gamma_0 < \infty.$$

Denote by $\gamma(t)$ the unique solution of (4-2). Then we have the estimate

$$\frac{1}{T} \int_0^T dt \int_{\mathbb{R}^3} dx \frac{\rho_\gamma(t)(x)}{1 + |x|^2/R^2} \leq 4Z + 1 + \frac{3}{R} + \frac{2\sqrt{K}N R^2}{ZT}$$

(4-3)

with

$$N := \text{Tr}(\gamma_0)$$

and

$$K := \sup_{t \geq 0} \text{Tr}(-\Delta)\gamma(t) \leq Z^2 N + 2 \text{Tr}(-\Delta)\gamma_0 + N^3 \sqrt{\text{Tr}(-\Delta)\gamma_0}.$$ (4-4)

In particular, we have

$$\lim \sup_{T \to \infty} \frac{1}{T} \int_0^T dt \int_{|x| \leq r} dx \rho_\gamma(t)(x) \leq 4Z + 1$$

(4-5)

for every $r > 0$. Similarly, we have the following estimate on the local kinetic energy:

$$\frac{1}{T} \int_0^T dt \int_{\mathbb{R}^3} dx \frac{\tau_\gamma(t)(x)}{(1 + |x|^2/R)^2} \leq \left( \frac{Z^2}{4} + \frac{2Z}{R} + \frac{3Z}{R^2} \right) \frac{1}{T} \int_0^T dt \int_{\mathbb{R}^3} \frac{\rho_\gamma(t)(x)}{1 + |x|^2/R^2} dx + \frac{2R\sqrt{K}N}{T},$$

(4-6)

where $\tau_\gamma(x) = -\sum_{k=1}^3 (\partial_k \gamma \partial_k)(x, x)$ is the density of kinetic energy, and therefore

$$\lim \sup_{T \to \infty} \frac{1}{T} \int_0^T dt \int_{|x| \leq r} dx \tau_\gamma(t)(x) \leq \frac{Z^2}{4} (4Z + 1)$$

(4-7)

for every $r > 0$.

If the initial datum $\gamma_0$ is radial in the sense that

$$\gamma_0(\mathcal{R}x, \mathcal{R}y) = \gamma_0(x, y) \quad \text{for all } x, y \in \mathbb{R}^3 \text{ and all } \mathcal{R} \in \text{SO}(3),$$

then $\gamma(t)$ is radial for all times and the same estimates (4-3) and (4-7) hold true with $4Z + 1$ replaced by $2Z + 1$.

The proof of Theorem 13 is very similar to that of Theorem 4, the main new difficulty being the control of the exchange term. Thus we only explain how to deal with it.
Sketch of the proof of Theorem 13. First, we consider a sufficiently smooth radial function \( f = f(|x|) \). (Below we will take \( f = f_R \), the same as in the proof of Theorem 4.) Differentiating with respect to \( t \), we find

\[
\frac{d}{dt} \text{Tr}(A_f \gamma) = i \text{Tr}([H_f, A_f] \gamma)
= -\text{Tr}([p^2, [p^2, f]] \gamma) + i \text{Tr}([V_f, A_f] \gamma) - i \text{Tr}([X_f, A_f] \gamma),
\]

where \( V_f = -Z|x|^{-1} + |x|^{-1} * \rho_f \) and \( X_f \) is the exchange term defined by

\[
(X_f u)(x) = \int_{\mathbb{R}^3} \frac{\gamma(x, y)}{|x - y|} u(y) dy.
\]

Note that

\[
i[V_f, A_f] = -2 \nabla f \cdot \nabla V_f
\]

is a function (that is, a multiplication operator). Analogous to the Hartree case, we thus obtain

\[
i \text{Tr}([V_f, A_f] \gamma) = -2 \int_{\mathbb{R}^3} \rho_f(x) \nabla f(x) \cdot \nabla V_f(x) dx
= -2Z \int_{\mathbb{R}^3} \frac{f'(|x|)}{|x|^2} \rho_f(t, x) dx + \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \frac{(\nabla f(x) - \nabla f(y)) \cdot (x - y)}{|x - y|^3} \rho_f(x) \rho_f(y) dx dy.
\]

The exchange term is controlled using the following fact.

**Lemma 14** (exchange term). Let \( \text{Tr}(1 - \Delta) \gamma < +\infty \) and suppose \( f : \mathbb{R}^d \to \mathbb{R} \) satisfies \( \nabla f \in L^\infty(\mathbb{R}^d) \). Then we have

\[
i \text{Tr}([X_f, A_f] \gamma) = \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \frac{(\nabla^2 f(x) - \nabla^2 f(y)) \cdot (x - y)}{|x - y|^3} \gamma(x, y)^2 dx dy.
\]

**Proof.** The proof is an explicit computation:

\[
i \text{Tr}([X_f, A_f] \gamma)
= i \text{Tr}([X_f, (p \cdot (\nabla f) + (\nabla f) \cdot p)] \gamma)
= + \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} X_f(x, y) \nabla y \cdot (\nabla f)(y) \gamma(y, x) dx dy - \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \gamma(y, x) \nabla_x \cdot (\nabla f)(x) X_f(x, y) dx dy
+ \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} X_f(x, y)(\nabla f)(y) \cdot \nabla_y \gamma(y, x) dx dy - \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \gamma(y, x)(\nabla f)(x) \cdot \nabla_x X_f(x, y) dx dy.
\]

Integrating by parts for the first two terms, we find

\[
i \text{Tr}([X_f, A_f] \gamma)
= - \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \gamma(y, x)(\nabla f)(y) \cdot \nabla_y X_f(x, y) dx dy + \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} X_f(x, y)(\nabla f)(x) \cdot \nabla_x \gamma(y, x) dx dy
+ \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} X_f(x, y)(\nabla f)(y) \cdot \nabla_y \gamma(y, x) dx dy - \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \gamma(y, x)(\nabla f)(x) \cdot \nabla_x X_f(x, y) dx dy.
\]

Now we use that

\[
\nabla_y X_f(x, y) = \frac{1}{|x - y|} \nabla_y \gamma(x, y) + \gamma(x, y) \nabla_y \frac{1}{|x - y|}
\]
and we exchange $x$ and $y$ in the second and fourth integrals. The final result is

$$i \text{Tr}([X_\gamma, A_f] \gamma) = -\int_{\mathbb{R}^3} \int_{\mathbb{R}^3} |\gamma(x, y)|^2 \left( (\nabla f)(y) \cdot \nabla_y \frac{1}{|x-y|} + (\nabla f)(x) \cdot \nabla_x \frac{1}{|x-y|} \right) dx \, dy$$

$$= \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \frac{(\nabla f(x) - \nabla f(y)) \cdot (x-y)}{|x-y|^3} |\gamma(x, y)|^2 dx \, dy. \quad \square$$

Inserting this in (4-8) gives the following value for the derivative of the expectation value of $A_f$:

$$\frac{d}{dt} \text{Tr}(A_f \gamma) = -\text{Tr}([p^2, [p^2, f]] \gamma) - 2Z \int_{\mathbb{R}^3} \frac{f'(|x|)}{|x|^2} \rho_\gamma(t, x) dx$$

$$+ \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \frac{(\nabla f(x) - \nabla f(y)) \cdot (x-y)}{|x-y|^3} (\rho_\gamma(x) \rho_\gamma(y) - |\gamma(x, y)|^2) dx \, dy. \quad (4-10)$$

Since $f$ is convex, we have the operator bound

$$-\text{Tr}([p^2, [p^2, f]] \gamma) \geq -f^{(4)}(|x|),$$

which gives

$$-\text{Tr}([p^2, [p^2, f]] \gamma) \geq -\text{Tr}(f^{(4)} \gamma) = -\int_{\mathbb{R}^3} f^{(4)}(|x|) \rho_\gamma'(t)(x) dx$$

because $\gamma \geq 0$. Thus we can argue exactly as in the Hartree case. We start by taking $f_R$ given by (3-7) and define the local mass by

$$M_R(t) := \int_{\mathbb{R}^3} \frac{f'(|x|)}{|x|^2} \rho_\gamma(t)(x) dx.$$ 

Then we use the bound (3-9), that is,

$$\frac{(\nabla f_R(x) - \nabla f_R(y)) \cdot (x-y)}{|x-y|^3} \geq \frac{1}{2} \frac{R^2 f'(|x|/R)}{|x|^2} \frac{R^2 f'(|y|/R)}{|y|^2},$$

as well as the fact that $\rho_\gamma(x) \rho_\gamma(y) \geq |\gamma(x, y)|^2$ for a.e. $x, y \in \mathbb{R}^3$ (by the Cauchy–Schwarz inequality and the eigenfunction expansion for $\gamma$.) This gives

$$\int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \frac{(\nabla f_R(x) - \nabla f_R(y)) \cdot (x-y)}{|x-y|^3} (\rho_\gamma(x) \rho_\gamma(y) - |\gamma(x, y)|^2) dx \, dy \geq \frac{M_R(t)^2}{2} - \frac{1}{2} \text{Tr}(h_R \gamma h_R \gamma),$$

with $h_R := R^2 f'(|x|/R)|x|^{-2}$. Since $0 \leq \gamma \leq 1$ and $0 \leq h_R \leq 1$, we have $h_R \gamma h_R \leq (h_R)^2 \leq h_R$, and therefore

$$\text{Tr}(h_R \gamma h_R \gamma) \leq \text{Tr}(h_R \gamma) = M_R(t).$$

We conclude that

$$\int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \frac{(\nabla f(x) - \nabla f(y)) \cdot (x-y)}{|x-y|^3} (\rho_\gamma(x) \rho_\gamma(y) - |\gamma(x, y)|^2) dx \, dy \geq \frac{M_R(t)^2 - M_R(t)}{2}.$$ 

The additional term is responsible for the change of $4Z$ into $4Z + 1$. In the radial case, we use (3-10) instead and we get rid of the factor of $\frac{1}{2}$ on the left side. The rest of the proof is exactly the same as in the Hartree case. \square
4.2. Many-body Schrödinger equation. Our method also applies to the linear many-body Schrödinger equation

\[
\begin{align*}
\begin{cases}
  i \frac{\partial}{\partial t} \Psi(t) &= H(N, Z) \Psi(t), \\
  H(N, Z) &= \sum_{j=1}^{N} \left( -\Delta_{x_j} - \frac{Z}{|x_j|} \right) + \frac{1}{2} \sum_{1 \leq k \neq \ell \leq N} \frac{1}{|x_k - x_\ell|}, \\
  \Psi(0) &= \Psi_0 \in H^1((\mathbb{R}^3)^N),
\end{cases}
\end{align*}
\]

(4-11)
of which the Hartree and Hartree–Fock models are nonlinear approximations.

The Hamiltonian \( H(N, Z) \) is self-adjoint and bounded from below on \( L^2((\mathbb{R}^3)^N) \). Its operator domain is \( H^2((\mathbb{R}^3)^N) \) and its quadratic form domain is \( H^1((\mathbb{R}^3)^N) \). Of particular interest are its restrictions to the symmetric (bosonic) and antisymmetric (fermionic) subspaces. These are also self-adjoint operators, denoted, respectively, by \( H_s(N, Z) \) and \( H_a(N, Z) \). In either of these two subspaces, the essential spectrum of \( H_{a/s}(N, Z) \) is a half line \([\Sigma_{a/s}(N-1, Z), \infty)\) where

\[ \Sigma_{a/s}(N, Z) = \inf \text{Spec}(H_{a/s}(N-1, Z)), \]

by the HVZ Theorem [Reed and Simon 1978; Cycon et al. 1987]. It is known that there are no positive eigenvalues [Froese and Herbst 1982], but there might be embedded eigenvalues in \([\Sigma_{a/s}(N, Z), 0]\). There exists a critical number of particles \( N_{a/s}^c(Z) \) such that \( H_{a/s}(N, Z) \) has no eigenvalues below \( \Sigma_{a/s}(N, Z) \) for \( N > N_{a/s}^c(Z) \); see [Ruskai 1982; Sigal 1982; 1984]. For bosons, it is known that

\[ \lim_{Z \to \infty} \frac{N_s^c(Z)}{Z} = \gamma_c, \]

where \( \gamma_c \approx 1.21 \leq \gamma_c \) is the largest number of electrons that ground states can have in Hartree theory [Benguria and Lieb 1983; Baumgartner 1984; Solovej 1990]. For fermions, it was proved [Lieb et al. 1988] that

\[ \lim_{Z \to \infty} \frac{N_a^c(Z)}{Z} = 1. \]

The best bound valid for all \( N \) goes back to [Lieb 1984] and it holds both for bosons and fermions: \( N_{a/s}^c(Z) < 2Z + 1 \). For fermions, it was improved to

\[ N_a^c(Z) < 1.22Z + 3Z^{1/3} \]

by Nam [2012].

All the previous authors seem to have only studied when the Hamiltonian \( H_{a/s}(N, Z) \) ceases to have eigenvalues below its essential spectrum. The question of the existence of embedded eigenvalues in \([\Sigma_{a/s}(N, Z), 0]\) does not seem to have been addressed so far. But this is a relevant problem in the context of the time-dependent equation. Our method allows us to prove that there are no eigenvalue at all when \( N \geq 4Z + 1 \).

**Theorem 15** (linear many-body Schrödinger equation). The Hamiltonian \( H(N, Z) \) has no eigenvalue when \( N \geq 4Z + 1 \).
Here we do not distinguish between the different particle statistics. Thus our result applies to all of $L^2((\mathbb{R}^3)^N)$ and it deals with all possible symmetries. We, however, conjecture that the largest $N$ such that $H_{a/s}(N, Z)$ can have eigenvalues behaves like $N^c_{a/s}(Z)$ for large $Z$.

**Proof.** Let $\Psi \in H^2((\mathbb{R}^3)^N)$ be an eigenfunction of $H(N, Z)$ and let $f_R(|x|) = R^3 f(|x|/R)$ be as in (3-7). Then we write

$$0 = \left\langle \Psi, i \left( H(N, Z) \sum_{j=1}^N (A_{f_R})_{x_j} - \sum_{j=1}^N (A_{f_R})_{x_j} H(N, Z) \right) \Psi \right\rangle$$

$$= \sum_{j=1}^N \langle \Psi, i [p^2_j, (A_{f_R})_{x_j}] \Psi \rangle - 2 \sum_{j=1}^N \left\langle \Psi, \nabla f_R(x_j) \cdot \nabla x_j \left( -\frac{Z}{|x_j|} + \frac{1}{2} \sum_{k \neq j} \frac{1}{|x_j - x_k|} \right) \Psi \right\rangle$$

$$> - \frac{1}{R} \int_{\mathbb{R}^3} f^{(4)} \left( \frac{|x|}{R} \right) \rho_{\Psi}(x) \, dx - 2Z \int_{\mathbb{R}^3} \frac{R^2 f'(|x|/R)}{|x|^2} \rho_{\Psi}(x) \, dx$$

Using (3-9), we get

$$\left\langle \Psi, \left( \sum_{1 \leq j < k \leq N} \frac{(\nabla f_R(x_j) - \nabla f_R(x_k)) \cdot (x_j - x_k)}{|x_j - x_k|^3} \right) \Psi \right\rangle$$

$$\geq \frac{1}{2} \left\langle \Psi, \left( \sum_{1 \leq j < k \leq N} \frac{R^2 f'_R(|x_j|)}{|x_j|^2} \frac{R^2 f'_R(|x_k|)}{|x_k|^2} \right) \Psi \right\rangle$$

$$= \frac{1}{2} \left\langle \Psi, \left( \sum_{j=1}^N \frac{R^2 f'_R(|x_j|)}{|x_j|^2} \right)^2 \Psi \right\rangle - \frac{1}{2} \left\langle \Psi, \left( \sum_{j=1}^N \frac{R^2 f'_R(|x_j|)}{|x_j|^2} \right)^2 \Psi \right\rangle$$

$$\geq \frac{1}{2} \left\langle \Psi, \left( \sum_{j=1}^N \frac{R^2 f'_R(|x_j|)}{|x_j|^2} \right) \Psi \right\rangle - \frac{1}{2} \left\langle \Psi, \left( \sum_{j=1}^N \frac{R^2 f'_R(|x_j|)}{|x_j|^2} \right) \Psi \right\rangle$$

$$= \frac{1}{2} \left( \int_{\mathbb{R}^3} \frac{R^2 f'(|x|/R)}{|x|^2} \rho_{\Psi}(x) \, dx \right)^2 - \frac{1}{2} \int_{\mathbb{R}^3} \frac{R^2 f'(|x|/R)}{|x|^2} \rho_{\Psi}(x) \, dx.$$
By using the argument in the proof of Theorem 15 and following step by step the method of Section 3, one can get a simple proof of the weaker result

$$\limsup_{T \to \infty} \frac{1}{T} \int_0^T dt \int_{|x| \leq r} \rho_\psi(t, x) \, dx \leq 4Z + 1.$$ 
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We establish a connection between the stability of an eigenvalue under a magnetic perturbation and the number of zeros of the corresponding eigenfunction. Namely, we consider an eigenfunction of discrete Laplacian on a graph and count the number of edges where the eigenfunction changes sign (has a “zero”). It is known that the $n$-th eigenfunction has $n - 1 + s$ such zeros, where the “nodal surplus” $s$ is an integer between 0 and the first Betti number of the graph.

We then perturb the Laplacian with a weak magnetic field and view the $n$-th eigenvalue as a function of the perturbation. It is shown that this function has a critical point at the zero field and that the Morse index of the critical point is equal to the nodal surplus $s$ of the $n$-th eigenfunction of the unperturbed graph.

1. Introduction

Studying zeros of eigenfunctions is a question with rich history. While experimental observations have been mentioned by Leonardo da Vinci [MacCurdy 1938], Galileo [1638] and Hooke [Birch 1756], and greatly systematized by Chladni [1787], the first mathematical result is probably due to Sturm [1836]. The Oscillation Theorem of Sturm states that the number of internal zeros of the $n$-th eigenfunction of a Sturm–Liouville operator on an interval is equal to $n - 1$. Equivalently, the zeros of the $n$-th eigenfunction divide the interval into $n$ parts. In higher dimensions, the latter equality becomes a one-sided inequality: Courant [1923] (see also [Courant and Hilbert 1953]) proved that the zero curves (surfaces) of the $n$-th eigenfunction of the Laplacian divide the domain into at most $n$ parts (called the “nodal domains”).

Recently, there has been a resurgence of interest in counting the nodal domains of eigenfunctions, with many exciting conjectures and rigorous results. The nodal count seems to have universal features [Blum et al. 2002; Bogomolny and Schmit 2002; Nazarov and Sodin 2009], is conjectured to resolve isospectrality [Gnutzmann et al. 2006], and has connections to minimal partitions of the domain [Helffer et al. 2009; Berkolaiko et al. 2012a], to name but a few. For a selection of research articles and historical reviews, see [Smilansky and Stöckmann 2007].

On graphs, the question can be formulated regarding the signs of the eigenfunctions of the operator

$$H : \mathbb{R}^{|V|} \rightarrow \mathbb{R}^{|V|}, \quad H = Q - C,$$

where $V$ is the set of the vertices of the graph, $Q$ is an arbitrary real diagonal matrix, and $C$ is the adjacency matrix of the graph. The operator $H$ is a discrete analogue of the Schrödinger operator with
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electric potential. In this discrete setting, by a “zero” we understand an edge on which the eigenfunction changes sign, and not the exceptional (with respect to perturbation of $Q$) situation of an eigenfunction having a zero entry.

The subject of sign changes and nodal domains (connected components of the graph left after cutting the above edges) was addressed by, among others, Fiedler [1975], who showed the analogue of Sturm equality for *tree graphs* (see also [Bıyıkoğlu 2003]); Davies, Gladwell, Leydold and Stadler [Davies et al. 2001], who proved an analogue of the Courant (upper) bound for the number of nodal domains; Berkolaiko [2008], who proved a lower bound for graphs with cycles; and Oren [2007], who found a bound for the nodal domains in terms of the chromatic number of the graph. A number of predictions regarding the nodal count in regular graphs (assuming an adaptation of the random wave model) is put forward in [Elon 2008]. For more information, the interested reader is referred to [Bıyıkoğlu et al. 2007; Band et al. 2008].

The study of the magnetic Schrödinger operator on graphs has a similarly rich history. To give a sample, Harper [1955] used the tight-binding model (discrete Laplacian) to describe the effect of the magnetic field on conduction (see also [Hofstadter 1976]). In mathematical literature, the discrete magnetic Schrödinger operator was introduced by Lieb and Loss [1993] and Sunada [1993; 1994], and studied in [Shubin 1994; Colin de Verdière 1998; Colin de Verdière et al. 2011], among other sources (see also [Sunada 2008] for a review).

In this paper, we present a surprising connection between the two topics, namely, the number of sign changes of the $n$-th eigenfunction and the behavior of the eigenvalue $\lambda_n$ under the perturbation of the operator $H$ by a magnetic field. To make a precise statement, we need to introduce some notation.

The eigenvalues of the operator $H$ on a connected graph are ordered in increasing fashion,

$$\lambda_1 < \lambda_2 \leq \cdots \leq \lambda_{|V|}.$$ 

We will only consider the eigenvalue–eigenfunction pairs $(\lambda_n, f^{(n)})$ such that the eigenvalue is simple and the eigenfunction is nonzero at the vertices of the graph. This situation is generic with respect to perturbations of the potential $Q$, and thus we will refer to the members of such a pair as a *generic eigenvalue* and a *generic eigenfunction* correspondingly. We denote by $\phi_n$ the number of *sign changes* (also called *sign flips*, hence the notation $\phi$) which are defined as the edges of the graph at whose endpoints the eigenfunction $f^{(n)}$ has different signs. The combined results of [Fiedler 1975; Berkolaiko 2008; Berkolaiko et al. 2012b] bound the number $\phi_n$ by

$$n - 1 \leq \phi_n \leq n - 1 + \beta,$$

where $\beta := |E| - |V| + 1$ is the first Betti number (the number of independent cycles) of the graph. Here and throughout the manuscript, we assume that the graph is connected. We will call the quantity

$$\sigma_n = \phi_n - (n - 1), \quad 0 \leq \sigma_n \leq \beta$$

the *nodal surplus*. This is the extra number of sign changes that an eigenfunction has due to the graph’s nontrivial topology.
A magnetic field on discrete graphs has been introduced in, among other sources, [Lieb and Loss 1993; Sunada 1994; Colin de Verdière 1998]. Up to unitary equivalence, it can be specified using $\beta$ phases $\vec{\alpha} = (\alpha_j)_{j=1}^\beta \in (-\pi, \pi]^\beta$ that will be described in Section 2. We consider the eigenvalues of the graph as functions of the parameters $\vec{\alpha}$. The zero phases, $\vec{\alpha} = 0$, correspond to the graph $\Gamma$ without the magnetic field. We are now ready to formulate our main result, which connects the behavior of the eigenvalue $\lambda_n(\vec{\alpha})$ as a function of the magnetic phases to the number of zeros of the eigenfunction at $\vec{\alpha} = 0$.

**Theorem 1.1.** The point $\vec{\alpha} = 0$ is the critical point of the function $\lambda_n(\vec{\alpha})$. If $\lambda_n(0)$, the $n$-th eigenvalue of the nonmagnetic operator, is generic, then this critical point is nondegenerate and its Morse index — the number of negative eigenvalues of the Hessian — is equal to the nodal surplus $\sigma_n$ of the eigenfunction $f^{(n)}$ of the nonmagnetic operator.

An immediate consequence of this theorem is the following.

**Corollary 1.2.** The generic $n$-th eigenvalue of the discrete Schrödinger operator is stable with respect to magnetic perturbation of the operator if and only if the corresponding eigenfunction has exactly $n - 1$ sign changes. (By “stability” we mean that the eigenvalue has a local minimum at zero magnetic field.)

Other possible consequences of our result and links to several other questions are discussed in Section 6. The rest of the paper is structured as follows. In Section 2 we provide detailed definitions. Section 3 is devoted to a duality between the magnetic perturbation and a certain perturbation to the potential, coupled with removal of edges. This leads to an alternative proof of the result in the case $\beta = 1$ (Subsection 3.3), which, although unnecessary for the general proof, provides us with some important insights. Section 4 collects the tools necessary for the proof of Theorem 1.1, while Section 5 contains the proof itself, which is done by extending the magnetic phases into the complex plane and relating the purely imaginary phases to the edge-removal perturbation.

### 2. The magnetic Hamiltonian on discrete graphs

Let $\Gamma = (V, E)$ be a simple finite connected graph with vertex set $V$ and edge set $E$. We define the Schrödinger operator with potential $q : V \to \mathbb{R}$ by

$$H : \mathbb{R}^{|V|} \to \mathbb{R}^{|V|}, \quad (H \psi)_u = -\sum_{v \sim u} \psi_v + q_u \psi_u,$$

that is, the matrix $H$ is

$$H = Q - C,$$

where $Q$ is the diagonal matrix of site potentials $q_u$ and $C$ is the adjacency matrix of the graph. It is perhaps more usual (and physically motivated) to represent the Hamiltonian as $H = Q + L$, where the Laplacian $L$ is given by $L = D - C$ with $D$ being the diagonal matrix of vertex degrees. But since we will not be imposing any restrictions on the potential $Q$, we absorb the matrix $D$ into $Q$.

The operator $H$ has $|V|$ eigenvalues, which we number in increasing order:

$$\lambda_1 < \lambda_2 \leq \cdots \leq \lambda_{|V|}.$$
We define the magnetic Hamiltonian (magnetic Schrödinger operator) on discrete graphs as

\[(H \psi)_u = -\sum_{v \sim u} e^{i A_{v,u}} \psi_v + q_u \psi_u, \tag{6}\]

with the convention that \(A_{v,u} = -A_{u,v}\), which makes \(H\) self-adjoint. For further details, the reader should consult [Lieb and Loss 1993; Sunada 1994; Colin de Verdière 1998; Colin de Verdière et al. 2011].

A sequence of directed edges \(C = [u_1, u_2, \ldots, u_n]\) is called a cycle if the terminus of edge \(u_j\) coincides with the origin of the edge \(u_{j+1}\) for all \(j\) (\(u_{n+1}\) is understood as \(u_1\)). The flux through the cycle \(C\) is defined as

\[\Phi_C = (A_{u_1,u_2} + \cdots + A_{u_{n-1},u_n} + A_{u_n,u_1}) \mod 2\pi. \tag{7}\]

Two operators which have the same flux through every cycle \(C\) are unitarily equivalent (by a gauge transformation). Therefore, the effect of the magnetic field on the spectrum is fully determined by \(\beta\) fluxes through a chosen set of basis cycles of the cycle space. We denote them by \(\alpha_1, \ldots, \alpha_\beta\) and consider the \(n\)-th eigenvalue of the graph as a function of \(\vec{\alpha}\).

More precisely, fix an arbitrary spanning tree of the graph and let \(S\) be the set of edges that do not belong to the chosen tree. Obviously, \(S\) contains exactly \(\beta\) edges.

**Lemma 2.1.** Any magnetic Schrödinger operator on the graph \(\Gamma\) is unitarily equivalent to one of the operators of the type

\[H_{u,v} = \begin{cases} q_u, & u = v, \\ -1, & (u, v) \in \mathcal{E} \setminus S, \\ -e^{\pm i \alpha_s}, & (u, v) = s \in S, \end{cases} \tag{8}\]

where the sign in the exponent is plus if \(u < v\) and minus if \(u > v\).

**Example 2.2.** Consider the triangle graph—a graph with three vertices and three edges connecting them. One of the equivalent forms of the magnetic Hamiltonian for this graph is

\[H(\Gamma_{\text{mag}}^\alpha) = \begin{pmatrix} q_1 & -e^{i \alpha} & -1 \\ -e^{-i \alpha} & q_2 & -1 \\ -1 & -1 & q_3 \end{pmatrix}. \]

The spectrum of \(H(\Gamma_{\text{mag}}^\alpha)\) as a function of \(\alpha \in (-\pi, \pi]\) is shown in Figure 1. The eigenfunctions of \(H(\Gamma_{\text{mag}}^\alpha)\) have \(\phi_1 = 0, \phi_2 = 2\) and \(\phi_3 = 2\) sign changes correspondingly (these are the only choices consistent with (2) and the topology of the graph). The nodal surpluses are \(\sigma_1 = 0, \sigma_2 = 1\) and \(\sigma_3 = 0\), which agrees with \(\alpha = 0\) being the point of minimum, maximum and minimum of the corresponding curves.

### 3. A duality between a magnetic phase and a cut

In this section, we explore a simple result which shows a connection between two types of perturbations of the operator \(H\) that will be used to prove the main theorem. It illustrates the duality between the perturbation of a discrete Schrödinger operator by a magnetic phase on a cycle and the operation of...
removing (“cutting”) an edge that lies on the cycle. The latter operation was used to prove the lower bound on the number of nodal domains in [Berkolaiko 2008] and to study partitions on discrete graphs in [Berkolaiko et al. 2012b].

**Tools used.** The result of this section (Theorem 3.3 below) is based on the following version of Weyl’s inequality of linear algebra that can be obtained using the variational characterization of the eigenvalues (see [Horn and Johnson 1985, Chapter 4] for similar results).

**Theorem 3.1.** Let $A$ be a self-adjoint matrix and $B$ be a rank-one positive semidefinite self-adjoint matrix. Then

$$\lambda_n(A - B) \leq \lambda_n(A) \leq \lambda_{n+1}(A - B),$$

(9)

where $\lambda_n$ is the $n$-th eigenvalue, numbered in increasing order, of the corresponding matrix. Moreover, the inequalities are strict if and only if $\lambda_n(A)$ is simple and its eigenvector is not in the null-space of $B$.

Similarly, when $B$ is negative definite, we have

$$\lambda_{n-1}(A - B) \leq \lambda_n(A) \leq \lambda_n(A - B),$$

(10)

with an analogous condition for strict inequalities.

Another useful result is the first term in the perturbation expansion of a parameter-dependent eigenvalue. Let $A(x)$ be a Hermitian matrix-valued analytic function of $x$. Let $\lambda(x)$ be an eigenvalue of the matrix $A$ that is simple in a neighborhood of a point $x_0$. We know from standard perturbation theory [Kato 1976] that $\lambda(x)$ is an analytic function. Denote by $u(x)$ the normalized eigenvector corresponding to the eigenvalue $\lambda$. Then we have the following formula for the derivative of $\lambda$ evaluated at the point $x = x_0$:

$$\frac{\partial}{\partial x}\lambda = \left<u, \frac{\partial A}{\partial x}u\right>.$$
Two operations on a graph. Let $\lambda_n$ be a simple eigenvalue and let the corresponding eigenfunction $f$ be nonzero on vertices. Let $(u_1, u_2)$ be an edge that belongs to one of the cycles of the graph. We allow the graph to have magnetic phases on some edges, but assume that there is no phase on the edge $(u_1, u_2)$. Then the operator $H = Q - C$ has the following subblock corresponding to vertices $u_1$ and $u_2$:

$$H(\Gamma)_{[u_1, u_2]} = \begin{pmatrix} qu_1 & -1 \\ -1 & qu_2 \end{pmatrix}. \quad (12)$$

We consider two modifications of the original graph. The first modification of the graph is a cut: we remove the edge $(u_1, u_2)$ and change the potential at sites $u_1$ and $u_2$. Namely, we change the $[u_1, u_2]$ subblock to

$$H(\Gamma^\text{cut})_{[u_1, u_2]} = \begin{pmatrix} qu_1 - \gamma & 0 \\ 0 & qu_2 - 1/\gamma \end{pmatrix}, \quad (13)$$

and leave the rest of the matrix $H$ intact. We denote this modification by $H(\Gamma^\text{cut})$. Note that this modification is a rank-one perturbation of the original operator $H(\Gamma)$. Namely, $H(\Gamma^\text{cut}) = H(\Gamma) - B^c$, where the matrix $B^c$ has the $[u_1, u_2]$ subblock

$$B^c_{[u_1, u_2]} = \begin{pmatrix} \gamma & -1 \\ -1 & 1/\gamma \end{pmatrix}, \quad (14)$$

and the rest of the elements are zero. Then $B^c$ is positive definite if $\gamma > 0$ and negative definite if $\gamma < 0$. Note that the cases $\gamma = \infty$ and $\gamma = 0$ can also be given the meaning of removing (or imposing the Dirichlet condition at) the vertex $u_1$ or the vertex $u_2$ correspondingly. However, we will not dwell on this issue, and exclude these cases from our consideration.

Notably, if $f$ is an eigenfunction of $H(\Gamma)$ and $\gamma = f_{u_2}/f_{u_1} \in \mathbb{R}$, where $f_u$ is the value of $f$ at the vertex $u$, then $f$ is also an eigenfunction of $H(\Gamma^\text{cut})$. Equivalently, $f$ is in the null-space of the perturbation $B^c$.

The second modification of the original graph is the introduction of a magnetic phase on the edge $(u_1, u_2)$. The $[u_1, u_2]$ subblock of the new operator $H(\Gamma^\alpha_{\text{mag}})$ is

$$H(\Gamma^\alpha_{\text{mag}})_{[u_1, u_2]} = \begin{pmatrix} q_{u_1} & -e^{i\alpha} \\ -e^{-i\alpha} & q_{u_2} \end{pmatrix}, \quad (15)$$

while other entries coincide with those of $H(\Gamma)$. Note that $H(\Gamma^\alpha_{\text{mag}})$ is not a rank-one perturbation of $H(\Gamma)$. However, it is a rank-one perturbation of the cut graph $H(\Gamma^\text{cut})$ for any values of $\alpha$ and $\gamma$. Namely, $H(\Gamma^\text{cut}) = H(\Gamma^\alpha_{\text{mag}}) - B^{mc}$, where

$$B^{mc}_{[u_1, u_2]} = \begin{pmatrix} \gamma & -e^{i\alpha} \\ -e^{-i\alpha} & 1/\gamma \end{pmatrix}, \quad (16)$$

and all other entries of $B^{mc}$ are zero. Also, the spectra of $H(\Gamma^\alpha_{\text{mag}})$ and $H(\Gamma)$ coincide when $\alpha = 0$ since the operators coincide.
A duality between the two operations. We now want to apply Theorem 3.1 to the spectra of $\Gamma$, $\Gamma_{\gamma}^{\text{cut}}$ and $\Gamma_{\gamma}^{\alpha \text{mag}}$. However, we must take care to distinguish the two cases that correspond to equations (9) and (10) ($\gamma > 0$ and $\gamma < 0$ correspondingly).

**Definition 3.2.** The eigenvalues of $\Gamma$, $\Gamma_{\gamma}^{\text{cut}}$ and $\Gamma_{\gamma}^{\alpha \text{mag}}$ will be numbered in increasing order starting from 1. We will also use the convention

$$\lambda_{j} (\Gamma) = \begin{cases} -\infty, & j < 1, \\ \infty, & j > n, \end{cases}$$

for the cases when the index of $\lambda$ happens to be out of bounds.

**Theorem 3.3.** Let $p(\gamma)$ be 1 if $\gamma < 0$ and 0 otherwise. Then the following inequalities hold:

$$\lambda_{n-p(\gamma)}(\Gamma_{\gamma}^{\text{cut}}) \leq \lambda_{n}(\Gamma_{\gamma}^{\alpha \text{mag}}) \leq \lambda_{n-p(\gamma)+1}(\Gamma_{\gamma}^{\text{cut}}),$$

for all values of $\alpha$ and $\gamma$. Furthermore, for any fixed $n$,

$$\max_{\gamma} \lambda_{n-p(\gamma)}(\Gamma_{\gamma}^{\text{cut}}) = \min_{\alpha} \lambda_{n}(\Gamma_{\gamma}^{\alpha \text{mag}}) =: M_{1}$$

(17)

and

$$\max_{\alpha} \lambda_{n}(\Gamma_{\gamma}^{\alpha \text{mag}}) = \min_{\gamma} \lambda_{n-p(\gamma)+1}(\Gamma_{\gamma}^{\text{cut}}) =: M_{2}.$$

(18)

(19)

Finally, if there are no magnetic phases on the graph $\Gamma$ (that is, all entries of $H(\Gamma)$ are real), then one of the extremal values $M_{1}$ or $M_{2}$ is equal to $\lambda_{n}(\Gamma) = \lambda_{n}(\Gamma^{\alpha=0}_{\gamma})$, while the other is equal to $\lambda_{n}(\Gamma^{\alpha=\pi}_{\gamma})$.

**Remark 3.4.** Note that at this point we don’t know which extremum, $M_{1}$ or $M_{2}$, is equal to $\lambda_{n}(\Gamma)$. In other words, $\alpha = 0$ may be either a maximum or a minimum of $\lambda_{n}(\Gamma^{\alpha \text{mag}})$; see Figure 1. This information is related to the nodal surplus. The point $\alpha = \pi$ will then be a minimum or a maximum, correspondingly. Also, if the graph $\Gamma$ had some magnetic phases on it before we added a phase $\alpha$ on the edge $(u_{1}, u_{2})$, the extrema with respect to $\alpha$ do not have to occur at 0 and $\pi$.

Note that we have also defined yet another modification of the graph $\Gamma$, the graph $\hat{\Gamma}$ whose adjacency matrix has $-1$ in place of 1 for the entries $C_{u_{1}, u_{2}}$ and $C_{u_{1}, u_{2}}$.

**Remark 3.5.** Let $\mathbb{R} = \mathbb{R} \cup \{-\infty, \infty\}$ be the extended real line and $\hat{\mathbb{R}} = \mathbb{R} / \{-\infty = \infty\}$ be its projective (“wrapped”) version. The eigenvalue $\lambda_{n-p(\gamma)}(\Gamma_{\gamma}^{\text{cut}})$ is then a continuous function of $\gamma$, considered as a function from $\hat{\mathbb{R}}$ to $\mathbb{R}$; see Figure 2 for an example. Note that by our definitions, $\lambda_{n-p(\gamma)}(\Gamma_{\gamma}^{\text{cut}}) = -\infty$ for $n = 1$ and $\gamma < 0$.

Proof of Theorem 3.3. The inequalities follow directly from Theorem 3.1, since for any $\alpha$, the graph $\Gamma_{\gamma}^{\alpha \text{mag}}$ is a rank-one perturbation of $\Gamma_{\gamma}^{\text{cut}}$. Whether it is positive or negative definite depends on the sign of $\gamma$, and results in the shift by $p$.

We get the properties of the extrema as follows. Observe that if $\max \lambda_{n-p}(\Gamma_{\gamma}^{\text{cut}}) = \min \lambda_{n-p+1}(\Gamma_{\gamma}^{\text{cut}})$, then $\lambda_{n}(\Gamma_{\gamma}^{\alpha \text{mag}})$ is constant and equal to the common value of $\lambda_{n-p}(\Gamma_{\gamma}^{\text{cut}})$ and $\lambda_{n-p+1}(\Gamma_{\gamma}^{\text{cut}})$.

Let now $\max \lambda_{n-p}(\Gamma_{\gamma}^{\text{cut}}) < \min \lambda_{n-p+1}(\Gamma_{\gamma}^{\text{cut}})$. The eigenvalues of a one-parameter family can always be represented as a set of analytic functions (that can intersect). Let $\lambda'(\Gamma_{\gamma}^{\text{cut}})$ be the analytic function that
Figure 2. The duality between a magnetic field on one side and cut edge with added potential on the other. The graph is a triangle. The bold curves correspond to the eigenvalues as functions of the magnetic phase. The dotted curves correspond to varying the potential parameter $\gamma$ after cutting the edge. The $x$-axis ranges from $-\pi/2$ to $\pi/2$ with the magnetic phase taken as $\alpha = 2x$ and the potential parameter $\gamma = \tan(x)$. The horizontal solid lines are the eigenvalues of the original graph, while the horizontal dashed lines are the eigenvalues of the graph with the magnetic phase $\pi$.

achieves the maximum $\max \lambda_{n-p}(\Gamma_{\gamma}^{\text{cut}})$ and $f$ be the corresponding eigenfunction. We will differentiate $\lambda'(\Gamma_{\gamma}^{\text{cut}})$ using (11). At the maximum point $\gamma = \gamma^\circ$, we have, by (13),

$$0 = \frac{d\lambda'}{d\gamma} = \langle f, \frac{dB^c}{d\gamma} f \rangle = -|f_{u_1}|^2 + \frac{|f_{u_2}|^2}{(\gamma^\circ)^2}. \tag{20}$$

From here it follows that

$$\gamma^\circ = \pm \frac{|f_{u_2}|}{|f_{u_1}|} \quad \text{or, equivalently,} \quad \left| \frac{\gamma^\circ f_{u_1}}{f_{u_2}} \right| = 1. \tag{21}$$

Let $\tilde{\alpha}$ be the solution of $e^{i\alpha} = \gamma^\circ f_{u_1}/f_{u_2}$. Direct calculation shows that the eigenfunction $f$ is in the null-space of the perturbation $B^{mc}$ of (16) with $\alpha = \tilde{\alpha}$, and therefore $f$ is both in the spectrum of $\Gamma_{\gamma}^{\text{cut}}$ and in the spectrum of $\Gamma_{\text{mag}}^{\tilde{\alpha}}$, so (18) follows. The proof of (19) is completely analogous.

Note that we could instead differentiate the eigenvalue of $\Gamma_{\text{mag}}^{\alpha}$, leading to the condition

$$f_{u_2} f_{u_1} e^{i\tilde{\alpha}} \in \mathbb{R}, \tag{22}$$

instead of (20). One then sets $\gamma^\circ = e^{i\tilde{\alpha}} f_{u_2}/f_{u_1} \in \mathbb{R}$, to the same effect.

Finally, when the matrix $H(\Gamma)$ is real, the eigenfunctions of $\Gamma_{\gamma}^{\text{cut}}$, $\Gamma_{\text{mag}}^{\alpha=0}$ and $\Gamma_{\text{mag}}^{\alpha=\pi}$ are real-valued. When $\alpha = 0$, we can verify directly that the eigenfunction $f$ of $\Gamma_{\text{mag}}^{\alpha=0}$ is also an eigenfunction of $\Gamma_{\gamma}^{\text{cut}}$ by setting $\gamma^\circ = f_{u_2}/f_{u_1}$. When $\alpha = \pi$, we also set $\gamma = -f_{u_2}/f_{u_1}$ and do the same. \hfill $\square$
Theorem 3.3 highlights a sort of duality between the two modifications of the graph $\Gamma$. The spectra of the graphs with a magnetic phase form bands (as the phase is varied), while the spectra of the graphs with the cut fill the gaps between these bands. Minima of one correspond to maxima of the other, and in half of the cases correspond to eigenvalues of the original graph.

We now explain how the $\beta = 1$ case of Theorem 1.1 follows from Theorem 3.3. While for general $\beta$, the proof is significantly different (it bypasses the interlacing inequalities and goes straight to the quadratic form), some key features are the same as in this simple case.

Starting with the eigenvalue $\lambda_n$ of $\Gamma$ and the corresponding eigenfunction $f$, we cut an edge on the only cycle of $\Gamma$ to obtain a family of trees $\Gamma_\gamma$. For $\gamma = \gamma^\circ := f_{u_2}/f_{u_1}$, we have either

$$\max_\gamma \lambda_{n-p(\gamma)}(\Gamma_\gamma) = \lambda_{n-p(\gamma^\circ)}(\Gamma_\gamma^\circ) = \lambda_n(\Gamma) = \min_\alpha \lambda_n(\Gamma_\alpha^\text{mag})$$

or

$$\max_\alpha \lambda_n(\Gamma_\alpha^\text{mag}) = \lambda_n(\Gamma) = \lambda_{n-p(\gamma^\circ)+1}(\Gamma_\gamma^\circ) = \min_\gamma \lambda_{n-p(\gamma)+1}(\Gamma_\gamma).$$

In the first case, according to Fiedler’s theorem (Equation (2) with $\beta = 0$), the function $f$ has $n - p(\gamma^\circ) - 1$ sign changes with respect to the tree $\Gamma_\gamma^\text{cut}$. Adding back the removed edge $(u_1, u_2)$ adds another sign change if $\gamma^\circ < 0$, and doesn’t change the number of sign changes otherwise. In other words, it adds $p(\gamma^\circ)$ sign changes. Thus, with respect to $\Gamma$, the function $f$ has $n - 1$ sign changes and $\sigma_n = 0$. In the second case, we similarly conclude that $f$ has $n - p(\gamma^\circ)$ sign changes with respect to $\Gamma_\gamma^\text{cut}$, and $n$ sign changes with respect to $\Gamma$. The nodal surplus is $\sigma_n = 1$.

On the other hand, in the first case, $\lambda_n(\Gamma)$ is a minimum of $\lambda_n(\Gamma_\alpha^\text{mag})$ (Morse index 0), while in the second, it is a maximum of $\lambda_n(\Gamma_\alpha^\text{mag})$ (Morse index 1), which shows that the Morse index coincides with $\sigma_n$ in the case $\beta = 1$.

Remark 3.6. In the $\beta = 1$ case, the spectrum of the cut graph $\Gamma_\gamma^\text{cut}$ completely fills the gaps in the magnetic spectrum (see Theorem 3.3 and Figure 2). This is not the case for $\beta > 1$, although an interesting relationship persists, as will become apparent in Section 5.

4. Tools of the main proof

In this section, we collect some basic facts that will be repeatedly used in the proof of Theorem 1.1.

Critical points of the quadratic form.

Definition 4.1. Let $F : \mathbb{R}^d \rightarrow \mathbb{R}$ be a twice differentiable function. If $c$ is a critical point (that is, $\nabla F(c) = 0$), the inertia of $c$ is the triple $(n_-, n_0, n_+)$ that counts the number of negative, zero and positive eigenvalues correspondingly of the Hessian (the matrix of second derivatives) at the point $c$. The number $n_-$ is called the Morse index (or simply index).

The next lemma is a reminder that the eigenvectors of a symmetric matrix are critical points of the quadratic form on the unit sphere.
Lemma 4.2. Let $A$ be a $d \times d$ real symmetric matrix and let $h(x) = \langle x, Ax \rangle$, $x \in \mathbb{R}^d$, be the associated quadratic form. Then the (real) eigenvectors of the matrix $A$ are critical points of the function $h(x)$ on the unit sphere $\|x\| = 1$.

Let $\lambda_n$ be the $n$-th eigenvalue of $A$ and let $f^{(n)}$ be the corresponding normalized eigenfunction. Define

$$n_- = \#\{\lambda_m < \lambda_n\}, \quad n_0 = \#\{\lambda_m = \lambda_n, \ m \neq n\}, \quad n_+ = \#\{\lambda_m > \lambda_n\},$$

with $n_- + n_0 + n_+ = d - 1$. Then the inertia of the critical point $x = f^{(n)}$ is $(n_-, n_0, n_+)$. In particular, if $\lambda_n$ is a simple eigenvalue, the inertia is $(n-1, 0, d-n)$.

Remark 4.3. The value of the quadratic form $h$ at the critical point $f^{(n)}$ is $\lambda_n$.

Proof. The idea is intuitively clear: $n_-$ — which is the Morse index — counts the number of directions in which the quadratic form decreases relative to the value at $x = f^{(n)}$. These directions are the eigenvectors corresponding to the eigenvalues that are less than $\lambda_n$. Similar characterizations are valid for $n_0$ and $n_+$.

We note that by Sylvester’s law of inertia, the inertia is invariant under the change of variables. Making the orthogonal change of coordinates to the eigenbasis of the matrix $A$, the quadratic form $h(a)$ becomes

$$h(a) = \lambda_1 a_1^2 + \lambda_2 a_2^2 + \cdots + \lambda_d a_d^2,$$

while the sphere is given by the equations

$$a_1^2 + a_2^2 + \cdots + a_d^2 = 1.$$

Thus, on the sphere, the quadratic form in terms of variables $a_1, \ldots, a_{n-1}, a_{n+1}, \ldots, a_d$ is given by

$$h = \lambda_n + \sum_{j \neq n} (\lambda_j - \lambda_n) a_j^2,$$

and the Hessian is a diagonal matrix with $\lambda_j - \lambda_n$, $j = 1, \ldots, d$, $j \neq n$. The statement of the lemma follows immediately. □

Reduction to the critical manifold. The tool introduced in this section is a simple idea already used in [Band et al. 2012; Berkolaiko et al. 2012a; 2012b]. If we have a function $f(x_1, \ldots, x_n)$ with a critical point $c$, then under some general conditions, there is an $(n-1)$-dimensional manifold around the point $c$ on which the local minimum of $f$ is achieved when we vary the variable $x_1$ and keep the others fixed. Then the Morse index of $f$ restricted to this manifold is the same as the Morse index of the unrestricted function. On the other hand, if the manifold is the locus of local maxima with respect to the variable $x_1$, the Morse index on the manifold is one less than the unrestricted Morse index. The following lemma is a simple generalization of this idea. The proof is a simplified finite-dimensional adaptation of the proof in [Berkolaiko et al. 2012a].

Lemma 4.4 (reduction lemma). Let $X = Y \oplus Y'$ be a direct decomposition of a finite-dimensional vector space. Let $f : X \to \mathbb{R}$ be a smooth functional such that $(0,0) \in X$ is its critical point with inertia $\mathcal{I}_X$. Further, for every $y \in Y$ locally around 0, let the functional $f(y, y')$ considered as a function of $y'$ have a
critical point at $y' = 0$ with inertia $\mathcal{I}_Y$, that (locally) does not depend on $y$. Then the Hessian of $f$ is reduced by the decomposition $X = Y \oplus Y'$, and the inertia of $f$ with respect to the space $Y$ is

$$
\mathcal{I}_Y = \mathcal{I}_X - \mathcal{I}_{Y'}.
$$

\textbf{Proof.} We calculate the mixed derivative of $f$ with respect to one variable from $Y$ and the other from $Y'$. In a slight abuse of notation, we denote these variables simply by $y$ and $y'$. We have

$$
\frac{\partial^2 f}{\partial y \partial y'}(0, 0) = \frac{\partial}{\partial y} \left[ \frac{\partial f}{\partial y'}(y, 0) \right] \bigg|_{y=0} = 0,
$$

since $y' = 0$ is the critical point of $f(y, y')$ as a function of $y'$ for every $y$. Thus the Hessian of $f$ has a block-diagonal form with two blocks that correspond to $Y$ and $Y'$. The spectrum of the Hessian is the union of the spectra of the blocks and the inertia is the sum of the inertias of the blocks,

$$
\mathcal{I}_X = \mathcal{I}_Y + \mathcal{I}_{Y'}.
$$

Equation (24) follows immediately. \qed

\textbf{Remark 4.5.} Lemma 4.4 can be simply extended to the case when, for every fixed $y$, the critical point with respect to $y'$ is located at $y' = q(y)$ (rather than $y' = 0$). The function $q(y)$ defines the critical manifold $\mathfrak{D} = (y, q(y))$. If $q(y)$ is a smooth function of $y$ and $q(0) = 0$, the change of variables

$$
y \mapsto y, \quad y' \mapsto y' - q(y)
$$
is nondegenerate (its Jacobian is a triangular matrix with 1s on the diagonal) and makes $f$ satisfy the assumptions of Lemma 4.4. By Sylvester’s law of inertia, the conclusion of the lemma is invariant under the change of variables. Therefore, the inertia of $f\big|_{\mathfrak{D}}$ at point 0 is

$$
\mathcal{I}_\mathfrak{D} = \mathcal{I}_X - \mathcal{I}_{Y'}.
$$

5. Proof of the main theorem

We prove the main result in three steps. First we show by an explicit computation that the point 0 is a critical point of the function $\lambda_n(\vec{\alpha})$, where $\vec{\alpha} = (\alpha_1, \ldots, \alpha_\beta) \in (-\pi, \pi]^\beta$ are the magnetic phases.

Then we fix an eigenpair $\lambda = \lambda_n(\Gamma)$ and $f$. We cut $\beta$ edges of the graph, turning it into a tree $T$, but modifying the potentials so that the eigenfunction $f$ is also an eigenfunction of the tree $T$. It now corresponds to an eigenvalue number $m$, that is, $\lambda_m(T) = \lambda$. Considering the eigenvalue $\lambda_m(T)$ as a function of the potentials, we find its inertia by two applications of the reduction lemma to the corresponding quadratic form. The result of this step is related to the results on critical equipartitions [Berkolaiko et al. 2012b].

Finally, we relate the inertia of the function $\lambda_m(T)$ to the inertia of the function $\lambda_n(\vec{\alpha})$ at the corresponding critical points. This is done by complexifying $\vec{\alpha}$ and relating the function $\lambda_n(\vec{\alpha})$ on the imaginary axis to the function $\lambda_m(T)$ by a change of variables.
We recall that $S$ is a set of $\beta$ edges whose removal turns the graph $\Gamma$ into a tree. By $\Gamma_{\text{mag}}^\alpha$, we denote the graph obtained from $\Gamma$ by introducing magnetic phases $\tilde{\alpha} = (\alpha_1, \ldots, \alpha_\beta)$ on the edges from the set $S$. Similarly, by $\Gamma_{\text{cut}}^\gamma$ we denote the tree graph obtained by cutting every edge from $S$ in the manner already described (see Equation (13) and around it). For future reference, we list the quadratic forms of the original graph and the graph $\Gamma_{\text{cut}}^\gamma$, grouping the terms to highlight the differences between the two forms:

\[
\begin{align*}
 h(\tilde{x}) &= \sum_u q_u x_u^2 - \sum_{(u,v) \in E \setminus S} 2x_u x_v - \sum_{(u,v) \in S} 2x_u x_v, \\
 h_{\text{cut}}^\gamma(\tilde{x}) &= \sum_u q_u x_u^2 - \sum_{(u,v) \in E \setminus S} 2x_u x_v - \sum_{e_j = (u,v) \in S} \left( \gamma_j x_u^2 + \frac{x_v^2}{\gamma_j} \right).
\end{align*}
\]  

**Critical points.** Let $f$ be an eigenfunction of the graph $\Gamma$. We have seen in Theorem 3.3 and its proof that the points $\alpha = 0$ and $\gamma = \gamma^0$ (see Equation (21)) are special: at these points, $f$ is an eigenfunction of the graphs $\Gamma_{\text{mag}}^\alpha$ and $\Gamma_{\text{cut}}^\gamma$. Moreover, they are critical points of the corresponding eigenvalues considered as functions of the parameters $\alpha$ and $\gamma$, respectively. The result of this section generalizes this observation.

**Theorem 5.1.** Let $f$ be an eigenfunction of $H(\Gamma)$ that corresponds to a simple eigenvalue $\lambda = \lambda_n(\Gamma)$. Assume $f$ is nonzero on vertices of the graph $\Gamma$. For every edge $(u_j, v_j) \in S$, $j = 1, \ldots, \beta$, let

\[
\gamma_j^0 = \frac{f_{v_j}}{f_{u_j}}.
\]  

Let $p$ denote the number of negatives among the values $\gamma_j^0$:

\[
p = \# \{ \gamma_j^0 < 0, \ j = 1, \ldots, \beta \}.
\]  

Then

\[
\lambda_n(\Gamma) = \lambda_{\phi_n - p + 1}(\Gamma_{\text{cut}}^{\gamma^0}),
\]  

where $\phi_n$ is the number of sign changes of $f$ with respect to the graph $\Gamma$. The eigenvalue $\lambda_{\phi_n - p + 1}$ of the tree $\Gamma_{\text{cut}}^{\gamma^0}$ is simple. Moreover, the point $\tilde{\gamma}^0 = (\gamma_1^0, \ldots, \gamma_\beta^0)$ is a critical point of the function $\lambda_{\phi_n - p + 1}(\Gamma_{\text{cut}}^{\gamma})$. Similarly for $\Gamma_{\text{mag}}^{\tilde{\alpha}}$,

\[
\lambda_n(\Gamma) = \lambda_n(\Gamma_{\text{mag}}^{0, \ldots, 0})
\]  

and $(0, \ldots, 0)$ is a critical point of the function $\lambda_n(\Gamma_{\text{mag}}^{0, \ldots, 0})$.

**Proof.** It can be verified directly that $f$ is an eigenfunction of the graph $\Gamma_{\text{cut}}^{\gamma^0}$. The nodal bound (2) with $\beta = 0$ (proved by Fiedler [1975]; see also [Berkolaiko 2008]) shows that the eigenvalue corresponding to the function $f$ has number $\mu' + 1$ in the spectrum of the tree $\Gamma_{\text{cut}}^{\gamma^0}$, where $\mu'$ is the number of sign changes of $f$ with respect to the tree. In general, this number is different from $\phi_n$ because we might have cut some of the edges on which $f$ was changing sign. However, according to (28), these edges gave rise to negative values of $\gamma_j^0$, and therefore $\mu' = \phi_n - p$, proving (29). The eigenvalue that corresponds to a nonzero eigenvector on a tree is simple [Fiedler 1975], establishing simplicity of $\lambda_{\phi_n - p + 1}(\Gamma_{\text{cut}}^{\gamma})$. Equation (30) is trivial since $\Gamma_{\text{mag}}^{0, \ldots, 0} = \Gamma$. 


To prove criticality of the points, we calculate the derivatives. Because the eigenvalues in question are simple, they are analytic functions of the parameters and can be differentiated.

The derivative of $\lambda_{\phi_n-p+1}(\Gamma_{\gamma}^{\text{cut}})$ with respect to $\gamma_j$ has been calculated in (20), resulting in

$$
\frac{\partial}{\partial \gamma_j} \lambda_{\phi_n-p+1}(\Gamma_{\gamma}^{\text{cut}}) |_{(\gamma_1^0,\ldots,\gamma_d^0)} = -|f_{u_j}|^2 + \frac{|f_{v_j}|^2}{\gamma_j^0} = 0,
$$

(31)

where we used the definition of $\gamma_j^0$ from (28).

The derivative of $\lambda_n(\Gamma_{\alpha}^{\text{mag}})$ can be evaluated similarly using (11), leading to

$$
\frac{\partial}{\partial \alpha_j} \lambda_n(\Gamma_{\alpha}^{\text{mag}}) |_{(0,\ldots,0)} = -i \bar{f}_{u_j} f_{v_j} + i f_{u_j} \bar{f}_{v_j} = \text{Im}(\bar{f}_{u_j} f_{v_j}) = 0,
$$

(32)

since the eigenfunction $f$ is real-valued. Alternatively, we can observe that $\lambda_n(\Gamma_{\alpha}^{\text{mag}})$ is invariant with respect to reflection $\alpha \mapsto -\alpha$.

\section*{Index of the eigenvalue on the tree.} In this section, we elaborate on the first part of the result of Theorem 5.1, namely that $(\gamma_1^0,\ldots,\gamma_d^0)$ is a critical point of the function $\lambda_{\phi_n-p+1}(\Gamma_{\gamma}^{\text{cut}})$.

\begin{theorem}
Let $f$ be an eigenfunction of $H(\Gamma)$ that corresponds to a simple eigenvalue $\lambda = \lambda_n(\Gamma)$. Assume $f$ is nonzero on vertices of the graph $\Gamma$ and has $\phi_n$ sign changes. For every edge $(u_j, v_j) \in S$, $j = 1, \ldots, \beta$, let

$$
\gamma_j^0 = \frac{f_v}{f_u}.
$$

(33)

As before, $p$ denotes the number of negatives among the values $\gamma_j^0$. Then the point $(\gamma_1^0,\ldots,\gamma_d^0)$ as a critical point of the function $\lambda_{\phi_n-p+1}(\Gamma_{\gamma}^{\text{cut}})$ is nondegenerate and has inertia

$$(n - 1 + \beta - \phi_n, 0, \phi_n - n + 1).$$

\end{theorem}

\begin{proof}
Denote by $d$ the number of vertices of the graph $\Gamma$. Consider $h_{\gamma}^{\text{cut}}(\bar{x})$, which is the quadratic form on the Hamiltonian of $\Gamma_{\gamma}^{\text{cut}}$, as a function of $d + \beta$ real variables $(x_1, \ldots, x_d, \gamma_1, \ldots, \gamma_\beta)$ on the manifold $x_1^2 + \cdots + x_d^2 = 1$. We note that the point $(f_1, \ldots, f_d, \gamma_1^0, \ldots, \gamma_\beta^0)$ is a critical point of $h_{\gamma}^{\text{cut}}(\bar{x})$, as can be easily shown by explicit computation. Indeed, the value of the Lagrange multiplier is the eigenvalue $\lambda_n$ and the gradient of

$$
F(x_1, \ldots, x_d, \gamma_1, \ldots, \gamma_\beta) = h_{\gamma}^{\text{cut}}(\bar{x}) - \lambda_n(x_1^2 + \cdots + x_d^2)
$$

is zero: the first $d$ equations become the eigenvalue condition $Hf = \lambda_n f$ and the last $\beta$ are the same as (31).

We now describe the outline of the proof. Denote the inertia of the point $(f_1, \ldots, f_d, \gamma_1^0, \ldots, \gamma_\beta^0)$ by $\mathcal{I}$. To calculate it, we will look for critical points of $h_{\gamma}^{\text{cut}}(\bar{x})$ as a function of $\gamma_1, \ldots, \gamma_\beta$. These points will define a critical manifold to which we will apply Lemma 4.4 via Remark 4.5 (this reduction corresponds to the left arrow in Figure 3). On the critical manifold, the function $h_{\gamma}^{\text{cut}}(\bar{x})$ will coincide with $h(x)$, the quadratic form of the original graph, whose inertia we know by Lemma 4.2. Having found the inertia of the critical point at the top of Figure 3, we will apply minimax with respect to variables $x_1, \ldots, x_d$ to
Figure 3. Schematic diagram of the proof of Theorem 5.2. The reductions are indicated by arrows, with the description of the parameters that are being reduced and the index of the reduction. Since we know the index of the critical point of \( h(\vec{x}) \), we can follow the diagram, applying the reduction lemma, to calculate the index of \( \lambda_{\phi_n-p+1}(\Gamma_{\vec{\gamma}}^{\text{cut}}) \).

follow the vertical arrow of Figure 3. This will take us to the eigenvalue \( \lambda_{\phi_n-p+1}(\Gamma_{\vec{\gamma}}^{\text{cut}}) \), and we will be able to calculate its inertia applying Lemma 4.4 again.

Consider \( \vec{x} \) varying locally around the point \( f \), so that the elements of \( \vec{x} \) remain bounded away from zero. For each fixed \( \vec{x} \), we look for a critical point with respect to the variables \( (\gamma_1, \ldots, \gamma_\beta) \). The terms of \( h_{\vec{\gamma}}^{\text{cut}}(\vec{x}) \) that depend on a given \( \gamma \) have the form

\[
T(\gamma) = -\gamma x_u^2 - \frac{x_v^2}{\gamma}.
\]

The critical point is \( \gamma = g(\vec{x}) = x_v/x_u \), which is a smooth function of \( \vec{x} \). The points \( (x_1, \ldots, x_d, g_1, \ldots, g_\beta) \) define the critical manifold to which we apply Lemma 4.4 (via Remark 4.5). Note that the critical manifold includes the point \( (f_1, \ldots, f_d, \gamma_1^\circ, \ldots, \gamma_\beta^\circ) \). Moreover, the critical point with respect to a given \( \gamma \) is a maximum if \( g(\vec{x}) > 0 \) and a minimum if \( g(\vec{x}) < 0 \). Each point is nondegenerate and, moreover, the sign of \( g_j \) is locally the same as the sign of \( \gamma_j^\circ \) for all \( j \). Different variables \( \gamma_j \) are not coupled, and thus the Hessian is diagonal. Therefore, the inertia of the points on the critical manifold is \( (\beta - p, 0, p) \) — it is a minimum with respect to \( p \) variables and maximum with respect to \( \beta - p \). We remind the reader that \( p \) is the number of negatives among \( \{\gamma_j^\circ\} \).

Consider now the function \( h_{\vec{\gamma}}^{\text{cut}}(\vec{x}) \) on the critical manifold. When \( \gamma = g \), the term (34) evaluates to

\[
T(g) = -2x_u x_v,
\]

and we find that, on the critical manifold, the function \( h_{\vec{\gamma}}^{\text{cut}}(\vec{x}) \) coincides with the quadratic form of the original graph, \( h(\vec{x}) \). The point \( \vec{x} = f \), being the \( n \)-th eigenfunction of the graph, is a nondegenerate critical point of \( h(\vec{x}) \) and has inertia \( (n-1, 0, d-n) \). Applying Lemma 4.4, we obtain

\[
\delta = (n-1 + (\beta - p), 0, d-n + p).
\]
In particular, we conclude that the point \((f_1, \ldots, f_d, \gamma_1^0, \ldots, \gamma_\beta^0)\) is a nondegenerate critical point.

For every value of \((\gamma_1, \ldots, \gamma_\beta)\) locally around the point \((\gamma_1^0, \ldots, \gamma_\beta^0)\), consider the \((\phi_n - p + 1)\)-th eigenvector \(f_{\gamma}^{\text{cut}}\) of \(\Gamma_{\gamma}^{\text{cut}}\). According to Lemma 4.2, it is a nondegenerate critical point of \(h_{\gamma}^{\text{cut}}(\vec{x})\) as a function of \(\vec{x}\) with inertia \((\phi_n - p, 0, d + p - \phi_n - 1)\). At the critical point, the value of the \(h_{\gamma}^{\text{cut}}\) is

\[
h_{\gamma}^{\text{cut}}(f_{\gamma}^{\text{cut}}) = \lambda_{\phi_n - p + 1}(\Gamma_{\gamma}^{\text{cut}}),
\]

which is the function whose inertia we strive to evaluate.

According to standard perturbation theory (see [Kato 1976], for example), the eigenvector \(f_{\gamma}^{\text{cut}}\) is a smooth (indeed, analytic) function of \((\gamma_1, \ldots, \gamma_\beta)\). This allows us to use Lemma 4.4 again, concluding that the critical point \((\gamma_1^0, \ldots, \gamma_\beta^0)\) of \(h_{\gamma}^{\text{cut}}(f_{\gamma}^{\text{cut}})\) has inertia

\[
\mathcal{J} - (\phi_n - p, 0, d + p - \phi_n - 1) = (n - 1 + \beta - \phi_n, 0, \phi_n - n + 1).
\]

**Remark 5.3.** In [Berkolaiko et al. 2012b], the eigenvalue of the tree graph \(\Gamma_{\gamma}^{\text{cut}}\) was interpreted as the energy of the “partition” with the given number of domains. Theorem 5.2 gives another route for the proof of the results of that paper.

**Index of the eigenvalue as a function of the magnetic field.** Now we move from the critical point on the tree to the critical point of the eigenvalue of the graph with magnetic phases. We can apply the same method, retracing our steps, but now considering the quadratic forms \(h_{\gamma}^{\text{mag}}(z)\) and

\[
h_{\gamma}^{\text{mag}}(z) = \sum_u q_u |z_u|^2 - \sum_{(u,v) \in E \setminus S} 2 \text{Re}(\bar{z}_u z_v) - \sum_{e_j=(u,v) \in S} 2 \text{Re}(\bar{z}_u e^{i\alpha_j} z_v)
\]

as functions of complex variables \(z\). Considering the complex space as a real space of double dimension leads to the inertia in the Hermitian analogue of Lemma 4.2 being \((2n_-, 2n_0 + 1, 2n_+)\). Finding extrema of \(h_{\gamma}^{\text{mag}}(z)\) with respect to \(\vec{\alpha}\) and of \(h_{\gamma}^{\text{cut}}(z)\) with respect to \(\vec{\gamma}\) results in the same values, and thus we relate the indices of \(\lambda_n(\Gamma_{\gamma}^{\text{mag}})\) and \(\lambda_{\phi_n - p + 1}(\Gamma_{\gamma}^{\text{cut}})\) through a chain of four applications of the reduction lemma (Lemma 4.4), illustrated in Figure 4.

However, instead of following the above plan, we present a simpler yet more insightful proof which can be summarized as follows: after a change of variables, the function \(\lambda_{\phi_n - p + 1}(\Gamma_{\gamma}^{\text{cut}})\) coincides with the function \(\lambda_n(\Gamma_{\gamma}^{\text{mag}})\) with purely imaginary values of the magnetic phases \(\vec{\alpha}\). This will give us full understanding of the quadratic term (the Hessian) of the analytic function \(\lambda_n(\Gamma_{\gamma}^{\text{mag}})\).

**Theorem 5.4.** Let \(f\) be an eigenfunction of \(H(\Gamma)\) that corresponds to a simple eigenvalue \(\lambda = \lambda_n(\Gamma)\). Assume \(f\) is nonzero on vertices of the graph \(\Gamma\) and has \(\phi_n\) sign changes. Let \(\Gamma_{\gamma}^{\text{mag}}\) be the graph with the magnetic phases \(\vec{\alpha} = (\alpha_1, \ldots, \alpha_\beta)\) introduced on the edges from the set \(S\). Then the index of \((0, \ldots, 0)\) as a critical point of the function \(\lambda_n(\Gamma_{\gamma}^{\text{mag}})\) is the nodal surplus \(\sigma_n := \phi_n - (n - 1)\). The critical point is nondegenerate.

**Proof.** First we remark that analyticity of \(\lambda_n(\Gamma_{\gamma}^{\text{mag}})\) is a consequence of standard perturbation theory applied to the simple eigenvalue \(\lambda_n(0)\). Moreover, when \(\alpha_j = i\xi_j\), with real \(\xi_j\), the Hamiltonian \(H(\Gamma_{\gamma}^{\text{mag}})\)
Let \( \psi = \psi(\vec{\xi}) \) be the corresponding real eigenfunction. It is a perturbation of \( f \); therefore it is nonzero locally around \( \vec{\xi} = 0 \). For every edge \((u_j, v_j) \in S\), we let

\[
\gamma_j = e^{-\xi_j} \frac{\psi_v(\vec{\xi})}{\psi_u(\vec{\xi})}. \tag{36}
\]

This defines a mapping

\[
R : (\xi_1, \ldots, \xi_\beta) \mapsto (\gamma_1, \ldots, \gamma_\beta). \tag{37}
\]

which is smooth in a neighborhood of zero. We also have \(R(0, \ldots, 0) = (\gamma_j^0, \ldots, \gamma_j^0) = \vec{\gamma}^o\), where the \(\gamma_j^0\) are given by (33). The inverse of \(R\), which can be directly calculated from (36), is also a smooth function in a neighborhood of the point \(\vec{\gamma}^o\). Therefore \(R\) is a diffeomorphism.

Moreover, \(\psi\) is an eigenfunction of both \(\Gamma_{\text{mag}}^i\) (by construction) and \(\Gamma_{\text{cut}}^y\) with \(\vec{\gamma} = R(\vec{\xi})\) (since \(\psi\) is in the null-space of the perturbation \(B_{mc}\) of (16)), and their eigenvalues coincide, with the appropriate shift in numbering (see (29)). Namely, we have

\[
\lambda_n(\Gamma_{\text{mag}}^i) = \lambda_{\phi_n-p+1}(\Gamma_{\text{cut}}^y), \quad \vec{\gamma} = R(\vec{\xi}).
\]

By Sylvester’s law of inertia, the index is not affected by the diffeomorphism \(R\), and we get from Theorem 5.2 that \(\vec{\xi} = 0\) is a nondegenerate critical point of \(\lambda_n(\Gamma_{\text{mag}}^i)\) of inertia

\[
F_\vec{\xi} = (n-1 + \beta - \phi_n, 0, \phi_n - n + 1).
\]

Finally, since \(\vec{\alpha} = i\vec{\xi}\), the Hessian of \(\lambda_n\) with respect to \(\vec{\alpha}\) is the Hessian with respect to \(\vec{\xi}\) multiplied by \(i^2 = -1\). The entries \(n_-\) and \(n_+\) of the inertia get swapped; therefore the inertia of \(\lambda_n(\Gamma_{\text{mag}}^{\vec{\alpha}})\) is

\[
F_\alpha = (\phi_n - n + 1, 0, n - 1 + \beta - \phi_n).
\]
6. Discussion

Some simple extensions. As already mentioned, the criticality of the point \((0, \ldots, 0)\) can be easily obtained from the fact that \(\lambda_n(\Gamma_{mag})\) is symmetric with respect to each variable \(\alpha_j\). In fact, there are \(2^\beta\) points of symmetry of the function \(\lambda_n(\Gamma_{mag})\), namely, the points where each \(\alpha_j\) is equal to either 0 or \(\pi\). Taking \(\alpha_j = \pi\) makes the corresponding edge have the weight \(-1\) (rather than 1) in the connectivity matrix. A statement similar to Theorem 1.1 can be proved about every point of symmetry, with the appropriate modification of the notion of a sign change: \(\phi_n\) counts the number of edges \((u, v)\) such that \(H_{u,v}f_u f_v > 0\).

One can also easily extend the results to generalized Schrödinger operators on the graph, i.e., symmetric matrices \(H\) with the property that \(H_{u,v} \neq 0\) if and only if the vertices \(u\) and \(v\) are connected. The magnetic field is introduced by multiplying off-diagonal matrix elements by phases. If \(H_{u,v}\) is allowed to be positive, the notion of a “sign change” has to be modified to refer to the edges \((u, v)\) with \(H_{u,v}f_u f_v > 0\), as above. With this modification, the statement of Theorem 1.1 remains valid as stated.

The necessary modifications to the proofs are limited to having \(H^2_{u_1,u_2}/\gamma^2\) in place of \(1/\gamma^2\) in the definition of the “cut” Hamiltonian, Equation (13), and letting the critical value of \(\gamma_j\) be \(\gamma_j^c = -H_{u_j,v_j} f_{v_j}/f_{u_j}\). All other considerations remain unchanged (in particular, Fiedler’s theorem on tree eigenfunctions is already formulated in terms of “generalized sign changes”).

Further consequences. Perhaps the most important feature of Theorem 1.1 is that it allows us to access some of the features of the eigenfunction via the behavior of the corresponding eigenvalue under perturbation. It is known that the eigenvalues of the Laplacian are connected to the statistics of the closed paths on the graph. The connection is given through the so-called “trace formulae”, which can be obtained from a graph analogue of the Selberg zeta function, the Ihara zeta function [Ihara 1966; Bass 1992; Stark and Terras 1996]. An extension by Bartholdi [1999] (see also [Mizuno and Sato 2005]) was used in [Oren et al. 2009] to obtain a family of trace formulae including the ones for the magnetic Laplacian. Thus, the closed paths on the graph determine the spectrum of the magnetic Laplacian, which, in turn, determines the nodal count. This, in principle, establishes the existence of a general connection between the nodal count and the closed paths. However, we are not aware of any concrete general formulas. We note that such a connection has been earlier conjectured by Smilansky, with special cases reported in [Gnutzmann et al. 2006; Aronovitch and Smilansky 2010].

We would also like to mention that the result of this paper has already been used in an elegant proof by Band [2012] of the converse of Fiedler’s theorem: if for all \(n\), the \(n\)-th graph eigenfunction is generic and has \(n - 1\) sign changes, the graph is a tree.

There is an interesting connection between the magnetic spectrum of a compact graph and the continuous spectrum of a periodic graph. Namely, the eigenvalue \(\lambda_n(\Gamma_{mag})\) featured in this paper is the dispersion relation for the maximal Abelian cover of the graph \(\Gamma\), a well studied object. One of the interesting questions regarding this object is the “full spectrum property” [Higuchi and Shirai 2004; Higuchi and Nomura 2009; Sunada 2008]: whether the continuous spectrum of the cover graph of a regular graph—in our terms, the union of ranges of the functions \(\lambda_n(\Gamma_{mag})\)—contains no gaps. This question can be
reformulated in terms of eigenfunctions of graphs $\Gamma_{\text{mag}}^{\vec{a}}$ with all $\alpha_j = 0$ or $\pi$ that have minimal and maximal number of sign changes.

This, in turn, is related to the question of whether the extrema of the dispersion relation are always achieved at the symmetry points described above. Examples to the contrary have been put forward in [Harrison et al. 2007; Exner et al. 2010]. However, an important question remains: how can one characterize the extremal points that are not points of symmetry? In this direction, the duality with the cut graphs (Section 3) might provide some answers. One can speculate that critical points of the dispersion relation correspond to critical points of the eigenvalues of the cut graph $\Gamma_{\text{cut}}^{\vec{a}}$ that do not give rise to the eigenfunction of the graph $\Gamma$. Further, we conjecture that these “unclaimed” critical points correspond to eigenfunctions of $\Gamma$ modified by enforcing Dirichlet conditions at some vertices.

The results of the present paper are derived under the assumption that the eigenvalue is nondegenerate. While this is the generic situation with respect to the change in the potential $Q$, it is also interesting to consider what happens in the degenerate case. The linear Zeeman effect (the magnetic perturbation splitting eigenvalues) suggests that the singularities of $\lambda_n(\Gamma_{\text{mag}}^{\vec{a}})$ are conical. It should be possible to define the index of the singularity point that does not rely on differentiability.

Finally, it would be most interesting to generalize the results of the present paper to manifolds. However, we immediately encounter a conceptual problem—the “number” of zeros is infinite. Still, some measure of instability of the eigenvalue under magnetic perturbation should be related to some measure of the zero set of the corresponding eigenfunction. This can be intuitively visualized by approximating the domain eigenfunction as eigenfunctions of a discrete mesh. Moreover, the method of proof used in Section 5 might be appropriate for the manifolds as well: it is based on a connection between the magnetic spectrum and the energy of the equipartitions (see Remark 5.3), and on manifolds the equipartitions are well understood [Berkolaiko et al. 2012a].

After this manuscript had been submitted, the author was notified by Y. Colin de Verdière that he found an alternative proof Theorem 1.1, which appears in this issue [Colin de Verdière 2013]. The proof is based on a direct application of the eigenvalue perturbation formulas and a clever choice of gauge that significantly simplifies the calculations. Colin de Verdière also succeeded in proving an analogue of Theorem 1.1 for continuous Schrödinger operators on a circle (also called Hill operators). An extension of Theorem 1.1 to general quantum graphs has been subsequently obtained in [Berkolaiko and Weyand 2012].
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MAGNETIC INTERPRETATION OF THE NODAL DEFECT ON GRAPHS

YVES COLIN DE VERDIERE

We present a natural proof of a recent and surprising result of Gregory Berkolaiko interpreting the Courant nodal defect as a Morse index. This proof is inspired by a nice paper of Miroslav Fiedler published in 1975.

1. Introduction

The “nodal defect” of an eigenfunction of a Schrödinger operator is closely related to the difference between the upper bound on the number of nodal domains given by Courant’s theorem and the number of nodal domains. Berkolaiko [2013] has proved a nice formula for the nodal defect of an eigenfunction of a Schrödinger operator on a finite graph in terms of the Morse index of the corresponding eigenvalue as a function of a magnetic deformation of the operator. His proof remains mysterious and rather indirect. In order to get a better understanding in view of possible generalizations, it is desirable to have a more direct approach. This is what we do here, with a proof inspired by [Fiedler 1975].

After reviewing our notations, we state the main result, as well as a reinterpretation in terms of Hessians of a determinant, and give an informal description of the proof in Section 3. The proof itself is implemented in Sections 4 and 5 with an alternative view provided in Appendix A. The continuous Schrödinger operator on a circle was considered in the preprint version of this paper [Colin de Verdière 2012]. The case of quantum graphs, i.e., graphs as 1-dimensional simplicial complexes, is worked out in [Berkolaiko and Weyand 2012].

2. Notation

Let $G = (X, E)$ be a finite connected graph, where $X$ is the set of vertices and $E$ the set of unoriented edges. We denote by $[x, y]$ the edge linking the vertices $x$ and $y$. We denote by $\tilde{E}$ the set of oriented edges and by $[x, y]$ the edge from $x$ to $y$; the set $\tilde{E}$ is a 2-fold cover of $E$. A 1-form $\alpha$ on $G$ is a map $\tilde{E} \to \mathbb{R}$ such that $\alpha([x, y]) = -\alpha([y, x])$ for all $\{x, y\} \in E$. We denote by $\Omega^1(G)$ the vector space of 1-forms on $G$. The operator $d : \mathbb{R}^X \to \Omega^1(G)$ is defined by $df([x, y]) = f(y) - f(x)$. If $Q$ is a nondegenerate, not necessarily positive, quadratic form on $\Omega^1(G)$, we denote by $d^*$ the adjoint of $d$, where $\mathbb{R}^X$ carries the canonical Euclidean structure and $\Omega^1(G)$ is equipped with the symmetric inner product $\hat{Q}$ associated to $Q$. We have $\dim \ker d^* = \beta$, where $\beta = 1 + \#E - \#X$ is the dimension
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of the space of cycles of $G$. We will show later that, in our context, we have the Hodge decomposition
$\Omega^1(G) = d\mathbb{R}^X \oplus \ker d^*$, where both spaces are $\hat{Q}$-orthogonal.

Following [Colin de Verdière 1998], we denote by $\mathcal{O}_G$ the set of $X \times X$ real symmetric matrices $H$ which satisfy $h_{x,y} < 0$ if $\{x, y\} \in E$ and $h_{x,y} = 0$ if $\{x, y\} \notin E$ and $x \neq y$. Note that the diagonal entries of $H$ are arbitrary. An element $H$ of $\mathcal{O}_G$ is called a Schrödinger operator on the graph $G$. It will be useful to write the quadratic form associated to $H$ as

$$q_1(f) = -\sum_{\{x,y\} \in E} h_{x,y}(f(x) - f(y))^2 + \sum_{x \in X} V_x f(x)^2,$$

with $V_x = h_{x,x} + \sum_{y \sim x} h_{x,y}$. A magnetic field on $G$ is a map $B : \hat{E} \to U(1)$ defined by $B([x, y]) = e^{i\alpha_{x,y}}$, where $[x, y] \mapsto \alpha_{x,y}$ is a 1-form on $G$. We denote by $\mathcal{B}_G = e^{i\Omega^1(G)}$ the manifold of magnetic fields on $G$. The magnetic Schrödinger operator $H_B$ associated to $H \in \mathcal{O}_G$ and $B = e^{i\alpha}$ is defined by the quadratic form

$$q_B(f) = -\frac{1}{2} \sum_{\{x,y\} \in \hat{E}} h_{x,y}|f(x) - e^{i\alpha_{x,y}} f(y)|^2 + \sum_{x \in X} V_x |f(x)|^2$$

associated to a Hermitian form on $\mathbb{C}^X$. More explicitly, if $f \in \mathbb{C}^X$,

$$Hf(x) = h_{x,x} f(x) + \sum_{y \sim x} h_{x,y} e^{i\alpha_{x,y}} f(y). \quad (1)$$

We fix $H$ and we denote by

$$\lambda_1(B) \leq \lambda_2(B) \leq \cdots \leq \lambda_n(B) \leq \cdots \leq \lambda_{\#X}(B)$$

the eigenvalues of $H_B$. It will be important to notice that $\lambda_n(B) = \lambda_n(B)$. Moreover, we have a gauge invariance: the operators $H_B$ and $H_{B'}$ with $\alpha' = \alpha + df$ for some $f \in \mathbb{R}^X$ are unitarily equivalent. Hence they have the same eigenvalues. This implies that, if $\Omega^1(G) = d\mathbb{R}^X \oplus \ker d^*$ (this is not always the case because $Q$ is not positive), it is enough to consider 1-forms in the subspace $\ker d^*$ of $\Omega^1(G)$ when studying the map $\Lambda_n : B \to \lambda_n(B)$. This holds in particular for investigations concerning the Hessian and the Morse index.

3. Statement of Berkolaiko’s magnetic theorem

Before stating the main result, we recall:

**Definition 1.** The Morse index $j(q) \in \mathbb{N} \cup \{+\infty\}$ of a quadratic form $q$ on a real vector space $E$ is defined by $j(q) = \sup_F \dim F$, where $F$ is a subspace of $E$ such that $q|_{F \backslash 0}$ is less than 0. The nullity of $q$ is the dimension of the kernel of $q$.

The Morse index of a smooth real-valued function $f$ defined on a smooth manifold $M$ at a critical point $x_0 \in M$ (i.e., a point satisfying $df(x_0) = 0$) is the Morse index of the Hessian of $f$, which is a canonically defined quadratic form on the tangent space $T_{x_0}M$. The critical point $x_0$ is called nondegenerate if the previous Hessian is nondegenerate. The nullity of the critical point $x_0$ of $f$ is the nullity of the Hessian of $f$ at the point $x_0$. 
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The aim of this note is to prove the following nice results due to Berkolaiko [2008; 2013]:

**Theorem 1.** Let $G = (X, E)$ be a finite connected graph and $\beta$ the dimension of the space of cycles of $G$. We suppose that the $n$-th eigenvalue $\lambda_n$ of $H \in \mathcal{O}_G$ is simple. We assume moreover that an associated nonzero eigenfunction $\phi_n$ satisfies $\phi_n(x) \neq 0$ for all $x \in X$. Then, the number $\nu$ of edges along which $\phi_n$ changes sign satisfies $n - 1 \leq \nu \leq n - 1 + \beta$.

Moreover $\Lambda_n : B \to \lambda_n(B)$ is smooth at $B \equiv 1$ which is a critical point of $\Lambda_n$ and the nodal defect, $\delta_n = \nu - (n - 1)$, is the Morse index of $\Lambda_n$ at that point. If $M$ is the manifold of dimension $\beta$ of magnetic fields on $G$ modulo the gauge transforms, the function $[B] \to \Lambda_n(B)$ has $[B = 1]$ as a nondegenerate critical point.

**Remark 1.** The previous results can be extended by replacing the critical point $B \equiv 1$ by $B_{x,y} = \pm 1$ for all edges $\{x, y\} \in E$. The number $\nu$ is then the number of edges $\{x, y\} \in E$ satisfying $B_{x,y} \phi_n(x) \phi_n(y) < 0$ where $\phi_n$ is the corresponding eigenfunction.

**Remark 2.** The assumptions on $H$ are satisfied for $H$ in an open dense subset of $\mathcal{O}_G$.

The upper bound of $\nu$ in the first part of Theorem 1 is related to the Courant nodal theorem (see [Courant and Hilbert 1953, Section VI.6]) as follows: a nodal domain on a graph for the eigenfunction $\phi_n$ is a connected component of the subgraph $G'$ of $G$ obtained by removing the edges along which $\phi_n$ changes sign. Denoting by $\mu$ the number of nodal domains of $\phi_n$, the Courant theorem for graphs (see [Colin de Verdière 1998, Theorem 2.4]) asserts that $\mu \leq n$; using the Euler formula for the graph $G'$ and because $\mu = b_0(G')$, the number of connected components of the graph $G'$, we get also a lower bound (see [Berkolaiko 2008]):

**Corollary 1.** Under the assumptions of Theorem 1, we have $n - \beta \leq \mu \leq n$.

**Example 3.1** (bipartite graphs). Let $G = (V, E)$ be a bipartite graph: $V = Y \cup Z$ and all edges have one vertex in $Y$ and the other in $Z$. Let $U$ be the involution on $\mathbb{R}^V$ given by $Uf(x) = -f(x)$ if $x \in Y$ and $Uf(x) = f(x)$ if $x \in Z$ and let $B$ be a magnetic field. Then $UH_BU = -H_B'$ with $H' \in \mathcal{O}_G$, so that $\lambda_{|V|}(H_B) = -\lambda_1(H_B')$. And hence it follows from the diamagnetic inequality that $B \to \lambda_{|V|}(H_B)$ has a maximum at $B \equiv 1$. And hence the Morse index of the Hessian of $B \to \lambda_{|V|}(H_B)$ at $B \equiv 1$ is the dimension of the manifold of magnetic fields, namely $\beta$. On the other hand the first eigenfunction $\phi_1$ of $H'$ is everywhere greater than 0 and the number of sign changes of $U\phi_1$ is $|E|$. So Berkolaiko’s formula for $\lambda_{|V|}$ gives $(|V| - 1) + \beta = |E|$. This is the Euler formula.

**Theorem 1** can be reinterpreted as follows:

**Theorem 2.** Under the assumptions as in Theorem 1, consider the functional $D_n : B \mapsto \det(H_B - \lambda_n(1))$. Then $B \equiv 1$ is a nondegenerate critical point of $D_n$ whose Morse index is $\delta_n$ if $n$ is odd and $\beta - \delta_n$ if $n$ is even.

**Proof.** Under the assumptions of the theorem we have

$$\det(H_B - \lambda_n(1)) = (\lambda_n(B) - \lambda_n(1)) \det'(H_B - \lambda_n(1))$$
where \( \det'(H_B) = F(B) \) is the product of the eigenvalues \( \lambda_j - \lambda_n(1) \) for \( j \neq n \). The following lemma is easy to check by direct computations of the second derivatives:

**Lemma 1.** Let \( F = f G \) where \( F, f, G \) are smooth real valued functions defined near a point \( x_0 \) on a smooth manifold. Let us assume that \( f(x_0) = 0 \) and \( f'(x_0) = 0 \); then the Hessian of \( F \) at the point \( x_0 \) is \( G(x_0) \) times the Hessian of \( f \) at \( x_0 \).

From the lemma, we get that the Hessian of \( D_n \) at \( B \equiv 1 \) is \( F(1) \) times the Hessian of \( \Lambda_n \). We have \((-1)^{n-1} F(1) > 0\). The conclusion follows. \( \square \)

There is a formula for the characteristic polynomial of a magnetic Laplacian on graphs due to Robin Forman [1993] and reproved by Richard Kenyon [2012] and Yurii Burman [2012]. Using the gauge change \( f \to f \phi_n \) as in [Colin de Verdière 1998] gives a Laplace type operator whose entries can be of any sign. Forman’s formula extends to that case and it would be nice to relate Berkolaiko’s formula to Forman’s formula.

**Important warning:** Without loss of generality, we can and will assume in the rest of this note that \( \lambda_n = \Lambda_n(1) = 0 \). This implies that the Morse index of \( q_1 \) is \( n - 1 \).

In the course of the proof we will use a special choice of gauge in which we can compute the Hessian explicitly. More precisely, according to the classical perturbation formulae,

\[
\ddot{\lambda} = (\phi, \ddot{H}\phi) + 2(\dot{H}\phi, \dot{\phi}),
\]

where we assumed that \( \lambda \) is at a critical point: \( \dot{\lambda} = 0 \). The first term is easy to calculate explicitly; for perturbation in the direction of the 1-form \( \omega \) it is

\[
Q(\omega) = \frac{1}{2} \sum_{(x,y)\in \mathcal{E}} a_{x,y} \omega([x, y])^2 \quad \text{with} \quad a_{x,y} = -h_{x,y} \phi_n(x) \phi_n(y) = a_{y,x}.
\]  

(2)

Considered as a quadratic form in \( \omega \), \( Q \) is already in the diagonal form. Its index is clearly the number of negative values among \( \{-h_{x,y} \phi_n(x) \phi_n(y)\} \), or, in other words, the number \( \nu \) of edges where \( \phi_n \) changes sign!

We will present an explicit choice of gauge in which the second term vanishes. The condition for this is \( \ddot{H}\phi = 0 \) which, after explicit calculation, can be interpreted as \( \omega \in \ker d^* \), where \( d^* \) is the conjugate of \( d \) with respect to the inner product induced by (2).

Finally, we observe that the index of \( Q(\omega) \) has been computed to be \( \nu \) in the whole of \( \Omega^1(G) \), whereas we should be restricting ourselves to our chosen gauge, \( \omega \in \ker d^* \). We will show that this restriction reduces the index precisely by \( n - 1 \). Indeed, the splitting \( \Omega^1(G) = d\mathbb{R}X \oplus \ker d^* \) is orthogonal with respect to the form \( Q \); therefore

\[
\text{ind}(Q) = \text{ind}(Q|_{d\mathbb{R}X}) + \text{ind}(Q|_{\ker d^*}).
\]

We establish that \( \text{ind}(Q|_{d\mathbb{R}X}) = n - 1 \) by relating the form \( Q \) on \( d\mathbb{R}X \) to the quadratic form \( q_1 \) around the point \( \phi_n \).
4. The quadratic form $Q$

**Lemma 2.** The set of forms $f \to (f(x) - f(y))^2$ where $\{x, y\} \in \mathcal{P}_2(X)$, the set of subsets with two elements of $X$, and $f \to f(x)^2$ with $x \in X$ is a basis of the set of quadratic forms on $\mathbb{R}^X$.

**Definition 2.** A quadratic form $q$ on $\mathbb{R}^X$ is said of Laplace type if for all $f \in \mathbb{R}^X$, $\hat{q}(1, f) \equiv 0$ where $\hat{q}$ is the symmetric bilinear form associated to $q$.

**Lemma 3.** The set of forms $f \to (f(x) - f(y))^2$, $\{x, y\} \in \mathcal{P}_2(X)$ is a basis of the space of quadratic forms of Laplace type.

The form $\tilde{q}_1 : f \to q_1(\phi_n f)$, where $\phi_n f$ is the pointwise product of $\phi_n$ and $f$, is of Laplace type because

$$\tilde{q}_1(1, g) = \langle H\phi_n|\phi_n g \rangle = \langle 0|\phi_n g \rangle.$$ 

Hence $\tilde{q}_1(1, g) = 0$.

Moreover, $\tilde{q}_1(f) = Q(df)$. Indeed, because of Lemma 3, it is enough to compare the coefficients of the basis forms $f \to (f(x) - f(y))^2$. The form $f \to Q(df)$ is already expanded in this basis. To find the coefficient for the form $f \to \tilde{q}_1(f)$, we observe that (because we know it is of Laplace type) the coefficient in question is minus the coefficient in front of the term $f(x)f(y)$, divided by two. This evaluates to $a_{x,y}$ (see (2)).

In fact, we will need to use $\hat{Q}(df, dg) = \langle H(\phi_n f)|\phi_n g \rangle$.

**Lemma 4.** The Morse index of $Q_{|\mathbb{R}^X}$ is equal to $n - 1$.

It is a general fact that the Morse index of the quadratic form $f \to Q(Af)$ is the same as the Morse index of the restriction of $Q$ to the image of $A$. Hence, the Morse index of $Q_{|\mathbb{R}^X}$ is the Morse index of $\tilde{q}_1$ on $\mathbb{R}^X$. Because $f \to \phi_n f$ is a linear isomorphism, this index is equal to the index of $q_1$ by the Sylvester theorem. Since $\lambda_n = 0$, the index of $q_1$ is $n - 1$ by elementary spectral theory.

**Lemma 5.** Let us denote by $d^*$ the adjoint of $d$ where $\mathbb{R}^X$ is equipped with the canonical Euclidean structure and $\Omega^1(G)$ with the inner product associated to $Q$. The space $\Omega^1(G)$ splits as

$$\Omega^1(G) = d\mathbb{R}^X \oplus \ker d^*$$

(Hodge type splitting), and this decomposition is $Q$-orthogonal.

More explicitly $d^*$ is given by

$$d^*\omega(x) = \sum_{y \sim x} a_{x,y}\omega([y, x]).$$

If $\omega = df$ satisfies $d^*\omega = 0$, we have $d^*df = 0$. Hence $\hat{Q}(df, dg) = 0$ for all $g$ and $\langle H(\phi_n f)|\phi_n g \rangle = 0$. Because $\lambda_n$ is of multiplicity 1, this implies that $f$ is constant and hence $df = 0$. So $d\mathbb{R}^X \cap \ker d^* = \{0\}$ and the conclusions follow.

At this point, we know that the nodal defect is the Morse index of the restriction of $Q$ to the space $\ker d^*$ of dimension $\beta$. The first part of Theorem 1 follows.
5. The magnetic Hessian

We need one more fact to complete the proof: to identify the Hessian of $\Lambda_n$ on $e^{ikerd^*}$ at $B \equiv 1$ with the restriction of $Q$ to ker $d^*$.

Let us denote by $S \subset \mathbb{C}^X$ the set of unit vectors $f$ normalized so that $f(x_0)$ is real and $f(x_0) > 0$ where $x_0$ is chosen in $X$.

**Lemma 6.** The point $B \equiv 1$ is a critical point of $\Lambda_n$. If $\phi_n(B) \in S$ is the eigenfunction of $H_B$ corresponding to the eigenvalue $\lambda_n(B)$, the differential of $B \rightarrow \phi_n(B)$ vanishes at $B \equiv 1$ on ker $d^*$.

The first property comes from the fact that $\Lambda_n(B) = \Lambda_n(B)$. We can compute, for any variation $e^{i\alpha t}$, $t$ close to 0, of $B \equiv 1$, that $\dot{H_B}\phi_n + H\phi_n = 0$. The condition $d^*\alpha = 0$ can be written as

$$\sum_{y \sim x} h_{x,y}(y)\alpha_{x,y} = 0 \quad \text{for all } x \in X.$$

From (1), this is equivalent to $\dot{H_B}\phi_n = 0$. Hence $H(\phi_n) = 0$ and $\dot{\phi}_n = c\phi_n$ since $\lambda_n$ is simple. From the normalization $\|\phi_n(B)\| = 1$, we get $c \in i\mathbb{R}$ and, since $\dot{\phi}_n(x_0) \in \mathbb{R}$, the number $c$ is real. We deduce that $\dot{\phi}_n = 0$.

**Lemma 7.** The function $F : S \times e^{ikerd^*} \rightarrow \mathbb{R}$ defined by $F(f, e^{i\alpha}) = \langle H_{e^{i\alpha}}f | f \rangle$ admits $(\phi_n, 0)$ as a critical point and the Hessian of $(\Lambda_n)_{e^{ikerd^*}}$ at the point $B \equiv 1$ is the form $Q$.

The differential of $F$ with respect to $f$ vanishes because $f$ is an eigenfunction of $H$. The differential with respect to ker $d^*$ vanishes, because $F(f, e^{i\alpha}) = F(f, e^{-i\alpha})$. The Hessian of $F$ at $(\phi_n, 0)$ is well defined. Because the differential at $B \equiv 1$ of $B \rightarrow \phi_n(B)$ vanishes on $e^{ikerd^*}$, the Hessians of $\Lambda_n : B \rightarrow F(\phi_n(B), B)$ and $M_n : B \rightarrow F(\phi_n(1), B)$ agree. A simple calculation of the Hessian of $M_n$ gives the result:

$$M_n(e^{i\alpha}) = -\frac{1}{2} \sum_{[x,y] \in \tilde{E}} h_{x,y} |\phi_n(x) - e^{i\alpha_{x,y}}\phi_n(y)|^2 + \sum_{x \in X} V_x |\phi_n(x)|^2$$

$$= -\sum_{[x,y] \in E} h_{x,y}(\phi_n(x)^2 + \phi_n(y)^2 - 2 \cos \alpha_{x,y} \phi_n(x)\phi_n(y)) + \sum_{x \in X} V_x |\phi_n(x)|^2.$$

Computing the second derivative with respect to $\alpha$ at $\alpha = 0$ gives Hessian$(M_n) = Q(\alpha)$.

**Appendix A: A pedestrian approach to the calculus of the Hessian of $\Lambda_n$ in Section 5**

We will derive a direct approach to the calculus of the second derivative of an eigenvalue which could be used directly in the proof of Lemma 7. Let $t \rightarrow A(t)$ be a $C^2$ curve defined near $t = 0$ in the space of Hermitian matrices on a finite-dimensional Hilbert space $(\mathcal{H}, \langle \cdot | \cdot \rangle)$. Let us assume that $\lambda(0)$ is an eigenvalue of $A(0)$ of multiplicity one with a normalized eigenvector $\phi(0)$. Then, for $t$ close to 0, $A(t)$ has a simple eigenvalue $\lambda(t)$ of multiplicity one which is a $C^2$ function of $t$. We can choose an associated eigenfunction $\phi(t)$ which is $C^2$ with respect to $t$. The following assertions give the values of the first and second derivatives of $\lambda(t)$ at $t = 0$:
**Proposition 1.** Under the previous assumptions, we have
\[ \lambda'(0) = \langle A'(0)\phi(0)|\phi(0) \rangle. \]
If \( \lambda'(0) = 0 \), we have
\[ \lambda''(0) = \langle A''(0)\phi(0)|\phi(0) \rangle + 2\langle \phi'(0)|A'(0)\phi(0) \rangle, \]
where \( \phi'(0) \) is any solution of \( (A(0) - \lambda(0))\phi'(0) = -A'(0)\phi(0) \).
In particular, if \( A'(0)\phi(0) = 0 \),
\[ \lambda''(0) = \langle A''(0)\phi(0)|\phi(0) \rangle. \]

**Proof.** We start with \( (A(t) - \lambda(t))\phi(t) = 0 \) where \( \phi(t) \) is an eigenfunction of \( A(t) \) which depends in a \( C^2 \) way on \( t \). Taking the first derivative, we get
\[ (A'(t) - \lambda'(t))\phi(t) + (A(t) - \lambda(t))\phi'(t) = 0. \]
(3)
Putting \( t = 0 \) and taking the scalar product with \( \phi(0) \), we get the formula for \( \lambda'(0) \). Similarly, the \( t \)-derivative of (3) is
\[ (A''(t) - \lambda''(t))\phi(t) + 2(A'(t) - \lambda'(t))\phi'(t) + (A(t) - \lambda(t))\phi''(t) = 0. \]
(4)
Putting \( t = 0 \), taking the scalar product with \( \phi(0) \) and using \( \lambda'(0) = 0 \), we get the result. \( \square \)

We can apply this to \( A(t) := H_{\nu, \alpha} \) with \( \alpha \in \ker d^* \) in order to get the Hessian of \( \Lambda_n \) in Section 5. The condition \( A'(0)\phi(0) = 0 \) is exactly \( d^*\alpha = 0! \)

**Appendix B: The case where the eigenfunction vanishes at some vertex**

In this appendix, we take \( H \in \mathcal{C}_G \) and assume that \( \lambda_n = 0 \) is nondegenerate eigenvalue of \( H \) with a normalized eigenfunction \( \phi \). We have:

**Proposition 2.** Let us assume that, for all vertices \( x \) satisfying \( \phi(x) = 0 \), there exists a vertex \( y \sim x \) so that \( \phi(y) \neq 0 \). Then, for any \( \psi \in \mathbb{R}^X \) orthogonal to \( \phi \), there exists a smooth deformation \( H_t \in \mathcal{C}_G \) of \( H \) so that \( \dot{\phi} = \psi \).

It is enough to check that the space of \( \dot{H}\phi \) is \( \mathbb{R}^X \) and to use the first variation formulae given in Appendix A.

**Theorem 3.** Let us assume that the function \( \phi \) vanishes at the unique vertex \( x_0 \). Then, the nullity of the Hessian of the “magnetic variation” of \( H \) is at least \( |n_+ - n_-| \) where \( n_\pm \) is the number of vertices \( x \sim x_0 \) so that \( \pm \phi(x) > 0 \).

**Proof.** Choose a smooth variation \( H_t \) of \( H \) so that \( \dot{\phi}(x_0) = 1 \). Let \( v \) be the number of sign changes of \( \phi \) away from \( x_0 \). Then, for \( t > 0 \) small enough, the number of sign changes of \( \phi_t \) is \( v + n_- \) while, for \( t < 0 \) small enough, it is \( v + n_+ \). We see from Theorem 1 that the magnetic Morse index is \( v + n_- - (n - 1) \) for \( t > 0 \) and \( v + n_+ - (n - 1) \). The discontinuity of the Morse index at \( t = 0 \) is \( |n_+ - n_-| \). This gives the lower bound on the nullity. \( \square \)

**Corollary 2.** If \( |n_+ - n_-| > \beta \), the eigenvalue 0 is degenerate.
Let us remark that this lower bound is not always sharp. In the following example, we have $n_+ = n_-$, $\beta = 2$ and the nullity of the Hessian is 2.

**Example B.1.** The graph $G$ is made of 2 cycles of length 3 with a common vertex. The matrix of $H$ is chosen as follows:

$$[H] = - \begin{pmatrix}
1 & 1 & 1 & 0 & 0 \\
1 & 1 & 2 & 0 & 0 \\
1 & 2 & 1 & 1 & 2 \\
0 & 0 & 1 & 1 & 1 \\
0 & 0 & 2 & 1 & 1
\end{pmatrix}.$$  

Using the fact that the graph has a symmetry of order 2 exchanging the 2 cycles, one can split $\mathbb{R}^X$ and the matrix $H$ into the even and odd parts. This allows us to check that $\lambda_4 = 0$ is nondegenerate. In order to compute the magnetic Hessian, we check that it is possible to build a decomposition $\Omega^1(G) = d\mathbb{R}^X \oplus K$ which is $Q$-orthogonal and with $K \subset \ker d^*$. It is then easy to check that the magnetic Hessian evaluated on $K$ vanishes.
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