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We prove a Nekhoroshev type theorem for the nonlinear Schrödinger equation

\[ iu_t = -\Delta u + V \ast u + \partial_\bar{u} g(u, \bar{u}), \quad x \in \mathbb{T}^d, \]

where \( V \) is a typical smooth Fourier multiplier and \( g \) is analytic in both variables. More precisely, we prove that if the initial datum is analytic in a strip of width \( \rho > 0 \) whose norm on this strip is equal to \( \varepsilon \), then if \( \varepsilon \) is small enough, the solution of the nonlinear Schrödinger equation above remains analytic in a strip of width \( \rho/2 \), with norm bounded on this strip by \( C \varepsilon \) over a very long time interval of order \( \varepsilon^{-\sigma |\ln \varepsilon|^\beta} \), where \( 0 < \beta < 1 \) is arbitrary and \( C > 0 \) and \( \sigma > 0 \) are positive constants depending on \( \beta \) and \( \rho \).

1. Introduction and statements

We consider the nonlinear Schrödinger equation

\[ iu_t = -\Delta u + V \ast u + \partial_\bar{u} g(u, \bar{u}), \quad x \in \mathbb{T}^d, \quad t \in \mathbb{R}, \tag{1-1} \]

where \( V \) is a smooth convolution potential and \( g \) is an analytic function on a neighborhood of the origin in \( \mathbb{C}^2 \) which has a zero of order at least 3 at the origin and satisfies \( g(z, \bar{z}) \in \mathbb{R}. \) In more standard models, the convolution term is replaced by a multiplicative potential. The use of a convolution potential makes the analysis of the resonances easier.

For instance, when

\[ g(u, \bar{u}) = \frac{a}{2^p + 2} |u|^{2p+2} \]

with \( a \in \mathbb{R} \) and \( p \in \mathbb{N} \), we recover the standard NLS equation \( iu_t = -\Delta u + V \ast u + a|u|^{2p} u.\) Equation (1-1) is a Hamiltonian system associated with the Hamiltonian function

\[ H(u, \bar{u}) = \int_{\mathbb{T}^d} (|\nabla u|^2 + (V \ast u)\bar{u} + g(u, \bar{u})) \, dx \]

and the complex symplectic structure \( i \, du \wedge d\bar{u}. \)

This equation has been considered with Hamiltonian tools in [Bambusi and Grébert 2003; Eliasson and Kuksin 2010]. The first of these papers (see also [Bambusi and Grébert 2006; Bourgain 1996] for related results) contains a Birkhoff normal form theorem adapted to this equation and discusses dynamical consequences on the long time behavior of the solutions with small initial Cauchy data in Sobolev spaces.
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More precisely, it is proved that for $s$ sufficiently large, if the Sobolev norm of index $s$ of the initial datum $u_0$ is sufficiently small (of order $\varepsilon$), then the Sobolev norm of index $s$ of the solution is bounded by $2\varepsilon$ during a very long time (of order $\varepsilon^{-r}$ with $r$ arbitrary). In the second paper cited, Eliasson and Kuksin obtain a KAM theorem adapted to this equation. In particular, they prove that in a neighborhood of $u = 0$, many finite-dimensional invariant tori associated with the linear part of the equation are preserved by small Hamiltonian perturbations. In other words, (1-1) has many quasiperiodic solutions. In both cases, nonresonance conditions have to be imposed on the frequencies of the linear part, and thus on the potential $V$ (these are not exactly the same in the two different cases).

Both results are related to the stability of the zero solution, which is an elliptic equilibrium of the linear equation. The first result establishes the stability for polynomials’ times with respect to the size of the (small) initial datum, while the second proves the stability for all time of certain solutions. In the present work, we extend the technique of normal forms, establishing the stability of the solutions for $1244$ times of order $\varepsilon^{-\sigma|\ln \varepsilon|^\beta}$ for some constants $\sigma > 0$ and $\beta < 1$, with $\varepsilon$ being the size of the initial datum in an analytic space.

We now state our result more precisely. We assume that for $m > d/2$, $R > 0$, $V$ belongs to the space

$$W_m = \left\{ V(x) = \sum_{a \in \mathbb{Z}^d} w_a e^{i a \cdot x} \mid v_a := \frac{w_a (1 + |a|)^m}{R} \in [-\frac{1}{2}, \frac{1}{2}] \right\}$$

which we endow with the product probability measure. Here, for $a = (a_1, \ldots, a_d) \in \mathbb{Z}^d$, we set $|a|^2 = a_1^2 + \cdots + a_d^2$.

For $\rho > 0$, we denote by $\mathcal{A}_\rho \equiv \mathcal{A}_\rho(\mathbb{T}^d; \mathbb{C})$ the space of functions $\phi$ that are analytic on the complex neighborhood of a $d$-dimensional torus $\mathbb{T}^d$ given by

$$I_\rho = \{ x + i y \mid x \in \mathbb{T}^d, y \in \mathbb{R}^d \text{ and } |y| < \rho \}$$

and continuous on the closure of this strip. We then denote by $|\cdot|_\rho$ the usual norm on $\mathcal{A}_\rho$:

$$|\phi|_\rho = \sup_{z \in I_\rho} |\phi(z)|.$$

We note that $(\mathcal{A}_\rho, |\cdot|_\rho)$ is a Banach space.

Our main result is a Nekhoroshev type theorem:

**Theorem 1.1.** There exists a subset $\mathcal{V} \subset W_m$ of full measure, such that for $V \in \mathcal{V}$, $\beta < 1$ and $\rho > 0$, the following holds: there exist $C > 0$ and $\varepsilon_0 > 0$ such that if

$$u_0 \in \mathcal{A}_{2\rho} \quad \text{and} \quad |u_0|_{2\rho} = \varepsilon \leq \varepsilon_0,$$

then the solution of (1-1) with initial datum $u_0$ exists in $\mathcal{A}_{\rho/2}$ for times $|t| \leq \varepsilon^{-\sigma_\rho|\ln \varepsilon|^\beta}$ and satisfies

$$|u(t)|_{\rho/2} \leq Ce^{-\varepsilon^2} \quad \text{for } |t| \leq \varepsilon^{-\sigma_\rho|\ln \varepsilon|^\beta},$$

with $\sigma_\rho = \min\{\frac{1}{10}, \frac{1}{2}\rho\}$. Furthermore, writing $u(t) = \sum_{k \in \mathbb{Z}^d} \xi_k(t)e^{ik \cdot x}$, we have

$$\sum_{k \in \mathbb{Z}^d} e^{\theta|k|}||\xi_k(t) - \xi_k(0)|| \leq e^{3/2} \quad \text{for } |t| \leq e^{-\sigma_\rho|\ln \varepsilon|^\beta}.$$

(1-4)
Estimate (1-4) asserts that there is almost no variation of the actions\(^1\).

In finite dimension \(n\), the standard Nekhoroshev result [1977] controls the dynamic over times of order \(\exp(\sigma/\varepsilon^{1/(\tau+1)})\) for some \(\sigma > 0\) and \(\tau > n + 1\) (see, for instance, [Benettin et al. 1985; Giorgilli and Galgani 1985; Pöschel 1993]), which is of course much better than \(\varepsilon^{-\sigma|\ln \varepsilon|^{\beta}} = \varepsilon^{\sigma|\ln \varepsilon|^{(1+\beta)}}\). Nevertheless, this standard result does not extend to the infinite-dimensional context. Actually, that the term \(\varepsilon^{-1/(\tau+1)}\) in the exponential validity time can be replaced by \(|\ln \varepsilon|^{(1+\beta)}\) at the limit \(n \to \infty\) is good news!

To our knowledge, the only previous works in the direction of obtaining Nekhoroshev estimates for PDEs were obtained by Bambusi [1999a; 1999b]. However, the result in [Bambusi 1999a], which develops ideas expressed by Bourgain [1996], concerns a smaller set of functions made of entire analytic functions only, and nevertheless yields a weaker control on a large but finite number of modes.

The five main differences with the previous works on normal forms are:

- In the finite-dimensional case and in Bambusi’s work, the central argument consists in optimizing the order of the Birkhoff normal form with respect to the size of the initial datum. Here we introduce a Fourier truncation and we optimize the order of the Birkhoff normal form and the order of the truncation.
- We prove in the Appendix that, generically with respect to \(V\), the spectrum of \(-\Delta + V\) satisfies a nonresonance condition much more efficient than the standard one (see Remark 2.7).
- We use \(\ell^1\)-type norms to control the Fourier coefficients and the vector fields instead of the usual \(\ell^2\)-type norms. Of course this choice does not allow us to work in Hilbert spaces and induces a slight loss of regularity each time the estimates are transposed from the Fourier space to the initial space of analytic functions. But it turns out that this choice simplifies the estimates on the vector fields (see Proposition 2.5 below and [Faou and Grébert 2011] for a similar framework in the context of numerical analysis).
- We use the zero momentum condition: in the Fourier space, the nonlinear term contains only monomials \(z_{j_1} \ldots z_{j_k}\) with \(j_1 + \cdots + j_k = 0\) (see Definition 2.4). This property allows us to control the largest index by the others.
- We notice that the Hamiltonian vector field of a monomial \(z_{j_1} \ldots z_{j_k}\) containing at least three Fourier modes \(z_\ell\) with large indices \(\ell\) induces a flow whose dynamics is controlled during a very long time in the sense that the dynamic almost excludes exchanges between high Fourier modes and low Fourier modes (see Proposition 2.11). In [Bambusi 2003; Bambusi and Grébert 2006], such terms were neglected since the vector field of a monomial containing at least three Fourier modes with large indices is small in Sobolev norm (but not in analytic norm), and thus will almost keep all the modes invariant. This more subtle analysis was also used in [Faou et al. 2010].

Our method could be generalized by considering not only zero momentum monomials but also monomials with finite or exponentially decreasing momentum. This would certainly allow us to consider a nonlinear Schrödinger equation with a multiplicative potential \(V\) and nonlinearities depending periodically

\(^1\text{Here the actions are the square of the modulus of the Fourier coefficients, } I_k = |\xi_k|^2.\)
on $x$: $i u_t = -\Delta u + V u + \partial_x g(x, u, \bar{u}), \quad x \in \mathbb{T}^d$.

Nevertheless, this generalization would generate a lot of technicalities and we prefer to focus in the present article on the simplicity of the arguments.

2. Setting and hypothesis

2A. Hamiltonian formalism. Equation (1-1) is a semilinear PDE locally well posed in the Sobolev space $H^s(\mathbb{T}^d)$ with $s > d/2$ (see, for instance, [Cazenave 2003]). Let $u$ be a (local) solution of (1-1) and consider $(\xi, \eta) = (\xi_a, \eta_a)_{a \in \mathbb{Z}^d}$ the Fourier coefficients of $u, \bar{u}$

$$u(x) = \sum_{a \in \mathbb{Z}^d} \xi_a e^{i a \cdot x} \quad \text{and} \quad \bar{u}(x) = \sum_{a \in \mathbb{Z}^d} \eta_a e^{-i a \cdot x}. \quad (2-1)$$

A standard calculation shows that $u$ is a solution in $H^s(\mathbb{T}^d)$ of (1-1) if and only if $(\xi, \eta)$ is a solution in $\mathbb{C}_s^2 \times \mathbb{C}_s^2$ of the system

$$\begin{cases}
\dot{\xi}_a = -i \omega_a \xi_a - i \frac{\partial P}{\partial \eta_a}, & a \in \mathbb{Z}^d, \\
\dot{\eta}_a = i \omega_a \eta_a - i \frac{\partial P}{\partial \xi_a}, & a \in \mathbb{Z}^d,
\end{cases} \quad (2-2)$$

where the linear frequencies are given by $\omega_a = |a|^2 + v_a$. As in (1-2), the notation is $V = \sum v_a e^{i a \cdot x}$. The nonlinear part is given by

$$P(\xi, \eta) = \frac{1}{(2\pi)^d} \int_{\mathbb{T}^d} g\left(\sum_{a \in \mathbb{Z}^d} \xi_a e^{i a \cdot x}, \sum_{a \in \mathbb{Z}^d} \eta_a e^{-i a \cdot x}\right) \, dx. \quad (2-3)$$

This system is Hamiltonian when endowing the set of pairs $(\xi_a, \eta_a) \in \mathbb{C}_s^d \times \mathbb{C}_s^d$ with the symplectic structure

$$i \sum_{a \in \mathbb{Z}^d} d\xi_a \wedge d\eta_a. \quad (2-4)$$

We define the set $\mathcal{F} = \mathbb{Z}^d \times \{\pm 1\}$. For $j = (a, \delta) \in \mathcal{F}$, we define $|j| = |a|$ and we denote by $\tilde{j}$ the index $(a, -\delta)$.

We identify a pair $(\xi, \eta) \in \mathbb{C}_s^d \times \mathbb{C}_s^d$ with $(z_j)_{j \in \mathcal{F}} \in \mathbb{C}^\mathcal{F}$ via the formula

$$j = (a, \delta) \in \mathcal{F} \implies \begin{cases} z_j = \xi_a & \text{if } \delta = 1, \\
\tilde{z}_j = \eta_a & \text{if } \delta = -1.
\end{cases} \quad (2-5)$$

By a slight abuse of notation, we often write $z = (\xi, \eta)$ to denote such an element.

For a given $\rho > 0$, we consider the Banach space $\mathcal{L}_\rho$ made of elements $z \in \mathbb{C}^\mathcal{F}$ such that

$$\|z\|_\rho := \sum_{j \in \mathcal{F}} e^{\rho|j|} |z_j| < \infty,$$

As usual, $\ell_s^2 = \{\xi_a\}_{a \in \mathbb{Z}^d} \mid \sum (1 + |a|^2) |\xi_a|^2 < +\infty\}$. 

using the symplectic form (2-4). We say that \( z \in \mathcal{L}_\rho \) is real when \( z_j = \bar{z}_j \) for any \( j \in \mathcal{I} \). In this case, we write \( z = (\xi, \bar{\xi}) \) for some \( \xi \in \mathbb{C}^{\mathbb{Z}^d} \). In this situation, we can associate with \( z \) the function \( u \) defined by (2-1).

The next lemma shows the relation with the space \( \mathcal{A}_\rho \) defined above:

**Lemma 2.1.** Let \( u \) be a complex valued function analytic on a neighborhood of \( \mathbb{T}^d \), and let \( (z_j)_{j \in \mathcal{I}} \) be the sequence of its Fourier coefficients defined by (2-1) and (2-5). Then for all \( \mu < \rho \), we have

\[
\text{if } u \in \mathcal{A}_\rho, \quad \text{then } z \in \mathcal{L}_\mu \quad \text{and} \quad \|z\|_\mu \leq c_{\rho, \mu} |u|_\rho, \tag{2-6}
\]

\[
\text{if } z \in \mathcal{L}_\rho, \quad \text{then } u \in \mathcal{A}_\mu \quad \text{and} \quad |u|_\mu \leq c_{\rho, \mu} \|z\|_\rho, \tag{2-7}
\]

where \( c_{\rho, \mu} \) is a constant depending on \( \rho \) and \( \mu \) and the dimension \( d \).

**Proof.** Assume that \( u \in \mathcal{A}_\rho \). Then by using the Cauchy formula, we get \( |z_j| \leq |u|_\rho e^{-\rho |j|} \) for all \( j \in \mathcal{I} \). Hence, for \( \mu < \rho \) we have

\[
\|z\|_\mu \leq |u|_\rho \sum_{j \in \mathcal{I}} e^{(\mu-\rho)|j|} \leq |u|_\rho \left( 2 \sum_{n \in \mathbb{Z}} e^{-\frac{2(\mu-\rho)}{\sqrt{d}} |n|} \right)^d \leq \left( \frac{2}{1 - e^{-\frac{2(\mu-\rho)}{\sqrt{d}}}} \right)^d |u|_\rho.
\]

Conversely, assume that \( z \in \mathcal{L}_\rho \). Then \( |\xi_a| \leq \|z\|_\rho e^{-\rho |a|} \) for all \( a \in \mathbb{Z}^d \), and thus by (2-1), for all \( x \in \mathbb{T}^d \) and \( y \in \mathbb{R}^d \) with \( |y| \leq \mu \), we get

\[
|u(x + iy)| \leq \sum_{a \in \mathbb{Z}^d} |\xi_a| e^{|ay|} \leq \|z\|_\rho \sum_{a \in \mathbb{Z}^d} e^{-(\rho-\mu)|a|} \leq \left( \frac{2}{1 - e^{-\frac{2(\mu-\rho)}{\sqrt{d}}}} \right)^d \|z\|_\rho.
\]

Hence, \( u \) is bounded on the strip \( I_\mu \). \( \square \)

For a function \( F \) of \( \mathcal{C}^1(\mathcal{L}_\rho, \mathbb{C}) \), we define its Hamiltonian vector field by \( X_F = J \nabla F \), where \( J \) is the symplectic operator on \( \mathcal{L}_\rho \) induced by the symplectic form (2-4), \( \nabla F(z) = (\partial F/\partial z_j)_{j \in \mathcal{I}} \), and where by definition, for \( j = (a, \delta) \in \mathbb{Z}^d \times \{\pm 1\} \) we set

\[
\frac{\partial F}{\partial z_j} = \begin{cases} 
\frac{\partial F}{\partial \xi_a} & \text{if } \delta = 1, \\
\frac{\partial F}{\partial \eta_a} & \text{if } \delta = -1.
\end{cases}
\]

For two functions \( F \) and \( G \), the Poisson bracket is (formally) defined as

\[
\{F, G\} = \nabla F^T J \nabla G = i \sum_{a \in \mathbb{Z}^d} \frac{\partial F}{\partial \eta_a} \frac{\partial G}{\partial \xi_a} - \frac{\partial F}{\partial \xi_a} \frac{\partial G}{\partial \eta_a}. \tag{2-8}
\]

We say that a Hamiltonian function \( H \) is real if \( H(z) \) is real for all real \( z \).

**Definition 2.2.** For a given \( \rho > 0 \), we denote by \( \mathcal{H}_\rho \) the space of real Hamiltonians \( P \) satisfying

\[
P \in \mathcal{C}^1(\mathcal{L}_\rho, \mathbb{C}) \quad \text{and} \quad X_P \in \mathcal{C}^1(\mathcal{L}_\rho, \mathcal{L}_\rho).
\]
For $F$ and $G$ in $\mathcal{H}_\rho$, the formula (2.8) is well defined. With a given Hamiltonian function $H \in \mathcal{H}_\rho$, we associate the Hamiltonian system

$$\dot{z} = X_H(z) = JVH(z),$$

which also reads

$$\dot{\xi}_a = -i \frac{\partial H}{\partial \eta_a} \quad \text{and} \quad \dot{\eta}_a = i \frac{\partial H}{\partial \xi_a}, \quad a \in \mathbb{Z}^d. \quad (2.9)$$

We define the local flow $\Phi^t_H(z)$ associated with the previous system (for an interval of times $t \geq 0$ depending a priori on the initial condition $z$). If $z = (\xi, \bar{\eta})$ and if $H$ is real, the flow $(\xi^t, \eta^t) = \Phi^t_H(z)$ is also real; $\xi^t = \bar{\eta}^t$ for all $t$. Choosing the Hamiltonian given by

$$H(\xi, \eta) = \sum_{a \in \mathbb{Z}^d} \omega_a \xi_a \eta_a + P(\xi, \eta),$$

$P$ being given by (2.3), we recover the system (2.2), that is, the expression of the NLS equation (1.1) in Fourier modes.

**Remark 2.3.** The quadratic Hamiltonian $H_0 = \sum_{a \in \mathbb{Z}^d} \omega_a \xi_a \eta_a$ corresponding to the linear part of (1.1) does not belong to $\mathcal{H}_\rho$. Nevertheless, it generates a flow which maps $\mathcal{L}_\rho$ into $\mathcal{L}_\rho$ explicitly given for all time $t$ and for all indices $a$ by $\xi_a(t) = e^{-i \omega_a t} \xi_k(0), \eta_a(t) = e^{i \omega_a t} \eta_k(0)$. On the other hand, we will see that, in our setting, the nonlinearity $P$ belongs to $\mathcal{H}_\rho$.

**2B. Space of polynomials.** In this subsection we define a class of polynomials on $\mathbb{C}^\mathbb{Z}$.

We first need more notations concerning multi-indices: letting $\ell \geq 2$ and $j = (j_1, \ldots, j_\ell) \in \mathbb{Z}^\ell$ with $j_i = (a_i, \delta_i)$, we define

- the monomial associated with $j$
  $$z_j = z_{j_1} \cdots z_{j_\ell};$$
- the momentum of $j$
  $$\mathcal{M}(j) = a_1 \delta_1 + \cdots + a_\ell \delta_\ell; \quad (2.10)$$
- the divisor associated with $j$
  $$\Omega(j) = \delta_1 \omega_{a_1} + \cdots + \delta_\ell \omega_{a_\ell}, \quad (2.11)$$

where for $a \in \mathbb{Z}^d$, $\omega_a = |a|^2 + v_a$ are the frequencies of the linear part of (1.1).

We then define the set of indices with zero momentum by

$$\mathcal{J}_\ell = \{ j = (j_1, \ldots, j_\ell) \in \mathbb{Z}^\ell \mid \mathcal{M}(j) = 0 \}. \quad (2.12)$$

On the other hand, we say that $j = (j_1, \ldots, j_\ell) \in \mathbb{Z}^\ell$ is resonant, and we write $j \in \mathcal{N}_\ell$, if $\ell$ is even and $j = i \cup \bar{i}$ for some choice of $i \in \mathbb{Z}^{\ell/2}$. In particular, if $j$ is resonant, then its associated divisor vanishes, $\Omega(j) = 0$, and its associated monomials depend only on the actions

$$z_j = z_{j_1} \cdots z_{j_\ell} = \xi_{a_1} \eta_{a_1} \cdots \xi_{a_{\ell/2}} \eta_{a_{\ell/2}} = I_{a_1} \cdots I_{a_{\ell/2}},$$
where $I_a(z) = \xi_a \eta_a$ denotes the action associated with the index $a$ for all $a \in \mathbb{Z}^d$.

Finally, if $z$ is real, then $I_a(z) = |\xi_a|^2$, and for odd $r$, the resonant set $R_r$ is empty.

**Definition 2.4.** For $k \geq 2$, a (formal) polynomial $P(z) = \sum a_j z_j$ belongs to $\mathcal{P}_k$ if $P$ is real, of degree $k$, has a zero of order at least 2 in $z = 0$, and satisfies the following conditions:

- $P$ contains only monomials having zero momentum (i.e., such that $M(j) = 0$ when $a_j \neq 0$), and thus $P$ reads
  \[
P(z) = \sum_{\ell=2}^{k} \sum_{j \in \mathcal{J}_\ell} a_j z_j
  \]
  with the relation $\alpha_j = \alpha_j$.
- The coefficients $a_j$ are bounded: $\sup_j |a_j| < +\infty$ for all $\ell = 2, \ldots, k$.

We endow $\mathcal{P}_k$ with the norm
  \[
  \|P\| = \sum_{\ell=2}^{k} \sup_j |a_j|.
  \]

The zero momentum assumption in **Definition 2.4** is crucial to obtaining the following proposition:

**Proposition 2.5.** Let $k \geq 2$ and $\rho > 0$. We have $\mathcal{P}_k \subset \mathcal{R}_\rho$, and for $P$ a homogeneous polynomial of degree $k$ in $\mathcal{P}_k$, we have the estimates

\[
|P(z)| \leq \|P\| \|z\|_\rho^k
\]

and

\[
\|X_P(z)\|_\rho \leq 2k \|P\| \|z\|_{\rho_1}^{k-1} \text{ for all } z \in \mathcal{L}_\rho.
\]

Furthermore, for $P \in \mathcal{P}_k$ and $Q \in \mathcal{P}_\ell$, we have $\{P, Q\} \in \mathcal{P}_{k+\ell-2}$ and the estimate

\[
\|\{P, Q\}\| \leq 2k \ell \|P\| \|Q\|.
\]

**Proof.** Let

\[
P(z) = \sum_{j \in \mathcal{J}_k} a_j z_j;
\]

we have

\[
|P(z)| \leq \|P\| \sum_{j \in \mathcal{J}_k} |z_{j_1}| \ldots |z_{j_k}| \leq \|P\| \|z\|_{\ell_1}^k \leq \|P\| \|z\|_{\rho}^k,
\]

and the first inequality (2-15) is proved.

To prove the second estimate, let $\ell \in \mathcal{I}$; by using the zero momentum condition, we get

\[
\left|\frac{\partial P}{\partial z_{\ell}}\right| \leq k \|P\| \sum_{j \in \mathcal{J}_{k-1}} |z_{j_1} \ldots z_{j_{k-1}}|.
\]

Therefore
\[
\|X_P(z)\|_\rho = \sum_{\ell \in \mathcal{I}} e^{\rho|\ell|} \left| \frac{\partial P}{\partial z_{k}} \right| \leq k \|P\| \sum_{\ell \in \mathcal{I}} \sum_{j \in \mathbb{Z}^{k-1}} e^{\rho|\ell|} |z_{j_1} \cdots z_{j_{k-1}}|.
\]

But if \(M(j) = -M(\ell)\), then
\[
e^{\rho|\ell|} \leq \exp\left(\rho(|j_1| + \cdots + |j_{k-1}|)\right) \leq \prod_{n=1}^{k-1} e^{\rho|j_n|}.
\]

Hence, after summing in \(\ell\), we get\(^3\)
\[
\|X_P(z)\|_\rho \leq 2k \|P\| \sum_{j \in \mathbb{Z}^{k-1}} e^{\rho|j_1|} |z_{j_1}| \cdots e^{\rho|j_{k-1}|} |z_{j_{k-1}}| \leq 2k \|P\| \|z\|^{k-1},
\]
which yields (2-16).

Assume now that \(P\) and \(Q\) are homogeneous polynomials of degrees \(k\) and \(\ell\) respectively and with coefficients \(a_k, k \in \mathcal{I}_k\) and \(b_\ell, \ell \in \mathcal{I}_\ell\). It is clear that \(\{P, Q\}\) is a monomial of degree \(k + \ell - 2\) satisfying the zero momentum condition. Furthermore, we can write
\[
\{P, Q\}(z) = \sum_{j \in \mathcal{I}_{k+\ell-2}} c_j z_j,
\]
where \(c_j\) is expressed as a sum of coefficients \(a_k b_\ell\) for which there exists an \(a \in \mathbb{Z}^{d}\) and \(\epsilon \in \{-1, 1\}\) such that
\[
(a, \epsilon) \subset k \in \mathcal{I}_k \quad \text{and} \quad (a, -\epsilon) \subset \ell \in \mathcal{I}_\ell,
\]
and such that if for instance \((a, \epsilon) = k_1\) and \((a, -\epsilon) = \ell_1\), we necessarily have \((k_2, \ldots, k_k, \ell_2, \ldots, \ell_\ell) = j\). Hence, for a given \(j\), the zero momentum condition on \(k\) and on \(\ell\) determines the value of \(\epsilon a\), which in turn determines two possible values of \((\epsilon, a)\).

This proves (2-17) for monomials. The extension to polynomials follows from the definition of the norm (2-14).

The last assertion and the fact that the Poisson bracket of two real Hamiltonians is real follow immediately from the definitions. \(\square\)

2C. Nonlinearity. We assume that the nonlinearity \(g\) is analytic in a neighborhood of the origin in \(\mathbb{C}^2\): There exist positive constants \(M\) and \(R_0\) such that the Taylor expansion
\[
g(v_1, v_2) = \sum_{k_1, k_2 \geq 0} \frac{1}{k_1! k_2!} \partial_{k_1} \partial_{k_2} g(0, 0) v_1^{k_1} v_2^{k_2}
\]
is uniformly convergent and bounded by \(M\) on the ball \(|v_1| + |v_2| \leq 2R_0\). Hence, formula (2-3) defines an analytic function \(P\) on the ball \(\|z\|_\rho \leq R_0\) in \(\mathcal{L}_\rho\), and we have
\[
P(z) = \sum_{k \geq 0} P_k(z),
\]
\(^3\)Note that \(M(a, \delta) = M(-a, -\delta)\), whence we get the coefficient 2.
where \( P_k \) for all \( k \geq 0 \) is a homogeneous polynomial given by

\[
P_k = \sum_{k_1+k_2=k} \sum_{(a,b) \in \mathbb{Z}^d \times \mathbb{Z}^d} p_{a,b} \xi^{a_1} \cdots \xi^{a_{k_1}} \eta^{b_1} \cdots \eta^{b_{k_2}},
\]

with

\[
p_{a,b} = \frac{1}{k_1!k_2!} \partial_{k_1} \partial_{k_2} g(0,0) \int_{\mathbb{T}^d} e^{i(a,b) \cdot x} \, dx
\]

and \( (a,b) = a_1 + \cdots + a_{k_1} - b_1 - \cdots - b_{k_2} \) the moment of \( \xi^{a_1} \cdots \xi^{a_{k_1}} \eta^{b_1} \cdots \eta^{b_{k_2}} \). Therefore, it is clear that \( P_k \) satisfies the zero momentum condition, and thus \( P_k \in \mathcal{P}_k \) for all \( k \geq 0 \). Furthermore, we have the estimate \( \| P_k \| \leq MR_0^{-k} \) for all \( k \geq 0 \).

2D. Nonresonance condition. In order to control the divisors (2-11), we need to impose a nonresonance condition on the linear frequencies \( \omega_a, a \in \mathbb{Z}^d \).

For \( r \geq 3 \) and \( j = (j_1, \ldots, j_r) \in \mathbb{Z}^r \), we define \( \mu(j) \) as the third largest integer amongst \( |j_1|, \ldots, |j_r| \). We recall that the resonant set \( \mathcal{N}_r \) is the set of multi-indices \( j \in \mathbb{Z}^r \) such that \( j = i \cup i \) for some \( i \in \mathbb{Z}^{r/2} \).

**Hypothesis 2.6.** There exist \( \gamma > 0, \nu > 1 \) and \( c_0 > 0 \) such that for all \( r \geq 3 \) and for all nonresonant \( j \in \mathbb{Z}^r \setminus \mathcal{N}_r \), we have

\[
|\Omega(j)| \geq \frac{\gamma^r 
u^r}{\mu(j)^{\nu r}}. \tag{2-18}
\]

**Remark 2.7.** Classically, a nonresonance condition reads (see, for instance, [Bambusi and Grébert 2006]): for all \( r \geq 3 \), there exist \( \gamma(r) > 0 \) and \( \nu(r) > 0 \) such that for all nonresonant \( j \in \mathbb{Z}^r \), we have

\[
|\Omega(j)| \geq \frac{\gamma(r)}{\mu(j)^{\nu(r)}}.
\]

In Hypothesis 2.6, we make precise the dependence of \( \gamma \) and \( \nu \) with respect to \( r \). In particular, we impose that \( \nu \) be linear: \( \nu(r) = \nu r \). This is crucial to optimizing the choice of \( r \) as a function of \( \varepsilon \) in Section 3B.

Recall that for \( V = \sum_{a \in \mathbb{Z}^d} w_a e^{ia \cdot x} \) in the space \( \mathcal{W}_m \) defined in (1-2), the frequencies are

\[
\omega_a = |a|^2 + w_a = |a|^2 + \frac{Rw_a}{(1+|a|)^m}, \quad a \in \mathbb{Z}^d,
\]

with \( w_a \in \left[ -\frac{1}{2}, \frac{1}{2} \right] \) for all \( a \). In the Appendix, we prove:

**Proposition 2.8.** Fix \( \gamma > 0 \) small enough and \( m > d/2 \). There exist positive constants \( c_0 \) and \( \nu \) depending only on \( m, R \) and \( d \), and a set \( F_\gamma \subset \mathcal{W}_m \) whose measure is larger than \( 1 - 4 \gamma^{1/7} \), such that if \( V \in F_\gamma \), then (2-18) holds true for all nonresonant \( j \in \mathbb{Z}^r \) and for all \( r \geq 3 \).

Thus Hypothesis 2.6 is satisfied for all \( V \in \mathcal{V} \), where

\[
\mathcal{V} = \bigcup_{\gamma > 0} F_\gamma \tag{2-19}
\]

is a subset of full measure in \( \mathcal{W}_m \).
2E. Normal forms. We fix an index $N \geq 1$. For a fixed integer $k \geq 3$, we set
\[ \mathcal{J}_k(N) = \{ j \in \mathcal{J}_k \mid \mu(j) > N \}. \]

Definition 2.9. Let $N$ be an integer. We say that a polynomial $Z \in \mathcal{P}_k$ is in $N$-normal form if it can be written
\[ Z = \sum_{\ell=3}^{k} \sum_{j \in \mathcal{J}_\ell(N)} a_j z_j. \]
In other words, $Z$ contains either monomials depending only on the actions or monomials whose indices $j$ satisfy $\mu(j) > N$, that is, monomials involving at least three modes with index greater than $N$.

We now motivate the introduction of this definition. First, we recall:

Lemma 2.10. Let $f : \mathbb{R} \to \mathbb{R}_+$ be a continuous function and $y : \mathbb{R} \to \mathbb{R}_+$ a differentiable function satisfying the inequality
\[ \frac{d}{dt} y(t) \leq 2f(t) \sqrt{y(t)} \quad \text{for all } t \in \mathbb{R}. \]
Then we have the estimate
\[ \sqrt{y(t)} \leq \sqrt{y(0)} + \int_0^t f(s) \, ds \quad \text{for all } t \in \mathbb{R}. \]

Proof. Let $\varepsilon > 0$ and define $y_\varepsilon = y + \varepsilon$, a nonnegative function whose square root is differentiable. We have
\[ \frac{d}{dt} \sqrt{y_\varepsilon(t)} \leq 2f(t) \frac{\sqrt{y(t)}}{\sqrt{y_\varepsilon(t)}} \leq 2f(t), \]
and thus
\[ \sqrt{y_\varepsilon(t)} \leq \sqrt{y_\varepsilon(0)} + \int_0^t f(s) \, ds. \]
The claim is proved by taking $\varepsilon \to 0$. \hfill \square

For a given number $N$ and for $z \in \mathcal{L}_\rho$, we define
\[ R^N_\rho(z) = \sum_{|j| > N} e^{\rho|j|} |z_j|. \]
Notice that if $z \in \mathcal{L}_{\rho+\mu}$, then
\[ R^N_\rho(z) \leq e^{-\mu N} \|z\|_{\rho+\mu}. \]  

Proposition 2.11. Let $N \in \mathbb{N}$ and $k \geq 3$. Suppose that $Z$ is a homogeneous polynomial of degree $k$ in $N$-normal form. Let $z(t)$ be a real solution of the flow generated by the Hamiltonian $H_0 + Z$. Then we have
\[ R^N_\rho(z(t)) \leq R^N_\rho(z(0)) + 4k^3 \|Z\| \int_0^t R^N_\rho(z(s))^2 \|z(s)\|^k \, ds \]  
and
\[ \|z(t)\|_\rho \leq \|z(0)\|_\rho + 4k^3 \|Z\| \int_0^t R^N_\rho(z(s))^2 \|z(s)\|^k \, ds. \]
Proof. Fix $a \in \mathbb{Z}^d$ and let $I_a(t) = \xi_a(t)\eta_a(t)$ be the actions associated with the solution of the Hamiltonian system generated by $H_0 + Z$. Let us recall that as $z(t) = (\xi(t), \eta(t))$ is a real solution, we have $\xi_a(t) = \tilde{\eta}_a(t)$ for all times where the solution is defined. Using (2-17) and $H_0 = H_0(I)$, we have

$$|e^{2\rho|a|} I_a(t)| = |e^{2\rho|a|} \{I_a, Z\}| \leq 2k\|Z\| |e^{\rho|a|} \sqrt{T_a} \left( \sum_{m(j) = \pm a, 2 \text{ indices} > N} e^{\rho|a|} |z_j \cdots z_{j_{k-1}}| \right) .$$

Then using Lemma 2.10, we get

$$e^{\rho|a|} \sqrt{T_a(t)} \leq e^{\rho|a|} \sqrt{T_a(0)} + 2k\|Z\| \int_0^t \left( \sum_{m(j) = \pm a, 2 \text{ indices} > N} e^{\rho|j_1|} |z_{j_1}| \cdots e^{\rho|j_{k-1}|} |z_{j_{k-1}}| \right) ds. \quad (2-23)$$

Ordering the multi-indices such that $|j_1|$ and $|j_2|$ are the largest, and using the fact that $z(t)$ is real (and thus $|z_j| = \sqrt{T_a}$ for $j = (a, \pm 1) \in \mathbb{Z}$), we obtain, after summation in $|a| > N$,

$$R^N_\rho (z(t)) \leq R^N_\rho (z(0)) + 4k^3 \|Z\| \int_0^t \left( \sum_{|j_1|, |j_2| \geq N, j_3, \ldots, j_{k-1} \in \mathbb{Z}} e^{\rho|j_1|} |z_{j_1}| \cdots e^{\rho|j_{k-1}|} |z_{j_{k-1}}| \right) ds$$

$$\leq R^N_\rho (z(0)) + 4k^3 \|Z\| \int_0^t R^N_\rho (z(s))^2 \|z(s)\|^{k-3} ds.$$

Inequality (2-22) is proved in the same way. \qed

Remark 2.12. These estimates will be central to the final bootstrap argument. Actually, as a consequence of Proposition 2.11, we have: if $z(t)$ is the solution of a Hamiltonian system in $N$-normal form with an initial datum $z_0$ satisfying $\|z_0\|_{2\rho} = \varepsilon$, then, as $R^N_\rho (z_0) = \mathcal{O}(\varepsilon e^{-\rho N})$, Equations (2-21) and (2-22) guarantee that $R^N_\rho (z(t))$ remains of order $\mathcal{O}(\varepsilon e^{-\rho N})$ and the norm of $z(t)$ remains of order $\varepsilon$ over exponentially long time $t = \mathcal{O}(e^{\rho N})$.

The next result is an easy consequence of the nonresonance condition and of the definition of normal forms:

Proposition 2.13. Assume that the nonresonance condition (2-18) is satisfied and let $N$ be fixed. Let $Q$ be a homogenous polynomial of degree $k$. Then the homological equation

$$\{\chi, H_0\} - Z = Q \quad (2-24)$$

admits a polynomial solution $(\chi, Z)$ homogeneous of degree $k$, such that $Z$ is in $N$-normal form, and such that

$$\|Z\| \leq \|Q\| \quad \text{and} \quad \|\chi\| \leq \frac{N^k}{\gamma c_0^2} \|Q\|. \quad (2-25)$$

Proof. Assume that $Q = \sum_{j \in J_k} Q_j z_j$ and seek $Z = \sum_{j \in J_k} Z_j z_j$ and $\chi = \sum_{j \in J_k} \chi_j z_j$ such that (2-24) is satisfied. Equation (2-24) can be written in terms of polynomial coefficients

$$i \Omega(j) \chi_j - Z_j = Q_j, \quad j \in J_k,$$
where $\Omega(j)$ is given in (2-11). We then define

$$Z_j = Q_j, \quad \chi_j = 0 \quad \text{if } j \in \mathbb{N}_k \text{ or } \mu(j) > N,$$

$$Z_j = 0, \quad \chi_j = \frac{Q_j}{i\Omega(j)} \quad \text{if } j \not\in \mathbb{N}_k \text{ and } \mu(j) \leq N.$$ 

In view of (2-18), this leads to (2-25).

\[ \square \]

3. Proof of the main theorem

3A. Recursive equation. We aim to construct a canonical transformation $\tau$ such that in the new variables, the Hamiltonian $H_0 + P$ is in normal form modulo a small remainder term. Using Lie transforms to generate $\tau$, the problem can be written thus: Find a polynomial $D\in P_r^3$, a polynomial $Z_j\in Q_j^3$ in normal form, and a smooth Hamiltonian $R$ satisfying $\partial^\alpha R(0) = 0$ for all $\alpha \in \mathbb{N}^3$ with $|\alpha| \leq r$, such that

$$H_0(P) \circ \Phi_\chi^1 = H_0 + Z + R, \quad (3-1)$$

Then the exponential estimate (1-3) will be obtained by optimizing the choice of $r$ and $N$.

We recall that for $\chi$ and $K$ two Hamiltonian functions, for all $k \geq 0$ we have

$$\frac{d^k}{dt^k} (K \circ \Phi_\chi^t) = \left\{ \chi, \left\{ \chi, K \right\} \right\} \left( \Phi_\chi^t \right) = (\text{ad}_\chi^K)(\Phi_\chi^t),$$

where $\text{ad}_\chi^K = \{ \chi, K \}$. Also, if $K, L$ are homogeneous polynomials of degrees $k$ and $\ell$, then $\{ K, L \}$ is a homogeneous polynomial of degree $k + \ell - 2$. Therefore, by using Taylor’s formula, we obtain

$$\left( H_0 + P \right) \circ \Phi_\chi^1 - (H_0 + P) = \sum_{k=0}^{r-3} \frac{1}{(k+1)!} \text{ad}_\chi^K(\{ \chi, H_0 + P \}) + o_r, \quad (3-2)$$

where $o_r$ stands for a smooth function $R$ satisfying $\partial^\alpha R(0) = 0$ for all $\alpha \in \mathbb{N}^3$ with $|\alpha| \leq r$.

On the other hand, we know that for $\zeta \in \mathbb{C}$, the following relation holds:

$$\left( \sum_{k=0}^{r-3} \frac{B_k}{k!} \zeta^k \right) \left( \sum_{k=0}^{r-3} \frac{1}{(k+1)!} \zeta^k \right) = 1 + O(|\zeta|^{r-2}),$$

where $B_k$ are the Bernoulli numbers defined by the expansion of the generating function $\frac{z}{e^z-1}$. Therefore, defining the two differential operators

$$A_r = \sum_{k=0}^{r-3} \frac{1}{(k+1)!} \text{ad}_\chi^K \quad \text{and} \quad B_r = \sum_{k=0}^{r-3} \frac{B_k}{k!} \text{ad}_\chi^K,$$

we get

$$B_r A_r = \text{Id} + C_r,$$

where $C_r$ is a differential operator satisfying

$$C_r o_3 = o_r.$$
Applying $B_r$ to the two sides of (3-2), we obtain

$$\{\chi, H_0 + P\} = B_r(Z - P) + O_r.$$

Plugging the decompositions in homogeneous polynomials of $\chi, Z$ and $P$ into this equation and equating the terms of same degree, we obtain after a straightforward calculation the recursive equations

$$\{\chi_m, H_0\} - Z_m = Q_m, \quad m = 3, \ldots, r,$$

(3-3)

where

$$Q_m = -P_m + \sum_{k=3}^{m-1} \{P_{m+2-k}, \chi_k\} + \sum_{k=1}^{m-3} \frac{B_k}{k!} \sum_{\ell_1 + \cdots + \ell_{k+1} = m + 2k} \prod_{3 \leq \ell_i \leq m-k} \text{ad}_{\chi_{\ell_i}} \cdots \text{ad}_{\chi_{\ell_{k+1}}} (Z_{\ell_{k+1}} - P_{\ell_{k+1}}).$$

(3-4)

In the last sum, $\ell_i \leq m - k$ as a consequence of $3 \leq \ell_i$ and $\ell_1 + \cdots + \ell_{k+1} = m + 2k$.

Once these recursive equations are solved, we define the remainder term as $R = (H_0 + P) \circ \Phi^1 - H_0 - Z$. By construction, $R$ is analytic on a neighborhood of the origin in $\mathcal{L}_\rho$ and $R = O_r$. As a consequence, by Taylor’s formula,

$$R = \sum_{m \geq r + 1} \sum_{k=1}^{m-3} \frac{1}{k!} \sum_{\ell_1 + \cdots + \ell_k = m + 2k} \prod_{3 \leq \ell_i \leq r} \text{ad}_{\chi_{\ell_i}} \cdots \text{ad}_{\chi_{\ell_k}} H_0$$

$$+ \sum_{m \geq r + 1} \sum_{k=0}^{m-3} \frac{1}{k!} \sum_{\ell_1 + \cdots + \ell_k + 1 = m + 2k} \prod_{3 \leq \ell_i + \cdots + \ell_k \leq r} \prod_{3 \leq \ell_k + 1} \text{ad}_{\chi_{\ell_i}} \cdots \text{ad}_{\chi_{\ell_k}} P_{\ell_{k+1}}.$$  

(3-5)

Lemma 3.1. Assume that the nonresonance condition (2-18) is fulfilled for some constants $\gamma, c_0, v$. Then there exists $C > 0$ such that for all $r$ and $N$, and for $m = 3, \ldots, r$, there exist homogeneous polynomials $\chi_m$ and $Z_m$ of degree $m$, with $Z_m$ in $N$-normal forms, which are solutions of the recursive equation (3-3) and satisfy

$$\|\chi_m\| + \|Z_m\| \leq (C m N^v)^m.$$  

(3-6)

Proof. We define $\chi_m$ and $Z_m$ by induction using Proposition 2.13. Note that (3-6) is clearly satisfied for $m = 3$, provided $C$ is big enough. Estimate (2-25) yields

$$\gamma c_0^m N^{-\nu m} \|\chi_m\| + \|Z_m\| \leq \|Q_m\|.$$  

(3-7)

Using the definition (3-4) of the term $Q_m$ and the estimate on the Bernoulli numbers, $|B_k| \leq k! c^k$ for some $c > 0$, together with (2-17), which implies that for all $\ell \geq 3$, $||\text{ad}_{\chi_{\ell}} R|| \leq 2m \ell \|R\|$ for any polynomial $R$ of degree less than $m$, we have, for all $m \geq 3$,

$$\|Q_m\| \leq \|P_m\| + 2 \sum_{k=3}^{m-1} k (m + 2 - k) \|P_{m+2-k}\| \|\chi_k\|$$

$$+ 2 \sum_{k=1}^{m-3} (C m)^k \sum_{\ell_1 + \cdots + \ell_{k+1} = m + 2k} \prod_{\ell_i \leq m-k} \|\chi_{\ell_i}\| \cdots \|\chi_{\ell_k}\| \|Z_{\ell_{k+1}} - P_{\ell_{k+1}}\|.$$  

(3-8)
for some constant $C$. Let us set $\beta_m = m(\|\chi_m\| + \|Z_m\|)$. Equation (3-7) implies that

$$\beta_m \leq (CN^v)m\|Q_m\|,$$

for some constant $C$ independent of $m$.

Using that $\|P_m\| \leq MR_0^{-m}$ (see the end of Section 2D), we have that $\|P_m\|$ and $m\|P_m\|$ are uniformly bounded with respect to $m$. Hence, the previous inequality implies that

$$\beta_m \leq \beta_m^{(1)} + \beta_m^{(2)},$$

where

$$\beta_m^{(1)} = (CN^v)m\left(1 + \sum_{k=3}^{m-1} \beta_k\right)$$

and

$$\beta_m^{(2)} = N^v m(Cm)^{m-2}\sum_{k=1}^{m-3} \sum_{\ell_1 + \cdots + \ell_k+1 = m+2k\atop 3 \leq \ell_i \leq m-k} \beta_{\ell_1} \cdots \beta_{\ell_k}(\beta_{\ell_{k+1}} + 1),$$

for some constant $C$ depending on $M$, $R_0$, $\gamma$ and $c_0$. It remains to prove that $\beta_m \leq (CmN^v)^{\delta m^2}$ by induction, for some constant $\delta$. Again, this is true for $m = 3$ by adapting $C$ if necessary. Thus, assume that $\beta_j \leq (CjN^v)^{j^2}$, $j = 3, \ldots, m - 1$. As soon as $C > 1$,

$$1 \leq (CmN^v)^{m^2}$$

so we get

$$\beta_m^{(1)} \leq (CN^v)m^{m+2}(CmN^v)^{(m-1)^2} \leq \frac{1}{2}(CmN^v)^{m^2}$$

as soon as $m \geq 3$ and provided $C > 2$.

Using (3-11) again and the induction hypothesis, we get

$$\beta_m^{(2)} \leq N^v m(Cm)^{m-2}\sum_{k=1}^{m-3} \sum_{\ell_1 + \cdots + \ell_k+1 = m+2k\atop 3 \leq \ell_i \leq m-k} (CN^v (m-k))^{\ell_1^2 + \cdots + \ell_k^2}.$$

The maximum of $\ell_1^2 + \cdots + \ell_k^2$ when $\ell_1 + \cdots + \ell_k+1 = m + 2k$ and $3 \leq \ell_i \leq m - k$ is obtained for $\ell_1 = \cdots = \ell_k = 3$ and $\ell_{k+1} = m - k$ and its value is $(m-k)^2 + 9k$. Furthermore, the cardinality of $\{\ell_1 + \cdots + \ell_k+1 = m + 2k, 3 \leq \ell_i \leq m - k\}$ is smaller than $m^{k+1}$, and hence we obtain, for $m \geq 4$ and after adapting $C$ if necessary,

$$\beta_m^{(2)} \leq \max_{k=1, \ldots, m-3} N^v m(Cm)^{m-2}Cm^{k+2}(CN^v (m-k))^{(m-k)^2 + 9k} \leq \frac{1}{2}(CmN^v)^{m^2}. \quad \square$$

**3B. Normal form result.** For any $R_0 > 0$, we set $B_\rho(R_0) = \{z \in \mathcal{L}_\rho \mid \|z\|_\rho < R_0\}$. 
Theorem 3.2. Assume that $P$ is analytic on a ball $B_\rho(R_0)$ for some $R_0 > 0$ and $\rho > 0$. Assume that the nonresonance condition (2-18) is satisfied, and let $\beta < 1$ and $M > 1$ be fixed. Then there exist constants $\varepsilon_0 > 0$ and $\sigma > 0$ such that for all $\varepsilon < \varepsilon_0$, there exist a polynomial $\chi$, a polynomial $Z$ in $N = |\ln \varepsilon|^{1+\beta}$ normal form, and a Hamiltonian $R$ analytic on $B_\rho(M \varepsilon)$, such that

$$(H_0 + P) \circ \Phi^1_\chi = H_0 + Z + R.$$  \hspace{1cm} (3-12)

Furthermore, for all $z \in B_\rho(M \varepsilon)$,

$$\|X_Z(z)\|_{\rho} + \|X_\chi(z)\|_{\rho} \leq 2 \varepsilon^{3/2} \quad \text{and} \quad \|X_R(z)\|_{\rho} \leq \varepsilon \varepsilon^{-\frac{1}{2} |\ln \varepsilon|^{1+\beta}}.$$  \hspace{1cm} (3-13)

Proof. Using Lemma 3.1, for all $N$ and $r$, we can construct polynomial Hamiltonians

$$\chi(z) = \sum_{k=3}^r \chi_k(z) \quad \text{and} \quad Z(z) = \sum_{k=3}^r Z_k(z),$$

with $Z$ in $N$-normal form, such that (3-12) holds with $R = \emptyset$. Now for fixed $\varepsilon > 0$, we choose

$$N = N(\varepsilon) = |\ln \varepsilon|^{1+\beta} \quad \text{and} \quad r = r(\varepsilon) = |\ln \varepsilon|^{\beta}.$$  

This choice is motivated by the necessity of a balance between $Z$ and $R$ in (3-12): The error induced by $Z$ is controlled as in Remark 2.12, while the error induced by $R$ is controlled by Lemma 3.1. By (3-6), we have

$$\|\chi_k\| \leq (C k N^v)^{k^2} \leq \exp(k(v k(1 + \beta) \ln |\ln \varepsilon| + k \ln C k))$$

$$\leq \exp(k(v r(1 + \beta) \ln |\ln \varepsilon| + r \ln C r))$$

$$\leq \exp(k |\ln \varepsilon|^{v |\ln \varepsilon|^{\beta-1}(1 + \beta) \ln |\ln \varepsilon| + |\ln \varepsilon|^{\beta-1} \ln C |\ln \varepsilon|^{\beta})) \leq \varepsilon^{-k/8},$$  \hspace{1cm} (3-14)

as $\beta < 1$, and for $\varepsilon \leq \varepsilon_0$ sufficiently small. Therefore, using Proposition 2.5, for $z \in B_\rho(M \varepsilon)$ we obtain

$$|\chi_k(z)| \leq \varepsilon^{-k/8}(M \varepsilon)^k \leq M^k \varepsilon^{7k/8},$$

and thus

$$|\chi(z)| \leq \sum_{k=3}^r M^k \varepsilon^{7k/8} \leq \varepsilon^{3/2},$$

for $\varepsilon$ small enough. Similarly, for all $k \leq r$, we have

$$\|X_{\chi_k}(z)\|_{\rho} \leq 2k \varepsilon^{-k/8}(M \varepsilon)^{k-1} \leq 2k M^{k-1} \varepsilon^{7k/8-1}$$

and

$$\|X_\chi(z)\|_{\rho} \leq \sum_{k=3}^r 2k M^{k-1} \varepsilon^{7k/8-1} \leq C \varepsilon^{-1} \varepsilon^{21/8} \leq \varepsilon^{3/2},$$

for $\varepsilon$ small enough. Similar bounds clearly hold for $Z = \sum_{k=3}^r Z_k$, which shows the first estimate in (3-13).

On the other hand, using $\text{ad}_{\chi_k} H_0 = Z_{\ell_k} + Q_{\ell_k}$ (see (3-3)) and then using Lemma 3.1 and the definition of $Q_m$ (see (3-4)), we get $\|\text{ad}_{\chi_k} H_0\| \leq (C k N^v)^{\ell_k^2} \leq \varepsilon^{-\ell_k/8}$, where the last inequality
proceeds as in (3-14). Thus, using (3-5), (3-14) and \( \| P_{\ell_{k+1}} \| \leq M R_0^{-\ell_{k+1}} \), we obtain by Proposition 2.5 that for \( z \in B_\rho(M \varepsilon) \),
\[
\| X_R(z) \|_\rho \leq \frac{m-3}{m \geq r + 1} \sum_{k=0}^{\infty} m(Cr)^{3m} \varepsilon^{-\frac{m+2k}{s}} \varepsilon^{m-1} \leq \frac{m^2}{m \geq r + 1} (Cr)^{3m/2} \leq (Cr)^{3r/2}.
\]
Therefore, since \( r = |\ln \varepsilon|^\beta \), we get \( \| X_R(z) \|_\rho \leq \varepsilon^{-\frac{1}{4} |\ln \varepsilon|^{1+\beta}} \) for \( z \in B_\rho(M \varepsilon) \) and \( \varepsilon \) small enough. \( \square \)

3C. Bootstrap argument. We are now in position to prove the main theorem of Section 1. It is a direct consequence of Theorem 3.2.

Let \( u_0 \in \mathcal{A}_{2\rho} \) with \( |u_0|_{2\rho} = \varepsilon \), and denote by \( z(0) \) the corresponding sequence of its Fourier coefficients which belongs, by Lemma 2.1, to \( \mathcal{L}_{(3/2)\rho} \) with \( \| z(0) \|_{(3/2)\rho} \leq (\rho/4)\varepsilon \) and
\[
c_\rho = \frac{2d+2}{(1 - e^{-\rho/2})^d}.
\]
Let \( z(t) \) be the local solution in \( \mathcal{L}_\rho \) of the Hamiltonian system associated with \( H = H_0 + P \).

Let \( \chi \), \( Z \) and \( R \) be given by Theorem 3.2 with \( M = c_\rho \) and let \( y(t) = \Phi^1_\chi(z(t)) \). We recall that since \( \chi(z) = O(\|z\|^3) \), the transformation \( \Phi^1_\chi \) is close to the identity: \( \Phi^1_\chi(z) = z + O(\|z\|^2) \), and thus, for \( \varepsilon \) small enough, we have \( \| y(0) \|_{(3/2)\rho} \leq (\rho/2)\varepsilon \). In particular, as given in (2-20),
\[
R^N_{\rho}(y(0)) \leq \frac{c_\rho}{2} e^{-\rho/2} N \leq \frac{c_\rho}{2} e^{-\sigma N},
\]
where \( \sigma = \sigma_\rho \leq \rho/2 \).

Let \( T_\varepsilon \) be the largest time \( T \) such that \( R^N_{\rho}(y(t)) \leq c_\rho e^{-\sigma N} \) and \( \| y(t) \|_\rho \leq c_\rho \varepsilon \) for all \( |t| \leq T \). By construction, we have
\[
y(t) = y(0) + \int_0^t X_{H_0 + Z}(y(s)) \, ds + \int_0^t X_R(y(s)) \, ds.
\]
So using (2-21) for the first vector field and (3-13) for the second one, we get, for \( |t| < T_\varepsilon \),
\[
R^N_{\rho}(y(t)) \leq \frac{1}{2} c_\rho \varepsilon e^{-\sigma N} + 4|t| \sum_{k=3}^r \| Z_k \| k^3 (c_\rho \varepsilon)^{k-1} e^{-2\sigma N} + |t| \varepsilon e^{-\frac{1}{4} |\ln \varepsilon|^{1+\beta}}
\leq \left( \frac{1}{2} + 4|t| \sum_{k=3}^r \| Z_k \| k^3 (c_\rho \varepsilon)^{k-2} e^{-\sigma N} + |t| \varepsilon e^{-\frac{1}{8} |\ln \varepsilon|^{1+\beta}} \right) c_\rho \varepsilon e^{-\sigma N},
\]
where in the last inequality we used \( \sigma = \min \{ \frac{1}{10}, \frac{1}{2} \rho \} \) and \( N = |\ln \varepsilon|^{1+\beta} \).

Using Lemma 3.1, we then verify that
\[
R^N_{\rho}(y(t)) \leq \left( \frac{1}{2} + C |t| \varepsilon e^{-\sigma N} \right) c_\rho \varepsilon e^{-\sigma N},
\]
and thus, for \( \varepsilon \) small enough,
\[
R^N_{\rho}(y(t)) \leq c_\rho \varepsilon e^{-\sigma N} \quad \text{for all } |t| \leq \min \{ T_\varepsilon, e^{\sigma N} \}.
\]
Similarly, we obtain
\[ \|y(t)\|_{\rho} \leq c_{\rho} \varepsilon \quad \text{for all } |t| \leq \min\{T_{\varepsilon}, e^{\sigma N}\}. \tag{3-17} \]
In view of the definition of \(T_{\varepsilon}\), inequalities (3-16) and (3-17) imply \(T_{\varepsilon} \geq e^{\sigma N}\). In particular, \(\|z(t)\|_{\rho} \leq 2c_{\rho} \varepsilon\) for \(|t| \leq e^{\sigma N} = \varepsilon^{-\sigma|\ln \varepsilon|^{\beta}}\), and using (2-7), we finally obtain (1-3) with
\[ C = \frac{2^{2d+5}}{(1 - e^{-\rho/2\sqrt{d}})^{2d}}. \]

Estimate (1-4) is another consequence of the normal form result and Proposition 2.11. Actually, we use that the Fourier coefficients of \(u(t)\) are given by \(z(t)/k\), which is \(2^{-\varepsilon}\)-close to \(y(t)/k\), which in turn is almost invariant: in view of (2-23) and as in (3-15), we have
\[ \sum_{j \in \mathbb{Z}} e^{\rho|j|} \left| |y_j(t)| - |y_j(0)| \right| \leq \left( 4|t| \sum_{k=3}^{r} \|Z_k\| k^{3} (c_{\rho} \varepsilon)^{k-1} e^{-2\sigma N} + |t| \varepsilon e^{-\frac{1}{4}|\ln \varepsilon|^{1+\beta}} \right), \]
from which we deduce
\[ \sum_{j \in \mathbb{Z}} e^{\rho|j|} \left| |y_j(t)| - |y_j(0)| \right| \leq |t| e^{-\sigma N}, \]
and then (1-4).

**Appendix: Proof of the nonresonance hypothesis**

Instead of proving Proposition 2.8, we prove a slightly more general result. For a multi-index \(j \in \mathcal{I}^{r}\), we define
\[ N(j) = \prod_{k=1}^{r} (1 + |j_k|). \]

**Proposition A.1.** Fix \(\gamma > 0\) small enough and \(m > d/2\). There exist positive constants \(C\) and \(\nu\) depending only on \(m\), \(R\) and \(d\), and a set \(F_{\gamma} \subset \mathcal{W}_{m}\) (see (1-2)) whose measure is larger than \(1 - 4\gamma\), such that if \(V \in F_{\gamma}\), then for any \(r \geq 1\),
\[ |\Omega(j) + \varepsilon_1 \omega_{\ell_1} + \varepsilon_2 \omega_{\ell_2}| \geq \frac{C r^{\gamma} \gamma^{7}}{N(j)^{\nu}} \tag{A-1} \]
for any \(j \in \mathcal{I}^{r}\), any indices \(\ell_1, \ell_2 \in \mathbb{Z}^{d}\), and any \(\varepsilon_1, \varepsilon_2 \in \{0, 1, -1\}\) such that \((j, (\ell_1, \varepsilon_1), (\ell_2, \varepsilon_2))\) is nonresonant\(^4\).

In order to prove Proposition A.1, we first prove that \(\Omega(j)\) cannot accumulate on \(\mathbb{Z}\). Precisely, we have:

**Lemma A.2.** Fix \(\gamma > 0\) and \(m > d/2\). There exist \(0 \leq C < 1\) depending only on \(m\), \(R\) and \(d\), and a set \(F'_{\gamma} \subset \mathcal{W}_{m}\) whose measure is larger than \(1 - 4\gamma\), such that if \(V \in F'_{\gamma}\), then for any \(r \geq 1\),
\[ |\Omega(j) - b| \geq \frac{C r^{\gamma}}{N(j)^{m+d+3}} \tag{A-2} \]

\(^4\)The resonant set \(\mathcal{N}_r\), \(r \geq 2\), is defined in Section 2D.
for any nonresonant \( j \in \mathbb{Z}^r \) and for any \( b \in \mathbb{Z} \).

**Proof.** Let \( (\alpha_1, \ldots, \alpha_r) \neq 0 \) in \( \mathbb{Z}^r \), \( M > 0 \) and \( c \in \mathbb{R} \). The set

\[
\mathcal{E}(\eta) = \left\{ x \in \left[ -\frac{1}{2}, \frac{1}{2} \right]^r \left| \sum_{i=1}^{r} \alpha_i x_i + c \right| < \eta \right\}
\]

is a slice of thickness \( 2\eta \) of the hypercube \([-M, M]^r\), guided by the hyperplane \( \{ \sum_{i=1}^{r} \alpha_i x_i + c = 0 \} \), whose normal \( \alpha \) has a norm larger than 1. Since the largest diagonal in the hypercube \( \left[ -\frac{1}{2}, \frac{1}{2} \right]^r \) has a length equal to \( \sqrt{r} \), we get that the base of the slice \( \mathcal{E}(\eta) \) is included in a hyperdisc of dimension \( r - 1 \) and radius \( \frac{1}{2} \sqrt{r} \). Recall that the volume of a ball in \( \mathbb{R}^m \) of radius \( \rho \) equals \( \pi^{m/2} \rho^m / \Gamma(m/2 + 1) \). So we deduce that the volume of \( \mathcal{E}(\eta) \) is smaller than

\[
2\eta \pi^{(r-1)/2} \frac{\left( \frac{1}{2} \sqrt{r} \right)^{r-1}}{\Gamma\left( \frac{r-1}{2} + 1 \right)} \leq 2\eta \frac{\left( \frac{1}{2} \sqrt{\pi} \right)^{r-1}}{\left( \frac{r-1}{2} \right)!} \leq C^r \eta
\]

for a constant \( C \) independent of \( r \). Hence, given \( j = (a_i, \delta_i)_{i=1}^{r} \in \mathcal{X}^r \) and \( b \in \mathbb{Z} \), the Lebesgue measure of

\[
\mathcal{X}_\eta := \left\{ x \in \left[ -\frac{1}{2}, \frac{1}{2} \right]^r \left| \sum_{i=1}^{r} \delta_i (|a_i|^2 + x_i) - b \right| < \eta \right\}
\]

is smaller than \( 2\eta r^{-\frac{r-1}{2}} \). Now consider the set (using the notation \((1-2)\))

\[
\{ V \in \mathcal{W}_m \mid |\Omega(j) - b| < \eta \} = \left\{ V \in \mathcal{W}_m \left| \sum_{i=1}^{r} \delta_i (|a_i|^2 + \frac{v_{a_i} R}{(1 + |a_i|^m)} - b) \right| < \eta \right\}.
\]

It is contained in the set of the \( V \)’s such that \( (RV_{a_i} / (1 + |a_i|^m))_{i=1}^{r} \in \mathcal{X}_\eta \). Hence the measure of \((A-3)\) is smaller than \( R^{-r} N(j)^m C^r \eta \). To conclude the proof, we have to sum over all the possible \( j \)’s and all the possible \( b \)’s. Now for a given \( j \), if \( |\Omega(j) - b| \geq \eta \) with \( \eta \leq 1 \), then \( |b| \leq 2N(j)^2 \). So to guarantee \((A-2)\) for all possible choices of \( j \), \( b \) and \( r \), it suffices to remove from \( \mathcal{W}_m \) a set of measure

\[
4\gamma \sum_{j \in \mathcal{X}^r} \frac{C^r}{R^r N(j)^{m+3+d}} N(j)^{m+2} \leq 4\gamma \left[ \frac{2C}{R} \sum_{\ell \in \mathbb{Z}} \left( \frac{1}{(1 + |\ell|)^{d+1}} \right) \right]^r.
\]

Choosing \( C \leq \frac{1}{2} R \left( \sum_{\ell \in \mathbb{Z}} \frac{1}{(1 + |\ell|)^{d+1}} \right)^{-1} \) proves the result. \( \square \)

**Proof of Proposition A.1.** First of all, for \( \varepsilon_1 = \varepsilon_2 = 0 \), \((A-1)\) is a direct consequence of Lemma A.2, choosing \( v \geq m + d + 3 \), \( \gamma \leq 1 \) and \( F_\gamma = F_\gamma' \) (recall that \( r \geq 1 \)).

When \( \varepsilon_1 = \pm 1 \) and \( \varepsilon_2 = 0 \), we will prove that for some constants \( C \) and \( v \), we have

\[
|\Omega(j) \pm \omega_{\ell_1}| \geq \frac{C^r \gamma}{N(j)^\nu}, \tag{A-4}
\]

\(^5\)We use the formula of the gamma function valid for even integers, but the asymptotic is the same in the odd case.
which implies inequality (A-1) for $\gamma \leq 1$. Notice that $|\Omega(j)| \leq N(j)^2$ and thus, if $|\ell_1| \geq 2N(j)$, (A-4) is always true. When $|\ell_1| \leq 2N(j)$, using that $N(j, \ell) = N(j)(1 + |\ell_1|)$, applying Lemma A.2 with $b = 0$ and $V \in F' = F_\gamma$, we get

$$|\Omega(j) + \varepsilon_1 \omega_{\ell_1}| = |\Omega(j, (\ell_1, \varepsilon_1))| \geq \frac{C^{r+1} \gamma}{N(j)^{m+d+3}(3N(j))^{m+d+3}} \geq \frac{C \gamma}{N(j)^{v}},$$

with $v = 2(m + d + 3)$ and $C = 2C^2/3^{m+d+3}$.

When $\varepsilon_1 \varepsilon_2 = 1$, a similar argument yields an estimate of the form

$$|\Omega(j) \pm (\omega_{\ell_1} + \omega_{\ell_2})| \geq \frac{C \gamma}{N(j)^{v}},$$

for some constants $C$, $v$, and for $V \in F' = F_\gamma$. So it remains to establish an estimate of the form

$$|\Omega(j) + \omega_{\ell_1} - \omega_{\ell_2}| \geq \frac{C \gamma}{N(j)^{v}},$$

for some constant $C$ and $V \in F_\gamma$ to be defined. Assuming $|\ell_1| \leq |\ell_2|$, we have

$$|\omega_{\ell_1} - \omega_{\ell_2} - \ell_1^2 + \ell_2^2| \leq \frac{R|v_{\ell_1}|}{(1 + |\ell_1|)^m} - \frac{R|v_{\ell_2}|}{(1 + |\ell_2|)^m} \leq \frac{R}{(1 + |\ell_1|)^m},$$

for all $v_{\ell_1}$ and $v_{\ell_2}$ in $[-\frac{1}{2}, \frac{1}{2}]$; see (1-2). Therefore, if $(1 + |\ell_1|)^m \geq (2R/C \gamma)N(j)^{m+d+3}$, we obtain (A-5) directly from Lemma A.2 applied with $b = \ell_1^2 - \ell_2^2$ and choosing $v = m + d + 3$, $C = C/2$ and $F_\gamma = F'$.

Finally, assume $(1 + |\ell_1|)^m \leq (2R/C \gamma)N(j)^{m+d+3}$. Then taking into account $|\Omega(j)| \leq N(j)^2$, inequality (A-5) is satisfied when $\ell_2^2 - \ell_1^2 \geq 2N(j)^2$. It remains to consider the case when

$$1 + |\ell_1| \leq 1 + |\ell_2| \leq \left[2 \left(\frac{2R}{C \gamma} N(j)^{m+d+3}\right)^{2/m} + 4N(j)^2\right]^{1/2} \leq \left(\frac{3}{C \gamma}\right)^{1/m} N(j)^{m+d+3/2}.$$ 

Again we use Lemma A.2 to conclude that

$$|\Omega(j) + \omega_{\ell_1} - \omega_{\ell_2}| \geq \frac{C^{r+2} \gamma}{\left[N(j)(1 + |\ell_1|)(1 + |\ell_2|)\right]^{m+d+3}} \geq \frac{C^{r+2} \gamma(\frac{C \gamma}{3,2m R})^{\frac{m+d+3}{m}}}{N(j)^{m+d+3} N(j)^{2\frac{(m+d+3)^2}{m}}} \geq \frac{\tilde{C} \gamma^{4+3/m}}{N(j)^{v}},$$

as $m > \frac{d}{2}$, and with $v = m + d + 3 + \frac{(m + d + 3)^2}{m}$ and $\tilde{C} = \frac{C^{4m+d+3}}{3,2m R}$. This last estimate implies (A-1).
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We prove $L^q$ bounds on the restriction of spectral clusters to submanifolds in Riemannian manifolds equipped with metrics of $C^{1,\alpha}$ regularity for $0 \leq \alpha \leq 1$. Our results allow for Lipschitz regularity when $\alpha = 0$, meaning they give estimates on manifolds with boundary. When $0 < \alpha \leq 1$, the scalar second fundamental form for a codimension 1 submanifold can be defined, and we show improved estimates when this form is negative definite. This extends results of Burq, Gérard, and Tzvetkov and Hu to manifolds with low regularity metrics.

1. Introduction

Let $M$ be a compact, smooth manifold of dimension $n \geq 2$ equipped with Riemannian metric $g$ of at least Lipschitz regularity. Let $\Delta_g$ denote the associated (negative) Laplace–Beltrami operator whose action in coordinates is given by the differential operator

$$\Delta_g f = \frac{1}{\sqrt{\det g_{kl}}} \sum_{i,j} \partial_i (g^{ij} \sqrt{\det g_{kl}} \partial_j f).$$

There exists an orthonormal basis $\{\phi_j\}_{j=1}^{\infty}$ of $L^2(M)$ consisting of eigenfunctions of $\Delta_g$, which can be seen by passing to quadratic forms; see, for example, [Smith 2006a, Section 1]. We write the corresponding Helmholtz equation for $\phi_j$ as $(\Delta_g + \lambda_j^2)\phi_j = 0$ so that $\lambda_j$ gives the frequency of vibration associated to $\phi_j$.

Given $\lambda \geq 1$, we let $\Pi_\lambda$ be the projection operator on $L^2(M)$ defined by $\Pi_\lambda f := \sum_{j=1}^{\infty} \langle \lambda_j \phi_j \rangle \phi_j$, where $\langle \cdot, \cdot \rangle$ denotes the usual $L^2$ inner product with respect to the Riemannian measure. We call functions $f$ which are in the range of some $\Pi_\lambda$ “spectral clusters”. They form approximate eigenfunctions or quasimodes as $\|(\Delta_g + \lambda_j^2)\Pi_\lambda f\|_{L^2(M)} \leq C\lambda\|f\|_{L^2(M)}$. Sogge [1988] proved that when $g$ is a $C^\infty$ metric, the following $L^q$ bounds on the projections $\Pi_\lambda f$ are satisfied for $q \geq 2$:

$$\|\Pi_\lambda f\|_{L^q(M)} \leq C\lambda^\delta \|f\|_{L^2(M)},$$

where

$$\delta = \delta(q) = \max\left(\frac{n-1}{2}, \left(\frac{1}{2} - \frac{1}{q}\right), \frac{n}{2} \left(\frac{1}{2} - \frac{1}{q}\right) - \frac{1}{2}\right).$$
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He also provided examples showing that the exponent $\delta(q)$ is the best possible for these approximate eigenfunctions. Since $\Pi_\lambda$ is a projection operator, any $L^q$ bound it satisfies implies $L^q$ bounds on individual eigenfunctions. Determining when these bounds are sharp for subsequences of eigenfunctions is an area of active interest, though we do not examine this issue here.

H. Smith [2006b] proved that the bounds (1-1) are satisfied for $C^{1,1}$ metrics. The assumption of $C^{1,1}$ regularity is the lowest degree of continuity needed to ensure the uniqueness of geodesics on $M$. Since eigenfunctions naturally give rise to solutions to the wave equation, propagation of singularities suggests that this is a relevant consideration for the validity of such bounds. Indeed, [Smith and Sogge 1994; Smith and Tataru 2002] give examples of $C^{1,\alpha}$ metrics (Lipschitz when $\alpha = 0$) which give rise to spectral clusters $\Pi_\lambda f_\lambda = f_\lambda$ for each $\lambda \geq 1$ such that

$$
\frac{\|f_\lambda\|_{L^q(M)}}{\|f_\lambda\|_{L^2(M)}} \geq C\lambda^{(\frac{n-1}{2} - \frac{1}{q})(1+\sigma)}, \quad \sigma = \frac{1-\alpha}{3+\alpha},
$$

(1-2)

showing that the bounds (1-1) cannot hold for $2 < q < 2(n+2(1+\alpha)^{-1})/(n-1)$. In each case, the cluster $f_\lambda$ is highly concentrated in a tube about a curve segment of length 1 and diameter $\lambda^{-2/(3+\alpha)}$ (cf. (1-10) below). This shows that the family $\{f_\lambda\}_{\lambda \geq 1}$ exhibits a greater degree of concentration than Sogge’s examples which saturate the bounds (1-1) when $2 < q \leq \frac{n-1}{2} (\frac{1}{2} - \frac{1}{q})$ (they are concentrated in tubes with diameter $\lambda^{-1/2}$). Smith [2006a] showed positive results for any $C^{1,\alpha}$ metric, proving that the ratio on the left in (1-2) is always bounded above by $C\lambda^{\frac{n-1}{2} (\frac{1}{2} - \frac{1}{q})(1+\sigma)}$ when $2 \leq q \leq 2(n+1)/(n-1)$. He also proved that the bound (1-1) holds when $q = \infty$. By interpolation, this shows (1-1) with a loss of $\sigma/q$ derivatives when $2(n+1)/(n-1) \leq q \leq \infty$, though Koch, Smith, and Tataru [Koch et al. 2012] improved upon this.

In a similar vein, when $g \in C^\infty$, results of Burq, Gérard, and Tzvetkov [Burq et al. 2007], Hu [2009], and Reznikov [2004] show $L^q$ bounds on the restriction of these spectral clusters to embedded submanifolds $P \subset M$ of the form

$$
\|\Pi_\lambda f\|_{L^q(P)} \leq C\lambda^{\delta} \|f\|_{L^2(M)}, \quad q \geq 2,
$$

(1-3)

where $\|\Pi_\lambda f\|_{L^q(P)}$ is taken to mean the $L^q$ norm of the restriction $\Pi_\lambda f|_P$. In this case, $\delta = \delta(k, q)$ depends on the dimension of the submanifold $k$ and on $q$. In particular, when $k = n-1$,

$$
\delta = \max\left(\frac{n-1}{2} - \frac{n-1}{q}, \frac{n-1}{4} - \frac{n-2}{2q}\right),
$$

that is,

$$
\delta(n-1, q) = \begin{cases} 
\frac{n-1}{2} - \frac{n-1}{q}, & \text{if } \frac{2n}{n-1} \leq q \leq \infty, \\
\frac{n-1}{4} - \frac{n-2}{2q}, & \text{if } 2 \leq q \leq \frac{2n}{n-1}.
\end{cases}
$$

(1-4)

Otherwise, when $1 \leq k \leq n-2$,

$$
\delta(k, q) = \frac{n-1}{2} - \frac{k}{q}
$$

(1-5)
with the exception of \((k, q) = (n - 2, 2)\), where there is a logarithmic loss for \(\lambda \geq 2\), \(\|\Pi_\lambda f\|_{L^2(P)} \leq C(\log \lambda)^{1/2} \lambda^{1/2} f\|_{L^2(M)}\). These bounds were proved in a semiclassical setting by Tacy [2010]. We also remark that the bound (1-3) in the case \(k = n - 1, q = 2\) was previously observed by Tataru [1998] as a consequence of the estimates in [Greenleaf and Seeger 1994]. As will be discussed in Section 2, these bounds provide an improvement over what would be obtained by trace theorems for Sobolev spaces.

One reason the bounds (1-1), (1-3) are of such great interest is that they illuminate the size and concentration properties of eigenfunctions. In particular, Smith’s work on \(C^{1,\alpha}\) metrics [2006a] is significant in that it addresses concentration phenomena in situations where the roughness of the metric means that geodesic curves may fail to be unique. It also led to the development of sharp bounds of the form (1-1) for the Dirichlet and Neumann Laplacians on compact Riemannian manifolds with boundary; see [Smith and Sogge 2007]. Indeed, one strategy for proving estimates in this context is to form the double of the manifold, essentially gluing two copies of the manifold along the boundary. While this eliminates the boundary, it gives rise to a metric of Lipschitz regularity; see, for example, [Blair et al. 2008, p. 420]. Hence any result on manifolds with Lipschitz metrics also applies to manifolds with boundary. At the same time, the bounds (1-3) when \(n = 2, k = 1\) (curves in 2 dimensional manifolds) for \(g \in C^\infty\) have garnered additional interest in recent works which relate improvements in these estimates to improvements in the inequalities in (1-1); see [Bourgain 2009; Sogge 2011; Ariturk 2011].

On the other hand, one of the notable aspects of [Burq et al. 2007] is that the authors showed an improvement on (1-3) when \(n = 2\) and \(P\) is a curve with nonvanishing geodesic curvature. Specifically, they proved that

\[
\|\Pi_\lambda f\|_{L^2(P)} \leq C \lambda^{1/6} f\|_{L^2(M)}.
\]  

(1-6)

This was then generalized to all dimensions by Hu [2009], who obtained the same bound for any codimension 1 submanifold with negative definite scalar second fundamental form (or positive definite, depending on the choice of normal vector). As before, these bounds also follow from an observation of Tataru [1998] based on known estimates of Hörmander [1985, 25.3]. The bound (1-6) can then be interpolated with (1-3) when \(q = \frac{2n}{n-1}\) and \(\delta = \frac{n-1}{2n}\) to show that the \(\delta\) in (1-4) can be improved to

\[
\delta = \frac{n - 1}{3} - \frac{2n - 3}{3q} \quad \text{when} \quad 2 \leq q < \frac{2n}{n - 1}.
\]

These bounds thus speak to the concentration properties of eigenfunctions. When \(P\) is in some sense “far away” from containing geodesic segments, eigenfunctions have less tendency to concentrate near \(P\). Hassell and Tacy [2012] proved bounds of this type in a semiclassical setting.

In the present work, we consider the development of the bounds (1-3) for \(C^{1,\alpha}\) metrics with \(0 \leq \alpha \leq 1\), allowing for Lipschitz regularity when \(\alpha = 0\). As a corollary, we obtain bounds of this type (with a loss) for the Dirichlet and Neumann Laplacians on compact manifolds with boundary. Bounds of the form (1-3) when \(n = 2, k = 1\) for manifolds with concave boundaries are due to Ariturk [2011], provided Dirichlet conditions are imposed. However, the presence of gliding rays when the manifold possesses a point of convexity within the boundary complicates matters considerably.
Theorem 1.1. Suppose $g \in C^{1,\alpha}$ with $0 \leq \alpha \leq 1$, allowing for Lipschitz regularity when $\alpha = 0$. When $k = n - 1$ and $2 \leq q \leq 2n/(n-1)$, we have, for $\delta = (n-1)/4 - (n-2)/(2q)$,
\[
\| \Pi_{\lambda} f \|_{L^q(P)} \leq C \lambda^{\delta(1+\sigma)} \| f \|_{L^2(M)}, \quad \sigma = \frac{1-\alpha}{3+\alpha}.
\] (1-7)
Moreover, when $k = n - 1, 2n/(n-1) \leq q \leq \infty$ or $k \leq n - 2$, we suppose that $\delta = (n-1)/2 - k/q$ and $\delta + \sigma/q < 1 + \alpha$ with $\sigma$ as above. In this case, the following bounds are satisfied:
\[
\| \Pi_{\lambda} f \|_{L^q(P)} \leq C \lambda^{\delta+\sigma/q} \| f \|_{L^2(M)}
\] (1-8)
with $C$ replaced by $C(\log \lambda)^{1/2}$ when $(k, q) = (n-2, 2)$. The admissibility condition on $\delta, q$ can be relaxed to $\delta + \sigma/q \leq 1 + \alpha$ when $\alpha = 0$ or $\alpha = 1$.

Furthermore, we will show improvements akin to (1-6) when $0 < \alpha \leq 1$. For these metrics the Christoffel symbols are well defined and continuous on $M$ by the usual coordinate formula
\[
\Gamma_{ij}^k = \frac{1}{2} e^{kl} (\partial_i g_{jl} + \partial_j g_{il} - \partial_l g_{ij})
\]
(with the summation convention in effect). Hence there is also a well defined Levi-Civita connection associated to the metric $g$ on $M$, mapping $C^1$ vector fields to continuous vector fields with the usual properties. In particular, given a smooth, embedded, codimension 1 submanifold of $P$, the scalar second fundamental form is well-defined and if it is negative definite throughout $P$ for a suitable choice of normal vector field, we shall call it “curved”. We will see that in this case, the power of $\lambda$ in (1-7) with $q = 2$ can be improved to $1/6 + \sigma/2$ (which can be seen as strictly less than $(1/4)(1+\sigma)$ when $\sigma < \frac{1}{3}$).

Theorem 1.2. Suppose $g \in C^{1,\alpha}$ with $0 < \alpha \leq 1$, and that $P$ is a “curved” codimension 1 submanifold as defined above. Then the following bounds are satisfied:
\[
\| \Pi_{\lambda} f \|_{L^2(P)} \leq C \lambda^{\frac{1}{6} + \frac{\sigma}{2}} \| f \|_{L^2(M)}, \quad \sigma = \frac{1-\alpha}{3+\alpha}.
\] (1-9)
Moreover, interpolating this bound with the $q = 2n/(n-1)$ case of (1-7) yields an improvement of that estimate for $2 \leq q < 2n/(n-1)$.

Following [Smith 2006a], we will show that, for each theorem, the $0 \leq \alpha < 1$ case follows from the $\alpha = 1$ case by rescaling methods. This involves dilating coordinates so that sets of diameter $\approx \lambda^{-\sigma}$ in $P$ have diameter $\approx 1$ in the new coordinates. Since the metric can be approximated by one with $C^{1,1}$ regularity here, the bounds from the $\alpha = 1$ case can then be applied. In the original coordinates, this then implies that the estimates (1-7), (1-8), (1-9) hold with $\sigma = 0$ over sets of diameter $\approx \lambda^{-\sigma}$. By incorporating the flux estimates from [Smith 2006a], it can then be seen that Theorems 1.1 and 1.2 follow by taking a sum over all such sets.

The bounds (1-1) for $C^{1,1}$ metrics in [Smith 2006b] (and those for manifolds with boundary in [Smith and Sogge 2007]) were proved by wave equation methods. Specifically, square function estimates are developed for solutions to the wave equation on these manifolds, bounding the $L^q(M)$ norm of the square function
\[
x \mapsto \left( \int_0^1 |u(t, x)|^2 \, dt \right)^{1/2}, \quad \text{where } (\partial_t^2 - \Delta_g)u = 0.
\]
As will be seen below, the spectral clusters above naturally give rise to solutions to the wave equation, and these estimates imply bounds on the $\Pi_\lambda f$. Square function estimates were first proved in [Mockenhaupt et al. 1993] for smooth metrics, using that Fourier integral operators can be used to invert the equation. However, when $g \in C^{1,1}$, the roughness of the metric means that these methods are inapplicable, so a crucial development [Smith 2006b] was the construction of a suitable parametrix using wave packet methods. The resulting approximate solution operators can be thought of as generalized Fourier integral operators where the associated canonical relation satisfies the curvature condition in [Mockenhaupt et al. 1993].

We follow the same strategy here, essentially proving bounds on the $L^q(P)$ norm of the square function above. Once again, the roughness of the metric means that we are led to use wave packet methods to construct a parametrix. In this case, the canonical relations which arise naturally have folding singularities. In Theorem 1.1, the relation has a one-sided fold and in Theorem 1.2 the relation essentially has a two-sided fold. There is a significant body of work on $L^2 \to L^q$ bounds for Fourier integral operators with folding singularities; see [Greenleaf and Seeger 1994; Hörmander 1985; Melrose and Taylor 1985; Pan and Sogge 1990; Cuccagna 1997] (the first of which treats one-sided folds). A key technical development in the present work is that the operators arising from the wave packet transform satisfy the desired square function estimates in spite of the inapplicability of these results for Fourier integral operators. Nonetheless, the approach taken here is in part inspired by these works.

**Notation.** We use $C^\alpha$ to denote the Hölder class of order $\alpha$. Moreover, $C^{1,\alpha}$ will denote the class of metrics or functions whose first derivative is in $C^\alpha$, taking the contrived convention that Lipschitz regularity is allowable when $\alpha = 0$. In what follows, $X \lesssim Y$ will denote that $X \leq C Y$ for some implicit constant $C$ which is in some sense uniform, though when used in decay estimates, it may depend on the order $N$. Similarly, $X \approx Y$ will denote that $X \lesssim Y$ and $Y \lesssim X$. We use $d$ as the differential which carries scalar functions to covector fields and vectors into matrices in the natural way. Given a metric $g$ under discussion, we let $\langle \cdot, \cdot \rangle_g, | \cdot |_g$ denote the inner product and length induced by the metric either in the tangent or cotangent space. Lastly, given a vector $x \in \mathbb{R}^n$, $x'$ and $x''$ will typically denote a vector in $\mathbb{R}^l, l < n$, formed by taking a subcollection of the components of $x$. The nature of this subcollection may vary depending on the section.

**Remark on admissibility conditions.** The admissibility condition $\delta + \sigma/q < 1 + \alpha$ (with equality allowed when $\alpha = 0, 1$) arises in Section 2, where elliptic regularity is used to show that when a cluster $\Pi_\lambda f$ is considered in a coordinate system, the high frequency components (with respect to the Fourier transform) satisfy better bounds than those near frequency $\lambda$. However, it can be checked that the condition $\delta < 1/2$ is always satisfied when $k = n - 1$ and $2 \leq q \leq 2n/(n - 1)$ and that $\delta < 5/6$ holds for sufficiently small $q > 2$ when $k = 2$, ensuring that, in many relevant cases, the admissibility condition is satisfied. On the other hand, Smith [2006a, p. 969] showed that the bound $\| \Pi_\lambda f \|_{L^\infty(M)} \lesssim \lambda^{(n-1)/2} \| f \|_{L^2(M)}$ holds whenever $g$ is Lipschitz. The key observation here is that one can write $\Pi_\lambda f = \exp(-\lambda^{-2} \Delta_g) \Pi_\lambda \tilde{f}$ with $\| \Pi_\lambda \tilde{f} \|_{L^2(M)} \approx \| \Pi_\lambda f \|_{L^2(M)}$. The $L^\infty(M)$ bounds then follow by combining Saloff-Coste’s Gaussian upper bounds [1992] on the heat kernel with Smith’s $L^{2(n+1)/(n-1)}(M)$ bounds on $\Pi_\lambda f$. 
However, the same argument gives the continuity of each $\Pi_{\lambda} f \in L^2(M)$ since the fixed time heat kernel is continuous on $M \times M$ (as observed in [Saloff-Coste 1992, Section 6]). Thus Smith’s $L^\infty$ bounds on spectral clusters imply $L^\infty$ bounds on their restrictions and this can be interpolated with the $L^q(P)$ bounds for submanifolds of low codimension to see that, in many cases, the admissibility conditions can be relaxed. This also ensures that the restrictions are well-defined.

**Remark on the optimality of (1-7).** As noted above in (1-2), the examples in [Smith and Sogge 1994; Smith and Tataru 2002] show that the bounds from [Smith 2006a] establishing $L^q(M)$ bounds are sharp for small values of $q > 2$. We comment here that the same examples show that the bounds (1 -7) in Theorem 1.1 are sharp as well. Indeed, the examples in [Smith and Sogge 1994] produce metrics of $C^{1,\alpha}$ regularity and associated spectral clusters $f_{\lambda}$ which are concentrated in a tube of length 1 and diameter $\lambda^{-2/(3+\alpha)}$, that is, a set of the form

$$|x_1| \lesssim 1, \quad |(x_2, \ldots, x_n)| \lesssim \lambda^{-2/(3+\alpha)}.$$ (1-10)

Therefore if we take $P$ to be defined by $x_n = 0$, we see that the rapid decay outside of this set implies

$$\frac{\|f_{\lambda}\|_{L^q(P)}}{\|f_{\lambda}\|_{L^2(M)}} \approx \lambda^{\frac{2}{1+\alpha}} \left(\frac{n-1}{2} - \frac{n-2}{q}\right).$$

However, $\frac{1}{2}(\sigma + 1) = 2/(3 + \alpha)$, showing that the exponent simplifies to $\delta(1 + \sigma)$ and hence the bound (1-7) is optimal.

### 2. Microlocal reductions

In this section, we will reduce the main theorems to proving square function estimates for frequency localized solutions to a hyperbolic pseudodifferential equation. We follow an approach due to Smith [2006a]; see also [Blair et al. 2008]. The needed reductions are fairly common to both theorems, so we begin by treating all cases at the same time. It is thus convenient to take the convention that $\delta(\sigma)$ is defined by taking the power of $\lambda$ appearing in (1-7), (1-8), or (1-9), realizing that in all cases $\delta(0)$ denotes the power without loss of derivatives. Moreover, the admissibility conditions mean that if $\sigma > 0$ and $0 < \alpha < 1$, $\delta(\sigma) - 1 < \alpha$ (respectively $\delta(\sigma) - 1 \leq \alpha$ when $\alpha = 0, 1$).

Throughout these preliminary reductions, we will make use of the fact that when $k < n$, we have the following embedding for traces in $\mathbb{R}^k \times \{0\}, \{0\} \in \mathbb{R}^{n-k}$:

$$H^{n/2-k/q}(\mathbb{R}^n) \hookrightarrow L^q(\mathbb{R}^k \times \{0\}),$$ (2-1)

which can be seen by first applying Sobolev embedding on $\mathbb{R}^k \times \{0\}$, and then using the trace theorem for $L^2$ based Sobolev spaces. The estimates in Theorems 1.1 and 1.2 thus exhibit a gain relative to Sobolev embedding. The gain is largest when $q = 2$: a quarter or a third of a derivative when $k = n - 1$, depending on whether the submanifold is curved, and half a derivative (up to a possible logarithmic correction) when $k \leq n - 2$.

It suffices to prove the main theorem for a spectral cluster $f$ satisfying $f = \Pi_{\lambda} f$. We begin by observing that $f$ satisfies the following bounds in Sobolev spaces defined by the spectral resolution of $\Delta_g$.
\[ \| (\Delta_g + \lambda^2) f \|_{H^s(M)} + \| df \|_{H^s(M)} \lesssim \lambda^{s+1} \| f \|_{L^2(M)}. \]

It thus suffices to prove bounds on \( f \) of the form
\[ \| f \|_{L^q(P)} \lesssim \sum_i \lambda^{\delta(\sigma)-1-s_i} \left( \lambda \| f \|_{H^{s_i}(M)} + \| df \|_{H^{s_i}(M)} + \|(\Delta_g + \lambda^2) f \|_{H^{s_i}(M)} \right) \tag{2-2} \]
where a sum is taken over a finite collection of \( 0 \leq s_i \leq 1 \).

Multiplication by any smooth bump function \( \psi \) preserves \( H^1(M) \), and, by interpolation, \( H^s(M) \) for any \( s \in [0, 1] \). Therefore, by taking a partition of unity on \( M \), it suffices to prove (2-2) with \( f \) replaced by \( \psi f \), where \( \psi \) is supported in a suitable coordinate chart which intersects \( P \). Specifically, we will take slice coordinates so that \( P \) is identified with \( \mathbb{R}^k \times \{0\} \). Furthermore, by taking a sufficiently fine partition of unity and dilating coordinates, we may assume that for some \( c_0 \) sufficiently small,
\[ \| g^{ij} - \delta_{ij} \|_{C^{1,\alpha}((\mathbb{R}^n))} \leq c_0. \tag{2-3} \]

By elliptic regularity (see, for example, [Gilbarg and Trudinger 1983, Theorem 8.10, Theorem 9.11]) and interpolation, we have, for any \( g \) supported in this coordinate chart, \( \| g \|_{H^s(M)} \approx \| g \|_{H^s((\mathbb{R}^n))} \) for \( s \in [0, 2] \). Next we observe that in coordinates within \( \text{supp}(\psi) \), \( f \) satisfies an equation of the form
\[ gd^2f + \lambda^2 f = w, \quad gd^2f = \sum_{1 \leq i, j \leq n} g^{ij} \partial_{ij}^2 f \tag{2-4} \]
where \( w \) is a sum consisting of \((\Delta_g + \lambda^2) f\) and products of the form \( a \cdot \partial_j f \), with \( a \in C^\alpha \) (or \( L^\infty \), \( C^{0,1} \) when \( \alpha = 0, 1 \) respectively) in turn a product of functions of the form \( g^{ij} \), \( \sqrt{\det g_{ij}} \), or their first derivatives. Hence multiplication by these functions preserves \( H^s((\mathbb{R}^n)) \) for \( s = 0 \) and \( s \in [0, \alpha] \) when \( \alpha > 0 \) (respectively \( s \in [0, 1] \) when \( \alpha = 1 \)) meaning that, for any such \( s \),
\[ \| w \|_{H^s((\mathbb{R}^n))} \lesssim \| f \|_{H^s(M)} + \| df \|_{H^s(M)} + \|(\Delta_g + \lambda^2) f \|_{H^s(M)}. \]

Furthermore, elliptic regularity (see, for example, [Gilbarg and Trudinger 1983, Theorem 9.11]) also gives that
\[ \| d^2 f \|_{L^2((\mathbb{R}^n))} \lesssim \| \Delta_g f \|_{L^2((\mathbb{R}^n))} + \| df \|_{L^2((\mathbb{R}^n))} + \| f \|_{L^2((\mathbb{R}^n))}. \tag{2-5} \]
Moreover, when \( \delta(\sigma) > 1 \) (which only occurs when \( \alpha > 0 \)), we have
\[ \| [g^{ij}, D]^{\delta(\sigma)-1} \partial_{ij}^2 f \|_{L^2((\mathbb{R}^n))} + \| [\partial_ig^{ij}, D]^{\delta(\sigma)-1} \partial_j f \|_{L^2((\mathbb{R}^n))} \lesssim \| df \|_{H^{\delta(\sigma)-1}((\mathbb{R}^n))}, \tag{2-6} \]
where \( \langle D \rangle \) denotes the Fourier multiplier with symbol \((1 + |\xi|^2)^{1/2}\). This means that we may replace \( L^2 \) by \( H^{\delta(\sigma)-1} \) in (2-5). Indeed, the bound on the first term in (2-6) follows as a consequence of the Coifman–Meyer commutator theorem (see, for example, [Taylor 1991, Proposition 3.6B]) and the second follows since the admissibility condition on \( \delta(\sigma) \) implies that multiplication by \( \partial_ig^{ij} \) preserves \( H^{\delta(\sigma)-1}((\mathbb{R}^n)) \).

With this in mind, we define the following norm when \( \delta(\sigma) \leq 1 \):
\[ \| f \| := \| f \|_{L^2((\mathbb{R}^n))} + \lambda^{-1} \| df \|_{L^2((\mathbb{R}^n))} + \lambda^{-2} \| d^2 f \|_{L^2((\mathbb{R}^n))} + \lambda^{-1} \| w \|_{L^2((\mathbb{R}^n))}. \]
When $\delta(\sigma) > 1$, we define
\[
\| f \| := \sum_{j=0}^{2} \lambda^{-j} \| d^j f \|_{L^2(\mathbb{R}^n)} + \lambda^{-1} \| w \|_{L^2(\mathbb{R}^n)} + \lambda^{-(\delta(\sigma)-1)} \left( \sum_{j=0}^{2} \lambda^{-j} \| d^j f \|_{H^{\delta(\sigma)-1}(\mathbb{R}^n)} + \lambda^{-1} \| w \|_{H^{\delta(\sigma)-1}(\mathbb{R}^n)} \right).
\]

Given the observations above, it now suffices to show that
\[
\| f \|_{L^q(\mathbb{R}^k \times \{0\})} \lesssim \lambda^{\delta(\sigma)} \| f \|.
\]
(2-7)

Without loss of generality, we may assume that $f$ is supported in a cube of sidelength 1 centered at the origin and that the metric is defined over a cube of sidelength 8 centered at the origin. Hence we may smoothly extend the metric $g$ so that it is defined over all of $\mathbb{R}^n$ and is equal to the flat metric for $|x|$ sufficiently large without altering the equation for $f$. Given $r > 0$, we let $S_r = S_r(D)$ denote a Fourier multiplier which applies a smooth cutoff to frequencies $|\xi| \leq r$ and define $g_\lambda = S_{c^2 \lambda} g$ where $c > 0$ will be taken to be sufficiently small. Since
\[
\| g_\lambda - g \|_{L^r} \lesssim \lambda^{-1},
\]
(2-8)
we may replace $g$ by $g_\lambda$ in (2-4) when $\delta(\sigma) \leq 1$, as the error can be absorbed into the right-hand side of (2-7). The same holds when $1 < \delta(\sigma)$ is admissible, which can be seen by using the similar bound $\| g_\lambda - g \|_{C^\alpha} \lesssim \lambda^{-1}$ and the fact that multiplication by a $C^\alpha$ function preserves $H^{\delta(\sigma)-1}(\mathbb{R}^n)$.

We now write $f$ as $f = f_{<\lambda} + f_{\lambda} + f_{>\lambda}$ where $f_{<\lambda} = S_{c\lambda} f$ and $f_{>\lambda} = f - S_{c^{-1} \lambda} f$. Observe that, when $s = 0$,
\[
\|[S_{c\lambda}, g_\lambda]\|_{H^s \to H^s} + \|[S_{c^{-1} \lambda}, g_\lambda]\|_{H^s \to H^s} \lesssim \lambda^{-1},
\]
(2-9)
which follows from simple bounds on the kernel of the commutators. When $1 < \delta(\sigma)$ is admissible, the same holds with $s = \delta(\sigma) - 1$. Indeed, $\lambda S_{c\lambda}$ (and similarly $\lambda S_{c^{-1} \lambda}$) defines an operator in $S^1_{1,0}$, hence the symbolic calculus gives $\{\lambda S_{c\lambda}, g_\lambda\} \in C^\alpha S^0_{1,0}$ (in the notation of [Taylor 1991]). The claim then follows by [Taylor 1991, Proposition 2.1D] or by commuting with derivatives when $\alpha = 1$. Defining $w_{<\lambda} := g_\lambda d^2 f_{<\lambda} + \lambda^2 f_{<\lambda}$, $w_{>\lambda} := g_\lambda d^2 f_{>\lambda} + \lambda^2 f_{>\lambda}$, we have
\[
\| w_{<\lambda} \|_{H^s(\mathbb{R}^n)} + \| w_{>\lambda} \|_{H^s(\mathbb{R}^n)} \lesssim \lambda^{-1} \| d^2 f \|_{H^s(\mathbb{R}^n)} + \| w \|_{H^s(\mathbb{R}^n)}
\]
(2-10)
for $s = 0$ and for $s = \delta(\sigma) - 1$ when the latter quantity is positive.

To bound $f_{<\lambda}$, $f_{>\lambda}$, we use arguments from [Smith 2006a, Corollary 5]. Since $\| g_\lambda d^2 f_{<\lambda} \|_{L^2} \lesssim (c\lambda)^2 \| f_{<\lambda} \|_{L^2}$, (2-1) and the equation give the stronger estimate
\[
\| f_{<\lambda} \|_{L^q(\mathbb{R}^k \times \{0\})} \lesssim \lambda^{n/2-k/q} \| f_{<\lambda} \|_{L^2(\mathbb{R}^n)} \lesssim \lambda^{n/2-k/q-2} \| w_{<\lambda} \|_{L^2(\mathbb{R}^n)} \lesssim \lambda^{n/2-k/q-1} \| f \|.
\]

For the high frequency term $f_{>\lambda}$, we use that, when $s \geq 0$,
\[
\lambda^2 \| f_{>\lambda} \|_{H^s(\mathbb{R}^n)} + \lambda \| d f_{>\lambda} \|_{H^s(\mathbb{R}^n)} \lesssim c \| d^2 f_{>\lambda} \|_{H^s(\mathbb{R}^n)}.
\]
This bound with $s = 0$ can be combined with elliptic regularity to obtain
\[
\| d^2 f_{>\lambda} \|_{L^2(\mathbb{R}^n)} \lesssim \| w_{>\lambda} \|_{L^2(\mathbb{R}^n)}.
\]
(2-11)
When \( n/2 - k/q \leq 2 \), (2-1) yields a gain of at least 1/2 of a derivative in the estimate for \( f_{\geq \lambda} \). The case \( n/2 - k/q > 2 \) only arises when \( \alpha > 0 \) and \( \delta(\sigma) = (n - 1)/2 - k/q + \sigma/q \), and in this case we use (2-6) (with \( g_\lambda \) replacing \( g \)) to bootstrap the elliptic regularity estimate, which yields a similar gain for \( f_{\geq \lambda} \), since

\[
\|f_{\geq \lambda}\|_{H^{\delta(\sigma)+1}(\mathbb{R}^n)} \lesssim \|w_{>\lambda}\|_{H^{\delta(\sigma)-1}(\mathbb{R}^n)} \lesssim \|f\|.
\]

We are now reduced to proving bounds on \( f_\lambda \). Reasoning as in (2-9), we obtain \( \|f_\lambda\| \lesssim \|f\| \). We now impose a further microlocal decomposition of the function, writing \( f_\lambda = f_\lambda,T + f_\lambda,N \), where \( f_\lambda,T \) is localized to directions tangent to the submanifold and \( f_\lambda,N \) is localized to normal directions. Specifically, we write \( f_\lambda,N = \sum_{j=k+1}^n f_{\lambda,j} \) where \( f_{\lambda,j} \) is frequency localized to a set of the form

\[
\text{supp}(f_{\lambda,j}) \subset \{ \xi : \lambda \approx |\xi|, |\xi_j| \geq \varepsilon(|\xi_1|, \ldots, |\xi_j|, \ldots, |\xi_n|) \},
\]

with \( \varepsilon \) suitably small. Using (2-9) again, we have

\[
\|g_\lambda d^2 f_{\lambda,j} + \lambda^2 f_{\lambda,j}\|_{L^2(\mathbb{R}^n)} \lesssim \|f_\lambda\|. \tag{2-12}
\]

With this in mind, the flux estimates of [Smith 2006a, p. 974] give

\[
\|f_{\lambda,j}\|_{L^\infty(\mathbb{R}^n)} \lesssim \|f_\lambda\| \tag{2-13}
\]

where \( \chi' \) denotes the vector consisting of every component in \( \mathbb{R}^n \) but \( x_j \). Combining this with the \( n - 1 \) dimensional version of (2-1) on the hyperplane \( x_j = 0 \), we have

\[
\|f_{\lambda,j}\|_{L^q(\mathbb{R}^k \times \{0\})} \lesssim \lambda^{(n-1)/2-k/q} \|f_{\lambda,j}\|_{L^2(x_j=0)} \lesssim \lambda^{\delta(\sigma)} \|f_\lambda\|.
\]

We now further decompose \( f_{\lambda,T} \) as \( f_{\lambda,T} = \sum_j f_{\lambda,\omega_j} \) where \( \{\omega_j\} \) is a finite collection of unit vectors and \( \text{supp}(\hat{f}_{\lambda,\omega_j}) \) lies in a small conic set containing \( \omega_j \). Without loss of generality, it suffices to treat the case \( \omega_j = -e_1 = (-1, 0, \ldots, 0) \). Recalling (2-12) and simplifying notation, it now suffices to prove

\[
\|f_\lambda\|_{L^q(\mathbb{R}^k \times \{0\})} \lesssim \lambda^{\delta(\sigma)} \|f_\lambda\| \text{ for } f_\lambda \text{ satisfying}
\]

\[
\text{supp}(\hat{f}_\lambda) \subset \{ \xi : |\xi|/|\xi_1| > |(-e_1)| \geq \varepsilon \}. \tag{2-14}
\]

As a consequence of (2-13) with \( x_j = x_1 \) and Hölder’s inequality, if \( S_R \) is a slab of the form \( S_R = \{ x : |x_1 - r| \leq R \} \) for some \( r \),

\[
\|f_\lambda\|_{L^2(S_R)} \lesssim R^{1/2} \|f_\lambda\|. \tag{2-15}
\]

Set \( \rho = (n - 1)/2 - k/q \) so that \( \rho - \delta(0) = \delta(0) - 1/q \) when \( k = n - 1, 2 \leq q \leq 2n/(n - 1) \), and \( \rho = \delta(0) \) in all other cases of Theorem 1.1. Given a cube \( Q_R \) of sidelength \( R = \lambda^{-\sigma} \) which intersects \( \mathbb{R}^k \times \{0\} \), we let \( Q_R^* \) denote its double, and also set \( w_\lambda := g_\lambda d^2 f_\lambda + \lambda^2 f_\lambda \). We claim that Theorem 1.1 now follows from the bound

\[
\|f_\lambda\|_{L^q(\mathbb{R}^k \times \{0\} \cap Q_R)} \lesssim \lambda^{(1-\sigma)\delta(0)} R^{-\rho} \|f_\lambda\|_{L^2(Q_R^*)} + R^{1/2} \lambda^{-1} \|w_\lambda\|_{L^2(Q_R^*)}. \tag{2-16}
\]

Moreover, Theorem 1.2 will follow from taking \( q = 2 \) and \( \delta(0) = 1/6 \) here when \( P \) is curved (as \( \rho = 0 \) in this case). Indeed, if these bounds hold, we may sum over the cubes \( Q_R \) contained in \( S_R \) which intersect
\[ \mathbb{R}^k \times \{0\} \] to obtain
\[ \|f_\lambda\|_{L^q((R^k \times \{0\}) \cap S_R)} \lesssim \lambda^{(1-\sigma)\delta(0)+\sigma\rho} (R^{-1/2}\|f_\lambda\|_{L^2(S_{R}^*)} + R^{1/2}\lambda^{-1}\|w_\lambda\|_{L^2(S_{R}^*)}). \]

Recalling (2-15), the right-hand side is bounded by \( \lambda^{(1-\sigma)\delta(0)+\sigma\rho}\|f_\lambda\| \). Given the previous observations on \( \rho \), the desired bound on \( f_\lambda \) then follows by taking a sum over the \( C(R^{-1}) \) slabs \( S_R \) in \( |x_1| \leq 3/4 \) and the rapid decay property
\[ |f_\lambda(x)| \lesssim (\lambda|x|)^{-N}\|f_\lambda\|_{L^2(R^n)} \quad \text{for} \quad \max_j |x_j| \geq \frac{3}{4}. \] (2-17)
The latter is a consequence of our assumption that \( f \) is supported in a cube of sidelength 1 at the origin, which implies that \( f_\lambda \) is concentrated in a \( \lambda^{-1} \) neighborhood of this cube.

At this stage, we pause to remark on a useful feature of our metric when \( P \) is curved. Let \( N \) be a suitable unit normal vector field such that \( \langle N, \partial_n \rangle > 0 \). Observe that given any \( n-1 \) vector \( (X^1, \ldots, X^{n-1}) \) such that \((X^1)^2 + \cdots + (X^{n-1})^2 = 1\), we may assume that, over \( P \), the quantity
\[ -\sum_{1 \leq i, j \leq n-1} \langle N, \nabla_{\partial_i} \partial_j \rangle_g X^i X^j \] (2-18)
is uniformly bounded from above and below. Indeed, since \( \partial_1, \ldots, \partial_{n-1} \) span the tangent space to \( P \), one just applies the assumption that \( P \) is curved to constant vector fields of the form \( X^j \partial_j \) (with the summation convention in effect). Using that \( \nabla_{\partial_i} \partial_j \) is the vector field \( \Gamma^k_{ij} \partial_k \), we may use that \( \langle N, \partial_k \rangle_g \equiv 0 \) on \( P \) for \( k \neq n \) and that \( \langle N, \partial_n \rangle_g \) is bounded above to get that
\[ -\sum_{1 \leq i, j \leq n-1} \Gamma^n_{ij} X^i X^j \] (2-19)
is uniformly bounded from above and below over \( P \) for all such \((X^1, \ldots, X^{n-1})\). Using that \( \|g - g_\lambda\|_{C^1} \lesssim \lambda^{-\alpha} \), the bounds also hold when the Christoffel symbols are taken with respect to \( g_\lambda \).

Returning to the proof of (2-16), we dilate variables \( x \mapsto Rx \), set \( \mu := R\lambda \), and make the slight abuse of notation that \( f_\mu(x) = f_\lambda(Rx) \). We will see that this reduces the general bounds to those without a loss of derivatives, and hence we will take \( \delta = \delta(0) \) below. Indeed, rescaling the bound (2-16) gives
\[ \|f_\mu\|_{L^q((R^k \times \{0\}) \cap Q)} \lesssim \mu^\delta(\|f_\mu\|_{L^2(Q^*)} + \mu^{-1}\|g_\mu d^2 f_\mu + \mu^2 f_\mu\|_{L^2(Q^*)}). \] (2-20)
When \( P \) is curved, rescaling yields the same with \( q = 2 \) and \( \delta = (1 + \beta)/6 \) where \( \beta = \sigma/(1 - \sigma) \). Here \( Q \) is now a cube of sidelength 1, which we may take to be centered at the origin, and \( g_\mu(x) := g_\lambda(Rx) \). We now have that if \( g_{\mu^{1/2}} := S_{c^2\mu^{1/2}} g_\mu \), then (cf. (2-3))
\[ \|g_\mu - g_{\mu^{1/2}}\|_{L^\infty} \lesssim c_0 \mu^{-1}, \] (2-21)
and we may replace \( g_\mu \) by \( g_{\mu^{1/2}} \) in (2-20), since the error can be absorbed into the right-hand side. The metric \( g_{\mu^{1/2}} \) has \( C^2 \) regularity, namely,
\[ \|g_{\mu^{1/2}}^{ij} - \delta_{ij}\|_{C^2} \lesssim c_0 \quad \text{and} \quad \|\partial^a g_{\mu^{1/2}}^{ij}\|_{C^2} \leq \mu^{1/2(|a|-2)} \quad \text{for} \quad |a| \geq 2. \] (2-22)
We pause again to discuss the effect of this dilation and regularization on the upper and lower bounds on \((2\cdot19)\) for curved metrics. For unit \(n-1\) vectors \((X^1, \ldots, X^{n-1})\), we now have
\[
c_1 \leq -\mu^\beta \sum_{1 \leq i,j \leq n-1} \Gamma^\mu_{ij}(x) X^i X^j \lesssim c_0
\]  
(2-23)
for \(x \in P\). Here the Christoffel symbols can be taken with respect to the metric \(g_{\mu^{1/2}}\), since we now have \((2\cdot21)\) and \(\|g_{\mu} - g_{\mu^{1/2}}\|_{C^{1,\alpha}} \lesssim \mu^{-1/2} \ll \mu^{-\beta}\). Moreover, by continuity, we may assume that if \(c_0\) is chosen sufficiently small, then the inequality holds for all \(x \in Q\) at the expense of decreasing \(c_1\) slightly.

We will prove the bound \((2\cdot20)\) by wave equation methods. Let \(u_\mu(t, x) = \cos(t\mu)f_\mu(x)\). It suffices to show that if \(F_\mu = (\partial_t^2 - g_{\mu^{1/2}}d^2)u_\mu\),
\[
\|u_\mu\|_{L^q(\mathbb{R}^k \times \{0\}) \cap L^2(-\frac{1}{2}, \frac{1}{2})} \lesssim \mu^\delta(\|u_\mu(0, \cdot)\|_{L^2(\partial^*)} + \mu^{-1} \|F_\mu\|_{L^2((-1, 1) \times \partial^*)}).
\]
Now let \(\psi(t, x)\) denote a smooth cutoff that is identically 1 on \((-\frac{1}{2}, \frac{1}{2})^{n+1}\) and supported in \((-\frac{3}{4}, \frac{3}{4})^{n+1}\). Replacing \(u_\mu\) by \(\psi u_\mu\), and similarly for \(F_\mu\), it suffices to show that
\[
\|u_\mu\|_{L^q(\mathbb{R}^k \times \{0\}; L^2(\mathbb{R}))} \lesssim \mu^\delta(\|u_\mu(0, \cdot)\|_{L^2(\mathbb{R}^n)} + \mu^{-1} \|F_\mu\|_{L^2(\mathbb{R}^{n+1})}),
\]  
(2-24)
since energy estimates bound the error terms which arise when commuting \((\partial_t^2 - g_{\mu^{1/2}}d^2)\) with \(\psi\). Next we let \(\Gamma_\mu^\pm(\tau, \xi)\) be smooth cutoffs to regions of the form
\[
\{(\tau, \xi) : \pm \tau \approx |\xi|, |\xi| \approx \mu, |\xi/|\xi| - (-e_1)| \lesssim \epsilon\}
\]  
(2-25)
and supported in a slightly larger set. Let \(u_\mu^\pm = \Gamma_\mu^\pm(D_{\tau}, x)u_\mu\). By [Smith 2006b, Lemma 2.3] and the localization of \(f_\mu\), we see that elliptic regularity and \((2\cdot1)\) yield an estimate on \(u_\mu - u_\mu^+ - u_\mu^-\) with a gain of at least half a derivative relative to the right-hand side of \((2\cdot24)\). It thus suffices to prove \((2\cdot24)\) with \(u_\mu\) replaced by \(u_\mu^\pm\). The proof of the bound follows in the next two sections.

### 3. General submanifolds

In this section, we prove \((3\cdot4)\) and hence Theorem 1.1. Recall that coordinates are chosen so that \(P\) is identified with \((y, 0) \in \mathbb{R}^n\) with \(y \in \mathbb{R}^k\), \(0 \in \mathbb{R}^{n-k}\). In this section, we take the following notational conventions on coordinates in \(\mathbb{R}^n\). The letters \(w, y, z\) denote vectors in \(\mathbb{R}^k\), and given such a vector we let \(\tilde{y}\) denote the vector in \(\mathbb{R}^n\) determined by \(\tilde{y} = (y, 0)\). The letters \(x, \xi, \nu\) typically denote vectors in \(\mathbb{R}^n\), and we often decompose such a vector as \(x = (x_1, x', x'')\) where \(x' = (x_2, \ldots, x_k)\), \(x'' = (x_{k+1}, \ldots, x_n)\).

We begin by showing that \(u_\mu^\pm\) solves an equation which is hyperbolic in \(x_1\). Given \((2\cdot22)\), we have that, for \((\tau, \xi)\) in the regions \((2\cdot25)\), \(g_{\mu^{1/2}}^{ij}(x_1)\xi_i\xi_j - \tau^2\) defines a quadratic in \(x_1\) with two real roots and hence we may write
\[
g_{\mu^{1/2}}^{ij}(x)(\xi_i\xi_j - \tau^2) = g_{\mu^{1/2}}^{11}(x)(\xi_1 + q^-(x, \tau, \xi'))(\xi_1 - q^+(x, \tau, \xi'))
\]  
(3-1)
with \(q^\pm > 0\) and homogeneous of degree 1 for such \((\tau, \xi)\). We further regularize these symbols, taking \(p^\pm(\cdot, \tau, \xi') = S_{c_2\mu^{1/2}q^\pm}(\cdot, \tau, \xi')\). By the elliptic regularity argument in [Smith 2006b, Lemma 2.4],
the function \( u_\mu \) satisfies
\[
(-i \partial_{x_1} + p^\pm(x, D_{t,x'})u^\pm_\mu = G^\pm_\mu,
\]
with \( \|G^\pm_\mu\|_{L^2(\mathbb{R}^{n+1})} \) bounded by the terms in parentheses on the right-hand side of (2.24). Moreover, akin to (2.17), we have the rapid decay property
\[
|u^\pm_\mu(t, x)| \lesssim (\mu \|(t, x)\|)^{-N}\|u_\mu\|_{L^2(\mathbb{R}^{n+1})}, \quad \text{for } \max(|t|, |x_1|, \ldots, |x_n|) \geq 1.
\]
Thus, by energy estimates, it can be seen that
\[
\|u^\pm_\mu\|_{L^2(\mathbb{R}^{n+1})} \lesssim \|u_\mu(0, \cdot\|L^2(\mathbb{R}^n) + \mu^{-1}\|\partial_t u_\mu(0, \cdot\|L^2(\mathbb{R}^n) + \mu^{-1}\|G_\mu\|L^2(\mathbb{R}^{n+1})
\]
since the right-hand side is compactly supported. By (3.3), it suffices to show that
\[
\|u^\pm_\mu\|_{L^2((-1, 1) \times \mathbb{R}^{k-1} \times \{0\}; L^2(\mathbb{R}))} \lesssim \mu^\delta(\|u^\pm_\mu\|_{L^2(\mathbb{R}^{n+1})} + \mu^{-1}\|G^\pm_\mu\|L^2(\mathbb{R}^{n+1})).
\]
It suffices to treat the term \( u^-_\mu \), as bounds on the \( u^+_\mu \) will follow from time reversal. Hence we suppress the superscripts on \( u^-_\mu \), \( G^-_\mu \), \( p^- \) below and assume the minus sign is taken when referencing (2.25).

It is convenient to change the roles of \( t \) and \( x_1 \) above, and correspondingly \( \tau \) and \( \xi_1 \), treating (3.2) as an equation which is hyperbolic in \( t \), rather than in \( x_1 \). As a consequence of (2.22), \( p \) is now a function of \( (t, x, \xi) \) (or more precisely \( (t, x', x'', \xi) \)) satisfying the bounds
\[
|\partial^{\gamma}_{x,t} \partial^{\beta}_{\xi}(p(t, x, \xi) - \sqrt{\xi_1^2 - |(\xi', \xi'')|^2})| \lesssim c_0, \quad |\gamma| \leq 2,
\]
for \( |\xi| = 1 \) in a cone of the form
\[
\{\xi : -\xi_1 \gtrsim \varepsilon^{-1}|(\xi', \xi'')|\},
\]
and \( c_0 \) can be replaced by \( c_0 \mu^{-\beta} \) when \( |\gamma| = 1 \). Moreover, for \( \xi \) in the same set,
\[
|\partial^{\gamma}_{x,t} p(t, x, \xi)| \lesssim \mu^{\frac{1}{2}}(|\gamma| - 2), \quad |\gamma| \geq 2.
\]
By (3.3) and time translation, it suffices to prove that over the time interval \((0, 1)\),
\[
\|u_\mu\|_{L^q_{t,y_i,y_1}L^\infty_x} \lesssim \mu^\delta(\|u_\mu\|_{L^\infty_tL^\infty_x} + \|G_\mu\|_{L^\infty_tL^\infty_x})
\]
where we understand the left-hand side to be
\[
\left( \int_0^1 \int_{\mathbb{R}^{k-1} \times \{0\}} \left( \int_{\mathbb{R}} |u_\mu(t, y)|^2 \, dy \right)^{q/2} \, dy' \, dt \right)^{1/q}, \quad y' = (y_2, \ldots, y_k),
\]
and the \( L^\infty_tL^2_x \) norm on the right-hand side as \( L^\infty((0, 1); L^2(\mathbb{R}^n)) \). Moreover, since
\[
p(t, x, D) - p^*(t, x, D) \in Op(S^0_{1,2}),
\]
we may differentiate \( \|u_\mu(t, \cdot)\|_{L^2_y}^2 \) in \( t \) to obtain
\[
\|u_\mu\|_{L^\infty_tL^2_y} \lesssim \|u_\mu\|_{L^2(\mathbb{R}^{n+1})} + \|G_\mu\|_{L^2(\mathbb{R}^{n+1})}.\]
Let the wave packet transform \( T_\mu : \mathcal{S}(\mathbb{R}^n) \rightarrow C^\infty(\mathbb{R}^{2n}) \) be defined by
\[
T_\mu f(x, \xi) = \mu^{n/4} \int e^{-i(\xi, x)} \phi(\mu^{1/2}(v - x)) f(v) \, dv
\]
where \( \phi \) is a real-valued, radial Schwartz function such that \( \text{supp}(\hat{\phi}) \) is contained in the unit ball and normalized so that \( \|\phi\|_{L^2} = (2\pi)^{-n/2} \). The normalization ensures that \( T_\mu^* T_\mu \) is the identity on \( L^2(\mathbb{R}^n) \) and hence \( \|T_\mu f\|_{L^2(\mathbb{R}^{2n})} = \|f\|_{L^2(\mathbb{R}^n)} \). Let \( g_\mu(x) := u_\mu(0, x) \) and let \( \Theta_{r,t}(x, \xi) \) denote the time-\( r \) value of the integral curve determined by the Hamiltonian flow of \( p \) with \( \Theta_{r,t}(x, \xi)|_{r=t} = (x, \xi) \). Given [Smith 2006b, Lemma 3.2, Lemma 3.3], we may write
\[
(T_\mu u_\mu)(t, x, \xi) = T_\mu g_\mu(\Theta_{0,t}(x, \xi)) + \int_0^t \widetilde{G}_\mu(r, \Theta_{r,t}(x, \xi)) \, dr
\]
where \( \widetilde{G} \) satisfies
\[
\int_0^t \|\widetilde{G}_\mu(r, \cdot)\|_{L^2(\mathbb{R}^{2n})} \, dr \lesssim \|u_\mu\|_{L^\infty_t L^2_x} + \int_0^t \|G_\mu(r, \cdot)\|_{L^2(\mathbb{R}^n)} \, dr,
\]
for \( t \in (0, 1) \). Indeed, these lemmas show that if \( H_p \) denotes the Hamiltonian vector field defined by \( p \), then \( T_\mu p(\cdot, D) - H_p T_\mu \) defines an operator bounded on \( L^2 \), and that (3.8) follows by solving the corresponding transport equation. Furthermore, given the frequency localization of \( p(\cdot, \xi) \) and the compact support of \( \phi \), we may assume that uniformly in \( r, x \), we have
\[
\text{supp}((T_\mu g_\mu)(x, \cdot)), \text{supp}(\widetilde{G}(r, x, \cdot)) \subset \{\xi : |\xi| \approx \mu, -\xi_1 \gtrsim \varepsilon^{-1} |(\xi', \xi'')|\}.
\]
Define the propagator
\[
W \tilde{f}(t, y) = T_\mu^*(\tilde{f} \circ \Theta_{0,t})(\tilde{y}),
\]
and observe that, given (3.8), (3.9), it suffices to show that
\[
\|W \tilde{f}\|_{L^q_{t,r}, L^2_{x,\xi}} \lesssim \mu^{\delta} \|\tilde{f}\|_{L^2_{x,\xi}},
\]
with a \((\log \mu)^{1/2}\) loss when \((k, q) = (n - 2, 2)\). Let \( W_t \) denote the restricted operator \( W_t \tilde{f}(y) = W \tilde{f}(r, y)|_{r=t} \). By duality, it suffices to see that, for functions \( F(s, z) \),
\[
\|W W^* F\|_{L^q_{t,r}, L^2_{x,q'}} \lesssim \mu^{2\delta} \|F\|_{L^q_{s,z}, L^2_{x,q'}}.
\]
To prove this, we will show that
\[
\|W_t W_s^* h\|_{L^\infty_{x,s} L^2_{x,1}} \lesssim \mu^{-n-1} (1 + \mu |t-s|)^{-(n-1)/2} \|h\|_{L^1_{x,t} L^2_{x,1}}
\]
(13.13)
\[
\|W_t W_s^* h\|_{L^2_{x,t}} \lesssim \mu^{-n-k} (1 + \mu |t-s|)^{-(n-k)/2} \|h\|_{L^2_x}.
\]
(13.14)
When \( k = n - 2 = 2 \), Young’s inequality and (3.14) give (3.12) with the logarithmic loss. In all other cases with \( k \leq n - 2 \), we may interpolate (13.13) and (13.14) to obtain
\[
\|W_t W_s^* h\|_{L^q_{x,s} L^2_{x,1}} \lesssim \mu^{2(n-1)} (1 + \mu |t-s|)^{-(n-1)/2} \|h\|_{L^q_{x,t} L^2_{x,1}}
\]
(15)
and use that $(1 + |s|)^{-((n-1)/2 - (k-1)/q)} \in L^{q/2}(\mathbb{R})$ to get (3-12). The same argument works when $k = n - 1$ and $2n/(n-1) < q < \infty$. To handle the remaining cases when $k = n - 1$, we use that

$$
\mu^2(\frac{n-1}{2} - \frac{n-2}{q})(1 + \mu |t-s|)^{-\left(\frac{n-1}{2} - \frac{n-2}{q}\right)} \lesssim \mu^{\frac{n-1}{2} - \frac{n-2}{q}} |t-s|^{\frac{n-1}{2} + \frac{n-2}{q}}.
$$

Hence (3-12) follows from the Hardy–Littlewood–Sobolev inequality when $q = 2n/(n-1)$. When $2 \leq q < 2n/(n-1)$, the right-hand side is in $L^{q/2}_{\text{loc}}$ and Young's inequality gives (3-12).

In what follows, we will denote the integral kernel of $W_t W_s^*$ as $K_{t,s}(y, z)$. The bound (3-13) follows from the proofs of the bounds [Smith 2006b, (3.5); Smith and Sogge 2007, (5.4), (7.2)]. Those works establish the uniform inequality

$$
\int |K_{t,s}(y, z)| \, dy_1 + \int |K_{t,s}(y, z)| \, dz_1 \lesssim \mu^{n-1} (1 + \mu |t-s|)^{-(n-1)/2}.
$$

It thus suffices to prove (3-14). Using that $(x, \xi) \mapsto \Theta_{r_1, r_2}(x, \xi)$ defines a diffeomorphism which preserves $dx \wedge d\xi$, the kernel of $W_t W_s^*$ can be realized as (cf. [Smith and Sogge 2007, p. 127])

$$
K_{t,s}(y, z) = \mu^{n/2} \int e^{i\langle \xi, \tilde{z} - x \rangle - i\langle \xi_{s,t}, \tilde{y} - x_{s,t} \rangle} \phi(\mu^{1/2}(\tilde{z} - x)) \phi(\mu^{1/2}(\tilde{y} - x_{s,t})) \Gamma(\xi) \, dx \, d\xi \quad (3-16)
$$

with $(x_{s,t}, \xi_{s,t})$ abbreviating $(x_{s,t}(x, \xi), \xi_{s,t}(x, \xi))$. Here $\Gamma$ is a cutoff supported in a region of the form appearing in (3-10), which may be inserted since we are only interested in functions $\tilde{f}$ satisfying that condition.

Before proceeding, we observe bounds on the bicharacteristic flow of $p$.

**Theorem 3.1.** Suppose $(x, \xi) \in \mathbb{R}^{2n}$ with $\xi$ in the set defined by (3-6). Let $\Theta_{t,s}(x, \xi)$ be as in (3-8), that is, $\Theta_{t,s}(x, \xi)|_{t=s} = (x, \xi)$ and

$$
\partial_s x_{t,s}(x, \xi) = d_x p(s, \Theta_{t,s}(x, \xi)), \quad \partial_s \xi_{t,s}(x, \xi) = -d_x p(s, \Theta_{t,s}(x, \xi)). \quad (3-17)
$$

Then, for $t, s \in [0, 1]$, first partials of $x_{t,s}(x, \xi), \xi_{t,s}(x, \xi)$ in $x, \xi$ satisfy

$$
|d_x x_{t,s} - I| + |d_x \xi_{t,s}| \lesssim c_0 |t-s|, \quad (3-18)
$$

$$
|d_\xi x_{t,s}(x, \xi) - \int_t^s d_\xi p(\Theta_{r,t}(x, \xi)) \, dr| + |d_\xi \xi_{t,s}(x, \xi) - I| \lesssim c_0 |t-s|^2. \quad (3-19)
$$

**Proof.** Differentiating the equations (3-17) gives

$$
\partial_r \begin{bmatrix} d x_{t,r} \\ d \xi_{t,r} \end{bmatrix} = M(r, x_{t,r}, \xi_{t,r}) \begin{bmatrix} d x_{t,r} \\ d \xi_{t,r} \end{bmatrix}, \quad \text{where } M = \begin{bmatrix} d_x d_\xi p & d_\xi d_\xi p \\ -d_\xi d_x p & d_x d_x p \end{bmatrix}.
$$

By Gronwall’s inequality and the bounds (3-5), we have

$$
|d_x x_{t,r} - I| + |d_\xi x_{t,r}| \lesssim 1, \quad |d_\xi x_{t,r}| + |d_\xi \xi_{t,r} - I| \lesssim 1,
$$

and substituting these bounds back into the integral equation for $d x_{t,r}, d \xi_{t,r}$ implies the theorem. 

This type of argument can also be used to bound higher order derivatives of $x_{t,s}, \xi_{t,s}$, see, for example, (4-10) below. Such bounds are used in the proof of the next theorem. It is due to [Smith and Sogge...
2007, Theorem 5.4], which obtains bounds on $K_{t,s}$ under the assumption that $\Gamma$ is a smooth cutoff to a (possibly) smaller set.

**Theorem 3.2.** Suppose $\tilde{\theta} = \min(1, \mu^{-1/2}|t - s|^{-1/2})$ and the smooth cutoff $\Gamma$ in (3-16) is supported in a set contained in (3-10) of the form

$$\text{supp}(\Gamma) \subset \{ \xi : |\xi|/|\xi| - \eta/|\eta| \lesssim \tilde{\theta} \}$$

(3-20)

for some unit vector $\eta \in \mathbb{S}^{n-1}$. Let $(x_{t,s}, v_{t,s}) = \Theta_t(\tilde{z}, \eta)$. Then $K_{t,s}$ satisfies the pointwise bounds

$$|K_{t,s}(y, z)| \lesssim \mu^n \tilde{\theta}^{n-1}(1 + \mu \tilde{\theta}|\tilde{y} - x_{t,s}| + \mu |v_{t,s}, \tilde{y} - x_{t,s}|)^{-N}.$$  

(3-21)

Observing that $\mu^{n-k}(1 + \mu |t - s|)^{-k} \approx \min(\mu^{n-k}, \mu^{(n-k)/2}|t - s|^{-(n-k)/2})$, we begin treating the case $|t - s| \leq \mu^{-1}$, that is, the case where the first quantity is smaller. In this case, we apply (3-21) in Theorem 3.2 with $\tilde{\theta} = 1$ and $\eta = -e_1$ to obtain

$$|K_{t,s}(y, z)| \lesssim \mu^n(1 + \mu|\tilde{y} - x_{t,s}(z, -e_1)|)^{-N},$$

which gives the first half of (3-22) below. Making the measure-preserving change of variables

$$(x, \xi) \mapsto (x_{t,s}(x, \xi), \xi_{t,s}(x, \xi))$$

in (3-16), we may reverse the roles of $y$ and $z$ in Theorem 3.2 to obtain an analogous bound which yields

$$\int |K_{t,s}(y, z)| dy + \int |K_{t,s}(y, z)| dz \lesssim \mu^{n-k}$$

(3-22)

(strictly speaking, the change of variables replaces $\Gamma(\xi)$ by $\Gamma(\xi_{t,s}(x, \xi))$, but this does not change the validity of the bounds in Theorem 3.2).

It now suffices to treat the more involved case where $\mu^{-1} < |t - s| \leq 1$, and for the remainder of this section we assume $t, s \in [0, 1]$ are two fixed values satisfying this condition. Using the notation suggested by Theorem 3.2, we set $\bar{\theta} = \mu^{-1/2}|t - s|^{-1/2}$ so that $\mu = \bar{\theta}^2|t - s| = 1$. Using a partition of unity, we take a decomposition $K_{t,s} = \sum_j K^j$ where $K^j$ is defined by replacing $\Gamma$ in (3-16) by a smooth cutoff $\Gamma^j$, with $\Gamma^j$ supported in a set of the form $|\xi|/|\xi| - \eta^j/|\eta^j| \lesssim \bar{\theta}$ and $\{\eta^j\}$ is a collection of unit vectors in the cone $\{-\xi_1 \gtrsim e^{-1}|(\xi', \xi'')|\}$ separated by a distance of at least $\approx \bar{\theta}^{-1}$. In particular, we may assume that, for fixed $j$,

$$\sum_j (1 + \bar{\theta}^{-1}|\eta^j - \eta^j|)^{-(n+1)} \lesssim 1.$$  

(3-23)

Let $T_j$ be the operator defined by $(T_j h)(y) = \int K^j(y, z) h(z) dz$ and observe that, since $|v^j_1| \approx 1$, (3-21) in Theorem 3.2 with $\eta = \eta^j$ gives

$$\int |K^j(y, z)| dy \lesssim \mu^{n-k} \bar{\theta}^{n-k}.$$  

By the same symmetry argument used in (3-22), we now have

$$\|T_j h\|_{L^2_x} \lesssim \mu^{n-k} \bar{\theta}^{n-k} \|h\|_{L^2_x} = \mu^{(n-k)/2}|t - s|^{-(n-k)/2} \|h\|_{L^2_x}$$

(though in what follows, it is convenient to express the bounds in terms of $\mu, \bar{\theta}$).
We claim that there exists a constant $C$ such that if $\bar{\theta}^{-1} |\eta^j - \eta^l| \geq C$, then
\[
\|T_i^* T_j \|_{L^2 \to L^2} + \|T_i T_j^* \|_{L^2 \to L^2} \lesssim \mu^{2(n-k)} \bar{\theta}^{2(n-k)} (1 + \bar{\theta}^{-1} |\eta^j - \eta^l|)^{-N}.
\]
Since $W_{i} W_{j}^* = \sum_j T_j$, Cotlar’s lemma then implies (3-14). Furthermore, we focus on the bound for $T_i^* T_j$, as a symmetric argument yields the bound on $T_i T_j^*$. Set
\[
J_{j,l}(z, w) = \int K^j(y, z) K^l(y, w) dy.
\]
We will show that, for $\bar{\theta}^{-1} |\eta^j - \eta^l| \geq C$,
\[
|J_{j,l}(z, w)| \lesssim \mu^{2n-k} \bar{\theta}^{2n-1-k} (1 + \mu \bar{\theta}) |z - w| + \mu |\langle \eta^l, \tilde{z} - \tilde{w} \rangle| + \bar{\theta}^{-1} |\eta^j - \eta^l|^{-N}. \tag{3-24}
\]
The proof of (3-24) varies based on whether $|\langle \eta_1^i - \eta_1^l, \ldots, \eta_k^j - \eta_k^l \rangle| \geq |(\eta^j - \eta^l)''|$ or the opposite inequality holds. In the first case, we write
\[
J_{j,l}(z, w) = \mu^{n/2} \int \int e^{i(\xi, \tilde{\xi}) - i(\tilde{\xi}, \tilde{\xi}')} \phi(\mu^{1/2}(\tilde{\eta} - x)) \phi(\mu^{1/2}(\tilde{\eta} - \tilde{x})) dy \times \psi(z, w, x, \xi, \tilde{\xi}) \Gamma_j(\tilde{\xi}) \Gamma_l(\tilde{\xi}) dx d\xi d\tilde{\xi} \tag{3-25}
\]
where $\tilde{\xi}, \tilde{\xi}'$ denote the variables in the integral defining $K_l$ and $\psi$ is a function independent of $y$. The $y$ integral in parentheses is a constant multiple of
\[
\int e^{i\tilde{\psi}(\phi(\mu^{1/2}((\xi, \xi'), (\eta') - \xi)) \phi(\mu^{1/2}((\xi, \xi'), (\eta') - \tilde{\xi}))) d\xi_1 d\xi' d(\eta') d\tilde{\xi}'' \tag{3-26}
\]
where $\tilde{\psi}$ is some real-valued phase function. Since $\supp(\phi)$ is contained in the unit ball and
\[
2|\langle \eta_1^j - \eta_1^l, \ldots, \eta_k^j - \eta_k^l \rangle| \geq |\eta^j - \eta^l|,
\]
this integral vanishes if $\bar{\theta}^{-1} |\eta^j - \eta^l| \geq C$, as this implies that $|\langle \xi_1 - \xi, \ldots, \xi_k - \xi \rangle| \geq C \mu \bar{\theta} \geq C \mu^{1/2}$.

We now turn to the case where $|\langle \eta'' \rangle - (\eta')''| \geq |\langle \eta_1^l - \eta_1^j, \ldots, \eta_k^j - \eta_k^l \rangle|$. In this case, we use (3-21) in Theorem 3.2 to bound $|K_l|, |K_j|$ individually. After some minor manipulations, this yields
\[
|J_{j,l}(z, w)| \lesssim \mu^{2n} \bar{\theta}^{2(n-1)} \int (1 + \mu \bar{\theta}) |\tilde{\eta} - x_{t,s}(\tilde{\eta}, \eta^j) + \mu \bar{\theta} |\tilde{\eta} - x_{t,s}(\tilde{\eta}, \eta^l)| + \mu \langle v_{t,s}(\tilde{\eta}, \eta^j), \tilde{\eta} - x_{t,s}(\tilde{\eta}, \eta^l) \rangle |^{-N} dy \tag{3-27}
\]
We take $3N$ of the powers in the first factor of the integrand on the right and claim that up to implicit constants, it is bounded above by
\[
(1 + \mu \bar{\theta}) |z - w| + \bar{\theta}^{-1} |\eta^j - \eta^l|^{-3N}. \tag{3-28}
\]
To see this, first observe that the $3N$ powers from the integrand are dominated by
\[
(1 + \mu \bar{\theta}) |x_{t,s}(\tilde{\eta}, \eta^j) - x_{t,s}(\tilde{\eta}, \eta^l)| + 64 \mu \bar{\theta} |x_{t,s}(\tilde{\eta}, \eta^j) - x_{t,s}(\tilde{\eta}, \eta^l)|^{-3N}. \tag{3-29}
\]
By the bounds (3-18), (3-19) in Theorem 3.1, we have
\[ |x_{t,s}(\bar{z}, \eta^j) - x_{t,s}(\bar{w}, \eta^j)| \geq \frac{3}{4} |z - w| - 2|t - s| \eta^j - \eta^j | \] (3-29)
provided \( c_0 \) and \( \epsilon \) are taken sufficiently small. Next we use that
\[ |x_{t,s}(\bar{w}, \eta^j) - x_{t,s}(\bar{z}, \eta^j)| \geq |x_{t,s}(\bar{w}, \eta^j) - x_{t,s}(\bar{\bar{w}}, \eta^j)| - |x_{t,s}(\bar{\bar{w}}, \eta^j) - x_{t,s}(\bar{z}, \eta^j)|. \]
To bound the second term on the right, we use that as a consequence of (3-18) the \((n - k) \times n\) matrix
\[ d_x x_{t,s}^{\prime\prime} \]
satisfies
\[ |d_x x_{t,s}^{\prime\prime} - [0 \ I_{n-k}]| \lesssim c_0 |t - s|. \]
Recalling that \( \bar{w} = (w, 0), \bar{z} = (z, 0) \), this gives
\[ |x_{t,s}(\bar{w}, \eta^j) - x_{t,s}(\bar{\bar{w}}, \eta^j)| \lesssim c_0 |t - s||z - w|. \]
We now use (3-5), (3-19) to get that \( d_x x_{t,s}^{\prime\prime}(x, \xi) \) is the \((n - k) \times n\) block matrix
\[ (s - t)(\xi^2 - |(\xi^\prime, \xi^{\prime\prime})|^2)^{-3/2} \left[ \xi_1 \xi^\prime - \xi^{\prime\prime} (\xi^\prime)^T - ((\xi^2 - |(\xi^\prime, \xi^{\prime\prime})|^2) I_{n-k} + \xi^{\prime\prime} (\xi^{\prime\prime})^T) \right] \]
plus an error term which is \( \Theta(c_0 |t - s|) \). Here \( \xi^\prime \) is taken to be a column vector. Since \( |(\eta^j - \eta^j)^{\prime\prime}| \geq \frac{1}{2} |\eta^j - \eta^j| \) and \( |(\xi^\prime, \xi^{\prime\prime})|^2 \lesssim \epsilon |\xi_1| \), we have
\[ |x_{t,s}(\bar{w}, \eta^j) - x_{t,s}(\bar{\bar{w}}, \eta^j)| \geq \frac{1}{8} |t - s| |\eta^j - \eta^j|. \]
In summary, for some uniform constant \( M \),
\[ 64 |x_{t,s}(\bar{w}, \eta^j) - x_{t,s}(\bar{\bar{w}}, \eta^j)| \geq 8 |t - s| |\eta^j - \eta^j| - M c_0 |t - s||z - w|. \] (3-30)
By taking \( c_0 \) sufficiently small, the negative term in (3-30) can be absorbed by the first term in (3-29) and vice versa, which shows (3-28).

We now turn to the second factor in the integrand of (3-27). The triangle inequality gives
\[ \mu |\langle v_{t,s}(\bar{w}, \eta^j), \bar{y} - x_{t,s}(\bar{w}, \eta^j)\rangle - \langle v_{t,s}(\bar{\bar{z}}, \eta^j), \bar{y} - x_{t,s}(\bar{\bar{z}}, \eta^j)\rangle| \geq \mu |\langle \eta^j, \bar{z} - \bar{w}\rangle| - E \]
with
\[ E = \mu |\langle v_{t,s}(\bar{\bar{z}}, \eta^j) - v_{t,s}(\bar{w}, \eta^j)\rangle| |\bar{y} - x_{t,s}(\bar{\bar{z}}, \eta^j)| + \mu |\langle v_{t,s}(\bar{w}, \eta^j), x_{t,s}(\bar{z}, \eta^j) - x_{t,s}(\bar{\bar{w}}, \eta^j)\rangle - \langle \eta^j, \bar{z} - \bar{w}\rangle|. \]
We claim that
\[ E \lesssim (\mu \tilde{\theta})^2 |\bar{y} - x_{t,s}(\bar{\bar{z}}, \eta^j)|^2 + \tilde{\theta}^{-2} |\eta^j - \eta^j|^2 + (\mu \tilde{\theta})^2 |z - w|^2 + 1. \] (3-31)
The error induced by \( E \) can thus be absorbed by \( 2N \) of the powers in (3-28) and \( 2N \) of the powers in the first factor in (3-27). This concludes the proof of (3-24), as the remaining \( N \) powers of the first factor in (3-27) can be used to integrate in \( y \).

To bound the first term in \( E \), we use the geometric-arithmetic mean inequality and observe that the bounds on \( d_x x_{t,s}, d_x x_{t,s}^{\prime\prime} \) in Theorem 3.1 give
\[ \tilde{\theta}^{-1} |\langle v_{t,s}(\bar{\bar{z}}, \eta^j) - v_{t,s}(\bar{w}, \eta^j)\rangle| \lesssim \tilde{\theta}^{-1} |z - w| + \tilde{\theta}^{-1} |\eta^j - \eta^j|. \]
Since $\tilde{\theta}^{-1} \leq \mu \tilde{\theta}$ when $|t - s| \leq 1$, this is seen to be bounded by the right-hand side of (3-31). Using that $\mu \tilde{\theta}^2 |s - t| = 1$ and $\mu \leq (\mu \tilde{\theta})^2$, the rest of (3-31) follows from

$$\left| \langle v_{t,s}(\tilde{w}, \eta)^I, x_{t,s}(\tilde{z}, \eta)^I \rangle - \langle \eta^I, \tilde{z} - \tilde{w} \rangle \right| \lesssim |z - w|^2 + \tilde{\theta}^2 |s - t|,$$

which can be seen by differentiating the expression on the left in $s$; see [Smith and Sogge 2007, p. 133].

### 4. Curved submanifolds

In this section, we prove the bound (2-24) with $q = 2$, $\delta = \frac{1}{6}(1 + \beta)$ which implies Theorem 1.2. In contrast to the previous section, it will be more convenient to work with an equation which is hyperbolic in $t$ rather than in $x_1$. To this end, we simply set $q^\pm(x, \xi) = \pm \left( \sum_{i,j} g^{ij}(x) \xi_i \xi_j \right)^{1/2}$ and $p^\pm(\cdot, \xi) = S e_{2\mu^{1/2}q^\pm(\cdot, \xi)}$. As a consequence, we vary the notational conventions slightly so that if $x \in \mathbb{R}^n$, we denote $x' = (x_1, \ldots, x_{n-1}) \in \mathbb{R}^{n-1}$ so that $x = (x', x_n)$. All other conventions will carry over as before.

Following reductions similar to the previous section, it suffices to show that

$$\|u^\pm_\mu\|_{L^2((0,1) \times \mathbb{R}^{n-1} \times \{0\})} \lesssim \mu^{(1/6)(1 + \beta)} \left( \|u^\pm_\mu\|_{L^2(\mathbb{R}^{n+1})} + \mu^{-1} \|G^\pm_\mu\|_{L^2(\mathbb{R}^{n+1})} \right)$$

where $G^\pm_\mu = (-i \partial_t + p^\pm(x, D))u^\pm_\mu$. As before, it suffices to treat the $u^{-}_\mu$, so we suppress the superscripts.

The wave packet transform from above can also be used here, and after following the initial reductions in Section 3, it suffices to show that the propagator

$$W \tilde{f}(t, y) = T^*_\mu (\tilde{f} \circ \Theta_{0,t})(\tilde{y}) = \mu^{n/4} \int e^{i \langle \xi, \tilde{y} - x, 0(x, \xi) \rangle} \phi(\mu^{1/2} |\tilde{y} - x, 0(x, \xi)|) \tilde{f}(x, \xi) \, dx \, d\xi$$

satisfies

$$\|W \tilde{f}\|_{L^2_{t,y}} \lesssim \mu^{(1/6)(1 + \beta)} \|\tilde{f}\|_{L^2_{x,\xi}}, \quad \beta = \frac{\sigma}{1 - \sigma} < \frac{1}{2},$$

(4-1)

where $\tilde{f}$ is supported in a region of the form $\{ \xi : |\xi| \approx \mu, |\xi| / |\xi| - (-e_1)| \lesssim \epsilon \}$. In this section, the map $\Theta_{t,s}$ is determined by the new value of $p$ and hence $\Theta_{t,s} = \Theta_{t-s,0}$. Given (3-3), we may assume $(t, y)$ are restricted to $(0, 1) \times (-1, 1)^{n-1}$, that is, we bound the $L^2((0, 1) \times (-1, 1)^{n-1})$ norm of $W \tilde{f}$. We now exploit the property (2-23).

**Lemma 4.1.** Let $(x(t), v(t))$ be a solution to the geodesic equation in tangent space

$$\frac{dx^k}{dt} = v^k(t), \quad \frac{dv^k}{dt} = -v^j(t) v^j(t) \Gamma^k_{ij}(x(t))$$

(4-2)

relative to the Christoffel symbols defined by $g_{\mu^{1/2}}$ (with the summation convention in effect). Suppose further that $(x(t), v(t))$ is defined for $t \in [-1, 1]$ and that the geodesic has unit speed in that $|v(t)|_{g_{\mu^{1/2}}} \equiv 1$. If $v(t)$ further satisfies $|v^n(t)| \lesssim \epsilon$, where $\epsilon$ is sufficiently small, then there exists a uniform constant $c_1$ such that the $n$-th component of the velocity satisfies

$$c_1 \mu^{-\beta} |t| \leq v^n(t) - v^n(0) \lesssim c_0 \mu^{-\beta} |t|,$$

(4-3)
Furthermore, the difference between $x_n(t)$ and its linearization about 0 satisfies
\begin{equation}
|x_n(t) - x_n(0) - v^n(0)t| \lesssim c_0 \mu^{-\beta}|t|^2. \tag{4-4}
\end{equation}

**Proof.** If $\varepsilon$ is sufficiently small relative to the $c_1$ appearing in (2-23), then $-v^j(t)v^j(t)\Gamma_{ij}^n(x(t))$ is uniformly bounded from above and below. Adjusting the constant $c_1$, the bound (4-3) is thus a consequence of the integral equations arising from (4-2). The integral equation for $x_n(t)$ similarly gives Equation (4-4). \qed

Recall that solutions to (4-2) are naturally associated to curves $(x(t), \xi(t))$ in the cotangent bundle by the identification $v^k(t) = g^k_{\mu 1/2}(x(t))\xi_i(t)$. The curves in phase space are solutions to the Hamiltonian equations
\begin{equation}
\frac{dx}{dt} = \dot{\xi} H, \quad \frac{d\xi}{dt} = -d_x H, \quad H(x, \xi) = \frac{1}{2} g_{\mu 1/2}^{ij} \xi_i \xi_j.
\end{equation}

With this in mind, we define $a(x, \xi) = g^{nm}(x)\xi_m = \partial_{\xi_n} H$, where, again, the summation convention is used. If $(x_{t,s}, \xi_{t,s}(x, \xi))$ were integral curves of the Hamiltonian vector field determined by $q = \sqrt{g^{ij}\dot{\xi}_i \dot{\xi}_j}$, we would have $a(x_{t,s}, \xi_{t,s}) = \|\xi\|_{g^{\mu 1/2}} v_n(s-t)$, where $v_n(r)$ is the $n$-th component of the velocity vector in (4-2) at time $r$ with initial data satisfying
\begin{align*}
x_k(0) = x_k, \quad v_k(0) = (g^k_{\mu 1/2}(x(t))\xi_i)/\|\xi\|_{g^{\mu 1/2}}, \quad |v(0)|_{g^{\mu 1/2}} = 1.
\end{align*}

However, in the solution operator $W$ under consideration, the $(x_{t,s}, \xi_{t,s})$ are integral curves of the Hamiltonian vector field determined by $p(\cdot, \xi) = \mathcal{S} e^{2\mu 1/2} q(\cdot, \xi)$. Given the bounds
\begin{align*}
|\partial_\xi^\gamma (p - q)(x, \xi)| \lesssim \mu^{-1}, \quad |\partial_x^\gamma (p - q)(x, \xi)| \lesssim c_0 \mu^{1/2},
\end{align*}
valid for $|\xi| \approx \mu$, we can use Gronwall’s inequality to approximate the integral curves of $d_x p \cdot d_x - d_x q \cdot d_\xi$ by those of $d_x q \cdot d_x - d_x q \cdot d_\xi$ and deduce that, for $|\xi| \approx \mu$,
\begin{equation}
a(x_{t,s}, \xi_{t,s}(x, \xi)) = \|\xi\|_{g^{\mu 1/2}} v_n(t-s) + O(\mu^{1/2}|t-s|) \tag{4-5}
\end{equation}
where $v_n(t-s)$ is as before. By the same tack, (4-4) gives that for $(x_{t,s})_n = (x_{t,s}, c_n)$,
\begin{equation}
|(x_{t,s})_n(x, \xi) - x_n - \|\xi\|_{g^{\mu 1/2}}^1 a(x, \xi)(t-s)| \lesssim c_0 \mu^{-\beta}|t-s|^2 + \mu^{-1/2}|t-s|. \tag{4-6}
\end{equation}

Let $N_\mu, n_\mu$ be integers such that $N_\mu \approx \log_2 (\mu^{(1/3)(1+\beta)})$, $n_\mu \approx \log_2 (\mu^{\beta})$ and take a smooth partition of unity $\{\Gamma_j(r)\}_{j=n_\mu}^{N_\mu}$ on $\mathbb{R}$ satisfying
\begin{align*}
supp(\Gamma_{n_\mu}) &\subset \{r \in \mathbb{R} : |r| \geq \mu 2^{-n_\mu - 2}\}, \\
supp(\Gamma_j) &\subset \{r \in \mathbb{R} : |r| \in [\mu 2^{-j-2}, \mu 2^{-j+2}]\}, \quad n_\mu < j < N_\mu, \\
supp(\Gamma_{N_\mu}) &\subset \{r \in \mathbb{R} : |r| \leq \mu 2^{-N_\mu + 2}\}.
\end{align*}

For each $n_\mu \leq j \leq N_\mu$, we define
\begin{align*}
W^j \tilde{f}(t, y) = \mu^{n/4} \int e^{i(\xi_{t,0}, \tilde{y} - x_{t,0})} \phi(\mu^{1/2}(\tilde{y} - x_{t,0})) \Gamma_j(a(x_{t,0}, \xi_{t,0})) \tilde{f}(x, \xi) \, dx \, d\xi.
\end{align*}
and, as before, we let $W^j_t \tilde{f}(y) = W^j f (r, y)|_{r=t}$. It suffices to show that

$$
\| W^j \tilde{f} \|_{L^2_{x,y}} \lesssim 2^{j/2} \| \tilde{f} \|_{L^2_{x,\xi}}.
$$

When $\beta = 0$, the decomposition above is consistent with earlier treatments of FIOs whose canonical relations possess a two-sided fold; see, for example, [Cuccagna 1997]. Indeed, for an FIO determined by the classical Lax parametrix, the singularities of the right projection of the canonical relation are determined by $a(x_{t,0}, \xi_{t,0}) = 0$ and it is effective to take dyadic decomposition in $a(x_{t,0}, \xi_{t,0})/\mu$ in scales $1 \geq 2^{-j} \geq \mu^{-1/3}$. For $\beta > 0$, scaling considerations relating to the dilation of variables $x \mapsto \lambda^{-\sigma} x$ in Section 2 then suggest that the dyadic scales should not be finer than $\mu^{-1/3}(1+\beta)$. In our circumstance, we can view the splitting of $|a(x_{t,0}, \xi_{t,0})|/\mu$ into scales less than and greater than $\mu^{-1/3}(1+\beta)$ as a decomposition into tangential and nontangential momenta, respectively. It can be seen that this threshold gives the largest scale at which our estimate for tangential momenta (4.18) is effective. At the same time, restricting nontangential momenta to scales at least this size allows us to achieve an appreciable gain in the bounds for $W^j$ by using the linear approximation of phase space transport in (4.23) below. The selection of $n\mu$ is more technical; its choice is based on the fact that, for $|a(x, \xi)|/\mu \geq \mu^{-\beta}$, the $(\xi_{t,0})_n$ component of the Hamiltonian flow can be linearized over a unit time scale.

Let $\omega_n$ be the unit vector pointing in the direction of $(g^{n1}(\bar{z}), \ldots, g^{nn}(\bar{z}))$ and $B$ denote the projection matrix onto the subspace orthogonal to $\omega_n$. Given the decomposition above, we will need to consider the following class of integrals more general than those in Theorem 3.2:

$$
K_{t,s}(y, z) = \mu^{n/2} \int e^{i(\bar{\xi}, \bar{z} - x)} \phi(\mu^{1/2}(\bar{z} - x)) \phi(\mu^{1/2}(\bar{y} - x_{t,s}))
\times \tilde{\Gamma}(\xi) \Gamma_j(a(x, \xi)) \Gamma_j(a(x_{t,s}, \xi_{t,s})) dx d\xi
$$

(4.8)

where $\Gamma_j$ is defined as above with $n\mu \leq j \leq N\mu$ and

$$
\text{supp}(\tilde{\Gamma}) \subset \{ \xi : |\xi| \approx \mu, |\xi_1|/|\xi| - (-e_1) | \lesssim \varepsilon, |B\xi/|B\xi| - \eta| \lesssim \theta \}
$$

(4.9)

for some unit vector $\eta$ orthogonal to $\omega_n$. In particular, if $\theta = 1$, $W^j_t (W^j_s)^*$ takes this form. Our first task is to observe a generalization of Theorem 3.2.

Theorem 4.2. Suppose $\theta = \min(1, \mu^{-1/2}|t-s|^{-1/2}) \geq 2^{-j}$ and $K_{t,s}(y, z)$ is defined by (4.8), (4.9). Let $\xi$ denote a fixed vector in the $\xi$-support of $\tilde{\Gamma}(\cdot) \Gamma_j(a(\bar{z}, \cdot))$ and $w_{t,s} = x_{t,s}(\bar{z}, \bar{\xi})$, $v_{t,s} = \xi_{t,s}(\bar{z}, \bar{\xi})/|\xi_{t,s}|$. Then $K_{t,s}(y, z)$ satisfies the bounds

$$
|K_{t,s}(y, z)| \lesssim \mu^n \theta^n - 2^{-j} \left(1 + \mu \theta |B \cdot (\bar{y} - w_{t,s})| + \mu |v_{t,s}, \bar{y} - x_{t,s}| \right)^{-N}.
$$

Proof. The proof is only a slight modification of the argument in [Smith and Sogge 2007, p. 152] and hence we only outline the significant differences. Indeed, the only alteration is that, in our case, $a(x, \xi)$ replaces $\xi_n$ and the factor $\Gamma_j(a(x_{t,s}, \xi_{t,s}))$ is also present. Let $\omega_1, \ldots, \omega_n$ be an orthonormal basis on $\mathbb{R}^n$.
containing \( \omega_n \). We then define the following vector fields, which preserve the phase in (4-8):

\[
L_0 = \frac{1 - i((\xi, \bar{z} - x) - \langle \xi_t, s \rangle \cdot (\bar{y} - x_t, s)) \langle \xi, d_\xi \rangle}{1 + |(\xi, \bar{z} - x) - \langle \xi_t, s \rangle \cdot (\bar{y} - x_t, s)|^2},
\]

\[
L_k = \frac{1 - i(\mu \tilde{\theta})^2 \langle \omega_k, \bar{z} - x - d_\xi \xi_t, s \cdot (\bar{y} - x_t, s) \rangle \langle \omega_k, d_\xi \rangle}{1 + \mu^2 \tilde{\theta}^2 |(\omega_k, \bar{z} - x - d_\xi \xi_t, s \cdot (\bar{y} - x_t, s))|^2}, \quad 1 \leq k \leq n - 1.
\]

We define \( L_n \) analogously to \( L_k \) above with \( \omega_n \) replacing \( \omega_k \) and \( 2^{-j} \) replacing \( \tilde{\theta} \). The idea is to integrate by parts in (4-8) using these vector fields. We display the following bounds on the derivatives of \( \Theta_t, s(x, \xi) \) in \( x, \xi \) [Smith and Sogge 2007, (5.6), (5.7), (5.11), (5.12)]:

\[
\begin{align*}
|d_x^2 x_t, s| &\lesssim |\mu^{1/2} t - s|, & |d_x^2 \xi_t, s| &\lesssim |\mu^{1/2}|, \\
|d_x d_\xi x_t, s| &\lesssim |t - s| |\mu^{1/2} t - s|, & |d_x d_\xi \xi_t, s| &\lesssim |\mu^{1/2} t - s|, \\
|d_\xi^k x_t, s| + |d_\xi^k \xi_t, s| &\lesssim |t - s| |\mu^{1/2} t - s|^{k-1}, \quad k \geq 2, \\
|\langle \xi, d_\xi \rangle^j (\mu \tilde{\theta} d_\xi)^{\alpha} \mu^{3/2} \tilde{\theta} d_\xi x_t, s| &\lesssim 1, & |\langle \xi, d_\xi \rangle^j (\mu \tilde{\theta} d_\xi)^{\alpha} \mu \tilde{\theta} \langle d_\xi \xi_t, s, \bar{y} - x_t, s \rangle | &\lesssim |\mu^{1/2} \bar{y} - x_t, s|,
\end{align*}
\]

where the last one is valid for \( j + |\alpha| \geq 1 \). These bounds were used [Smith and Sogge 2007] to prove Theorem 3.2 above and the aforementioned estimates.

Here the first crucial matter is to observe that the result of applying powers of the differential operators \( \langle \xi, d_\xi \rangle \) and \( \mu \tilde{\theta} \langle \omega_k, d_\xi \rangle \) for \( k = 1, \ldots, n-1 \) to \( \Gamma_j^{(i)}(a(x, \xi)) \), \( \Gamma_j^{(i)}(a(x_t, s, \xi_t, s)) \) is dominated by the other factors in the integrand. Powers of \( \langle \xi, d_\xi \rangle \) are easily handled by homogeneity. Differentiating \( \Gamma_j^{(i)} \) yields a gain of \( \mu^{-1/2j} \) as derivatives of \( \tilde{\theta} 2^j a(x, \xi) \) in the direction of \( \omega_k \) are

\[
\tilde{\theta} 2^j \langle \omega_k, d_\xi \rangle a(x, \xi) = \tilde{\theta} 2^j \langle \omega_k, g^{nm}(x) - g^{nm}(\bar{z}) \rangle.
\]

Since \( \tilde{\theta} 2^j \lesssim |\mu^{1/2} (1 + \beta) \lesssim |\mu^{1/2} |x - \bar{z}|. \)

For \( \Gamma_j^{(i)}(a(x_t, s, \xi_t, s)) \), first consider a single power of \( \tilde{\theta} 2^j \langle \omega_k, d_\xi \rangle \) on \( a(x_t, s, \xi_t, s) \)

\[
\begin{align*}
\tilde{\theta} 2^j \langle \omega_k, d_\xi \rangle a(x_t, s, \xi_t, s) &= \tilde{\theta} 2^j \langle \omega_k, (g^{nm}(x_t, s)(\xi_t, s)m) \\
&= \tilde{\theta} 2^j \langle d_x g^{nm}(x_t, s) \cdot (\omega_k, d_\xi x_t, s)(\xi_t, s)m + g^{nm}(x_t, s) \langle \omega_k, d_\xi (\xi_t, s)m \rangle \rangle.
\end{align*}
\]

The first term on the right is bounded as \( |d_\xi x_t, s(x, \xi)| |\xi_t, s| \lesssim |t - s| \) and \( \tilde{\theta} 2^j |t - s| \ll 1 \). For the second, we rewrite the sum in \( m \) as

\[
(g^{nm}(x_t, s) - g^{nm}(\bar{z})) \langle \omega_k, d_\xi (\xi_t, s)m + g^{nm}(\bar{z}) \langle \omega_k, d_\xi (\xi_t, s)m - e_m \rangle.
\]

The second term is \( O(|t - s|) \) and can be dominated as before. For the first term we use that

\[
|x_t, s(x, \xi) - \bar{z}| \leq |x_t, s(x, \xi) - x| + |x - \bar{z}|.
\]
The first term here is $O(|t-s|)$ and the second can be treated as above. For higher derivatives of (4-11), we simply use homogeneity and (4-10) to see that the result of applying $l$ additional powers of $\bar{\theta}2^j(\omega_k, d_\xi)$ is bounded by $(\bar{\theta}2^j)^{l+1}|t-s|^l \mu^{-l/2} \ll 1$.

Integration by parts using $L_0, \ldots, L_n$ gives that $|K_{t,s}(y, z)|$ is dominated by

$$\mu^{n/2} \int (1 + \mu^{1/2}|\bar{z} - x| + \mu^{1/2}|\bar{y} - x, y, s| - d_\xi \xi_{t,s} \cdot (\bar{y} - x, y, s))| + |(\xi, \bar{z} - x) - (\xi_{t,s}, \bar{y} - x, y, s)|^{-N} d_\xi dx \quad (4-12)$$

and we may assume that the values of $\xi$ are restricted to $\xi \in \text{supp}(\bar{\Gamma}(\dot{\cdot})\Gamma_j(a(\cdot, \cdot)))$.

Now observe that if $\xi$ is such a vector and $\bar{\xi}, \bar{\zeta}$ are vectors in the direction of $\xi, \zeta$ normalized so that $|B\bar{\xi}| = |B\zeta| = 1$, then

$$|B(\bar{\xi} - \bar{\zeta})| \lesssim \bar{\theta}, \quad |(I - B)(\bar{\xi} - \bar{\zeta})| \lesssim |\bar{z} - x| + 2^{-j}. \quad (4-13)$$

The first of the two inequalities is evident from the support condition on $\bar{\Gamma}$ and the second follows by observing that $|B\xi|, |B\zeta| \approx \mu$ and

$$g^{nm}(\bar{z})\bar{\eta}_m - g^{nm}(\bar{z})\bar{\zeta}_m = (g^{nm}(\bar{z}) - g^{nm}(x))\bar{\eta}_m + g^{nm}(x)\bar{\eta}_m - g^{nm}(\bar{z})\bar{\zeta}_m$$

Given (4-13), the proof of [Smith and Sogge 2007, (5.13)] goes through with only minor adjustments. Hence (4-12) is further dominated by

$$\mu^{n/2} \int (1 + \mu\bar{\theta}|B \cdot d_\xi \xi_{t,s} \cdot (\bar{y} - w_{t,s})| + \mu2^{-j}|(\omega_n, d_\xi \xi_{t,s} \cdot (\bar{y} - w_{t,s}))|$$

where $\xi$ values are restricted as before. Observe that since $\mu^{1/2} \ll \mu2^{-j} \ll \mu\bar{\theta}$ and $d_\xi \xi_{t,s}$ is invertible, the middle two terms in the first factor dominate $\mu^{1/2}|\bar{y} - w_{t,s}|$.

We next see that we may replace $\xi_{t,s}$ by $\xi_{t,s}(\bar{z}, \zeta)$ in the expression $\langle \xi_{t,s}, \bar{y} - w_{t,s} \rangle$. Without loss of generality, we may assume that $|B\xi| = |B\zeta|$. We note that

$$|\langle \xi_{t,s}(x, \zeta) - \xi_{t,s}(\bar{z}, \zeta), \bar{y} - w_{t,s} \rangle| \lesssim \mu |x - \bar{z}| |\bar{y} - x, y, s|.$$
Also, replacing $d_{\xi}^2$ by the identity matrix in (4-14) yields an acceptable error, as it is bounded by
\[ \mu^2 |t-s||\tilde{y} - x_{t,s}| \lesssim \mu^{1/2} |\tilde{y} - x_{t,s}|. \]

Finally, for each $x$, the region of integration in $\xi$ can be restricted to a set of volume $\approx \mu^n \tilde{\theta}^{n-2} 2^{-j}$, which is enough to conclude the proof.

Note that, by (2.22), we may assume that the difference between $B$ and projection onto the first $n - 1$ coordinates yields an error which is no more than $O(c_0)$. Moreover, since $|v_{t,s} - e_1| \lesssim \varepsilon + c_0$, we have, as a consequence of this theorem, that
\[ \int |K_{t,s}(y, z)| dy \lesssim \mu 2^{-j}. \]  
(4-15)

We now begin the proof of (4-7) when $j = N_{\mu}$, claiming there exists $\tilde{c}_1$ such that
\[ W_t^{N_{\mu}} (W_s^{N_{\mu}})^* = 0 \quad \text{whenever } |t-s| \geq \tilde{c}_1 \mu^\beta 2^{-N_{\mu}}. \]  
(4-16)

To see this, recall that the kernel of $W_t^{N_{\mu}} (W_s^{N_{\mu}})^*$ is given by an integral of the form (4.8) with $\tilde{\theta} = 1$. Since $\mu^{-\beta} \gg \mu^{-1/2}$, by (4.3) and (4.5), there exists a constant $\tilde{c}_1$, inversely proportional to $c_1$ above, such that $|a(x_{t,s}(x, \xi), \xi_{t,s}(x, \xi))| \geq \mu^{2-N_{\mu}+2}$ whenever $\mu^{-\beta} |t-s| \geq \tilde{c}_1 \mu^\beta 2^{-N_{\mu}}$ and $\xi \in \text{supp}(\Gamma_{N_{\mu}})$.

Turning to the case $|t-s| \leq \tilde{c}_1 \mu^\beta 2^{-N_{\mu}}$, take a collection of unit vectors $\eta^i$ orthogonal to $\omega_n$ and mutually separated by a distance $\approx \tilde{\theta}$ so that (3-23) holds. Now write $K_{t,s} = \sum_i K_i(y, z)$ where each $K_i$ is defined as in (4.8) with $\eta$ replaced by $\eta^i$. Next observe that $|\eta^j - \eta^j| \lesssim (|\eta^j - \eta^j|')$, which can be seen by noting that the linear map which projects the subspace orthogonal to $\omega_n$ onto its first $n - 1$ components is invertible and depends continuously on $z$. An adjustment of the almost orthogonality argument in (3-26) thus shows that the operators $T_i^* T_j$, $T_i T_j^*$ vanish if $\tilde{\theta}^{-1} |\eta^j - \eta^j| \geq C$ for some large $C$. Observe that
\[ \int |K_i(y, z)| dy + \int |K_i(y, z)| dz \lesssim \mu 2^{-N_{\mu}}. \]  
(4-17)

But the first half of this is a consequence of (4-15) and the second half follows by symmetry and the same bound. Indeed the theorem applies here, as our assumption on $|t-s|$ means that $\tilde{\theta} \gtrsim \mu^{-1/2} 2^{3/2} N_{\mu} \approx 2^{3/2} N_{\mu}$. The bound (4-7) now follows by duality, since Young’s inequality in $t, s$ gives
\[ \|W_t^{N_{\mu}} (W_s^{N_{\mu}})^*\|_{L^2_{t,z} \rightarrow L^2_{t,y}} \lesssim \mu 2^{-N_{\mu}} \mu^\beta 2^{-N_{\mu}} \approx 2^{N_{\mu}}. \]  
(4-18)

For $n_{\mu} \leq j < N_{\mu}$, we take a partition of unity over $\mathbb{R}^{n-1}$, $\sum_i \chi(y - l) \equiv 1$ such that the sum is taken over $l \in \mathbb{Z}^{n-1}$ and $\text{supp}(\chi) \subset [-1, 1]^{n-1}$. Use this to define
\[ \chi_l(y) := \chi(\mu^{-\beta} 2^j y - l) \quad \text{and} \quad W^{j,l} \tilde{f}(t, y) := \chi_l(y) W^{j,l}(t, y) \]
and we consider only those $l$ such that $\text{supp}(\chi_l)$ intersects $(-1, 1)^n$. By the support properties of $\chi$, we may take $C$ sufficiently large so that $(W^{j,m})^* W^{j,l}$ vanishes whenever $|l - m| \geq C$. We next claim that
we can take $C$ so that
\[ \|W^j,l(W^j,m)^*\|_{L^2 \to L^2} \lesssim \mu^{-N} \quad \text{whenever } |l - m| \geq C. \] (4-19)

Since there is at most $O(\mu^{(n-1)/3})$ of the $W^j,l$, the estimate (4-7) on $W^j$ will follow by Cotlar’s lemma and Young’s inequality provided we can show
\[ \|W^j,l(W^j,l)^* h\|_{L^2_N} \lesssim 2^{-j} \mu (1 + \mu 2^{-2j})^2 \|h\|_{L_N^2}. \] (4-20)

In order to show (4-19), we can write the kernel of the operator, denoted by $K_{t,s}^{l,m}(y,z)$, as the product of $\chi_I(y)\chi_m(z)$ with an integral of the form (4-8) with $\tilde{\theta} = 1$. Given the compact support of $K_{t,s}^{l,m}$ in $y$ and $z$ it suffices to show that this integral is dominated by $\mu^{-N}$ for any $N$. Similar to the $j = N\mu$ case, if $\hat{\xi} \in \text{supp}(\Gamma_j)$ and $|t-s| \geq \tilde{c}_1 \mu^2 2^{-j}$ for some $\tilde{c}_1$ depending only on $c_1$, then $\Gamma_j(a(x_{t,s},\bar{\xi}_{t,s})) = 0$, meaning the kernel vanishes for such $t, s$. When $|t - s| \leq \tilde{c}_1 \mu 2^{-j}$, we use that
\[ |x_{t,s}(\bar{\zeta}, \xi) - x_{t,s}(x, \xi)| \lesssim |\bar{\zeta} - x| \]
to dominate the integral in (4-8) simply by
\[ \mu^{n/2} \int (1 + \mu^{1/2}|\bar{\zeta} - x| + \mu^{1/2}|\tilde{y} - x_{t,s}(\bar{\zeta}, \xi)|)^{-2N} \tilde{\Gamma}(\xi) \Gamma_j(a(x, \xi)) \, d\xi. \]

Using the elementary estimate $|x_{t,s}(\bar{\zeta}, \xi) - \bar{\zeta}| \leq 2|t-s|$, we see that if $|l - m| \geq 2^4 \tilde{c}_1$,
\[ |\tilde{y} - x_{t,s}(\bar{\zeta}, \xi)| \geq |y - z| - 2|t-s| \geq \mu 2^{-j/2}|l-m| - 2\tilde{c}_1 \mu 2^{-j} \geq \mu 2^{-j} \geq \mu^{-1/3} \]
and hence $\mu^{1/2}|\bar{\zeta} - x_{t,s}(\tilde{y}, \xi)| \lesssim \mu^{1/6}$. This implies the desired bound on $K_{t,s}^{l,m}(y,z)$.

We now turn to (4-20). It suffices to restrict attention to $|t-s| \leq \tilde{c}_1 \mu 2^{-j}$, though this does not play a crucial role in the argument. First consider the case where $t, s$ satisfy $|t-s| \leq \mu^{-1/2}|t-s|^{-1/2}$. We begin by observing that a slight adjustment of the almost orthogonality argument in (3-26) and preceding (4-18) allows us to assume that the kernel $K_{t,s}^{l,l}(y,z)$ of $W_t^j,l(W_t^j,l)^*$ is the product of $\chi_I(y)\chi_I(z)$ and an integral of the form (4-8) with $\tilde{\theta} = \min(1, \mu^{1/2}|t-s|^{-1/2})$. Indeed, reasoning as in (3-25), we are lead to consider the integral
\[ \int e^{i(\xi,\tilde{y}-x) - i(\tilde{\xi},\tilde{y}-\tilde{x})} \phi(\mu^{1/2}(\tilde{y} - x))\phi(\mu^{1/2}(\tilde{y} - \tilde{x})) \chi_I^2(y) \, dy. \]

While this integral does not vanish when $\mu^{1/2} \ll \mu^{1/4} \leq |\xi - \tilde{\xi}|$, we may bound its absolute value by $C_N\mu^{-N}$ for any $N$, which is just as effective. Indeed, we may take the Fourier transform similarly to (3-26) and, since the Fourier transform of $\chi_I^2$ is concentrated (though not localized) in a ball of radius $\mu^{-1/2} \leq \mu^{1/3} \ll \mu^{1/4}$, the rapid decay in $\mu$ follows. We now conclude (4-20) for $|t-s| \leq \mu^{-1/2}m^{2j}$ by applying (4-15) and reasoning analogously to (4-17).

To show (4-20) when $|t-s| > \mu^{-1/2}m^{2j}$, we take the decomposition used in Section 3, writing the kernel $K_{t,s}^{l,l} = \sum_i K_i$ with $K_i$ defined by replacing the $\Gamma$ in (3-16) by a smooth cutoff $\tilde{\Gamma}_{j,i}$ to a region of the form
\[ \{\xi \in \text{supp}(\tilde{\Gamma}())\Gamma_j(a(x, \cdot)): -\xi \approx \mu, |\xi|/|\eta| \leq \tilde{\theta} \}, \quad \tilde{\theta} = \mu^{-1/2}|t-s|^{-1/2} \]
where \( \eta_i \in \mathbb{S}^{n-1} \). As before, we assume that \( \eta^j \) are separated so that (3-23) holds. The estimates (3-21) in Theorem 3.2 give

\[
|K_i(y; z)| \lesssim \mu^n \tilde{\theta}^{n-1}
\left(1 + \mu \tilde{\theta}|\tilde{y} - x_{t,s}^i| + \mu |(v_{t,s}^i, \tilde{y} - x_{t,s}^i)|\right)^{-N}
\tag{4-21}
\]

with \( x_{t,s}^i = x_{t,s}(\tilde{z}, \eta^j) \). We will show that

\[
|\tilde{y} - x_{t,s}^i| \gtrsim 2^{-j}|t - s|.
\tag{4-22}
\]

Together with our assumption on \( t, s \), this gives \( \mu^{1/2}2^{-j}|t - s|^{1/2} \lesssim \mu \tilde{\theta}|\tilde{y} - x_{t,s}^i| \), and hence this additional decay and the almost orthogonality arguments above can be integrated into the proof of (3-24) to obtain

\[
\|W_t^{j,l}(W_s^{j,l})^*\|_{L^2 \to L^2} \lesssim \mu \tilde{\theta}(1 + \mu 2^{-2j}|t - s|)^{-2} \lesssim \mu 2^{-j}(1 + \mu 2^{-2j}|t - s|)^{-2}.
\]

To show (4-22), first consider \( t, s \) satisfying \( \mu^{-1}2^j < |t - s| \leq \mu \theta 2^{-j+3} \) (note that this is nontrivial when \( 2^j < 2\mu \theta (1 + \beta) \approx 2N\mu \), a relevant consequence of the \( j < N\mu \) threshold discussed above). We may assume \( c_0 \) in (2-22) is sufficiently small and use a linear approximation of the \( n \)-th component of \( x_{t,s}(\tilde{z}, \eta^j) \) in (4-6) to obtain

\[
|(x_{t,s})_n(\tilde{z}, \eta^j)| \gtrsim 2^{-j}|t - s|,
\tag{4-23}
\]

since the \( n \)-th component of \( \tilde{z} \) vanishes. Indeed, over this time scale, the error term is smaller than the linearization.

Now assume that \( |t - s| \geq \mu \theta 2^{-j+3} \). Taking \( \epsilon, c_0 \) sufficiently small, we obtain

\[
|(x_{t,s})_1(\tilde{z}, \eta^j) - z_1| = \left| \int_s^t \partial_{\xi_1} p(r, \Theta_{r,s}(\tilde{z}, \eta^j)) \, dr \right| \gtrsim \frac{1}{2}|t - s|
\]

Since \( y, z \in \text{supp}(\chi_t) \) we obtain \( |y - z| \leq 2^{-j+1+\mu \beta} \leq \frac{1}{4}|t - s| \) and hence we have the stronger bound

\[
|(x_{t,s})_1(\tilde{z}, \eta^j) - y_1| \geq \frac{1}{2}|t - s| - |z_1 - y_1| \geq \frac{1}{4}|t - s|.
\]
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FROM THE LAPLACIAN WITH VARIABLE MAGNETIC FIELD 
TO THE ELECTRIC LAPLACIAN IN THE SEMICLASSICAL LIMIT

NICOLAS RAYMOND

We consider a twisted magnetic Laplacian with Neumann condition on a smooth and bounded domain of \(\mathbb{R}^2\) in the semiclassical limit \(h \to 0\). Under generic assumptions, we prove that the eigenvalues admit a complete asymptotic expansion in powers of \(h^{1/4}\).

1. Introduction and main results

Let \(\Omega\) be an open bounded and simply connected subset of \(\mathbb{R}^2\) with smooth boundary. Let us consider a smooth vector potential \(A\) such that \(\beta = \nabla \times A > 0\) on \(\overline{\Omega}\) and \(a\) a smooth and positive function on \(\overline{\Omega}\). We are interested in estimating the eigenvalues \(\lambda_n(h)\) of the operator \(P_{h,A} = (ih \nabla + A)a(ih \nabla + A)\) whose domain is given by

\[
\text{Dom}(P_{h,A}) = \left\{ \psi \in L^2(\Omega) : (-ih \nabla + A)a(-ih \nabla + A)\psi \in L^2(\Omega) \text{ and } (-ih \nabla + A)\psi \cdot \nu = 0 \text{ on } \partial \Omega \right\}.
\]

The corresponding quadratic form, denoted by \(Q_{h,A}\), is defined on \(H^1(\Omega)\) by

\[
Q_{h,A}(\psi) = \int_{\Omega} a(x)|(-ih \nabla + A)\psi|^2 \, dx.
\]

By gauge invariance, it is standard that the spectrum of \(P_{h,A}\) depends on the magnetic field \(\beta = \nabla \times A\), but not on the potential \(A\) itself.

Motivation and presentation of the problem.

Motivation and context. Before stating our main result, we should briefly describe the context and the motivations of this paper. As much in 2D as in 3D, the magnetic Laplacian, corresponding to the case when \(a = 1\), appears in the theory of superconductivity when studying the third critical field \(H_{C3}\) that appears after the linearization of the Ginzburg–Landau functional (see, for instance, [Lu and Pan 1999; 2000; Fournais and Helffer 2010]). It turns out that \(H_{C3}\) can be related to the lowest eigenvalue of the magnetic Laplacian in the regime \(h \to 0\).

In fact, the case which is mainly investigated in the literature is the case when the magnetic field is constant. In 2D, the two-terms asymptotics is done in the case of the disk by Bauman, Phillips and Tang in [Bauman et al. 1998] (see also [Bernoff and Sternberg 1998; del Pino et al. 2000]) and is generalized by Helffer and Morame [2001] to smooth and bounded domains. The asymptotic expansion at any order of
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all the lowest eigenvalues is proved by Fournais and Helffer [2006]. In 3D, one can mention the celebrated paper [Helffer and Morame 2004], which gives the two-terms asymptotics of the first eigenvalue.

When the magnetic field is variable (and \(a = 1\)), fewer results are known. In 2D, [Lu and Pan 1999] provides a one-term asymptotics of the lowest eigenvalue, and [Raymond 2009] gives the two-term asymptotics under generic assumptions (we can also mention [Helffer and Kordyukov 2011], which deals with the case without boundary and provides a full asymptotic expansion of the eigenvalues). In 3D, for the one-term asymptotics, one can mention [Lu and Pan 2000], and for a three-terms asymptotics upper bound, [Raymond 2010] (see also [Raymond 2012], where a complete asymptotics is proved for a toy model).

Here we consider a twist factor \(a > 0\). As we will see, the presence of \(a\) (which is maybe not the main point of this paper) will not complicate the philosophy of the analysis, even if it will lead us to use generalizations of the Feynman–Hellmann theorems (such generalizations were introduced by physicists to analyze the anisotropic Ginzburg–Landau functional; see [Doria and de Andrade 1996]). In fact, this additional term obliges us to have a more synthetic sight of the structure of the magnetic Laplacian. The motivation to add this term comes from [Chapman et al. 1995], where the authors deal with the anisotropic Ginzburg–Landau functional (which is an effective mass model). We can also refer to [Alama et al. 2010], where closely related problems appear. Moreover, we will see that the quantity to minimize to get the lowest energy is the function \(a \beta\), so that this situation recalls what happens in 3D in [Lu and Pan 2000; Raymond 2010] and where the three-terms asymptotics is still not established.

Under generic assumptions, we will prove in this paper that the eigenvalues \(\lambda_n(h)\) admit complete asymptotic expansions in powers of \(h^{1/4}\).

**Heuristics.** Let us discuss the heuristics a little bit, to understand the problem. Let us fix a point \(x_0 \in \Omega\). If \(x_0 \in \Omega\) and if we approximate the vector potential \(A\) by its linear part, we can locally write the magnetic Laplacian as

\[
a(x_0)(h^2 D_x^2 + (h D_y - \beta(x_0)x)^2) + \text{lower-order terms}.
\]

The lowest eigenvalue can be computed after a Fourier transform with respect to \(y\) and a translation with respect to \(x\) (which reduces to a 1D harmonic oscillator); it provides an eigenvalue \(a(x_0)\beta(x_0)h\).

If \(x_0 \in \partial\Omega\), and considering the standard boundary coordinates \((s, t)\) (\(t > 0\) being the distance to the boundary and \(s\) the curvilinear coordinate), we get the approximation

\[
h^2 D_t^2 + (h D_s - \beta(x_0)t)^2 + \text{lower-order terms}.
\]

The shape of this formal approximation invites us to recall basic properties of the de Gennes operator.

**The de Gennes operator.** For \(\xi \in \mathbb{R}\), we consider the Neumann realization \(H_{\xi}\) in \(L^2(\mathbb{R}_+)\) associated with the operator

\[
-\frac{d^2}{dt^2} + (t - \xi)^2, \quad \text{Dom}(H_{\xi}) = \{u \in B^2(\mathbb{R}_+) : u'(0) = 0\}.
\]

One knows (see [Dauge and Helffer 1993]) that it has compact resolvent and that its lowest eigenvalue is denoted by \(\mu(\xi)\); the associated \(L^2\)-normalized and positive eigenstate is denoted by \(u_{\xi} = u(\cdot, \xi)\) and is
in the Schwartz class. The function $\xi \mapsto \mu(\xi)$ admits a unique minimum, say at $\xi = \xi_0$, and we let

$$\Theta_0 = \mu(\xi_0), \quad C_1 = \frac{u_2^2(0)}{3}. \quad (1-2)$$

Let us also recall identities established in [Bernoff and Sternberg 1998]. For $k \in \mathbb{N}$, we let

$$M_k = \int_{t > 0} (t - \xi_0)^k |u_{\xi_0}(t)|^2 dt,$$

and we have

$$M_0 = 1, \quad M_1 = 0, \quad M_2 = \frac{1}{2} \Theta_0, \quad M_3 = \frac{1}{2} C_1, \quad \frac{1}{2} \mu''(\xi_0) = 3C_1 \sqrt{\Theta_0}. \quad (1-3)$$

**Main result.** Let us introduce the general assumptions under which we will work throughout this paper. As already mentioned, the natural invariant associated with the operator is the function $a\beta$. We will assume that

$$\Theta_0 \min_{\partial \Omega} a(x) \beta(x) < \min_{\Omega} a(x) \beta(x) \quad (1-4)$$

and that

$$x \in \partial \Omega \mapsto a(x) \beta(x) \text{ admits a unique and nondegenerate minimum at } x_0. \quad (1-5)$$

**Remark 1.1.** Assumption (1-4) is automatically satisfied when the magnetic field is constant (and is sometimes called the surface superconductivity condition), and Assumption (1-5) excludes the case of constant magnetic field. Therefore, our generic assumption deals with a complementary situation analyzed in [Fournais and Helffer 2006], that is, the situation with a generically variable magnetic field.

Let us state our first rough estimate of the $n$-th eigenvalue $\lambda_n(h)$ of $P_{h,A}$ that we will prove in this paper:

**Proposition 1.2.** Under Assumptions (1-4) and (1-5), for all $n \geq 1$, we have

$$\lambda_n(h) = \Theta_0 h a(x_0) \beta(x_0) + O(h^{5/4}). \quad (1-6)$$

From this proposition, we see that the asymptotics of $\lambda_n(h)$ is related to local properties of $P_{h,A}$ near the point of the boundary $x_0$. That is why we are led to introduce the standard system of local coordinates $(s, t)$ near $x_0$, where $t$ is the distance to the boundary and $s$ the curvilinear coordinate on the boundary (see (2-1)). We denote by $\Phi : (s, t) \mapsto x$ the corresponding local diffeomorphism. We write the Taylor expansions

$$\tilde{a}(s, t) = a(\Phi(s, t)) = 1 + a_1 s + a_2 t + a_{11} s^2 + a_{12} s t + a_{22} t^2 + O(|s|^3 + |t|^3) \quad (1-7)$$

and

$$\tilde{\beta}(s, t) = \beta(\Phi(s, t)) = 1 + b_1 s + b_2 t + b_{11} s^2 + b_{12} s t + b_{22} t^2 + O(|s|^3 + |t|^3), \quad (1-8)$$

where we have assumed the normalization

$$a(x_0) = \beta(x_0) = 1. \quad (1-9)$$

Let us translate the generic assumptions (1-4) and (1-5). The critical point condition becomes

$$a_1 = -b_1, \quad (1-10)$$
and the nondegeneracy property can be reformulated as

\[ b_{11} + a_1 b_1 + a_{11} = a_{11} + b_{11} - a_1^2 = \alpha > 0. \quad (1-11) \]

We can now state the main result of this paper:

**Theorem 1.3.** We assume (1-4) and (1-5) and the normalization condition (1-9). For all \( n \geq 1 \), there exist a sequence \( (\gamma_{n,j})_{j \geq 0} \) and \( h_0 > 0 \) such that for all \( h \in (0, h_0) \), we have

\[ \lambda_n(h) \sim h \sum_{j \geq 0} \gamma_{n,j} h^{j/4}. \]

Moreover, we have, for all \( n \geq 1 \),

\[ \gamma_{n,0} = \Theta_0, \quad \gamma_{n,1} = 0, \quad \gamma_{n,2} = C(k_0, a_2, b_2) + (2n - 1) \left( \frac{\alpha \Theta_0 \mu''(\xi_0)}{2} \right)^{1/2}, \]

with

\[ C(k_0, a_2, b_2) = -C_1 k_0 + \frac{3C_1}{2} a_2 + \left( \frac{C_1}{2} + \xi_0 \Theta_0 \right) b_2. \]

**Comments about the main theorem.** Let us first notice that Theorem 1.3 completes the one of Fournais and Helffer [2006, Theorem 1.1] dealing with a constant magnetic field (see also [Fournais and Helffer 2006, Remark 1.2], where the variable magnetic field case is left as an open problem).

It turns out that Theorem 1.3 generalizes [Raymond 2009, Theorem 1.7]. Moreover, as a consequence of the asymptotics of the eigenvalues (which are simple for \( h \) small enough), we also get the corresponding asymptotics for the eigenfunctions. These eigenfunctions are approximated (in the \( L^2 \) sense) by the power series, which we will use as quasimodes (see (2 -10)). In particular, the eigenfunctions are approximated by functions in the form

\[ u_{\xi_0}(h^{-1/2} t) g(h^{-1/4} s), \]

where \( g \) is a renormalized Hermite function.

As we will see in the proof, the construction of appropriate trial functions can give a hint of the natural scales of the problem (\( h^{1/2} \) with respect to \( t \) and \( h^{1/4} \) with respect to \( s \)). Nevertheless, as far as we know, there are no structural explanations in the literature of the double scales phenomena related to the magnetic Laplacian.

In this paper, we will explain how, thanks to conjugations of the magnetic Laplacian (by explicit unitary transforms in the spirit of Egorov’s theorem; see [Egorov 1971; Robert 1987; Martinez 2002]), we can reduce the study to an electric Laplacian which is in the Born–Oppenheimer form (see [Combes et al. 1981; Martinez 1989]). The main point of the Born–Oppenheimer approximation is that it naturally involves two different scales (related to the so-called slow and fast variables).

As we recalled at the beginning of the introduction, many papers deal with the two or three first terms of \( \lambda_1(h) \) and do not analyze \( \lambda_n(h) \) (for \( n \geq 2 \)); see, for instance, [Helffer and Morame 2004; Raymond 2009]. One could think that it is just a technical extension. But, as can be seen in [Fournais and Helffer 2006] (see also [Dombrowski and Raymond 2013]), the difficulty of the extension relies on the microlocalization properties of the operator: The authors have to combine a very fine analysis using pseudodifferential calculus (to catch the a priori behavior of the eigenfunctions with respect to a phase variable) and the
Grušin reduction machinery [1972]. Let us emphasize that these microlocalization properties are one of the deepest features of the magnetic Laplacian and are often found at the core of proofs (see, for instance, [Helffer and Morame 2004, Sections 11.2 and 13.2; Fournais and Helffer 2006, Sections 5 and 6]). We will see how we can avoid the introduction of the pseudodifferential (or abstract functional) calculus. In fact, we will also avoid the Grušin formalism by keeping only the main idea behind it: We can use the true eigenfunctions as quasimodes for the first-order approximation of $P_{h,A}$ and deduce a tensorial structure for the eigenfunctions.

In our investigation, we will introduce successive changes of variables and unitary transforms, such as changes of gauge and weighted Fourier transforms (which are all associated with canonical transformations of the symbol). By doing this, we will reduce the symbol of the operator (or, equivalently, reduce the quadratic form), thanks to the a priori localization estimates. By gathering all these transforms, one would obtain a Fourier integral operator which transforms (modulo lower-order terms) the magnetic Laplacian into an electric Laplacian in the Born–Oppenheimer form. For this normal form, we can prove Agmon estimates with respect to a phase variable. These estimates involve, for the normal form, strong microlocalization estimates, and spare us, for instance, the multiple commutator estimates needed in [Fournais and Helffer 2006, Section 5].

**Scheme of the proof.** Let us now describe the scheme of the proof. In Section 2, we perform a construction of quasimodes and quasieigenvalues thanks to a formal expansion in power series of the operator. This analysis relies on generalizations of the Feynman–Hellmann formula and of the virial theorem, which were already introduced in [Raymond 2010], and which are an alternative to the Grušin approach used in [Fournais and Helffer 2006]. Then we use the spectral theorem to infer the existence of a spectrum near each constructed power series. In Section 3, we prove a rough lower bound for the lowest eigenvalues and deduce Agmon estimates with respect to the variable $t$, which provide a localization of the lowest eigenfunctions in a neighborhood of the boundary of size $h^{1/2}$. In Section 4, we improve the lower bound of Section 3 and deduce a localization of size $h^{1/4}$ with respect to the tangential coordinate $s$. In Section 5, we prove a lower bound for $Q_{h,A}$ thanks to the definition of “magnetic coordinates,” and we reduce the study to a model operator (in the Born–Oppenheimer form) for which we are able to estimate the spectral gap between the lowest eigenvalues.

### 2. Accurate construction of quasimodes

This section is devoted to the proof of the following theorem:

**Theorem 2.1.** For all $n \geq 1$, there exists a sequence $(\gamma_{n,j})_{j \geq 0}$ such that, for all $J \geq 0$, there exist $h_0 > 0$, $C > 0$ such that

$$d \left(h \sum_{j=0}^{J} \gamma_{n,j} h^{j/4}, \sigma(P_{h,A})\right) \leq C h^{(J+1)/4}.$$ 

Moreover, we have, for all $n \geq 1$:

$$\gamma_{n,0} = \Theta_0, \quad \gamma_{n,1} = 0, \quad \gamma_{n,2} = C(k_0, a_2, b_2) + (2n - 1) \left(\frac{(a_{11} + b_{11} - a_1^2)\Theta_0}{2}\right)^{1/2}.$$
The proof of Theorem 2.1 is based on a construction of quasimodes for $P_{h,A}$ localized near $x_0$.

Local coordinates $(s, t)$. We use the local coordinates $(s, t)$ near $x_0 = (0, 0)$, where $t(x) = d(x, \partial \Omega)$ and $s(x)$ is the tangential coordinate of $x$. We choose a parametrization of the boundary:

$$\gamma : \mathbb{R}/(\partial \Omega) \rightarrow \partial \Omega.$$ 

Let $\nu(s)$ be the unit vector normal to the boundary, pointing inward at the point $\gamma(s)$. We choose the orientation of the parametrization $\gamma$ to be counterclockwise, so that

$$\det(\gamma'(s), \nu(s)) = 1.$$ 

The curvature $k(s)$ at the point $\gamma(s)$ is given in this parametrization by

$$\gamma''(s) = k(s)\nu(s).$$

The map $\Phi$ defined by

$$\Phi : \mathbb{R}/(\partial \Omega) \times ]0, t_0[ \rightarrow \Omega, \quad (s, t) \mapsto \gamma(s) + tv(s)$$

is clearly a diffeomorphism, when $t_0$ is sufficiently small, with image

$$\Phi(\mathbb{R}/(\partial \Omega) \times ]0, t_0[) = \{x \in \Omega \mid d(x, \partial \Omega) < t_0\} = \Omega_{t_0}.$$ 

We let

$$\tilde{A}_1(s, t) = (1 - tk(s))A(\Phi(s, t)) \cdot \gamma'(s), \quad \tilde{A}_2(s, t) = A(\Phi(s, t)) \cdot \nu(s), \quad \tilde{\beta}(s, t) = \beta(\Phi(s, t)),$$

and we get

$$\partial_s \tilde{A}_2 - \partial_t \tilde{A}_1 = (1 - tk(s))\tilde{\beta}(s, t).$$

The quadratic form becomes

$$Q_{h,A}(\psi) = \int a(1 - tk(s))|(-ih\partial_t + \tilde{A}_2)\psi|^2 + \tilde{a}(1 - tk(s))^{-1}|(-ih\partial_s + \tilde{A}_1)\psi|^2 ds dt.$$ 

In a (simply connected) neighborhood of $(0, 0)$, we can choose a gauge such that

$$\tilde{A}_1(s, t) = -\int_{t_1}^t (1 - t'k(s))\tilde{\beta}(s, t') dt', \quad \tilde{A}_2 = 0.$$ (2-2)

The operator in the coordinates $(s, t)$. Near $x_0$ and using a suitable gauge (see (2-2)), we are led to construct quasimodes for the operator

$$\mathcal{L}(s, -ih\partial_s; t, -ih\partial_t) =$$

$$-h^2(1 - tk(s))^{-1}\partial_t(1 - tk(s))\tilde{a}\partial_t + (1 - tk(s))^{-1}(-ih\partial_s + \tilde{A})(1 - tk(s))^{-1}\tilde{a}(-ih\partial_s + \tilde{A}),$$

where (see (1-8))

$$\tilde{A}(s, t) = (t - \xi_0 h^{1/2}) + b_1 s(t - \xi_0 h^{1/2}) + (b_2 - k_0)\frac{t^2}{2} + b_1 s^2(t - \xi_0 h^{1/2}) + O(|t|^3 + |st|^2).$$

Let us now perform the scaling

$$s = h^{1/4} \sigma \quad \text{and} \quad t = h^{1/2} \tau.$$
The operator becomes

\[ \mathcal{L}(h) = \mathcal{L}\left(h^{1/4}\sigma, -ih^{3/4}\partial_\sigma; h^{1/2}\tau, -ih^{1/2}\partial_\tau\right). \]

We can formally write \(\mathcal{L}(h)\) as a power series:

\[ \mathcal{L}(h) \sim h \sum_{j \geq 0} \mathcal{L}_j h^{j/4}, \]

where

\[ \begin{align*}
\mathcal{L}_0 &= -\partial_\tau^2 + (\tau - \xi_0)^2, \\
\mathcal{L}_1 &= -a_1 \sigma \partial_\tau^2 - 2i \partial_\sigma(\tau - \xi_0) + a_1 (\tau - \xi_0)^2 \sigma + 2b_1 \sigma \tau (\tau - \xi_0) \\
&= a_1 \sigma e^{-\xi_0} - 2i \partial_\sigma(\tau - \xi_0) + 2b_1 \sigma \tau (\tau - \xi_0)^2, \\
\mathcal{L}_2 &= -a_2 \tau \partial_\tau^2 + a_1 \partial_\tau + 2k_0 \tau (\tau - \xi_0)^2 + a_1 \tau (\tau - \xi_0)^2 \\
&= \sigma^2 (a_{11} H_{\xi_0} - a_{11}^2 (\tau - \xi_0)^2 + 2b_{11} (\tau - \xi_0)^2) \\
&- \partial_\sigma^2 - 2ia_1 (\tau - \xi_0) \sigma \partial_\sigma + ia_1 (\tau - \xi_0) \partial_\sigma \sigma.
\end{align*} \]

\(\text{Feynman–Hellmann and virial formulas.}\) For \(\rho > 0\) and \(\xi \in \mathbb{R}\), let us introduce the Neumann realization on \(\mathbb{R}_+\) of

\[ H_{\rho,\xi} = -\rho^{-1} \partial_\tau^2 + (\rho^{1/2}\tau - \xi)^2. \]

By scaling, we observe that \(H_{\rho,\xi}\) is unitarily equivalent to \(H_\xi\) and that \(H_{1,\xi} = H_\xi\) (the corresponding eigenfunction is \(u_{1,\xi} = u_\xi\)). The form domain of \(H_{\rho,\xi}\) is \(B^1(\mathbb{R}_+)\) and is independent from \(\rho\) and \(\xi\) so that the family \((H_{\rho,\xi})_{\rho > 0, \xi \in \mathbb{R}}\) is a holomorphic family of type (B) (see [Kato 1966, p. 395]). The lowest eigenvalue of \(H_{\rho,\xi}\) is \(\mu(\xi)\) and we will denote by \(u_{\rho,\xi}\) the corresponding normalized eigenfunction:

\[ u_{\rho,\xi}(\tau) = \rho^{1/4} u_{\xi}(\rho^{1/2}\tau). \]

Since \(u_\xi\) satisfies the Neumann condition, we observe that \(\partial_\rho^m \partial_\xi^n u_{\rho,\xi}\) also satisfies it. In order to lighten the notation, when it is not ambiguous we will write \(H\) for \(H_{\rho,\xi}\), \(u\) for \(u_{\rho,\xi}\), and \(\mu\) for \(\mu(\xi)\).

The main idea is now to take derivatives of

\[ Hu = \mu u \]

with respect to \(\rho\) and \(\xi\). Taking the derivative with respect to \(\rho\) and \(\xi\), we get the following proposition:

**Proposition 2.2.** We have

\[ (H - \mu) \partial_\xi u = 2(\rho^{1/2}\tau - \xi)u + \mu'(\xi)u \]  
and

\[ (H - \mu) \partial_\rho u = -\rho^{-2} \partial_\tau^2 - \xi \rho^{-1} (\rho^{1/2}\tau - \xi) - \rho^{-1} \tau (\rho^{1/2}\tau - \xi)^2. \]
Moreover, we get

$$(H - \mu)(Su) = Xu,$$  \hspace{1cm} (2-9)$$

where

$$X = -\frac{\xi}{2} \mu'(\xi) + \rho^{-1} \partial_\tau^2 + (\rho^{1/2} \tau - \xi)^2$$

and

$$S = -\frac{\xi}{2} \partial_\xi - \rho \partial_\rho.$$  

Proof. Taking the derivatives with respect to $\xi$ and $\rho$ of (2-6), we get

$$(H - \mu)\partial_\xi u = \mu'(\xi)u - \partial_\xi Hu$$

and

$$(H - \mu)\partial_\rho u = -\partial_\rho H.$$  

We have $\partial_\xi H = -2(\rho^{1/2} \tau - \xi)$ and $\partial_\rho H = \rho^{-2} \partial_\rho^2 + \rho^{-1/2} \tau (\rho^{1/2} \tau - \xi).$  

Taking $\rho = 1$ and $\xi = \xi_0$ in (2-7), we deduce, with the Fredholm alternative:

**Corollary 2.3.** We have

$$(H_{\xi_0} - \mu(\xi_0))v_{\xi_0} = 2(t - \xi_0)u_{\xi_0},$$

with

$$v_{\xi_0} = (\partial_\xi u_{\xi})|_{\xi = \xi_0}.$$  

Moreover, we have

$$\int_{\tau > 0} (\tau - \xi_0) u_{\xi_0}^2 d\tau = 0.$$  

**Corollary 2.4.** We have, for all $\rho > 0$,

$$\int_{\tau > 0} (\rho^{1/2} \tau - \xi_0) u_{\rho,\xi_0}^2 d\tau = 0$$

and

$$\int_{\tau > 0} (\tau - \xi_0)(\partial_\rho u)_{\rho = 1, \xi = \xi_0} u d\tau = -\frac{\xi_0}{4}.$$  

**Corollary 2.5.** We have

$$(H_{\xi_0} - \mu(\xi_0))S_{0}u = (\partial_\tau^2 + (\tau - \xi_0)^2)u_{\xi_0},$$

where

$$S_0u = -(\partial_\rho u_{\rho,\xi})|_{\rho = 1, \xi = \xi_0} - \frac{\xi_0}{2} v_{\xi_0}.$$  

Moreover, we have

$$\|\partial_\tau u_{\xi_0}\|^2 = \|(\tau - \xi_0) u_{\xi_0}\|^2 = \frac{\Theta_0}{2}.$$  

The next three propositions deal with the second derivatives of (2-6) with respect to $\xi$ and $\rho$.  

Proposition 2.6. We have

\[(H_\xi - \mu(\xi))w_{\xi_0} = 4(\tau - \xi_0)v_{\xi_0} + (\mu''(\xi_0) - 2)u_{\xi_0},\]

with

\[w_{\xi_0} = (\partial_\xi^2 u_{\xi})|_{\xi = \xi_0}.\]

Moreover, we have

\[\int_{\tau > 0} (\tau - \xi_0)v_{\xi_0}u_{\xi_0} d\tau = \frac{2 - \mu''(\xi_0)}{4}.\]

Proof. Taking the derivative of (2-7) with respect to \(\xi\) (with \(\rho = 1\), we get

\[(H_\xi - \mu(\xi))\partial_\xi^2 u_{\xi} = 2\mu'(\xi)\partial_\xi u_{\xi} + 4(\tau - \xi)\partial_\xi u_{\xi} + (\mu''(\xi) - 2)u_{\xi}.\]

It remains to take \(\xi = \xi_0\) and to write the Fredholm alternative. \(\square\)

Proposition 2.7. We have

\[(H - \mu)(\partial_\rho^2 u)_{\rho = 1, \xi = \xi_0} = -2(\partial_\tau^2 + (\tau - \xi_0)^2)(\partial_\rho u)_{\rho = 1, \xi = \xi_0} - 2\xi_0(\tau - \xi_0)(\partial_\rho u)_{\rho = 1, \xi = \xi_0} + \left(2\partial_\tau^2 - \frac{\xi_0\tau}{2}\right)u_{\xi_0}\]

and

\[\langle (\partial_\tau^2 + (\tau - \xi_0)^2)(\partial_\rho u)_{\rho = 1, \xi = \xi_0}, u_{\xi_0}\rangle = -\frac{\Theta_0}{2}.\]

Proof. We just have to take the derivative of (2-8) with respect to \(\rho\) and \(\rho = 1, \xi = \xi_0\). To get the second identity, we use the Fredholm alternative, Corollaries 2.4 and 2.5. \(\square\)

Taking the derivative of (2-9) with respect to \(\rho\), we find:

Lemma 2.8. We have

\[(H - \mu)(\partial_\rho S u)_{\rho = 1, \xi = \xi_0} = (-\partial_\tau^2 + \tau(\tau - \xi_0))u_{\xi_0} - (\partial_\rho H)_{\rho = 1, \xi = \xi_0} (S_0 u) + (\partial_\tau^2 + (\tau - \xi_0)^2)(\partial_\rho u)_{\rho = 1, \xi = \xi_0}\]

and

\[\langle (\partial_\rho H)_{\rho = 1, \xi = \xi_0} (S_0 u), u\rangle = \frac{\Theta_0}{2}.\]

Lemma 2.9. We have

\[\langle (\tau - \xi_0)S_0 u, u_{\xi_0}\rangle = \frac{\xi_0}{8} \mu''(\xi_0).\]

Proof. We have

\[\mu'(\xi) = -2\int_{\tau > 0} (\rho^{1/2}\tau - \xi)u_{\rho, \xi}^2 d\tau\]

and

\[S_0 \mu' = -2\int_{\tau > 0} S_0 (\rho^{1/2}\tau - \xi)u_{\xi_0}^2 d\tau - 4\int_{\tau > 0} (\tau - \xi_0)S_0 u u_{\xi_0} d\tau.\] \(\square\)

Combining Lemmas 2.8 and 2.9, we deduce:

Proposition 2.10. We have

\[\langle (-\partial_\tau^2 - (\tau - \xi_0)^2)S_0 u, u_{\xi_0}\rangle = -\frac{\Theta_0}{2} + \frac{\Theta_0}{8} \mu''(\xi_0).\]
Proposition 2.11. We have
\[ \langle \partial^2 + (\tau - \xi_0)^2 \rangle \psi_{\xi_0}, u_{\xi_0} \rangle = \frac{\xi_0 \mu''(\xi_0)}{4}. \]

Proof. We take the derivative of (2-7) with respect to \( \rho \) (after having fixed \( \xi = \xi_0 \)):
\[ (H - \mu)(\partial_{\xi} u)_{\xi = \xi_0} = 2(\rho^{1/2} \tau - \xi_0)u_{\rho, \xi_0}. \]

We deduce
\[ (H - \mu)(\partial_{\rho} \partial_{\xi} u)_{\rho = 1, \xi = \xi_0} = -(\partial_{\rho} H)_{\rho = 1, \xi = \xi_0} v_{\xi_0} + \tau u_{\xi_0} + 2(\tau - \xi_0)(\partial_{\rho} u)_{\rho = 1, \xi = \xi_0}. \]

The Fredholm alternative provides
\[ \langle \partial^2 + \tau(\tau - \xi_0) \rangle \psi_{\xi_0}, u_{\xi_0} \rangle = \xi_0 + 2\langle (\tau - \xi_0)(\partial_{\rho} u)_{\rho = 1, \xi = \xi_0}, u_{\xi_0} \rangle = \frac{\xi_0}{2}, \]
where we have used Corollary 2.4.

We have now the elements to perform an accurate construction of quasimodes.

Construction. We look for quasimodes expressed as power series,
\[ \psi \sim \sum_{j \geq 0} \psi_j h^{j/4}, \]
and eigenvalues,
\[ \lambda \sim h \sum_{j \geq 0} \lambda_j h^{j/4}, \]
so that, in the sense of formal series,
\[ \mathcal{L}(h) \psi \sim \lambda \psi. \]

Term in \( h \). We consider the equation
\[ (L_0 - \lambda_0) \psi_0 = 0. \]
We are led to take \( \lambda_0 = \Theta_0 \) and \( \psi_0(\sigma, \tau) = f_0(\sigma)u_{\xi_0}(\tau). \)

Term in \( h^{5/4} \). We want to solve the equation
\[ (L_0 - \Theta_0) \psi_1 = \lambda_1 \psi_0 - \mathcal{L}_1 \psi_0. \]
We have, using that \( b_1 = -a_1 \) and by Proposition 2.2,
\[ (L_0 - \Theta_0) \left( \psi_1 - if_0'(\sigma)v_{\xi_0} + a_1 \sigma f_0(\sigma)S_0 u \right) = \lambda_1 u_{\xi_0}. \]
This implies that \( \lambda_1 = 0 \), and we take
\[ \psi_1(\sigma, \tau) = if_0'(\sigma)v_{\xi_0} + a_1 \sigma f_0(\sigma)S_0 u + f_1(\sigma)u_{\xi_0}(\tau), \]
\( f_0 \) and \( f_1 \) being to determine.
Term in $h^{3/2}$. We consider the equation

$$ (\mathcal{L}_0 - \Theta_0) \psi_2 = \lambda_2 \psi_0 - \mathcal{L}_1 \psi_1 - \mathcal{L}_2 \psi_0. $$

Let us rewrite this equation by using the expression of $\psi_1$:

$$ (\mathcal{L}_0 - \Theta_0) \psi_2 = \lambda_2 \psi_0 - \mathcal{L}_1 (i f'_0(\sigma)v_{\xi_0} + a_1 \sigma f_0(\sigma)S_0u) - \mathcal{L}_1 (f_1(\sigma)u_{\xi_0}) - \mathcal{L}_2 \psi_0. $$

With Proposition 2.2, we deduce

$$ (\mathcal{L}_0 - \Theta_0) \psi_2 = \lambda_2 \psi_0 - \mathcal{L}_1 (i f'_0(\sigma)v_{\xi_0} + a_1 \sigma f_0(\sigma)S_0u) - \mathcal{L}_2 \psi_0. $$

We take the partial scalar product (with respect to $\tau$) of the right-hand side with $u_{\xi_0}$, and we get the equation

$$ \langle \mathcal{L}_1 (i f'_0(\sigma)v_{\xi_0} + a_1 \sigma f_0(\sigma)S_0u) + \mathcal{L}_2 \psi_0, u_{\xi_0} \rangle = \lambda_2 f_0. $$

This equation can be written in the form

$$ (A D_\sigma^2 + B_1 \sigma D_\sigma + B_2 D_\sigma \sigma + C \sigma^2 + D) f_0 = \lambda_2 f_0. $$

Terms in $D_\sigma^2$. Let us first analyze $\langle \mathcal{L}_2 u_{\xi_0}, u_{\xi_0} \rangle$. It is easy to see that this term is 1. Let us then analyze $\langle \mathcal{L}_1 \psi_1, u_{\xi_0} \rangle$. With Proposition 2.6, we deduce that this term is $-2((\tau - \xi_0)v_{\xi_0}u_{\xi_0}) = (\mu''(\xi_0))/2 - 1$. We get $A = \mu''(\xi_0)/2 > 0$.

Terms in $\sigma^2$. Let us collect the terms of $\langle \mathcal{L}_2 u_{\xi_0}, u_{\xi_0} \rangle$. We get

$$ \Theta_0 a_{11} + 2b_{11}((\tau - \xi_0)^2u_{\xi_0}, u_{\xi_0}) - a_1^2((\tau - \xi_0)^2u_{\xi_0}, u_{\xi_0}). $$

With Corollary 2.5, this term is equal to

$$ \Theta_0 a_{11} + \Theta_0 b_{11} - \Theta_0 a_1^2. $$

Let us analyze the terms coming from $\langle \mathcal{L}_1 \psi_1, u_{\xi_0} \rangle$. We obtain the term

$$ a_1^2((-\partial_\tau^2 - (\tau - \xi_0)^2)S_0u, u_{\xi_0}) = \Theta_0 a_1^2 + \Theta_0 \frac{\mu''(\xi_0)}{8} a_1^2, $$

where we have used Proposition 2.10. Thus, we have

$$ C = \Theta_0 a_{11} + \Theta_0 b_{11} - \Theta_0 a_1^2 + \Theta_0 \frac{\mu''(\xi_0)}{8} a_1^2 > 0. $$

Terms in $\sigma D_\sigma$. This term only comes from $\langle \mathcal{L}_1 \psi_1, u_{\xi_0} \rangle$. It is equal to

$$ a_1((\partial_\tau^2 + (\tau - \xi_0)^2)v_{\xi_0}, u_{\xi_0}) = a_1 \frac{\xi_0 \mu''(\xi_0)}{4}, $$

where we have used Proposition 2.11.

Terms in $D_\sigma \sigma$. This term is

$$ 2a_1((\tau - \xi_0)S_0u, u_{\xi_0}) = a_1 \frac{\xi_0 \mu''(\xi_0)}{4}, $$

where we have applied Lemma 2.9.
Value of $D$. We have:

$$
D = \left\{ \left(-a_2 \tau^2 \partial_\tau^2 - a_2 \partial_\tau + k_0 \partial_\tau + 2k_0 \tau (\tau - \xi_0)^2 + a_2 \tau (\tau - \xi_0)^2 \right)u_{\xi_0}, u_{\xi_0} \right\}
$$

$$
+ \left\{ \left((b_2 - k_0) \tau^2 (\tau - \xi_0) - i a_1 (\tau - \xi_0) \right)u_{\xi_0}, u_{\xi_0} \right\}.
$$

Using the relations (1-3) and the definition of $C_1$ given in (1-2), we get

$$
D = C(k_0, a_2, b_2).
$$

Let us introduce the quadratic form, which is fundamental in the analysis. We let

$$
\varphi(\sigma, \eta) = \frac{\mu''(\xi_0)}{2} \eta^2 + a_1 \frac{\xi_0 \mu''(\xi_0)}{4} \eta \sigma + a_1 \frac{\xi_0 \mu''(\xi_0)}{4} \sigma \eta + \Theta_0 \left( a_{11} + b_{11} - a_1^2 + a_1^2 \frac{\mu''(\xi_0)}{8} \right) \sigma^2.
$$

**Lemma 2.12.** \( \varphi \) is definite and positive.

**Proof.** We notice that \( \mu''(\xi_0) > 0 \) and \( a_{11} + b_{11} - a_1^2 + a_1^2 (\mu''(\xi_0)/8) > 0 \). The determinant is given by

$$
\Theta_0 \frac{\mu''(\xi_0)}{2} \left( a_{11} + b_{11} - a_1^2 + a_1^2 \frac{\mu''(\xi_0)}{8} \right) - a_1^2 \Theta_0 \frac{\mu''(\xi_0)^2}{16} = \frac{\Theta_0 \mu''(\xi_0)}{2} (a_{11} + b_{11} - a_1^2) > 0.
$$

We immediately deduce that \( \varphi(\sigma, -i \partial_\sigma) \) is unitarily equivalent to a harmonic oscillator and that the increasing sequence of its eigenvalues is given by

$$
\left\{ (2n + 1) \left( \frac{\Theta_0 \mu''(\xi_0)}{2} (a_{11} + b_{11} - a_1^2) \right)^{1/2} \right\}_{n \in \mathbb{N}}.
$$

The compatibility equation becomes

$$
\varphi(\sigma, D_\sigma) f_0 = (\lambda_2 - D) f_0.
$$

Thus, we choose \( \lambda_2 \) such that \( \lambda_2 - D \) is in the spectrum of \( \varphi(\sigma, D_\sigma) \) and we take for \( f_0 \) the corresponding normalized eigenfunction (which is in the Schwartz class). For that choice of \( f_0 \), we can consider the unique solution \( \psi_2^+ \) (which is in the Schwartz class) of

$$
(L_0 - \Theta_0) \psi_2^+ = \lambda_2 \psi_0 - L_1 \left( i f_0'(\sigma) v_{\xi_0} + a_1 \sigma f_0(\sigma) S_0 u \right) - L_2 \psi_0
$$

satisfying \( \langle \psi_2^+, u_{\xi_0} \rangle = 0 \). It follows that \( \psi_2 \) is in the form

$$
\psi_2 = \psi_2^+(\sigma, \tau) + i f_1'(\sigma) v_{\xi_0} + a_1 \sigma f_1(\sigma) S_0 u + f_2(\sigma) u_{\xi_0},
$$

where \( f_1 \) and \( f_2 \) are still to be determined.

**Higher-order terms.** Let \( N \geq 2 \). Let us assume that, for \( 0 \leq j \leq N - 2 \), the functions \( \psi_j \) are determined and belong to the Schwartz class. Moreover, let us also assume that, for \( j = N - 1, N \), we can write

$$
\psi_j(\sigma, \tau) = \psi_j^+(\sigma, \tau) + i f_{j-1}'(\sigma) v_{\xi_0} + a_1 \sigma f_{j-1}(\sigma) S_0 u + f_j(\sigma) u_{\xi_0},
$$

where the \( \psi_j^+ \) and \( f_{N-2} \) are determined functions in the Schwartz class and the \( (f_j)_{j=N-1, N} \) are not determined. Finally, we also assume that the \( (\lambda_j)_{0 \leq j \leq N} \) are determined. We notice that this
recursion assumption is satisfied for \( N = 2 \). Let us write the equation of order \( N + 1 \):
\[
(\mathcal{L}_0 - \Theta_0)\psi_{N+1} = \lambda_{N+1}\psi_0 - \mathcal{L}_1\psi_N + (\lambda_2 - \mathcal{L}_2)\psi_{N-1} - \mathcal{L}_{N+1}\psi_0 + \sum_{j=1}^{N-2} (\lambda_{N+1-j} - \mathcal{L}_{N+1-j})\psi_j.
\]

This equation takes the form
\[
(\mathcal{L}_0 - \Theta_0)\psi_{N+1} = \lambda_{N+1}\psi_0 - \mathcal{L}_1\psi_N + (\lambda_2 - \mathcal{L}_2)\psi_{N-1} + F_N(\sigma, \tau),
\]
where \( F_N \) is a determined function in the Schwartz class by the recursion assumption. By Proposition 2.2, we can rewrite
\[
(\mathcal{L}_0 - \Theta_0)(\psi_{N+1} - if_N'(\sigma)v_{\xi_0} - a_1\sigma f_N(\sigma)S_0u) = \lambda_{N+1}\psi_0 - \mathcal{L}_1(\psi_{N-1}^\perp(\sigma, \tau) + if_N'(\sigma)v_{\xi_0} + a_1\sigma f_{N-1}(\sigma)S_0u) + (\lambda_2 - \mathcal{L}_2)\psi_{N-1} + F_N(\sigma, \tau)
\]
\[
= \lambda_{N+1}\psi_0 - \mathcal{L}_1(if_N'(\sigma)v_{\xi_0} + a_1\sigma f_{N-1}(\sigma)S_0u) + (\lambda_2 - \mathcal{L}_2)(f_{N-1}u_{\xi_0}) + G_N(\sigma, \tau),
\]
where \( G_N \) is a determined function of the Schwartz class. We now write the Fredholm condition. The same computation as previously leads to an equation in the form
\[
\mathcal{Q}(\sigma, -i\partial_\sigma)f_{N-1} = (\lambda_2 - C(a_2, b_2, k_0))f_{N-1} + \lambda_{N+1}f_0 + g_N(\sigma),
\]
with \( g_N = \langle G_N, u_{\xi_0} \rangle_{\tau} \). This can be rewritten as
\[
(\mathcal{Q}(\sigma, -i\partial_\sigma) - (\lambda_2 - C(a_2, b_2, k_0)))f_{N-1} = g_N(\sigma) + \lambda_{N+1}f_0.
\]

The Fredholm condition applied to this equation provides \( \lambda_{N+1} = -\langle g_N, f_0(\sigma) \rangle_\sigma \) and a unique solution \( f_{N-1} \) in the Schwartz class such that \( \langle f_{N-1}, f_0(\sigma) \rangle_\sigma = 0 \). For this choice of \( f_{N-1} \) and \( \lambda_{N+1} \), we can consider the unique solution \( \psi_{N+1}^\perp \) (in the Schwartz class) such that
\[
(\mathcal{L}_0 - \Theta_0)\psi_{N+1}^\perp
\]
\[
= \lambda_{N+1}\psi_0 - \mathcal{L}_1(\psi_{N-1}^\perp(\sigma, \tau) + if_N'(\sigma)v_{\xi_0} + a_1\sigma f_{N-1}(\sigma)S_0u) + (\lambda_2 - \mathcal{L}_2)\psi_{N-1} + F_N(\sigma, \tau).
\]
This leads us to take
\[
\psi_{N+1} = \psi_{N+1}^\perp + if_N'(\sigma)v_{\xi_0} + a_1\sigma f_N(\sigma)S_0u + f_{N+1}u_{\xi_0}.
\]
This ends the proof of the recursion. Thus, we have constructed two sequences \( (\lambda_j)_j \) and \( (\psi_j)_j \) which depend on \( n \) (through the choice of \( f_0 \)). Let us write \( \lambda_{n,j} \) for \( \lambda_j \) and \( \psi_{n,j} \) for \( \psi_j \) to emphasize this dependence.

**Conclusion: proof of Theorem 2.1.** Let us consider a smooth cutoff function \( \chi_0 \) near \( x_0 \). For \( n \geq 1 \) and \( J \geq 0 \), we let
\[
\psi_h^{[n,J]}(x) = \chi_0(x) \sum_{j=0}^{J} \psi_{n,j}(h^{-1/4}s(x), h^{-1/2}t(x))h^{j/4}
\]
and
\[
\lambda_h^{[n,J]} = \sum_{j=0}^{J} \lambda_{n,j}h^{j/4}.
\]
Using the fact that the \( \psi_j \) are in the Schwartz class, we get
\[
\| (P_{h,A} - \lambda_{h}^{[n,J]}) \psi_{h}^{[n,J]} \| \leq C(n, J) h^{(J+1)/4} \| \psi_{h}^{[n,J]} \|.
\]

Thanks to the spectral theorem, we deduce Theorem 2.1.

### 3. Rough lower bound and consequence

This section is devoted to establishing a rough lower bound for \( \lambda_n(h) \). In particular, we give the first term of the asymptotics and deduce the so-called normal Agmon estimates, which are rather standard (see, for instance, [Helffer and Morame 2001; Fournais and Helffer 2006; Raymond 2009]).

**A first lower bound.** We now aim at proving a lower bound:

**Proposition 3.1.** We have
\[
\lambda_n(h) \geq \Theta_0 h a(x_0) \beta(x_0) - Ch^{5/4}.
\]

**Proof.** We use a partition of unity with balls \( D_j \) of size \( r = h^\rho \), satisfying
\[
\sum_j \chi_j^2 = 1 \quad \text{and} \quad \sum_j \| \nabla \chi_j \|^2 \leq Cr^{-2} = Ch^{-2\rho}.
\]  
(3-1)

The so-called IMS formula (see [Cycon et al. 1987]) provides
\[
Q_{h,A}(\psi) = \sum_j Q_{h,A}(\chi_j \psi) - h^2 \sum_j \int_{\Omega} a \| \nabla \chi_j \|^2 |\psi|^2 \, dx,
\]
and thus
\[
Q_{h,A}(\psi) \geq \sum_j Q_{h,A}(\chi_j \psi) - Ch^{2-2\rho} \| \psi \|^2.
\]

In each ball, we approximate \( a \) by a constant:
\[
Q_{h,A}(\chi_j \psi) \geq (a(x_j) - Ch^\rho) \| (-ih \nabla + A)(\chi_j \psi) \|^2.
\]

If \( D_j \) does not intersect the boundary, then
\[
\| (-ih \nabla + A)(\chi_j \psi) \|^2 \geq h \int_{\Omega} \beta(x) |\chi_j \psi|^2 \, dx.
\]

We deduce
\[
Q_{h,A}(\chi_j \psi) \geq (a(x_j) - Ch^{1+\rho}) \| \chi_j \psi \|^2.
\]

If \( D_j \) intersects the boundary, we can assume that its center is on the boundary, and we write in the local coordinates (up to a change of gauge):
\[
Q_{h,A}(\chi_j \psi) \geq (1 - Ch^\rho) \int \tilde{a} \left( h^2 |\partial_t (\chi_j \psi)|^2 + |(-ih \partial_x + \tilde{A}_1)(\chi_j \psi)|^2 \right) \, ds \, dt.
\]

We deduce
\[
Q_{h,A}(\chi_j \psi) \geq (1 - Ch^\rho)(a(x_j) - Ch^\rho) \int h^2 |\partial_t (\chi_j \psi)|^2 + |(-ih \partial_x + \tilde{A}_1)(\chi_j \psi)|^2 \, ds \, dt.
\]
We approximate \( A_1 \) by its linear approximation \( A_1^{\text{lin}} \), and we have
\[
\int h^2 |\partial_t (\chi_j \psi)|^2 + |(-ih \partial_x + A_1)(\chi_j \psi)|^2 \, ds \, dt \\
\geq (1 - \varepsilon) \int h^2 |\partial_t (\chi_j \psi)|^2 + |(-ih \partial_x + A_1^{\text{lin}})(\chi_j \psi)|^2 \, ds \, dt - C \varepsilon^{-1} \int |x - x_j|^4 |\chi_j \psi|^2 \, dx \\
\geq ((1 - \varepsilon) \Theta_0 \beta(x_j) h - C \varepsilon^{-1} h^4 \rho) \| \chi_j \psi \|^2.
\]
To optimize the remainder, we choose \( \varepsilon = h^{2\rho - 1/2} \). Then we take \( \rho = \frac{3}{8} \), and the conclusion follows. \( \square \)

**Normal Agmon estimates: localization in \( t \).** We now prove the following (weighted) localization estimates:

**Proposition 3.2.** Let us consider a smooth cutoff function \( \chi \) supported in a fixed neighborhood of the boundary. Let \( (\lambda_n(h), \psi_h) \) be an eigenpair of \( P_{h,A}. \) For all \( \delta \geq 0 \), there exist \( \varepsilon_0, C \geq 0 \) and \( h_0 \) such that, for \( h \in (0, h_0) \),
\[
\| e^{\varepsilon t(x)} h^{-1/2 + \delta} \chi(x) s(x) h^{-1/4} \psi_h \|^2 \leq C \| e^{\delta \chi(x) s(x) h^{-1/4}} \psi_h \|^2,
\]
\[
Q_{h,A}(e^{\varepsilon t(x)} h^{-1/2 + \delta} \chi(x) s(x) h^{-1/4} \psi_h) \leq C h \| e^{\delta \chi(x) s(x) h^{-1/4}} \psi_h \|^2.
\]

**Proof.** The proof is based on a technique of Agmon (see, for instance, [Agmon 1982; 1985; Helffer 1988]). Let us recall the IMS formula; we have, for an eigenpair \( (\lambda_n(h), \psi_h) \),
\[
Q_{h,A}(e^{\varepsilon t(x)} h^{-1/2 + \delta} \chi(x) s(x) h^{-1/4} \psi_h) = \lambda_n(h) \| e^{\varepsilon t(x)} h^{-1/2 + \delta} \chi(x) s(x) h^{-1/4} \psi_h \|^2 + h^2 \| a^{1/2} \nabla \Phi e^{\varepsilon t(x)} h^{-1/2 + \delta} \chi(x) s(x) h^{-1/4} \psi_h \|^2.
\]
We take
\[
\Phi = \varepsilon t(x) h^{-1/2 + \delta} \chi(x) s(x) h^{-1/4},
\]
where \( \chi \) is a smooth cutoff function supported near the boundary and where \( s : \partial \Omega \mapsto (-|\partial \Omega|/2, |\partial \Omega|/2) \) is the curvilinear coordinate such that \( s(x_0) = 0 \). We use a partition of unity \( \chi_j \) as in (3-1), but with balls of radius \( Rh^{1/2} \) with \( R \) large enough (the \( x_j \) denote the centers), and we get
\[
\sum_j \left( Q_{h,A}(\chi_j e^{t(x)} h^{-1/2 + \delta} \chi(x) s(x) h^{-1/4} \psi_h) - \lambda_n(h) \| \chi_j e^{t(x)} h^{-1/2 + \delta} \chi(x) s(x) h^{-1/4} \psi_h \|^2 - C R^{-2} h - h^2 \| a^{1/2} \nabla \Phi e^{t(x)} h^{-1/2 + \delta} \chi(x) s(x) h^{-1/4} \psi_h \|^2 \right) \leq 0.
\]
We now distinguish between the balls intersecting the boundary (bnd) and the others (int). For the interior balls, we have the lower bound, for \( \eta > 0 \) and \( h \) small enough,
\[
Q_{h,A}(\chi_j e^{t(x)} h^{-1/2 + \delta} \chi(x) s(x) h^{-1/4} \psi_h) \geq (a(x_j) \beta(x_j) h - C h^{3/2}) \| \chi_j e^{t(x)} h^{-1/2 + \delta} \chi(x) s(x) h^{-1/4} \psi_h \|^2.
\]
For the boundary balls, we have
\[
Q_{h,A}(\chi_j e^{t(x)} h^{-1/2 + \delta} \chi(x) s(x) h^{-1/4} \psi_h) \geq (\Theta_0 a(x_j) \beta(x_j) h - C h^{3/2}) \| \chi_j e^{t(x)} h^{-1/2 + \delta} \chi(x) s(x) h^{-1/4} \psi_h \|^2.
\]
Let us now split the sum:
\[
\sum_j \int \left( a(x_j) \beta(x_j) h - \Theta_0 a(x_0) \beta(x_0) h - C h^{3/2} - C h^{-2} h - C h^2 \| \nabla \Phi \|^2 \right) |\chi_j e^{t(x)} h^{-1/2 + \delta} \chi(x) s(x) h^{-1/4} \psi_h |^2 \, dx \\
\leq C h \sum_j \| \chi_j e^{t(x)} h^{-1/2 + \delta} \chi(x) s(x) h^{-1/4} \psi_h \|^2.
\]
With (3-2), we can notice that
\[ \| \nabla \Phi \|^2 \leq C (\varepsilon_0^2 h^{-1} + \delta^2 h^{-1/2}) . \]

Taking \( R \) large enough and \( \varepsilon_0 \) and \( h \) small enough and using (1-5), we get the existence of \( c > 0 \) such that
\[ a(x_j) \beta(x_j) h - \Theta_0 a(x_0) \beta(x_0) h - Ch^{3/2} - CR^{-2} h - Ch^2 \| \nabla \Phi \|^2 \geq c h . \]
We deduce
\[ c \sum_{j \text{ int}} \| \chi_j e^{\Phi} \psi_h \|^2 \leq C \sum_{j \text{ bnd}} \| \chi_j e^{\Phi} \psi_h \|^2 . \]
Due to support considerations, we can write
\[ C \sum_{j \text{ bnd}} \| \chi_j e^{\Phi} \psi_h \|^2 \leq \tilde{C} \sum_{j \text{ bnd}} \| \chi_j e^{\delta \chi(x_j) \beta(x_j) h} \psi_h \|^2 . \]
Thus, we infer
\[ \| e^{\Phi} \psi_h \|^2 \leq \tilde{C} \| e^{\delta \chi(x_j) \beta(x_j) h} \psi_h \|^2 . \]
We deduce that
\[ \sum_j Q_{h,A} (\chi_j e^{\Phi} \psi_h) \leq C h \| e^{\delta \chi(x_j) \beta(x_j) h} \psi_h \|^2 , \]
and thus
\[ Q_{h,A} (e^{\Phi} \psi_h) \leq C h \| e^{\delta \chi(x_j) \beta(x_j) h} \psi_h \|^2 . \]

**Corollary 3.3.** Let \( \eta \in (0, \frac{1}{2}] \). Let \( (\lambda_n(h), \psi_h) \) be an eigenpair of \( P_{h,A} \). For all \( \delta \geq 0 \), there exist \( \varepsilon_0, C \geq 0 \) and \( h_0 \) such that, for \( h \in (0, h_0) \),
\[ \| \chi_{h,n} e^{\varepsilon_0 t(h) \delta \chi(x) \beta(x) h} \psi_h \|^2 \leq C \| \chi_{h,n} e^{\delta \chi(x) \beta(x) h} \psi_h \|^2 , \]
\[ Q_{h,A} (\chi_{h,n} e^{\varepsilon_0 t(h) \delta \chi(x) \beta(x) h} \psi_h) \leq C h \| \chi_{h,n} e^{\delta \chi(x) \beta(x) h} \psi_h \|^2 , \]
where \( \chi_{h,n}(x) = \hat{\chi} (t(x) h^{-1/2 + \eta}) \), and with \( \hat{\chi} \) a smooth cutoff function being 1 near 0.

**Proof.** With Proposition 3.2, we have
\[ \| \chi_{h,n} e^{\varepsilon_0 t(h) \delta \chi(x) \beta(x) h} \psi_h \|^2 \leq C \| e^{\delta \chi(x) \beta(x) h} \psi_h \|^2 . \]

We can write
\[ \| e^{\delta \chi(x) \beta(x) h} \psi_h \|^2 = \| \chi_{h,n} e^{\delta \chi(x) \beta(x) h} \psi_h \|^2 + \| \sqrt{1 - \chi_{h,n} e^{\delta \chi(x) \beta(x) h}} \psi_h \|^2 . \]
Using Proposition 3.2, we have the estimate
\[ \| \sqrt{1 - \chi_{h,n} e^{\delta \chi(x) \beta(x) h}} \psi_h \|^2 = \| \sqrt{1 - \chi_{h,n} e^{\delta \chi(x) \beta(x) h}} e^{\varepsilon_0 t(h) \delta \chi(x) \beta(x) h} \psi_h \|^2 = O(h^\infty) \| e^{\delta \chi(x) \beta(x) h} \psi_h \|^2 . \]
The IMS formula provides
\[ Q_{h,A} (e^{\Phi} \psi_h) = Q_{h,A} (\chi_{h,n} e^{\Phi} \psi_h) + Q_{h,A} (\sqrt{1 - \chi_{h,n} e^{\Phi} \psi_h}) + O(h^{1+2\eta}) \| e^{\Phi} \psi_h \|^2 . \]
We take
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Considering the balls not intersecting the boundary, we get (see the proof of Proposition 3.1):

4. Order of the second term: localization in $s$

It is well-known that the order of the second term in the asymptotics of $\lambda_n(h)$ is closely related to localization properties of the corresponding eigenfunctions. The aim of this section is to establish such properties. Let us mention that similar estimates were proved in [Raymond 2009] through a technical analysis. Here we give a less technical proof using a very rough functional calculus.

**Proposition 4.1.** Under the generic assumptions, there exist $C > 0$ and $h_0 > 0$ such that for $h \in (0, h_0)$,

$$\lambda_n(h) \geq \Theta_0 a(x_0) \beta(x_0) h - C h^{3/2}.$$ 

Moreover, for all $\delta \geq 0$, there exist $C > 0$ and $h_0 > 0$ such that for $h \in (0, h_0)$,

$$\int e^{2 \delta \chi(x) |s(x)| h^{-1/4}} |\psi|^2 ds \, dt \leq C \|\psi\|^2.$$ 

**Proof.** Let us recall the so-called IMS formula (see, for instance, [Cycon et al. 1987]); we have, for an eigenpair $(\lambda_n(h), \psi)$,

$$Q_{h,A}(e^\Phi \psi - \lambda_n(h) e^\Phi \psi)^2 - h^2 \|a^{1/2} \nabla \Phi e^\Phi \psi\|^2 = 0.$$ 

We take

$$\Phi = \delta \chi(x) |s(x)| h^{-1/4}, \quad \text{with } \delta \geq 0. \tag{4-1}$$ 

The idea is now to prove a suitable lower bound for $Q_{h,A}$. We use a partition of unity $(\chi_j)$ (see (3-1)) with balls of radius $h^{1/4}$ and centers $(s_j, t_j)$. We get the lower bound

$$Q_{h,A}(e^\Phi \psi) \geq \sum_j Q_{h,A}(\psi_j) - Ch^{3/2} \|e^\Phi \psi\|^2,$$

where

$$\psi_j = \chi_j e^\Phi \psi,$$

and we deduce

$$\sum_j Q_{h,A}(\psi_j) - Ch^{3/2} \|\psi_j\|^2 - \lambda_n(h) \|\psi_j\|^2 \leq 0, \tag{4-2}$$

since we have, thanks to (4-1), $\|\nabla \Phi\|^2 \leq Ch^{-1/2}$.

**Interior balls.** Considering the balls not intersecting the boundary, we get (see the proof of Proposition 3.1):

$$\sum_{j \int} Q_{h,A}(\psi_j) \geq \sum_{j \int} (a(x_j) \beta(x_j) h - C h^{5/4}) \|\psi_j\|^2.$$ 

Using Assumption (1-4), we deduce

$$\sum_{j \int} Q_{h,A}(\psi_j) \geq \sum_{j \int} (\Theta_0 a(x_0) \beta(x_0) h - C h^{5/4}) \|\psi_j\|^2. \tag{4-3}$$
**Boundary balls.** Let us consider the $j$ such that $D_j$ intersects the boundary (we can assume that its center is $(s_j, 0)$). Using first the normal Agmon estimates, we have the lower bound

$$
\sum_{j} Q_{h,A}(\psi_j) \geq \sum_{j} \int \tilde{a}(\lbrack (-ih\partial_t + \tilde{A}_2)\psi_j \rbrack^2 + \lbrack (ih\partial_s + \tilde{A}_1)\psi_j \rbrack^2) \, ds \, dt - Ch^{3/2}\|e\Phi \|^{2},
$$

where we have used the IMS formula to get

$$
\sum_{j} \int \tilde{a}(\lbrack (-ih\partial_t + \tilde{A}_2)\psi_j \rbrack^2 + \lbrack (ih\partial_s + \tilde{A}_1)\psi_j \rbrack^2) \, ds \, dt \\
\leq C \int_{0<t<t_0} \tilde{a}(\lbrack (-ih\partial_t + \tilde{A}_2)e\Phi \rbrack^2 + \lbrack (ih\partial_s + \tilde{A}_1)e\Phi \rbrack^2) \, ds \, dt + Ch^{3/2}\|e\Phi \|^{2}.
$$

Using again the normal estimates (see Corollaries 3.3 and 3.4) and also the size of the balls, we get

$$
\sum_{j} Q_{h,A}(\psi_j) \geq \sum_{j} \int \tilde{a}^{\text{lin}}(\lbrack (-ih\partial_t + \tilde{A}_2)\psi_j \rbrack^2 + \lbrack (ih\partial_s + \tilde{A}_1)\psi_j \rbrack^2) \, ds \, dt - Ch^{3/2}\|e\Phi \|^{2}, \quad (4.4)
$$

where

$$
\tilde{a}^{\text{lin}}_j = a_j + (s-s_j)\partial_s a(x_j).
$$

Let us fix $S_0 > 0$ to distinguish between the balls whose centers are close to $x_0 = (0, 0)$ and the others.

**Case $|s_j| \geq S_0$.** Let us consider the boundary balls such that $|s_j| \geq S_0$. Using the size of the balls, we get the lower bound

$$
\int \tilde{a}^{\text{lin}}(\lbrack (-ih\partial_t + \tilde{A}_2)\psi_j \rbrack^2 + \lbrack (ih\partial_s + \tilde{A}_1)\psi_j \rbrack^2) \, ds \, dt \geq (\Theta_0 a(x_j)\beta(x_j)\eta - Ch^{5/4}) \|\psi_j\|^{2} \\
\geq \Theta_0 (1 + \varepsilon a(x_0)\beta(x_0)\eta) \|\psi_j\|^{2}, \quad (4.5)
$$

where $\varepsilon > 0$ only depends on $S_0$, $\beta$, $a$ and $\Omega$.

**Case $|s_j| \leq S_0$.** Let us consider the boundary balls such that $|s_j| \leq S_0$. In each ball, we can use a new gauge so that

$$
\sum_{j} \int \tilde{a}^{\text{lin}}(\lbrack (-ih\partial_t + \tilde{A}_2)\psi_j \rbrack^2 + \lbrack (ih\partial_s + \tilde{A}_1)\psi_j \rbrack^2) \, ds \, dt \\
= \sum_{j} \int \tilde{a}^{\text{lin}}(\lbrack h\partial_t \psi_j \rbrack^2 + \lbrack (ih\partial_s + \tilde{A}_1^{\text{new}})\psi_j \rbrack^2) \, ds \, dt,
$$

where $\tilde{A}_1^{\text{new}}$ (we omit the dependence on $j$) satisfies

$$
|\tilde{A}_1^{\text{new}} - t\tilde{\beta}^{\text{lin}}_j| \leq C(t|s-s_j|^{2} + t^{2}),
$$

with

$$
\tilde{\beta}^{\text{lin}}_j = \tilde{\beta}_j + \partial_s \tilde{\beta}(x_j)(s-s_j).
$$
We obtain, thanks to the (weighted) estimates of Agmon,
\[
\sum_{j \in \text{bnd}, |s_j| \leq S_0} \int \tilde{a}_j^{\text{lin}} \left( |h \partial_t \psi_j|^2 + |(ih \partial_s + \hat{A}_1^{\text{new}})\psi_j|^2 \right) ds \, dt \\
\geq (1 - h^{1/2}) \sum_{j \in \text{bnd}, |s_j| \leq S_0} \int \tilde{a}_j^{\text{lin}} \left( h^2 |\partial_t \psi_j|^2 + |(ih \partial_s + t \hat{\beta}_j^{\text{lin}})\psi_j|^2 \right) ds \, dt - Ch^{3/2} \|e^\Phi \psi\|^2.
\] (4-6)

In each ball, we use the change of variables (which is a scaling with respect to \( \tau \) depending on \( \sigma \))
\[
\sigma = s \quad \text{and} \quad \tau = (\hat{\beta}_j^{\text{lin}})^{1/2} t.
\]

We can write
\[
\partial_t = (\hat{\beta}_j^{\text{lin}})^{1/2} \partial_{\tau} \quad \text{and} \quad \partial_s = \partial_\sigma + \partial_\sigma((\hat{\beta}_j^{\text{lin}})^{1/2}) \partial_{\tau}
\]
and
\[
ds \, dt = (\hat{\beta}_j^{\text{lin}})^{-1/2} \, d\sigma \, d\tau.
\]

We obtain
\[
\int \tilde{a}_j^{\text{lin}} \left( h^2 |\partial_t \psi_j|^2 + |(ih \partial_s + t \hat{\beta}_j^{\text{lin}})\psi_j|^2 \right) ds \, dt \\
\geq (1 - h^{1/2}) \int \tilde{a}_j^{\text{lin}} \hat{\beta}_j^{\text{lin}} \left( h^2 |\partial_\tau \hat{\psi}_j|^2 + |(ih(\hat{\beta}_j^{\text{lin}})^{-1/2} \partial_\sigma + \tau) \hat{\psi}_j|^2 \right) \hat{\beta}_j^{\text{lin}}^{-1/2} \, d\sigma \, d\tau \\
- Ch^{3/2} \int |\tau \partial_\tau \hat{\psi}_j|^2 \, d\sigma \, d\tau,
\] (4-7)

where \( \hat{\psi}_j \) denotes \( \psi_j \) in the coordinates \((\sigma, \tau)\). With the normal Agmon estimates (see Corollaries 3.3 and 3.4), we have
\[
\sum_{j \in \text{bnd}, |s_j| \leq S_0} \int |\tau \partial_\tau \hat{\psi}_j|^2 \, d\sigma \, d\tau \leq C \|e^\Phi \psi\|^2.
\]

We must now obtain an appropriate lower bound for
\[
\int \tilde{a}_j^{\text{lin}} \hat{\beta}_j^{\text{lin}} \left( h^2 |\partial_\tau \hat{\psi}_j|^2 + |(ih(\hat{\beta}_j^{\text{lin}})^{-1/2} \partial_\sigma + \tau) \hat{\psi}_j|^2 \right) \hat{\beta}_j^{\text{lin}}^{-1/2} \, d\sigma \, d\tau.
\]

This is the end of the following lemma.

**Lemma 4.2.** We have
\[
\int \tilde{a}_j^{\text{lin}} \hat{\beta}_j^{\text{lin}} \left( h^2 |\partial_\tau \hat{\psi}_j|^2 + |(ih(\hat{\beta}_j^{\text{lin}})^{-1/2} \partial_\sigma + \tau) \hat{\psi}_j|^2 \right) \hat{\beta}_j^{\text{lin}}^{-1/2} \, d\sigma \, d\tau \\
\geq h\Theta_0 \int \left( a(x_0)\beta(x_0) + \frac{\alpha}{4} \sigma^2 \right) |\hat{\psi}_j|^2 \hat{\beta}_j^{\text{lin}}^{-1/2} \, d\sigma \, d\tau - Ch^2 \|\hat{\psi}_j\|^2.
\]

**Proof.** We can notice that the Dirichlet realization on \((-\tilde{S}_0, \tilde{S}_0)\) of \( D_\sigma \{\hat{\beta}_j^{\text{lin}}\}^{-1/2} \) is self-adjoint on \( L^2(\{\hat{\beta}_j^{\text{lin}}\}^{-1/2} d\sigma) \). Thus, we shall commute \( D_\sigma \) and \( \{\hat{\beta}_j^{\text{lin}}\}^{-1/2} \) and control the remainder due to the commutator.
Notation 4.3. Henceforth, \( \partial_\sigma(f) \) will denote the derivative of the function \( f \), whereas \( \partial_\sigma f \) will denote the composition of the differentiation \( \partial_\sigma \) with the multiplication by \( f \).

We can write
\[
\int a_j^{\text{lin}} \tilde{\beta}_j \left( h^2 |\partial_\tau \hat{\psi}_j|^2 + \left| (i h \{ \tilde{\beta}_j \}^{-1/2} \partial_\sigma + \tau \right) \hat{\psi}_j \right|^2 \{ \tilde{\beta}_j \}^{-1/2} d\sigma d\tau \\
= \int a_j^{\text{lin}} \tilde{\beta}_j h^2 |\partial_\tau \hat{\psi}_j|^2 \{ \tilde{\beta}_j \}^{-1/2} d\sigma d\tau \\
+ \int a_j^{\text{lin}} \tilde{\beta}_j \left| (i h \partial_\sigma \{ \tilde{\beta}_j \}^{-1/2} - i h \partial_\sigma (\{ \tilde{\beta}_j \}^{-1/2} + \tau) \hat{\psi}_j \right|^2 \{ \tilde{\beta}_j \}^{-1/2} d\sigma d\tau.
\]

We can estimate the double product:
\[
2h^2 \Re \left( \int a_j^{\text{lin}} \tilde{\beta}_j \left( i h \partial_\sigma \{ \tilde{\beta}_j \}^{-1/2} + \tau \right) \hat{\psi}_j i \partial_\sigma (\{ \tilde{\beta}_j \}^{-1/2} \hat{\psi}_j \{ \tilde{\beta}_j \}^{-1/2} d\sigma d\tau \right) \\
= -2h^2 \Re \left( \int a_j^{\text{lin}} \tilde{\beta}_j \partial_\sigma (\{ \tilde{\beta}_j \}^{-1/2} \hat{\psi}_j \{ \tilde{\beta}_j \}^{-1/2} d\sigma d\tau \right) \\
= -h^2 \int a_j^{\text{lin}} \tilde{\beta}_j \partial_\sigma (\{ \tilde{\beta}_j \}^{-1/2} \partial_\sigma (\{ \tilde{\beta}_j \}^{-1/2} \hat{\psi}_j ) \{ \tilde{\beta}_j \}^{-1/2} d\sigma d\tau = O(h^2) \| \hat{\psi}_j \|^2,
\]
where we have used an integration by parts for the last estimate. We deduce
\[
\int a_j^{\text{lin}} \tilde{\beta}_j \left( h^2 |\partial_\tau \hat{\psi}_j|^2 + \left| (i h \{ \tilde{\beta}_j \}^{-1/2} \partial_\sigma + \tau \right) \hat{\psi}_j \right|^2 \{ \tilde{\beta}_j \}^{-1/2} d\sigma d\tau \\
\geq \int a_j^{\text{lin}} \tilde{\beta}_j \left( h^2 |\partial_\tau \hat{\psi}_j|^2 + \left| (i h \partial_\sigma \{ \tilde{\beta}_j \}^{-1/2} + \tau \hat{\psi}_j \right|^2 \{ \tilde{\beta}_j \}^{-1/2} d\sigma d\tau - C h^2 \| \hat{\psi}_j \|^2. \quad (4-8)
\]

For \( S_0 \) small enough, we have, using the nondegeneracy, for \( s \) such that \( |s| \leq \tilde{S}_0 \) (with \( \tilde{S}_0 \) slightly bigger than \( S_0 \)),
\[
\tilde{a}_j^{\text{lin}}(s) \tilde{\beta}_j^{\text{lin}}(s) \geq a(x_0) \beta(x_0) + \frac{\alpha}{4} |s|^2.
\]

Let us analyze the integral:
\[
\int \sigma \left( i h \partial_\sigma \{ \tilde{\beta}_j \}^{-1/2} + \tau \hat{\psi}_j \right)^2 \{ \tilde{\beta}_j \}^{-1/2} d\sigma d\tau \\
= \int \left| (i h \partial_\sigma \{ \tilde{\beta}_j \}^{-1/2} + \tau \hat{\psi}_j \right|^2 \{ \tilde{\beta}_j \}^{-1/2} d\sigma d\tau.
\]

We must estimate the double product:
\[
2h^2 \Re \left( \int \sigma \hat{\psi}_j i h \{ \tilde{\beta}_j \}^{-1/2} \hat{\psi}_j \{ \tilde{\beta}_j \}^{-1/2} d\sigma d\tau \right) \\
= -2h^2 \Re \left( \int \partial_\sigma (\{ \tilde{\beta}_j \}^{-1/2} \hat{\psi}_j \{ \tilde{\beta}_j \}^{-1/2} \hat{\psi}_j \{ \tilde{\beta}_j \}^{-1/2} d\sigma d\tau \right) \\
= -h^2 \int \partial_\sigma (\{ \tilde{\beta}_j \}^{-1/2} \hat{\psi}_j \{ \tilde{\beta}_j \}^{-1/2} \hat{\psi}_j \{ \tilde{\beta}_j \}^{-1/2} d\sigma d\tau + O(h^2) \| \hat{\psi}_j \|^2 = O(h^2) \| \hat{\psi}_j \|^2.
\]
We infer:
\[
\int \hat{a}_j \beta_j \left( h^2 |\partial_t \hat{\psi}_j|^2 + |(ih\partial_\sigma \{\hat{\beta}_j\}^{-1/2} + \tau) \hat{\psi}_j|^2 \right) \{\hat{\beta}_j\}^{-1/2} d\sigma d\tau \\
\geq a(x_0)\beta(x_0) \int \left( h^2 |\partial_t \hat{\psi}_j|^2 + |(ih\partial_\sigma \{\hat{\beta}_j\}^{-1/2} + \tau) \hat{\psi}_j|^2 \right) \{\hat{\beta}_j\}^{-1/2} d\sigma d\tau \\
+ \frac{\alpha}{4} \int \left( h^2 |\partial_t (\sigma \hat{\psi}_j)|^2 + |(ih\partial_\sigma \{\hat{\beta}_j\}^{-1/2} + \tau) \sigma \hat{\psi}_j|^2 \right) \{\hat{\beta}_j\}^{-1/2} d\sigma d\tau - Ch^2 \|\hat{\psi}_j\|^2.
\]

We recall that, for all \(\xi \in \mathbb{R}\),
\[
\int \left( h^2 |\partial_t \phi|^2 + |(\tau - h\xi - \xi_0 h^{1/2})\phi|^2 \right) d\tau \geq h\mu(\xi_0 + h^{1/2}\xi)\|\phi\|^2 \geq \Theta_0 h\|\phi\|^2.
\]

We infer with the functional calculus:
\[
\int \hat{a}_j \beta_j \left( h^2 |\partial_t \hat{\psi}_j|^2 + |(ih\partial_\sigma \{\hat{\beta}_j\}^{-1/2} + \tau - \xi_0 h^{1/2}) \hat{\psi}_j|^2 \right) \{\hat{\beta}_j\}^{-1/2} d\sigma d\tau \\
\geq h\Theta_0 \int \left( a(x_0)\beta(x_0) + \frac{\alpha}{4} \sigma^2 \right)|\hat{\psi}_j|^2 \{\hat{\beta}_j\}^{-1/2} d\sigma d\tau - Ch^2 \|\hat{\psi}_j\|^2. \quad (4-9)
\]

This concludes the proof. \(\Box\)

**Lower bound for \(\lambda_n(h)\).** If we take \(\delta = 0\), we deduce, with (4-2)–(4-7) and Lemma 4.2,
\[
\lambda_n(h) \|\psi\|^2 \geq \sum_j \Theta_0 h a(x_0)\beta(x_0) \int |\psi_j|^2 dx - Ch^{3/2} \|\psi\|^2.
\]

**Tangential Agmon estimate.** Gathering the estimates (4-3), (4-5), (4-7) and Lemma 4.2, we deduce the existence of \(c > 0\) such that
\[
\sum_{j \text{ bnd}} \left( \Theta_0 h \int \left( a(x_0)\beta(x_0) + \frac{\alpha}{4} \sigma^2 \right)|\psi_j|^2 ds dt - \Theta_0 h \|\psi_j\|^2 - Ch^{3/2} \|\psi_j\|^2 \right) \\
+ \sum_{j \text{ int}} ch \|\psi_j\|^2 + \sum_{j \text{ bnd}} ch \|\psi_j\|^2 \leq 0
\]

and
\[
\sum_{j \text{ bnd}} \left( \Theta_0 h \int \frac{\alpha}{4} s^2 |\psi_j|^2 ds dt - Ch^{3/2} \|\psi_j\|^2 \right) \leq Ch^{3/2} \|\psi_0\|^2 \leq Ch^{3/2} \|\psi\|^2.
\]

Taking \(C_0\) large enough, we infer
\[
\sum_{j \text{ bnd}} \|\psi_j\|^2 \leq C \|\psi\|^2,
\]
so that
\[
\sum_{j \text{ bnd}, \ |\psi_j| \leq s_0} \|\psi_j\|^2 \leq C \|\psi\|^2 \quad \text{and} \quad \sum_j \|\psi_j\|^2 = \|e^\Phi \psi\|^2 \leq C \|\psi\|^2.
\]
Let us write an immediate corollary (see Corollaries 3.3 and 3.4).

**Corollary 4.4.** Let \((\eta_1, \eta_2) \in (0, \frac{1}{2}] \times (0, \frac{1}{4}]\). Let \((\lambda_n(h), \psi_h)\) be an eigenpair of \(P_{h,A}\). For all \((k, l) \in \mathbb{N}\), there exist \(C \geq 0\) and \(h_0 > 0\) such that, for \(h \in (0, h_0)\),

\[
\| \chi_{h,\eta_1,\eta_2} s^k t^l \psi_h \|^2 \leq C h^{k/2 + l} \| \psi_h \|^2,
\]

\[
\| \chi_{h,\eta_1,\eta_2} s^k t^l (-ih\partial_x + \tilde{A}_1) \psi_h \|^2 \leq C h h^{k/2 + l} \| \psi_h \|^2,
\]

\[
\| \chi_{h,\eta_1,\eta_2} s^k t^l (-ih\partial_t + \tilde{A}_2) \psi_h \|^2 \leq C h h^{k/2 + l} \| \psi_h \|^2,
\]

where \(\chi_{h,\eta_1,\eta_2}(x) = \hat{\chi}(t(x)h^{-1/2 + \eta}) \hat{x}(s(x)h^{-1/4 + \eta_2})\). Moreover, we have

\[
\| (1 - \chi_{h,\eta_1,\eta_2}) s^k t^l \psi_h \|^2 = O(h^\infty) \| \psi_h \|^2,
\]

\[
\| (1 - \chi_{h,\eta_1,\eta_2}) s^k t^l (-ih\partial_x + \tilde{A}_1) \psi_h \|^2 = O(h^\infty) \| \psi_h \|^2,
\]

\[
\| (1 - \chi_{h,\eta_1,\eta_2}) s^k t^l (-ih\partial_t + \tilde{A}_2) \psi_h \|^2 = O(h^\infty) \| \psi_h \|^2.
\]

**Remark 4.5.** In the following, each reference to the “estimates of Agmon” will be a reference to this last corollary. Moreover, at some point, the localization ideas behind Section 3 and 4, which are summarized in the last corollary, follow from the general philosophy developed in the last decade (an improvement of the approximation of the eigenvalues provides an improvement of localization and conversely). In the next section, we will strongly use these a priori estimates.

### 5. Unitary transforms and the Born–Oppenheimer approximation

We use a cutoff function \(\chi_h\) near \(x_0\) with support or order \(h^{1/4 - \bar{\eta}}\) with \(\bar{\eta} > 0\). For all \(N \geq 1\), let us consider \(L^2\)-normalized eigenpairs \((\lambda_n(h), \psi_{n,h})\)\(_{1 \leq n \leq N}\) such that \((\psi_{n,h}, \psi_{m,h}) = 0\) when \(n \neq m\). We consider the \(N\) dimensional space defined by

\[
\mathcal{E}_N(h) = \text{span} \psi_{n,h}, \quad \text{where} \quad \psi_{n,h} = \chi_h \psi_h.
\]

**Remark 5.1.** The estimates of Agmon of Corollary 4.4 are satisfied by all the elements of \(\mathcal{E}_N(h)\).

We can notice that, with the estimates of Agmon, for all \(\tilde{\psi} \in \mathcal{E}_N(h)\),

\[
Q_{h,A}(\tilde{\psi}) \leq \lambda_N(h)\| \tilde{\psi} \|^2 + O(h^\infty)\| \tilde{\psi} \|^2.
\]  

(5-1)

In the following subsection, we provide a lower bound for \(Q_{h,A}\) on \(\mathcal{E}_N(h)\).

**Remark 5.2.** Let us underline the main spirit of this section. We are going to use successive canonical transformations of the symbol of our operator (change of variable, change of gauge, weighted Fourier transform) or, equivalently, of the associated quadratic form. In the spirit of Egorov’s theorem, all these transformations will give rise to different remainders which can be treated thanks to the a priori localization estimates. Then, after conjugations by these successive unitary transforms, we will reduce the analysis to one of an electric Laplacian in the Born–Oppenheimer form.
Choice of gauge and new coordinates: a first lower bound. On the support of $\chi_h$, we use a gauge such that $\tilde{A}_2 = 0$ and

$$|\tilde{A}_1 - \tilde{A}_1^\text{app}| \leq C(t^3 + |s|^2 + |s|^2 t),$$

where

$$\tilde{A}_1^\text{app} = t(1 + b_1 s + b_{11} s^2) - \xi_0 \hat{b}(s)^{1/2} h^{1/2} + \frac{\hat{b}_2}{2} t^2 = t \hat{b}(s) - \xi_0 \hat{b}(s)^{1/2} h^{1/2} + \frac{\hat{b}_2}{2} t^2,$$

where $\hat{b}_2 = b_2 - k_0$. We also let

$$\tilde{a}^\text{app}(s, t) = 1 + a_1 s + a_{11} s^2 + a_2 t = \hat{a}(s) + a_2 t.$$ 

Moreover, in this neighborhood of $(0, 0)$, we introduce new coordinates:

$$\tau = t(\hat{b}(s))^{1/2}, \quad \sigma = s.$$ (5-2)

In particular, we get

$$\partial_t = (\hat{b}(\sigma))^{1/2} \partial_{\tau}, \quad \partial_{s} = \partial_{\sigma} + \frac{1}{2} \hat{b}^{-1} \partial_{\sigma} \hat{b} \partial_{\tau}$$

and

$$ds \, dt = \hat{b}^{-1/2} d\sigma \, d\tau.$$ 

To simplify the notation, we let $p = \hat{b}^{-1/2}$. We will also use the change of variable

$$\hat{\sigma} = \int_0^\sigma \frac{1}{p(u)} du = f(\sigma)$$

so that $L^2(p \, d\sigma)$ becomes $L^2(\hat{p}^2 \, d\hat{\sigma})$.

This subsection is devoted to the proof of the following lower bound of $Q_{h,A}$ on $\mathcal{E}_N(h)$.

#### Proposition 5.3.

There exist $h_0 > 0$ and $C > 0$ such that for $h \in (0, h_0)$ and all $\tilde{\psi} \in \mathcal{E}_N(h)$,

$$Q_{h,A}(\tilde{\psi}) \geq \tilde{Q}_{h,\text{app}}(\tilde{\psi}) - C h^{3/2 + 1/4} \|\tilde{\psi}\|^2,$$ (5-3)

where

$$\tilde{Q}_{h,\text{app}}(\tilde{\psi}) = \int (1 + a_2 \tau)(1 - \tau k_0)|h \partial_{\tau} \tilde{\psi}|^2 \hat{p}^2 d\hat{\sigma} \, d\tau$$

$$+ \int (1 + a_2 \tau)(1 - \tau k_0)^{-1}|(i \hbar \hat{p}^{-1} \partial_{\sigma} \hat{p} + \tau - \xi_0 h^{1/2} + \frac{\hat{b}_2}{2} \tau^2 - \hbar \frac{b_1}{2} \tau D \tau) \tilde{\psi}|^2 \hat{p}^2 d\hat{\sigma} \, d\tau$$

$$+ \hbar a \Theta_0 \int \hat{\sigma}^2 |\tilde{\psi}|^2 \hat{p}^2 d\hat{\sigma} \, d\tau,$$

where $\tilde{\psi}$ denotes $\tilde{\psi}$ in the coordinates $(\hat{\sigma}, \tau)$.

In order to prove Proposition 5.3, we will need this lemma:

#### Lemma 5.4.

There exist $h_0 > 0$ and $C > 0$ such that for $h \in (0, h_0)$ and all $\tilde{\psi} \in \mathcal{E}_N(h)$,

$$Q_{h,A}(\tilde{\psi}) \geq \tilde{Q}_{h,\text{app}}(\tilde{\psi}) - C h^{3/2 + 1/4} \|\tilde{\psi}\|^2,$$
where
\[
\hat{Q}_{h,\text{app}}(\hat{\psi}) = \int m_2(\sigma, \tau) |h \partial_\tau \hat{\psi}|^2 \hat{b}^{-1/2} \, d\sigma \, d\tau + \int m_1(\sigma, \tau) \left| \left( h \Xi + \tau - \xi_0 h^{1/2} + \frac{\hat{b}_2}{2} \tau^2 - h \frac{b_1}{2} \tau D_\tau \right) \hat{\psi} \right|^2 \hat{b}^{-1/2} \, d\sigma \, d\tau,
\]
with
\[
\Xi = i \partial_\sigma \hat{b}^{-1/2}, \quad m_1(\sigma, \tau) = (1 + \alpha \sigma^2)(1 + a_2 \tau)(1 - \tau k_0)^{-1}, \quad m_2(\sigma, \tau) = (1 + \alpha \sigma^2)(1 + a_2 \tau)(1 - \tau k_0),
\]
and where \(\hat{\psi}\) denotes \(\hat{\psi}\) in the coordinates \((\sigma, \tau)\).

Proof. We have
\[
Q_{h,A}(\hat{\psi}) = \int \hat{a}(1 - tk(s)) \left| (-ih \partial_\tau + A_2) \hat{\psi} \right|^2 + \hat{a}(1 - tk(s))^{-1} \left| (ih \partial_\sigma + A_1) \hat{\psi} \right|^2 \, ds \, dt.
\]
Thanks to the normal and tangential Agmon estimates, we get
\[
Q_{h,A}(\hat{\psi}) \geq \int \hat{a}(1 - tk_0)h^2 |\partial_\tau \hat{\psi}|^2 + \hat{a}(1 - tk_0)^{-1} \left| (ih \partial_\sigma + \hat{A}_1) \hat{\psi} \right|^2 \, ds \, dt - Ch^{3/2+1/4} \| \hat{\psi} \|^2.
\]
The Agmon estimates imply
\[
Q_{h,A}(\hat{\psi}) \geq \int \hat{a}^{\text{app}}(1 - tk_0)h^2 |\partial_\tau \hat{\psi}|^2 + \hat{a}^{\text{app}}(1 - tk_0)^{-1} \left| (ih \partial_\sigma + \hat{A}_1^{\text{app}}) \hat{\psi} \right|^2 \, ds \, dt - Ch^{3/2+1/4} \| \hat{\psi} \|^2.
\]
We get
\[
Q_{h,A}(\hat{\psi}) \geq \int \hat{a}(1 + a_2 t)(1 - tk_0)h^2 |\partial_\tau \hat{\psi}|^2 + (1 + a_2 t)(1 - tk_0)^{-1} \left| (ih \partial_\sigma + \hat{A}_1^{\text{app}}) \hat{\psi} \right|^2 \, ds \, dt - Ch^{3/2+1/4} \| \hat{\psi} \|^2.
\]
With the coordinates \((\sigma, \tau)\), we obtain
\[
\int \hat{a}(1 + a_2 t)(1 - tk_0)h^2 |\partial_\tau \hat{\psi}|^2 + (1 + a_2 t)(1 - tk_0)^{-1} \left| (ih \partial_\sigma + \hat{A}_1^{\text{app}}) \hat{\psi} \right|^2 \, ds \, dt \geq \hat{Q}_h(\hat{\psi}) - Ch^{3/2+1/4} \| \hat{\psi} \|^2,
\]
where
\[
\hat{Q}_h(\hat{\psi}) = \int \hat{m}_2(\sigma, \tau) |h \partial_\tau \hat{\psi}|^2 \hat{b}^{-1/2} \, d\sigma \, d\tau
\]
\[
+ \int \hat{m}_1(\sigma, \tau) \left| \left( h \hat{b}^{-1/2} i \partial_\sigma + \tau - \xi_0 h^{1/2} + \frac{\hat{b}_2}{2} \tau^2 \hat{b}^{-1/2} - h \frac{\partial_\sigma \hat{b}}{2\hat{b}^{3/2}} \tau D_\tau \right) \hat{\psi} \right|^2 \hat{b}^{-1/2} \, d\sigma \, d\tau,
\]
where
\[
\hat{m}_1(\sigma, \tau) = \hat{a} \hat{b}(1 + a_2 \tau)(1 - \tau k_0)^{-1}, \quad \hat{m}_2(\sigma, \tau) = \hat{a} \hat{b}(1 + a_2 \tau)(1 - \tau k_0).
\]
With the estimates of Agmon, we can simplify the quadratic form modulo lower-order terms:

\[
\hat{Q}_h(\psi) \geq \int \tilde{m}_2(\sigma, \tau) |h \partial_\tau \hat{\psi}|^2 \hat{b}^{-1/2} d\sigma d\tau \\
+ \int \tilde{m}_1(\sigma, \tau) \left( h \hat{b}^{-1/2} i \partial_\sigma + \tau - \xi_0 h^{1/2} + \frac{\hat{b}_2}{2} \tau^2 - h \frac{b_1}{2} \tau D_\tau \right) \hat{\psi}^2 \hat{b}^{-1/2} d\sigma d\tau \\
- C h^{3/2+1/4} \| \hat{\psi} \|^2.
\]

We recall that \( \hat{a} \hat{b} = 1 + \alpha \sigma^2 + O(|\sigma|^3) \), so that with the estimates of Agmon we infer

\[
\hat{Q}_h(\psi) \geq \int m_2(\sigma, \tau) |h \partial_\tau \hat{\psi}|^2 \hat{b}^{-1/2} d\sigma d\tau \\
+ \int m_1(\sigma, \tau) \left( h \hat{b}^{-1/2} i \partial_\sigma + \tau - \xi_0 h^{1/2} + \frac{\hat{b}_2}{2} \tau^2 - h \frac{b_1}{2} \tau D_\tau \right) \hat{\psi}^2 \hat{b}^{-1/2} d\sigma d\tau \\
- C h^{3/2+1/4} \| \hat{\psi} \|^2.
\]

We now want to replace \( \hat{b}^{-1/2} i \partial_\sigma \) by \( i \partial_\sigma \hat{b}^{-1/2} \), which is self-adjoint on \( L^2(\hat{b}^{-1/2} d\sigma d\tau) \). Writing a commutator, we get

\[
\int m_1(\sigma, \tau) \left( h \hat{b}^{-1/2} i \partial_\sigma + \tau - \xi_0 h^{1/2} + \frac{\hat{b}_2}{2} \tau^2 - h \frac{b_1}{2} \tau D_\tau \right) \hat{\psi}^2 \hat{b}^{-1/2} d\sigma d\tau \\
= \int m_1(\sigma, \tau) \left( h i \partial_\sigma \hat{b}^{-1/2} - ih (\partial_\sigma \hat{b}^{-1/2}) + \tau - \xi_0 h^{1/2} + \frac{\hat{b}_2}{2} \tau^2 - h \frac{b_1}{2} \tau D_\tau \right) \hat{\psi}^2 \hat{b}^{-1/2} d\sigma d\tau.
\]

Let us consider the double product

\[
2 h \Re \left( \int m_1(\sigma, \tau) \left( h i \partial_\sigma \hat{b}^{-1/2} + \tau - \xi_0 h^{1/2} + \frac{\hat{b}_2}{2} \tau^2 - h \frac{b_1}{2} \tau D_\tau \right) \hat{\psi} i (\partial_\sigma \hat{b}^{-1/2}) \overline{\hat{\psi}} \hat{b}^{-1/2} d\sigma d\tau \right) \\
= 2 h \Re \left( \int m_1(\sigma, \tau) \left( h i \partial_\sigma \hat{b}^{-1/2} - h \frac{b_1}{2} \tau D_\tau \right) \hat{\psi} i (\partial_\sigma \hat{b}^{-1/2}) \overline{\hat{\psi}} \hat{b}^{-1/2} d\sigma d\tau \right) \\
= -2 h^2 \Re \int m_1(\sigma, \tau) \left( \partial_\sigma (\hat{b}^{-1/2} \hat{\psi}) (\partial_\sigma \hat{b}^{-1/2}) \overline{\hat{\psi}} \hat{b}^{-1/2} d\sigma d\tau \right) + O(h^2) \| \hat{\psi} \|^2,
\]

where we have used the normal Agmon estimates. We deduce that

\[
2 h \Re \left( \int m_1(\sigma, \tau) \left( h i \partial_\sigma \hat{b}^{-1/2} + \tau - \xi_0 h^{1/2} + \frac{\hat{b}_2}{2} \tau^2 - h \frac{b_1}{2} \tau D_\tau \right) \hat{\psi} i (\partial_\sigma \hat{b}^{-1/2}) \overline{\hat{\psi}} \hat{b}^{-1/2} d\sigma d\tau \right) \\
= -h^2 \int m_1(\sigma, \tau) (\partial_\sigma \hat{b}^{-1/2}) \partial_\sigma |\hat{b}^{-1/2} \hat{\psi}|^2 d\sigma d\tau + O(h^2) \| \hat{\psi} \|^2 \\
= O(h^2) \| \hat{\psi} \|^2.
\]
This implies
\[ \int m_1(\sigma, \tau) \left| (\hat{h} \hat{b}^{-1/2} i \partial_\sigma + \tau - \xi_0 h^{1/2} + \frac{\hat{b}_2}{2} \tau^2 - h \frac{b_1}{2} \tau D_\tau) \hat{\psi} \right|^2 \hat{b}^{-1/2} d\sigma d\tau \]
\[ \geq \int m_1(\sigma, \tau) \left| (h i \partial_\sigma \hat{b}^{-1/2} + \tau - \xi_0 h^{1/2} + \frac{\hat{b}_2}{2} \tau^2 - h \frac{b_1}{2} \tau D_\tau) \hat{\psi} \right|^2 \hat{b}^{-1/2} d\sigma d\tau - Ch^{3/2} \| \hat{\psi} \|^2. \]

**Proof of Proposition 5.3.** We use Lemma 5.4. In the coordinates \((\tilde{\sigma}, \tau)\), we have
\[ \hat{Q}_{h, \text{app}}(\hat{\psi}) = \int m_2(f^{-1}(\tilde{\sigma}), \tau) |h \partial_\tau \hat{\psi}|^2 \hat{p}^2 d\tilde{\sigma} d\tau \]
\[ + \int m_1(f^{-1}(\tilde{\sigma}), \tau) \left| (i h \hat{p}^{-1} \partial_\tilde{\sigma} \hat{p} + \tau - \xi_0 h^{1/2} + \frac{\hat{b}_2}{2} \tau^2 - h \frac{b_1}{2} \tau D_\tau) \hat{\psi} \right|^2 \hat{p}^2 d\tilde{\sigma} d\tau, \]
where
\[ m_1(f^{-1}(\tilde{\sigma}), \tau) = (1 + \alpha f^{-1}(\tilde{\sigma})^2)(1 + \beta_2 \tau)(1 - \tau k_0)^{-1}, \]
\[ m_2(f^{-1}(\tilde{\sigma}), \tau) = (1 + \alpha f^{-1}(\tilde{\sigma})^2)(1 + \beta_2 \tau)(1 - \tau k_0). \]

We notice that \( f^{-1}(\tilde{\sigma}) = \tilde{\sigma} + O(|\tilde{\sigma}|^2) \), so we can use the estimates of Agmon to get
\[ \hat{Q}_{h, \text{app}}(\hat{\psi}) \geq \hat{Q}_{h, \text{app}, 1}(\hat{\psi}) + \hat{Q}_{h, \text{app}, 2}(\hat{\psi}) - Ch^{3/2+1/4} \| \hat{\psi} \|^2, \]
This inequality can be rewritten as
\[ \hat{Q}_{h, \text{app}}(\hat{\psi}) \geq \hat{Q}_{h, \text{app}, 1}(\hat{\psi}) + \hat{Q}_{h, \text{app}, 2}(\hat{\psi}) - Ch^{3/2+1/4} \| \hat{\psi} \|^2, \]
where
\[ \hat{Q}_{h, \text{app}, 1}(\hat{\psi}) = \int (1 + \beta_2 \tau)(1 - \tau k_0) |h \partial_\tau \hat{\psi}|^2 \hat{p}^2 d\tilde{\sigma} d\tau \]
\[ + \int (1 + \beta_2 \tau)(1 - \tau k_0)^{-1} \left| (i h \hat{p}^{-1} \partial_\tilde{\sigma} \hat{p} + \tau - \xi_0 h^{1/2} + \frac{\hat{b}_2}{2} \tau^2 - h \frac{b_1}{2} \tau D_\tau) \hat{\psi} \right|^2 \hat{p}^2 d\tilde{\sigma} d\tau, \]
and
\[ \hat{Q}_{h, \text{app}, 2}(\hat{\psi}) = \int (1 + \beta_2 \tau)(1 - \tau k_0) |h \partial_\tau (\tilde{\sigma} \hat{\psi})|^2 \hat{p}^2 d\tilde{\sigma} d\tau \]
\[ + \int (1 + \beta_2 \tau)(1 - \tau k_0)^{-1} |\tilde{\sigma} (i h \hat{p}^{-1} \partial_\tilde{\sigma} \hat{p} + \tau - \xi_0 h^{1/2} + \frac{\hat{b}_2}{2} \tau^2 - h \frac{b_1}{2} \tau D_\tau) \hat{\psi} |^2 \hat{p}^2 d\tilde{\sigma} d\tau. \]

**Reduction of \( \hat{Q}_{h, \text{app}, 2}(\hat{\psi}) \).** By the estimates of Agmon, we have
\[ \hat{Q}_{h, \text{app}, 2}(\hat{\psi}) \geq \int |h \partial_\tau (\tilde{\sigma} \hat{\psi})|^2 \hat{p}^2 d\tilde{\sigma} d\tau \]
\[ + \int |\tilde{\sigma} (i h \hat{p}^{-1} \partial_\tilde{\sigma} \hat{p} + \tau - \xi_0 h^{1/2} + \frac{\hat{b}_2}{2} \tau^2 - h \frac{b_1}{2} \tau D_\tau) \hat{\psi} |^2 \hat{p}^2 d\tilde{\sigma} d\tau - Ch^{3/2+1/4} \| \hat{\psi} \|^2. \]
Moreover, we get
\[
\int \left| \sigma \left( i\hbar \hat{p}^{-1} \partial_\sigma \hat{p} + \tau - \xi_0 h^{1/2} + \frac{\hat{b}_2}{2} \tau^2 - h \frac{b_1}{2} \tau D_\tau \right) \right| \hat{\psi}^2 \, d\sigma \, d\tau \\
\geq \int \left| \sigma \left( i\hbar \hat{p}^{-1} \partial_\sigma \hat{p} + \tau - \xi_0 h^{1/2} \right) \hat{\psi} \right|^2 \hat{p}^2 \, d\sigma \, d\tau - C h^{3/2+1/4} \| \hat{\psi} \|^2.
\]

Let us analyze \( \int |\hat{\sigma} (i\hbar \hat{p}^{-1} \partial_\sigma \hat{p} + \tau - \xi_0 h^{1/2}) \hat{\psi} |^2 \hat{p}^2 \, d\sigma \, d\tau \). We have
\[
\int |\hat{\sigma} (i\hbar \hat{p}^{-1} \partial_\sigma \hat{p} + \tau - \xi_0 h^{1/2}) \hat{\psi} |^2 \hat{p}^2 \, d\sigma \, d\tau = \int |(i\hbar \hat{p}^{-1} \partial_\sigma \hat{p} + \tau - \xi_0 h^{1/2}) \hat{\sigma} \hat{\psi} - i\hbar \hat{\psi} |^2 \hat{p}^2 \, d\sigma \, d\tau.
\]

The double product is
\[
2\Re \left( \int (i\hbar \hat{p}^{-1} \partial_\sigma \hat{p} + \tau - \xi_0 h^{1/2}) \hat{\sigma} \hat{\psi} \hat{\psi} \hat{p}^2 \, d\sigma \, d\tau \right) = -2h^2 \Re \left( \int (\hat{p}^{-1} \partial_\sigma \hat{p}) \hat{\sigma} \hat{\psi} \hat{\psi} \hat{p}^2 \, d\sigma \, d\tau \right).
\]

But we have
\[
2\Re \left( \int \partial_\sigma (\hat{\sigma} \hat{\psi} \hat{\psi} \hat{p}^2) \, d\sigma \, d\tau \right) = 2\Re \left( \int \hat{\sigma} \hat{\psi} \hat{\psi} \hat{p}^2 \, d\sigma \, d\tau \right) + \int \sigma \partial_\sigma |\hat{\psi} \hat{\psi} |^2 \, d\sigma \, d\tau
\]
and
\[
\int \sigma \partial_\sigma |\hat{\psi} \hat{\psi} |^2 \, d\sigma \, d\tau = - \int |\hat{\psi} \hat{\psi} |^2 \, d\sigma \, d\tau.
\]

Gathering the estimates, we obtain the lower bound:
\[
\hat{Q}_{h, \text{app}}(\hat{\psi}) \geq \hat{Q}_{h, \text{app}}(\hat{\psi}) - C h^{3/2+1/4} \| \hat{\psi} \|^2.
\]

**A weighted Fourier transform: toward a model operator.** We now define the unitary transform which diagonalizes the self-adjoint operator \( \hat{p}^{-1} D_\sigma \hat{p} \) (for completeness, one should extend \( \hat{p} \) by 1 away from a neighborhood of 0). As we will see, with the coordinate \( \sigma \), this transform admits a nice expression.

**Weighted Fourier transform.** Let us now introduce the weighted Fourier transform \( \mathcal{F}_\hat{p} \):
\[
(\mathcal{F}_\hat{p} \psi)(\lambda) = \int_\mathbb{R} e^{-i\lambda \hat{\sigma}} \psi(\hat{\sigma}) \hat{p}(\hat{\sigma}) \, d\hat{\sigma} = \mathcal{F}(\hat{\psi}).
\]

We observe that \( \mathcal{F}_\hat{p} : L^2(\mathbb{R}, \hat{p}^2 d\hat{\sigma}) \to L^2(\mathbb{R}, d\lambda) \) is unitary. Standard computations provide
\[
\mathcal{F}_\hat{p}((\hat{p}^{-1} D_\sigma \hat{p}) \psi) = \lambda \mathcal{F}_\hat{p}(\psi) \quad \text{and} \quad \mathcal{F}_\hat{p}(\hat{\sigma} \psi) = -D_\lambda \mathcal{F}_\hat{p}(\psi).
\]

**Proposition 5.5.** There exist \( h_0 > 0 \) and \( C > 0 \) such that for \( h \in (0, h_0) \) and all \( \hat{\psi} \in \mathcal{E}_N(h) \),
\[
\hat{Q}_{h, \text{app}}(\hat{\psi}) \geq \int (1 + a_2 \tau)(1 - \tau k_0) |h D_\tau \tilde{\phi}|^2 \, d\lambda \, d\tau
\]
\[
+ \int (1 + a_2 \tau)(1 - \tau k_0)^{-1} \left( -h \lambda + \tau - \xi_0 h^{1/2} + \frac{\hat{b}_2}{2} \tau^2 \right) \tilde{\phi}^2 \, d\lambda \, d\tau
\]
\[
+ h \alpha \Theta_0 \int |D_\lambda \tilde{\phi}|^2 \, d\lambda \, d\tau - C h^{3/2+1/4} \| \hat{\psi} \|^2.
\]
where \( \dot{\phi} = e^{-ib_1/2h(-h\lambda\tau^2/2+\tau^3/3-\xi_0h^{1/2}\tau^2/2+(b_2/8)\tau^4)}\bar{\mathcal{F}}_\rho(\hat{\psi}). \)

**Proof.** We have

\[
\begin{align*}
\dot{Q}_{h,\text{app}}(\hat{\psi}) &= \int (1 + a_2\tau)(1 - \tau k_0)|h\partial_\tau \hat{\phi}|^2 d\lambda d\tau \\
&\quad + \int (1 + a_2\tau)(1 - \tau k_0)^{-1} \left| \left(-h\lambda + \tau - \xi_0 h^{1/2} + \frac{\hat{b}_2}{2}\tau^2 - h\frac{b_1}{2}\tau D_\tau \right) \hat{\phi} \right|^2 d\lambda d\tau \\
&\quad + h\alpha \Theta_0 \int |D_\lambda \hat{\phi}|^2 d\lambda d\tau,
\end{align*}
\]

where \( \hat{\phi} = \bar{\mathcal{F}}_\rho(\hat{\psi}). \) With the normal estimates, we can write

\[
\begin{align*}
\int (1 + a_2\tau)(1 - \tau k_0)^{-1} \left| \left(-h\lambda + \tau - \xi_0 h^{1/2} + \frac{\hat{b}_2}{2}\tau^2 - h\frac{b_1}{2}\tau D_\tau \right) \hat{\phi} \right|^2 d\lambda d\tau \\
\geq \int (1 + a_2\tau)(1 - \tau k_0)^{-1} \left| \left(-h\lambda + \tau - \xi_0 h^{1/2} + \frac{\hat{b}_2}{2}\tau^2 \right) \hat{\phi} \right|^2 d\lambda d\tau \\
&\quad - b_1\mathfrak{h} \left( \int (1 + a_2\tau)(1 - \tau k_0)^{-1} \left(-h\lambda + \tau - \xi_0 h^{1/2} + \frac{\hat{b}_2}{2}\tau^2 \right) \hat{\phi} \bar{\tau} hD_\tau \hat{\phi} d\lambda d\tau \right) \\
\geq \int (1 + a_2\tau)(1 - \tau k_0)^{-1} \left| \left(-h\lambda + \tau - \xi_0 h^{1/2} + \frac{\hat{b}_2}{2}\tau^2 \right) \hat{\phi} \right|^2 d\lambda d\tau \\
&\quad - b_1\mathfrak{h} \left( \int \left(-h\lambda + \tau - \xi_0 h^{1/2} + \frac{\hat{b}_2}{2}\tau^2 \right) \hat{\phi} \bar{\tau} hD_\tau \hat{\phi} d\lambda d\tau \right) - Ch^{3/2+1/4}\|\hat{\psi}\|^2.
\end{align*}
\]

Completing a square and using the normal Agmon estimates to control the additional terms, we get

\[
\begin{align*}
\dot{Q}_{h,\text{app}}(\hat{\psi}) \geq \int (1 + a_2\tau)(1 - \tau k_0) \left( hD_\tau - \frac{b_1}{2}\tau \left(-h\lambda + \tau - \xi_0 h^{1/2} + \frac{\hat{b}_2}{2}\tau^2 \right) \right) \hat{\phi} \right|^2 d\lambda d\tau \\
+ \int (1 + a_2\tau)(1 - \tau k_0)^{-1} \left| \left(-h\lambda + \tau - \xi_0 h^{1/2} + \frac{\hat{b}_2}{2}\tau^2 \right) \hat{\phi} \right|^2 d\lambda d\tau + h\alpha \Theta_0 \int |D_\lambda \hat{\phi}|^2 d\lambda d\tau - Ch^{3/2+1/4}\|\hat{\psi}\|^2.
\end{align*}
\]

We now change the gauge by letting

\[
\dot{\phi} = e^{ib_1/2h(-h\lambda\tau^2/2+\tau^3/3-\xi_0h^{1/2}\tau^2/2+(b_2/8)\tau^4)}\hat{\phi}.
\]

We deduce

\[
\begin{align*}
\dot{Q}_{h,\text{app}}(\hat{\psi}) \geq \int (1 + a_2\tau)(1 - \tau k_0)|hD_\tau \hat{\phi}|^2 d\lambda d\tau \\
&\quad + \int (1 + a_2\tau)(1 - \tau k_0)^{-1} \left| \left(-h\lambda + \tau - \xi_0 h^{1/2} + \frac{\hat{b}_2}{2}\tau^2 \right) \hat{\phi} \right|^2 d\lambda d\tau \\
&\quad + h\alpha \Theta_0 \int |D_\lambda \left( e^{-i\lambda b_1\tau^2/4} \hat{\phi} \right)|^2 d\lambda d\tau - Ch^{3/2+1/4}\|\hat{\psi}\|^2.
\end{align*}
\]
Finally we write
\[
\int |D_\lambda (e^{-i\lambda b_1 \tau^2/4} \tilde{\phi})|^2 \, d\lambda \, d\tau = \int \left| D_\lambda \tilde{\phi} - \frac{b_1}{4} \tau^2 \tilde{\phi} \right|^2 \, d\lambda \, d\tau \\
\geq \int |D_\lambda \tilde{\phi}|^2 \, d\lambda \, d\tau - C \|\tau^2 \tilde{\phi}\| \|D_\lambda \tilde{\phi}\| \\
\geq \int |D_\lambda \tilde{\phi}|^2 \, d\lambda \, d\tau - C \|\tau^2 \tilde{\psi}\| \|D_\lambda \tilde{\phi}\|.
\]

In addition, we notice that
\[
\|D_\lambda \tilde{\phi}\| \leq C (\|\tilde{\psi}\| + \|\tau^2 \tilde{\psi}\|) \leq C h^{1/4} \|\tilde{\psi}\|.
\]

In order to get a good model operator, we shall add a cutoff function with respect to \(\tau\). Let \(\eta \in (0, \frac{1}{100})\). Let \(\chi\) be a cutoff function such that
\[
\chi(t) = 1 \text{ for } |t| \leq 1, \quad 0 \leq \chi \leq 1, \quad \text{supp } \chi \subset [-2, 2].
\]

We define
\[
l(x) = x \chi(h^q x).
\]

Applying the normal Agmon estimates, we have:

**Proposition 5.6.** There exist \(h_0 > 0\) and \(C > 0\) such that for \(h \in (0, h_0)\) and all \(\tilde{\psi} \in C_N(h)\),
\[
\hat{Q}_{h, \text{app}}(\tilde{\psi}) \geq \int \left(1 + a_2 h^{1/2} l(h^{-1/2} \tau)\right)\left(1 - h^{1/2} l(h^{-1/2} \tau) k_0\right) |h D_\tau \tilde{\phi}|^2 \, d\lambda \, d\tau \\
+ \int \left(1 + a_2 h^{1/2} l(h^{-1/2} \tau)\right)\left(1 - h^{1/2} l(h^{-1/2} \tau) k_0\right)^{-1} \left|\left(-h\lambda + \tau - \xi_0 h^{1/2} + \frac{b_2}{2} h l(h^{-1/2} \tau)^2\right) \tilde{\phi}\right|^2 \, d\lambda \, d\tau \\
+ h\alpha \Theta_0 \int |D_\lambda \tilde{\phi}|^2 \, d\lambda \, d\tau - C h^{3/2+1/4} \|\tilde{\psi}\|^2,
\]
where \(\tilde{\phi} = e^{-ib_1/(2h)(-h\lambda \tau^2/2 + \tau^3/3 - \xi_0 h^{1/2} \tau^2/2 + (b_2/8)\tau^4)} \bar{F}_p(\tilde{\psi})\).

**Remark 5.7.** In particular, we have reduced the analysis to an electric Laplacian (with curvature terms), which has essentially the Born–Oppenheimer form (see our recent work [Bonnaillie-Noël et al. 2012], where a similar and simpler model appears). To see this more precisely, let us adopt a heuristical point of view. If we forget the different terms due to curvature, the operator which appears is in the form
\[
h\alpha \Theta_0 D_\lambda^2 + h^2 D_\tau^2 + (-h\lambda + \tau - \xi_0 h^{1/2})^2.
\]

After the rescaling \(\lambda = h^{-1/4} \tilde{\lambda}\), \(\tau = h^{1/2} \chi\), we get
\[
h \left(h^{1/2} \alpha \Theta_0 D_\tilde{\lambda}^2 + D_\tilde{x}^2 + (-h^{1/4} \tilde{\lambda} - \chi - \xi_0)^2\right).
\]
Therefore we are led to analyze a problem which is semiclassical with respect to just one variable. At some point (that we will justify at the end of this section), we can reduce the study to

\[ h \left( h^{1/2} \alpha \Theta_0 D^2 \lambda + \mu (\xi_0 + h^{1/2} \lambda) \right), \]

and then (Taylor expansion)

\[ h \left( h^{1/2} \alpha \Theta_0 D^2 \lambda + \Theta_0 + \frac{\mu''(\xi_0)}{2} h^{1/2} \lambda^2 \right). \]

Finally we recognize the harmonic oscillator, whose spectrum is well-known.

**A simpler model in the Born–Oppenheimer spirit.** We introduce the rescaled quadratic form:

\[ Q_{\eta,h}(\varphi) = \int \left( 1 + a_2 h^{1/2} l(x) \right) \left( 1 - l(x) k_0 h^{1/2} \right) |\partial_x \varphi|^2 d\lambda \, dx \]

\[ + \int \left( 1 + a_2 l(x) h^{1/2} \right) \left( 1 - l(x) k_0 h^{1/2} \right)^{-1} \left| \left( x - \xi_0 + h^{1/2} \lambda + \frac{\hat{b}_2}{2} l(x)^2 h^{1/2} \right) \varphi \right|^2 d\lambda \, dx \]

\[ + \alpha \Theta_0 \int |D_\lambda \varphi|^2 d\lambda \, dx. \]

We recall that \( \hat{b}_2 = b_2 - k_0 \). We will denote by \( H_{\eta,h} \) its corresponding Friedrichs extension. We will denote by \( v_n(Q_{\eta,h}) \) the sequence of its Rayleigh quotients. For each \( \lambda \), we will need to consider the quadratic form

\[ q_{\lambda,\eta,h}(\varphi) = \int \left( 1 + a_2 h^{1/2} l(x) \right) \left( 1 - l(x) k_0 h^{1/2} \right) |\partial_x \varphi|^2 dx \]

\[ + \int \left( 1 + a_2 l(x) h^{1/2} \right) \left( 1 - l(x) k_0 h^{1/2} \right)^{-1} \left| \left( x - \xi_0 + h^{1/2} \lambda + \frac{\hat{b}_2}{2} l(x)^2 h^{1/2} \right) \varphi \right|^2 dx, \]

whose domain is \( B^1(\mathbb{R}^+) \). We denote by \( v_j(q_{\lambda,\eta,h}) \) the increasing sequence of the eigenvalues of the associated operator. The main proposition of this subsection is the following:

**Proposition 5.8.** For all \( n \geq 1 \), there exist \( h_0 > 0 \) and \( C > 0 \) such that, for \( h \in (0, h_0) \):

\[ v_n(Q_{\eta,h}) \geq \Theta_0 + \left( C(k_0, a_2, b_2) + (2n - 1) \sqrt{\frac{\alpha \mu''(\xi_0) \Theta_0}{2}} \right) h^{1/2} - Ch^{1/2 + 1/8}. \]

With Propositions 5.6 and 5.3, inequality (5-1), and the min-max principle, we first deduce the size of the spectral gap between the lowest eigenvalues of \( P_{h,A} \). Then, with Theorem 2.1, we deduce Theorem 1.3.

**Elementary properties of the spectrum.** This subsection is devoted to basic properties of the spectrum of \( Q_{\eta,h} \). The following proposition provides a lower bound for \( v_1(q_{\lambda,\eta,h}) \).

**Proposition 5.9.** There exist positive constants \( C, c_0, M \) and \( h_0 \) such that if \( h \in (0, h_0) \), then:

1. If \( |\lambda| \geq Mh^{-1/4} \eta \), then

\[ v_1(q_{\lambda,\eta,h}) \geq \Theta_0 + c_0 \min(1, \lambda^2 h). \]
(2) If $|\lambda| \leq Mh^{-1/4-\eta}$, then

$$v_{1}(q_{\lambda, h}) \geq \Theta_{0} + C(k_{0}, a_{2}, b_{2})h^{1/2} + \frac{\mu''(\xi_{0})}{2} \lambda^{2}h - Ch^{3/4-3\eta},$$

where $C(k_{0}, a_{2}, b_{2})$ is given in Theorem 1.3.

**Proof.** The proof is left to the reader as an adaptation of [Fournais and Helffer 2010, Proposition 5.2.1]. □

Let us now prove a lower bound for the essential spectrum of $H_{q, h}$.

**Proposition 5.10.** There exist $h_{0} > 0$ and $\tilde{c}_{0} > 0$ such that, if $h \in (0, h_{0})$, then

$$\inf \sigma_{\text{ess}}(Q_{n, h}) \geq \Theta_{0} + \tilde{c}_{0}.$$ 

**Proof.** Let $\phi \in \text{Dom}(Q_{n, h})$ such that $\text{supp}(\phi) \subset [0, 1] \setminus [-\tilde{R}, \tilde{R}]^{2}$. Let us use a partition of unity $\chi_{1, R} + \chi_{2, R} = 1$ such that $\chi_{1, R}(x) = \chi_{1}(R^{-1} x)$ and where $\chi_{1}$ is a smooth cutoff function being 1 near 0. We have

$$Q_{n, h}(\phi) \geq Q_{n, h}(\chi_{1, R}\phi) + Q_{n, h}(\chi_{2, R}\phi) - CR^{-2}\|\phi\|^{2}.$$ 

For $R \geq 2h^{-\eta}$, we have (the metrics becomes flat and we can compare with a problem in $\mathbb{R}^{2}$)

$$Q_{n, h}(\chi_{2, R}\phi) \geq \|\chi_{2, R}\phi\|^{2}.$$ 

We have

$$Q_{n, h}(\chi_{1, R}\phi) \geq \int_{\mathbb{R}^{2}_{+}} v_{1}(q_{\lambda, h})|\chi_{1, R}\phi|^{2} + \alpha\Theta_{0}|D_{\lambda}(\chi_{1, R}\phi)|^{2} \, dx \, d\lambda.$$ 

Taking $h \in (0, h_{0})$ (where $h_{0}$ is given by Proposition 5.9) and $\tilde{R} \geq h^{-1/2}$, we infer

$$Q_{n, h}(\chi_{1, R}\phi) \geq \int_{\mathbb{R}^{2}_{+}} (\Theta_{0} + c_{0})|\chi_{1, R}\phi|^{2} \, dx \, d\lambda.$$ 

This implies that

$$Q_{n, h}(\phi) \geq (\min(1, \Theta_{0} + c_{0}) - Ch^{2\eta})\|\phi\|^{2}.$$ 

The conclusion follows from a Persson’s lemma-like argument (see [Persson 1960; Fournais and Helffer 2010, Appendix B.3]). □

The following proposition provides an upper bound for the lowest eigenvalues of $H_{q, h}$.

**Proposition 5.11.** For all $M \geq 1$, there exist $h_{0} > 0$, $C > 0$ such that for all $1 \leq n \leq M$:

$$v_{n}(Q_{n, h}) \leq h^{-1}\lambda_{n}(h) + O(h^{\infty}).$$

**Proof.** This is a consequence of (5-1) together with the lower bounds of Propositions 5.3 and 5.6 and the min-max principle (see for instance [Reed and Simon 1978]). □

**Remark 5.12.** For $h$ small enough, we deduce that there are at least $M$ eigenvalues below $\Theta_{0} + \tilde{c}_{0}$. Let us consider the first $M$ eigenvalues $v_{n}(Q_{n, h})$ below $\Theta_{0} + \tilde{c}_{0}$. With Theorem 2.1, we deduce that, for all $M \geq 1$, there exist $h_{0} > 0$ and $C(M) > 0$ such that, for $1 \leq n \leq M$,

$$0 \leq v_{n}(Q_{n, h}) - \Theta_{0} \leq C(M)h^{1/2}.$$
For $1 \leq n \leq M$, let us consider a normalized eigenfunction $f_{n, \eta, h}$ associated to $\nu_n(Q_{\eta, h})$ so that $f_{n, \eta, h}$ and $f_{m, \eta, h}$ are orthogonal if $n \neq m$. Let us introduce:

$$\mathfrak{F}_M(h) = \text{span}_{1 \leq j \leq M}(f_{j, \eta, h}).$$

**Agmon estimates.** First, let us state Agmon estimates with respect to $x$.

**Proposition 5.13.** There exist $h_0 > 0$, $\varepsilon_0 > 0$, $C > 0$ such that, for all $f \in \mathfrak{F}_M(h)$,

$$\int_{\mathbb{R}^+_1} e^{\varepsilon_0 x} |f|^2 \, dx \, d\lambda \leq C \|f\|^2.$$

**Proof.** Let us use a partition of unity, $\chi_1^2 - R + \chi_2^2 = 1$, with $R \geq h^{-\eta}$. We take $\Phi = \varepsilon_0 \chi(x/r)|x|$. This IMS formula implies (with $f = f_{n, \eta, h}$)

$$Q_{\eta, h}(\chi_1, R e^\Phi f) + Q_{\eta, h}(\chi_2, R e^\Phi f) - C \varepsilon_0^2 \|e f\|^2 - \nu_n(Q_{\eta, h}) \|e f\|^2 \leq 0.$$

We recall that

$$Q_{\eta, h}(\chi_1, R e^\Phi f) \geq \|\chi_2, R e^\Phi f\|^2$$

and that

$$Q_{\eta, h}(\chi_1, R e^\Phi f) \geq \int v_1(q_{\lambda, \eta, h}) |\chi_1, R e^\Phi f|^2 \, dx \, d\lambda.$$

On the one hand, we have

$$Q_{\eta, h}(\chi_2, R e^\Phi f) - C \varepsilon_0^2 \|\chi_2, R e^\Phi f\|^2 - (\Theta_0 + Ch^{1/2}) \|\chi_2, R e^\Phi f\|^2 \geq (1 - C \varepsilon_0^2 - \Theta_0 - Ch^{1/2}) \|\chi_2, R e^\Phi f\|^2.$$

On the other hand, we get

$$Q_{\eta, h}(\chi_1, R e^\Phi f) - C \varepsilon_0^2 \|\chi_1, R e^\Phi f\|^2 - (\Theta_0 + Ch^{1/2}) \|\chi_1, R e^\Phi f\|^2$$

$$\geq \int (v_1(q_{\lambda, \eta, h}) - C \varepsilon_0^2 - \Theta_0 - Ch^{1/2}) |\chi_1, R e^\Phi f|^2 \, dx \, d\lambda.$$

When $|\lambda| \geq M h^{-1/4-\eta}$, we have

$$v_1(q_{\lambda, \eta, h}) - C \varepsilon_0^2 - \Theta_0 - Ch^{1/2} \geq -C \varepsilon_0^2 - Ch^{1/2}.$$

When $|\lambda| \leq M h^{-1/4}$, we have

$$v_1(q_{\lambda, \eta, h}) - C \varepsilon_0^2 - \Theta_0 - Ch^{1/2} \geq -C \varepsilon_0^2 - \tilde{C} h^{1/2}.$$

If $h$ and $\varepsilon_0$ are small enough, we deduce that

$$(1 - C \varepsilon_0^2 - \Theta_0 - Ch^{1/2}) \|\chi_2, R e^\Phi f\|^2 \leq C \|\chi_1, R e^\Phi f\|^2,$$

so that

$$\|\chi_2, R e^\Phi f\|^2 \leq \tilde{C} \|f\|^2 \quad \text{and} \quad \|e f\|^2 \leq \tilde{C} \|f\|^2,$$

where $\tilde{C}$ and $\tilde{C}$ are independent from $r$. It remains to make $r \to +\infty$ and apply the Fatou lemma. Finally, it is easy to extend the inequality to $f \in \mathfrak{F}_M(h)$. \qed
Then, we will need Agmon estimates with respect to $\lambda$:

**Proposition 5.14.** There exist $h_0 > 0$, $C > 0$ such that, for all $f \in \mathcal{F}_M(h)$,

$$
\int_{\mathbb{R}_+^2} e^{2h^{1/4}|\lambda|} |f|^2 \, dx \, d\lambda \leq C \|f\|^2 \tag{5-4}
$$

and

$$
\int_{\mathbb{R}_+^2} e^{2h^{1/4}|\lambda|} |D_\lambda f|^2 \, dx \, d\lambda \leq C h^{1/2} \|f\|^2. \tag{5-5}
$$

**Remark 5.15.** Heuristically, these estimates with respect to $\lambda$ correspond to the phase space localization of [Fournais and Helffer 2006, Section 5].

**Proof.** We take $f = f_{j,\eta,h}$ and use the IMS formula (with $\Phi = h^{1/4} \chi (r^{-1}|\lambda|)|\lambda|$) to get

$$Q_{j,\eta,h}(e^\Phi f) \leq \nu_j(Q_{j,\eta,h}) \|e^\Phi f\|^2 + C \|\nabla \Phi e^\Phi f\|^2 \leq (\Theta_0 + C(M)h^{1/2} + Ch^{1/2}) \|e^\Phi f\|^2.
$$

We recall that

$$Q_{j,\eta,h}(e^\Phi f) \geq \int_{\mathbb{R}_+^2} v_1(q_{\lambda,\eta,h})|e^\Phi f|^2 + \alpha \Theta_0 |D_\lambda (e^\Phi f)|^2 \, dx \, d\lambda \geq \int_{\mathbb{R}_+^2} v_1(q_{\lambda,\eta,h})|e^\Phi f|^2 \, dx \, d\lambda.
$$

We have, for all $D > 0$,

$$
\int_{\mathbb{R}_+^2} v_1(q_{\lambda,\eta,h})|e^\Phi f|^2 \, dx \, d\lambda = \int_{|\lambda| \leq Dh^{-1/4}} v_1(q_{\lambda,\eta,h})|e^\Phi f|^2 \, dx \, d\lambda + \int_{|\lambda| \geq Dh^{-1/4}} v_1(q_{\lambda,\eta,h})|e^\Phi f|^2 \, dx \, d\lambda.
$$

Moreover, we get

$$
\int_{|\lambda| \geq Mh^{-1/4 - \eta}} v_1(q_{\lambda,\eta,h})|e^\Phi f|^2 \, dx \, d\lambda \geq \int_{|\lambda| \geq Mh^{-1/4 - \eta}} (\Theta_0 + c_0 \min(1, h\lambda^2)) \|e^\Phi f\|^2 \, dx \, d\lambda
$$

and

$$
\int_{Dh^{-1/4} \leq |\lambda| \leq Mh^{-1/4 - \eta}} v_1(q_{\lambda,\eta,h})|e^\Phi f|^2 \, dx \, d\lambda \geq \int_{Dh^{-1/4} \leq |\lambda| \leq Mh^{-1/4 - \eta}} (\Theta_0 + C(k_0, a_2, b_2)h^{1/2} + \frac{\mu''(\xi_0)}{2}\lambda^2 h - Ch^{3/4 - 3\eta}) \|e^\Phi f\|^2 \, dx \, d\lambda.
$$

This leads to

$$
\int_{|\lambda| \geq Dh^{-1/4}} (c_1 \min(1, h\lambda^2) - \tilde{C} h^{1/2} - C\alpha^2 h^{1/2}) \|e^\Phi f\|^2 \, dx \, d\lambda \leq \tilde{C} h^{1/2} \int_{|\lambda| \leq Dh^{-1/4}} |f|^2 \, d\lambda \, dx.
$$

It remains to take $D$ large enough, and we get (5-4). Then we have

$$
\int_{\mathbb{R}_+^2} (v_1(q_{\lambda,\eta,h}) - \Theta_0) |e^\Phi f|^2 + \alpha \Theta_0 |D_\lambda (e^\Phi f)|^2 \, dx \, d\lambda \leq Ch^{1/2} \|f\|^2.
$$
But we notice that
\[
\int_{\mathbb{R}^2_+} (\nu_1(q_{\lambda, \eta, h}) - \Theta_0) |e^F f|^2 \, dx \, d\lambda.
\]

\[
\geq \int_{D_h^{-1/4} \leq |\lambda| \leq M h^{-1/4 - \eta}} \left( C(k_0, a_2, b_2) h^{1/2} + \frac{\mu''(\xi_0)}{2} \lambda^2 h - C h^{3/4 - 3\eta} \right) |e^F f|^2 \, dx \, d\lambda.
\]

Taking \(D\) larger, we get
\[
\int_{D_h^{-1/4} \leq |\lambda| \leq M h^{-1/4 - \eta}} \left( \frac{\mu''(\xi_0)}{2} \lambda^2 h - C h^{1/2} - C h^{3/4 - 3\eta} \right) |e^F f|^2 \, dx \, d\lambda \geq 0.
\]

Moreover, we have
\[
\left| \int_{|\lambda| \leq D h^{-1/4}} \left( C(k_0, a_2, b_2) h^{1/2} + \frac{\mu''(\xi_0)}{2} \lambda^2 h - C h^{3/4 - 3\eta} \right) |e^F f|^2 \, d\lambda \right| \leq C h^{1/2} \|f\|^2.
\]

**Approximations of eigenvectors by tensor products.** Let us define the quadratic form \(q_0\) with domain \(B^1(\mathbb{R}_+) \otimes L^2(\mathbb{R})\):
\[
q_0(\varphi) = Q_0(\varphi) - \Theta_0 \|\varphi\|^2 = \int_{\mathbb{R}^2_+} |\partial_x \varphi|^2 + |(x - \xi_0)\varphi|^2 - \Theta_0 |\varphi|^2 \, dx \, d\lambda.
\]

The Friedrichs extension of \(q_0\) is the operator \(H_{\xi_0} \otimes \text{Id}_{L^2(\mathbb{R})}\). We also define the Feshbach–Grušin projection on the kernel of \(H_{\xi_0} \otimes \text{Id}_{L^2(\mathbb{R})}\):
\[
\Pi_0 \varphi = \langle \varphi, u_{\xi_0} \rangle u_{\xi_0}(x).
\]

The next proposition states an approximation result for the elements of \(\mathcal{F}_M(h)\) (which behave as tensor products):

**Proposition 5.16.** *For all* \(M \geq 1\), *there exist* \(h_0 > 0\) *and* \(C > 0\) *such that we have, for all* \(f \in \mathcal{F}_M(h)\),
\[
\| f - \Pi_0 f \|_{L^2} + \| \partial_x (f - \Pi_0 f) \|_{L^2} + \| x (f - \Pi_0 f) \|_{L^2} \leq C h^{1/8} \|f\|, \tag{5-6}
\]
\[
\| (\lambda f - \Pi_0 \lambda f) \|_{L^2} + \| \partial_x (\lambda f - \Pi_0 \lambda f) \|_{L^2} + \| x (\lambda f - \Pi_0 \lambda f) \|_{L^2} \leq C h^{1/8} \|f\|, \tag{5-7}
\]
\[
\| (\partial_x f - \Pi_0 \partial_x f) \|_{L^2} + \| \partial_x (\partial_x f - \Pi_0 \partial_x f) \|_{L^2} + \| x (\partial_x f - \Pi_0 \partial_x f) \|_{L^2} \leq C h^{3/8} \|f\|. \tag{5-8}
\]

*In particular, \(\Pi_0\) is an isomorphism from \(\mathcal{F}_M(h)\) onto its range.*

**Proof.** We take \(f = f_{j, \eta, h}\). By definition, we have
\[
H_{\eta, h} f = v_j(Q_{\eta, h}) f. \tag{5-9}
\]
Approximation of $f$. We deduce

$$Q_{\eta,h}(f) = v_j(Q_{\eta,h})\|f\|^2 \leq (\Theta_0 + Ch^{1/2})\|f\|^2.$$  

We have

$$Q_{\eta,h}(f) \geq (1 - Ch^{1/2-\eta}) \int_{\mathbb{R}^2_+} |\partial_x f|^2 + \left| \left( x - \xi_0 + h^{1/2}\lambda + h^{1/2}\hat{b}_2 l(x)^2 \right) f \right|^2 dx d\lambda.$$  

Moreover, we get (using the estimates of Agmon), for all $\varepsilon \in (0, 1)$:

$$\int_{\mathbb{R}^2_+} |\partial_x f|^2 + \left| \left( x - \xi_0 + h^{1/2}\lambda + h^{1/2}\hat{b}_2 l(x)^2 \right) f \right|^2 dx d\lambda \geq (1 - \varepsilon)Q_0(f) - C\varepsilon^{-1}h^{1/2}\|f\|^2.$$  

Taking $\varepsilon = h^{1/4}$, we deduce

$$q_0(f) \leq Ch^{1/4}\|f\|^2.$$  

We deduce (5-6).

Approximation of $\lambda f$. We multiply (5-9) by $\lambda$ and take the scalar product with $\lambda f$:

$$Q_{\eta,h}(\lambda f) \leq (\Theta_0 + Ch^{1/2})\|\lambda f\|^2 + |\{[H_{\eta,h}, \lambda] f, \lambda f\}|.$$  

Thus, it follows that

$$Q_{\eta,h}(\lambda f) \leq (\Theta_0 + Ch^{1/2})\|\lambda f\|^2 + \alpha\Theta_0 |\{D_\lambda f, \lambda f\}| \leq \Theta_0 \|\lambda f\|^2 + C\|f\|^2.$$  

We get

$$Q_{\eta,h}(\lambda f) \geq (1 - Ch^{1/2-\eta})(1 - \varepsilon)Q_0(\lambda f) - C\varepsilon^{-1}\|f\|^2.$$  

We take $\varepsilon = h^{1/4}$ to deduce

$$q_0(\lambda f) \leq Ch^{-1/4}\|f\|^2.$$  

We infer (5-7).

Approximation of $D_\lambda f$. We take the derivative of (5-9) with respect to $\lambda$ and take the scalar product with $\partial_\lambda f$:

$$Q_{\eta,h}(\partial_\lambda f) \leq (\Theta_0 + Ch^{1/2})\|\partial_\lambda f\|^2 + |\{[H_{\eta,h}, \partial_\lambda] f, \partial_\lambda f\}|.$$  

The estimates of Agmon give

$$|\{[H_{\eta,h}, \partial_\lambda] f, \partial_\lambda f\}| \leq Ch^{3/4}\|f\|^2.$$  

We have

$$Q_{\eta,h}(\partial_\lambda f) \geq (1 - Ch^{1/2-\eta})(1 - \varepsilon)Q_0(\partial_\lambda f) - C\varepsilon^{-1}h\|f\|^2.$$  

We take $\varepsilon = h^{1/4}$ and deduce

$$q_0(\partial_\lambda f) \leq Ch^{3/4}\|f\|^2.$$  

We infer (5-8).
Conclusion: proof of Proposition 5.8. For all \( f \in \mathcal{F}_M(h) \), we have the lower bound

\[
Q_{\eta,h}(f) \geq \int_{\mathbb{R}_+^2} v_1(q_{\lambda,\eta,h}) |f|^2 + \alpha \Theta_0 |D_\lambda f|^2 \, dx \, d\lambda
\]

\[
\geq \int_{\mathbb{R}_+^2} \left( v_1(q_{\lambda,\eta,h}) - \left( \Theta_0 + C(k_0, a_2, b_2)h^{1/2} + \frac{\mu''(\xi_0)}{2} \lambda^2 h \right) \right) |f|^2 \, dx \, d\lambda
\]

\[
+ \int_{\mathbb{R}_+^2} \left( \Theta_0 + C(k_0, a_2, b_2)h^{1/2} + \frac{\mu''(\xi_0)}{2} \lambda^2 h \right) |f|^2 \, dx \, d\lambda + \alpha \Theta_0 |D_\lambda f|^2 \, dx \, d\lambda.
\]

We now estimate

\[
\int_{\mathbb{R}_+^2} \left( v_1(q_{\lambda,\eta,h}) - \left( \Theta_0 + C(k_0, a_2, b_2)h^{1/2} + \frac{\mu''(\xi_0)}{2} \lambda^2 h \right) \right) |f|^2 \, dx \, d\lambda
\]

\[
= \int_{|\lambda| \geq Mh^{-1/4-\eta}} \left( v_1(q_{\lambda,\eta,h}) - \left( \Theta_0 + C(k_0, a_2, b_2)h^{1/2} + \frac{\mu''(\xi_0)}{2} \lambda^2 h \right) \right) |f|^2 \, dx \, d\lambda
\]

\[
+ \int_{|\lambda| \leq Mh^{-1/4-\eta}} \left( v_1(q_{\lambda,\eta,h}) - \left( \Theta_0 + C(k_0, a_2, b_2)h^{1/2} + \frac{\mu''(\xi_0)}{2} \lambda^2 h \right) \right) |f|^2 \, dx \, d\lambda.
\]

Moreover, we get

\[
\int_{|\lambda| \geq Mh^{-1/4-\eta}} \left( v_1(q_{\lambda,\eta,h}) - \left( \Theta_0 + C(k_0, a_2, b_2)h^{1/2} + \frac{\mu''(\xi_0)}{2} \lambda^2 h \right) \right) |f|^2 \, dx \, d\lambda
\]

\[
\geq \int_{|\lambda| \geq Mh^{-1/4-\eta}} - \left( \Theta_0 + C(k_0, a_2, b_2)h^{1/2} + \frac{\mu''(\xi_0)}{2} \lambda^2 h \right) |f|^2 \, dx \, d\lambda = O(h^{\infty})\|f\|^2,
\]

where the last estimate is a consequence of the estimates of Agmon. Then we get

\[
\int_{|\lambda| \leq Mh^{-1/4-\eta}} \left( v_1(q_{\lambda,\eta,h}) - \left( \Theta_0 + C(k_0, a_2, b_2)h^{1/2} + \frac{\mu''(\xi_0)}{2} \lambda^2 h \right) \right) |f|^2 \, dx \, d\lambda \geq -Ch^{3/4-3\eta}\|f\|^2.
\]

We deduce

\[
Q_{\eta,h}(f) \geq \int_{\mathbb{R}_+^2} \left( C(k_0, a_2, b_2)h^{1/2} + \frac{\mu''(\xi_0)}{2} \lambda^2 h \right) |f|^2 \, dx \, d\lambda + \alpha \Theta_0 |D_\lambda f|^2 \, dx \, d\lambda
\]

\[
+ \Theta_0 \|f\|^2 - Ch^{3/4-3\eta}\|f\|^2.
\]

We now use Proposition 5.16 to get

\[
Q_{\eta,h}(f) \geq \int_{\mathbb{R}_+^2} \left( C(k_0, a_2, b_2)h^{1/2} + \frac{\mu''(\xi_0)}{2} \lambda^2 h \right) |\Pi_0 f|^2 \, dx \, d\lambda + \alpha \Theta_0 |D_\lambda \Pi_0 f|^2 \, dx \, d\lambda
\]

\[
+ \Theta_0 \|f\|^2 - Ch^{1/2+1/8}\|\Pi_0 f\|^2.
\]

But we notice that for all \( f \in \mathcal{F}_M(h) \),

\[
Q_{\eta,h}(f) \leq v_M(Q_{\eta,h})\|f\|^2.
\]
and thus:
\[
\int_{\mathbb{R}^2_+} \left( C(k_0, a_2, b_2)h^{1/2} + \frac{\mu''(\xi_0)}{2} \lambda^2 h \right) |\pi_0 f|^2 \, dx \, d\lambda + \alpha \Theta_0 |D_\lambda \pi_0 f|^2 \, dx \, d\lambda \\
\leq \left( \nu_M(Q_{\eta}, h) - \Theta_0 \right) \|f\|^2 + C h^{1/2+1/8} \|\pi_0 f\|^2 \\
\leq \left( \nu_M(Q_{\eta}, h) - \Theta_0 \right) \|\pi_0 f\|^2 + \tilde{C} h^{1/2+1/8} \|\pi_0 f\|^2.
\]

The conclusion follows from the min-max principle.
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STABILITY AND INSTABILITY FOR SUBSONIC TRAVELING WAVES OF THE NONLINEAR SCHRÖDINGER EQUATION IN DIMENSION ONE

DAVID CHIRON

We study the stability/instability of the subsonic traveling waves of the nonlinear Schrödinger equation in dimension one. Our aim is to propose several methods for showing instability (use of the Grillakis–Shatah–Strauss theory, proof of existence of an unstable eigenvalue via an Evans function) or stability. For the latter, we show how to construct in a systematic way a Liapounov functional for which the traveling wave is a local minimizer. These approaches allow us to give a complete stability/instability analysis in the energy space including the critical case of the kink solution. We also treat the case of a cusp in the energy-momentum diagram.

1. Introduction

This paper is a continuation of our previous work [Chiron 2012], where we consider the one-dimensional nonlinear Schrödinger equation

\[ i \frac{\partial \Psi}{\partial t} + \partial_x^2 \Psi + \Psi |\Psi|^2 = 0. \]  

(NLS)

This equation appears as a relevant model in condensed matter physics: Bose–Einstein condensation and superfluidity (see [Roberts and Berloff 2001; Ginzburg and Pitaevskii 1958; Gross 1963; Abid et al. 2003]); nonlinear optics (see, for instance, the survey [Kivshar and Luther-Davies 1998]). Several nonlinearities may be encountered in physical situations: \( f(\varrho) = \pm \varrho \) gives rise to the focusing/defocusing cubic NLS; \( f(\varrho) = 1 - \varrho \) to the so-called Gross–Pitaevskii equation; \( f(\varrho) = -\varrho^2 \) (see [Kolomeisky et al. 2000] for Bose–Einstein condensates); more generally a pure power; the “cubic-quintic” NLS (see [Barashenkov and Panova 1993]), where

\[ f(\varrho) = -\alpha_1 + \alpha_3 \varrho - \alpha_5 \varrho^2 \]

and \( \alpha_1, \alpha_3 \) and \( \alpha_5 \) are positive constants such that \( f \) has two positive roots; and in nonlinear optics, we may take (see [Kivshar and Luther-Davies 1998])

\[ f(\varrho) = -\varrho^v - \beta \varrho^{2v}, \quad f(\varrho) = -\frac{\varrho_0}{2} \left( \frac{1}{(1+\frac{\varrho}{\varrho_0})^v} - \frac{1}{(1+\frac{\varrho}{\varrho_0})^v} \right), \quad f(\varrho) = -\varrho \left( 1 + \gamma \tanh \frac{\varrho^2 - \varrho_0^2}{\sigma^2} \right). \]  

(1)
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where $\alpha, \beta, \gamma, \nu, \sigma > 0$ are given constants (the second one, for instance, takes into account saturation effects), etc. As a consequence, as in [Chiron 2012], we shall consider a rather general nonlinearity $f$, with $f$ of class $C^2$. In the context of Bose–Einstein condensation or nonlinear optics, the natural condition at infinity appears to be

$$|\Psi|^2 \to r_0^2 \quad \text{as } |x| \to +\infty,$$

where $r_0 > 0$ is such that $f(r_0^2) = 0$.

For solutions $\Psi$ of (NLS) which do not vanish, we may use the Madelung transform

$$\Psi = A \exp(i\phi)$$

and rewrite (NLS) as an hydrodynamical system with an additional quantum pressure

$$\begin{cases}
\partial_t A + 2\partial_x A \partial_x A + A \partial_x^2 \phi = 0, \\
\partial_t \phi + (\partial_x \phi)^2 - f(A^2) - \frac{\partial_x^2 A}{A} = 0
\end{cases} \quad \text{or} \quad \begin{cases}
\partial_t \rho + 2\partial_x (\rho u) = 0, \\
\partial_t u + 2u \partial_x u - \partial_x (f(\rho)) - \partial_x \left( \frac{\partial_x^2 (\sqrt{\rho})}{\sqrt{\rho}} \right) = 0
\end{cases} \quad (2)$$

with $(\rho, u) = (A^2, \partial_x \phi)$. When neglecting the quantum pressure and linearizing this Euler system around the particular trivial solution $\Psi = r_0$ (or $(A, u) = (r_0, 0)$), we obtain the free wave equation

$$\begin{cases}
\partial_t \tilde{A} + r_0 \partial_x \tilde{U} = 0, \\
\partial_t \tilde{U} - 2r_0 f'(r_0^2) \partial_x \tilde{A} = 0
\end{cases}$$

with associated speed of sound

$$c_s \equiv \sqrt{-2r_0^2 f'(r_0^2)} > 0,$$

provided $f$ satisfies the defocusing assumption $f'(r_0^2) < 0$ (that is, the Euler system is hyperbolic in the region $\rho \simeq r_0^2$), which we will assume throughout the paper. Concerning the rigorous justification of the free wave regime for the Gross–Pitaevskii equation (in arbitrary dimension), see [Béthuel et al. 2010]. The speed of sound $c_s$ enters in a crucial way in the question of existence of traveling waves for (NLS) with modulus tending to $r_0$ at infinity (see, e.g., [Chiron 2012]).

The nonlinear Schrödinger equation formally preserves the energy

$$E(\psi) \equiv \int_{\mathbb{R}} |\partial_x \psi|^2 + F(|\psi|^2) \, dx,$$

where $F(\varrho) \equiv \int_0^{\varrho^2} f$. Since

$$F(\varrho) \sim \frac{c_s^2}{8r_0^2} (\varrho - r_0^2)^2 \sim \frac{c_s^2}{2} (\sqrt{\varrho} - r_0)^2$$

when $\varrho \to r_0^2$, it follows that the natural energy space turns out to be the space

$$\mathcal{E} \equiv \{ \psi \in L^\infty(\mathbb{R}), \partial_x \psi \in L^2(\mathbb{R}), |\psi| - r_0 \in L^2(\mathbb{R}) \} \subset C_b(\mathbb{R}, \mathbb{C}),$$

endowed with the distance

$$d_2(\psi, \tilde{\psi}) \equiv ||\partial_x \psi - \partial_x \tilde{\psi}||_{L^2(\mathbb{R})} + |||\psi| - |\tilde{\psi}|||_{L^2(\mathbb{R})} + ||\psi(0) - \tilde{\psi}(0)||.$$
The Cauchy problem was shown to be locally well posed in the Zhidkov space \( \{ \psi \in L^\infty(\mathbb{R}), \partial_x \psi \in L^2(\mathbb{R}) \} \) by P. Zhidkov [2001] (see also the work by C. Gallo [2004]). For global well-posedness results, see [Gallo 2008; Gérard 2008]. More precisely, the local well-posedness we shall use is the following.

**Theorem 1** [Zhidkov 2001; Gallo 2004]. Let \( \Psi^{in} \in \mathcal{F} \). Then, there exists \( T_* > 0 \) and a unique solution \( \Psi \) to (NLS) such that \( \Psi|_{t=0} = \Psi^{in} \) and \( \Psi - \Psi^{in} \in \mathcal{C}([0, T_*), H^1(\mathbb{R})) \). Moreover, \( E(\Psi(t)) \) does not depend on \( t \).

The other quantity formally conserved by the Schrödinger flow, due to the invariance by translation, is the momentum. The momentum is not easy to define in dimension one for maps that vanish somewhere (see [Béthuel et al. 2008a; 2008b]). However, if \( \psi \) does not vanish, we have a lifting \( \psi = A e^{i \psi} \), and then the correct definition of the momentum is given by [Kivshar and Yang 1994]

\[
P(\psi) \equiv \int_{\mathbb{R}} \langle i \psi | \partial_x \psi \rangle \left( 1 - \frac{r_0^2}{|\psi|^2} \right) \, dx = \int_{\mathbb{R}} (A^2 - r_0^2) \partial_x \phi \, dx,
\]

where \( \langle \cdot | \cdot \rangle \) denotes the real scalar product in \( \mathbb{C} \). We define

\[
\mathcal{F}_{hy} \equiv \{ v \in \mathcal{F}, \inf_{\mathbb{R}} |v| > 0 \},
\]

which is the open subset of \( \mathcal{F} \) in which we have lifting and where the hydrodynamical formulation (2) of (NLS) is possible through the Madelung transform. It turns out that, if the initial datum belongs to \( \mathcal{F}_{hy} \), the solution of (NLS) provided by Theorem 1 remains in \( \mathcal{F}_{hy} \) for small times, and that the momentum is indeed conserved on this time interval (see [Gallo 2004]).

**1A. The traveling waves and energy-momentum diagrams.** The traveling waves with speed of propagation \( c \) are special solutions of (NLS) of the form

\[
\Psi(t, x) = U(x - ct).
\]

The profile \( U \) has then to solve the ODE

\[
\partial_x^2 U + U f(|U|^2) = i c \partial_x U \quad \text{(TW}_c \text{)}
\]

together with the condition \( |U(x)| \to r_0 \) as \( x \to \pm \infty \). These particular solutions play an important role in the long-time dynamics of (NLS) with nonzero condition at infinity. Possibly conjugating (TW}_c \text{), we see that we may assume that \( c \geq 0 \) without loss of generality. Moreover, we shall restrict ourselves to traveling waves which belong to the energy space \( \mathcal{F} \) (so that \( |U| \to r_0 \) at \( \pm \infty \) by the Sobolev embedding \( H^1(\mathbb{R}) \hookrightarrow \mathcal{C}_0(\mathbb{R}, \mathbb{C}) \equiv \{ h \in \mathcal{C}(\mathbb{R}, \mathbb{C}), \lim_{\pm \infty} h = 0 \} \)). For traveling waves \( U_c \in \mathcal{F} \) that do not vanish in \( \mathbb{R} \), hence that may be lifted to \( U_c = A_c e^{i \phi_c} \), the ODE (TW}_c \text{) can be transformed (see, e.g., [Chiron 2012]) into the system

\[
\partial_x \phi_c = \frac{c}{2} \frac{\eta_c}{\eta_c + r_0^2}, \quad 2 \partial_x^2 \eta_c + V'_c(\eta_c) = 0, \quad \text{with} \quad \eta_c \equiv A_c^2 - r_0^2,
\]

and where the function \( V_c \) is related to \( f \) by the formula

\[
V_c(\xi) \equiv c^2 \xi^2 - 4(r_0^2 + \xi) F(r_0^2 + \xi).
\]
To a nontrivial traveling wave $U_c$ is associated (see [ibid.]) some $\xi_c \geq -r_0^2$ such that $\forall c(\xi_c) = 0 \neq \forall c'(\xi_c)$ and $\forall c$ is negative between $\xi_c$ and $-r_0^2$, and $\eta_c$ varies between 0 and $\xi_c$; that is, $\{\inf_{\mathbb{R}} |U_c|, \sup_{\mathbb{R}} |U_c|\} = \{r_0, \sqrt{r_0^2 + \xi_c}\}$. Moreover, the only traveling wave solution (if it exists) that vanishes somewhere is for $c = 0$ and is called the kink: it is an odd solution (up to a space translation) and then $\xi_0 = 0$.

We have also seen in [ibid.] that any traveling wave in $\mathcal{D}$ with speed $c > c_s$ is constant, and also that any nonconstant traveling wave in $\mathcal{D}$ of speed $c_* \in (0, c_s)$ belongs to a unique (up to the natural invariances: phase factor and translation) local branch $c \mapsto U_c$ defined for $c$ close to $c_*$.

In [ibid.], we have investigated the qualitative behaviors of the traveling waves for (NLS) with nonzero condition at infinity for a general nonlinearity $f$. A particular attention has been payed in [ibid.] to the transonic limit, where we have an asymptotic behavior governed by the Korteweg–de Vries or the generalized Korteweg–de Vries equation. In order to illustrate the very different situations we may encounter when we allow a general nonlinearity $f$, we give now some energy-momentum diagrams we have obtained (one is taken from the appendix in [Chiron and Scheid 2012], where we have performed numerical simulations in dimension two for the model cases we have studied in [Chiron 2012]):

- The Gross–Pitaevskii nonlinearity: $f(q) = 1 - q$ (see Figure 1).
- A cubic-quintic-septic nonlinearity: $f(q) = -(q-1) + \frac{3}{2}(q-1)^2 - \frac{3}{2}(q-1)^3$ (see Figure 2).
- A cubic-quintic-septic nonlinearity: $f(q) \equiv -4(q-1) - 36(q-1)^3$ or $f(q) \equiv -4(q-1) - 60(q-1)^3$.
  For these two nonlinearities, the graph of $E$ and $P$ vs. speed $c$ is given in Figure 3, but the $(E, P)$ diagrams are, respectively, those in Figure 4.
- A cubic-quintic-septic nonlinearity: $f(q) \equiv -\frac{1}{2}(q-1) + \frac{3}{4}(q-1)^2 - 2(q-1)^3$ (see Figure 5).
- A degenerate case: $f(q) \equiv -2(q-1) + 3(q-1)^2 - 4(q-1)^3 + 5(q-1)^4 - 6(q-1)^5$ (see Figure 6).
- A perturbation of the previous degenerate case: $f(q) \equiv -2(q-1) + (3-10^{-3})(q-1)^2 - 4(q-1)^3 + 5(q-1)^4 - 6(q-1)^5$ (see Figure 7).
- A saturated NLS: $f(q) \equiv \exp((1-q)/\psi_0) - 1$ with $\psi_0 = 0.4$ (see Figure 8).
- Another saturated NLS: $f(q) \equiv \frac{1}{2}\psi_0(1/(1+\psi/\psi_0)^2 - 1/(1+1/\psi_0)^2)$, with $\psi_0 = 0.08$ (see Figure 9).
- The cubic-quintic nonlinearity: $f(q) \equiv -(q-1) - 3(q-1)^2$ (see Figure 10).

Through the study (in [Chiron 2012]) of these model cases, we have shown that, if the energy-momentum diagram is well-known for the Gross–Pitaevskii equation, the qualitative properties of the traveling wave solutions can not be easily deduced from the global shape of the nonlinearity $f$. In particular, even if we restrict ourselves to smooth and decreasing nonlinearities (as is the Gross–Pitaevskii one), we see that we may have a great variety of behaviors: multiplicity of solutions, branches with diverging energy and momentum, nonexistence of traveling waves for some $c_0 \in (0, c_s)$, branches of solutions that cross, existence of sonic traveling waves, transonic limit governed by the mKdV or more generally by the gKdV solitary wave equation instead of the usual KdV one, existence of cusps, etc.
Figure 1. (a) Energy (dashed curve) and momentum (full curve) vs. speed; (b) \((E, P)\) diagram.

Figure 2. (a) Energy (dashed curve) and momentum (full curve) vs. speed; (b) \((E, P)\) diagram.

Figure 3. Energy (dashed curve) and momentum (full curve) vs. speed.
Figure 4. The two $(E, P)$ diagrams.

Figure 5. (a) Energy (dashed curve) and momentum (full curve) vs. speed; (b) $(E, P)$ diagram.

Figure 6. (a) Energy (dashed curve) and momentum (full curve) vs. speed; (b) $(E, P)$ diagram.
We investigate now the behavior at infinity of the nontrivial traveling waves, which depends on whether \( c = c_s \) or not. We denote by \( \mathbb{N} \) the set of nonnegative integers and \( \mathbb{N}^* \) the set of positive integers. We consider for \( m \in \mathbb{N} \) the following assumption:

\((\mathcal{A}_m)\) \( f \) is of class \( \mathcal{C}^{m+3} \) near \( r_0^2 \). Moreover, for \( 1 \leq j < m+2 \), we have

\[
\frac{f^{(j)}(r_0^2)}{(j+1)!} r_0^{2j} = (-1)^{j+1} \frac{c_s^2}{4} \quad \text{but} \quad \frac{f^{(m+2)}(r_0^2)}{(m+3)!} r_0^{2(m+2)} \neq (-1)^{m+3} \frac{c_s^2}{4}
\]

(note that, for \( j = 1 \), equality always holds by definition of the speed of sound \( c_s = \sqrt{-2r_0^2 f''(r_0^2)} \)).

**Proposition 2.** Let \( U_c \in \mathbb{I} \) be a nonconstant traveling wave of speed \( 0 \leq c \leq c_s \).
Figure 9. (a) Energy (dashed curve) and momentum (full curve), (b) \((E, P)\) diagram.

Figure 10. (a) Energy (dashed curve) and momentum (full curve), (b) \((E, P)\) diagram.

(i) If \(c = 0\), then there exists \(\phi_0 \in \mathbb{R}\) such that \(e^{i\phi_0} U_0\) is a real-valued function and there exist two real constants \(M_0 \neq 0\) (depending only on \(f\) and \(\xi_0\)) and \(x_0\) such that, as \(x \to \pm \infty\),

\[
e^{i\phi_0} U_0(x) + r_0 \sim M_0 \exp(-\epsilon_s|x-x_0|) \quad \text{if} \quad \xi_0 = -r_0^2, \quad e^{i\phi_0} U_0(x) - r_0 \sim M_0 \exp(-\epsilon_s|x-x_0|) \quad \text{if} \quad \xi_0 \neq -r_0^2.
\]

(ii) If \(0 < c < c_s\), then \(U_c\) does not vanish, and hence can be lifted: \(U_c = A_c e^{i\phi_c}\). Furthermore, there exist four real constants \(M_c, \Theta_c\) (depending only on \(f\) and \(\xi_c\)), \(x_0\) and \(\phi_0\) such that, as \(x \to \pm \infty\),

\[
|U_c(x)|^2 - r_0^2 = \eta_c(x) \sim \frac{2r_0^2}{c} \partial_x \phi(x) \sim M_c \exp\left(-\sqrt{\epsilon_s^2 - c^2}|x-x_0|\right).
\]

and

\[
\phi(x) - \phi_0 \mp \Theta_c \sim -\text{sgn}(x) \frac{cM_c}{2r_0^2 \sqrt{\epsilon_s^2 - c^2}} \exp\left(-\sqrt{\epsilon_s^2 - c^2}|x-x_0|\right).
\]
(iii) If \( c = c_s \) then \( U_{c_s} \) does not vanish, and hence can be lifted: \( U_{c_s} = A_{c_s} e^{i\psi_{c_s}} \). We assume that there exists \( m \in \mathbb{N} \) such that \( (\forall m) \) is satisfied and define

\[
\Lambda_m \equiv \frac{4}{r_0^2} \left[ \frac{r_0^{2(m+2)}}{(m+3)!} f^{(m+2)}(r_0^2) + (-1)^{m+2} \frac{c_s^2}{4} \right] \neq 0.
\]

Then, we have, as \( x \to \pm \infty \),

\[
|U_{c_s}(x)|^2 - r_0^2 = \eta_{c_s}(x) \sim \frac{2r_0^2}{c_s} \partial_x \phi(x) \sim \text{sgn}(\xi_{c_s}) \left( \frac{4}{(m+1)^2|\Lambda_m|} \right)^{\frac{1}{m+1}}
\]

and

\[
\phi(x) \sim \frac{c_s \text{sgn}(\xi_{c_s})}{2r_0^2} \left( \frac{4}{(m+1)^2|\Lambda_m|} \right)^{\frac{1}{m+1}} \begin{cases} 
\text{sgn}(x) \ln|x| & \text{if } m = 1, \\
\frac{m+1}{m-1} \text{sgn}(x)|x|^{\frac{m-1}{m+1}} & \text{if } m \geq 2,
\end{cases}
\]

and, if \( m = 0 \), there exist \( \Theta_{c_s} \in \mathbb{R} \) and \( \phi_0 \in \mathbb{R} \) such that

\[
\phi(x) - \phi_0 \equiv \Theta_{c_s} \sim \text{sgn}(\xi_{c_s}) \frac{2c_s}{r_0^2|\Lambda_0|x}.
\]

In particular, since we impose \( U_{c_s} \in \mathcal{X} \), we must have \( m \in \{0, 1, 2\} \).

For the Gross–Pitaevskii nonlinearity \((f(\varrho) = 1 - \varrho)\), we may compute explicitly the traveling waves for \( 0 < c < c_s = \sqrt{2} \) (see [Tsuzuki 1971; Béthuel et al. 2008a]):

\[
U_c(x) = \sqrt{\frac{2-c^2}{2}} \tanh x \frac{\sqrt{2-c^2}}{2} - i \frac{c}{\sqrt{2}},
\]

up to the invariances of the problem: translations and multiplications by a phase factor. On this explicit formula, the decay of the phase and modulus can be checked. In particular, as \( x \to \pm \infty \), we have

\[
U_c(x) \to \pm \sqrt{1 - \frac{c^2}{c_s^2} - i \frac{c}{c_s}}.
\]

**Remark 3.** In the above statements, the constants \( \phi_0 \) and \( x_0 \) reflect the gauge and translation invariance. In the spirit of the model cases proposed in [Chiron 2012], for

\[
f(\varrho) \equiv -2(\varrho - 1) + 3(\varrho - 1)^2 - 4(\varrho - 1)^3 + 5(\varrho - 1)^4 - 12(\varrho - 1)^5,
\]

we obtain a smooth decreasing nonlinearity tending to \(-\infty\) at \(+\infty\) (thus qualitatively similar to the Gross–Pitaevskii nonlinearity) for which we have \( r_0 = 1, \ c_s = 2, \) and \( \forall \xi_{c_s}(\xi) = -4\xi^4 - 8\xi^5 \). For this nonlinearity \( f \), there exists a nontrivial sonic traveling wave of infinite energy (corresponding to \( \xi_{c_s} = -1/2 \)), since \( m = 3 \).

The aim of this paper is to investigate the stability of the traveling waves for the one-dimensional NLS. We recall the definition of orbital stability in a metric space \((\mathcal{X}, d_H)\) for which we have a local in time existence result.
Definition 4. Let $0 \leq c \leq c_s$ and $U_c \in \mathcal{X}$ be a nontrivial traveling wave of speed $c$. We say that $U_c$ is orbitally stable in $(\mathcal{X}, d_\mathcal{X})$, where $\mathcal{X} \subset \mathbb{R}$, if, for any $\varepsilon > 0$, there exists $\delta > 0$ such that, for any initial datum $\Psi^{in} \in \mathcal{X}$ such that $d_\mathcal{X}(\Psi^{in}, U_c) \leq \delta$, any solution $\Psi$ to (NLS) with initial datum $\Psi^{in}$ is global in $\mathcal{X}$ and
\[
\sup_{t \geq 0} \inf_{\theta \in \mathbb{R}} \left[ d_\mathcal{X}(\Psi(t), e^{i\theta} U_c(\cdot - y)) \right] \leq \varepsilon.
\]

In the sequel, $U_c$ will always stand for a nontrivial traveling wave, and we freeze the translation invariance by imposing that $|U_c|$ is even. Moreover, the solutions of (NLS) we consider will always be those given by Theorem 1.

1B. **Stability and instability in the case $0 < c < c_s$.**

1B1. **Stability for the hydrodynamical and the energy distances.** The first stability result for the traveling waves for (NLS) with nonzero condition at infinity is due to Z. Lin [2002]. The analysis relies on the hydrodynamical form of (NLS), which is valid for solutions that never vanish. The advantage is to work with a fixed functional space since $\psi \in D(A^2 - \partial_x^2) = H^1(\mathbb{R}) \times L^2(\mathbb{R})$, whereas the traveling waves have a limit $r_0 e^{\pm i \phi_c}$ (up to a phase factor) at $\pm \infty$ depending on the speed $c$. Lin’s result establishes rigorously the stability criterion found in [Bogdan et al. 1989; Barashenkov 1996].

**Theorem 5** [Lin 2002]. Assume that $0 < c_* < c_s$ is such that there exists a nontrivial traveling wave $U_{c_*}$. Then, there exists some small $\sigma > 0$ such that $U_{c_*}$ belongs to a locally unique continuous branch of nontrivial traveling waves $U_c$ defined for $c_* - \sigma \leq c \leq c_* + \sigma$.

(i) Assume
\[
\frac{dP(U_c)}{dc} |_{c = c_*} < 0.
\]
Then, $U_{c_*} = A_* e^{i\phi_*}$ is orbitally stable in the sense that, for any $\varepsilon > 0$, there exists $\delta > 0$ such that, if $\Psi^{in} = A^\in e^{i\phi^\in} \in \mathcal{X}$ satisfies
\[
\|A^\in - A_*\|_{H^1(\mathbb{R})} + \|\partial_x \phi^\in - \partial_x \phi_*\|_{L^2(\mathbb{R})} \leq \delta,
\]
then the solution $\Psi$ to (NLS) such that $\Psi_{|t=0} = \Psi^{in}$ never vanishes, can be lifted to $\Psi = A e^{i\phi}$, and we have
\[
\sup_{t \geq 0} \inf_{\theta \in \mathbb{R}} \left\{ \|A(t) - A_*(\cdot - y)\|_{H^1(\mathbb{R})} + \|\partial_x \phi(t) - \partial_x \phi_*(\cdot - y)\|_{L^2(\mathbb{R})} \right\} \leq \varepsilon.
\]

(ii) Assume
\[
\frac{dP(U_c)}{dc} |_{c = c_*} > 0.
\]
Then, $U_{c_*} = A_* e^{i\phi_*}$ is orbitally unstable in the sense that there exists $\varepsilon > 0$ such that, for any $\delta > 0$, there exists $\Psi^{in} = A^\in e^{i\phi^\in} \in \mathcal{X}$ verifying
\[
\|A^\in - A_*\|_{H^1(\mathbb{R})} + \|\partial_x \phi^\in - \partial_x \phi_*\|_{L^2(\mathbb{R})} \leq \delta,
\]
but such that, if $\Psi$ denotes the solution to (NLS) with $\Psi_{t=0} = \Psi^{in}$, then there exists $t > 0$ such that $\Psi$ does not vanish on the time interval $[0, t]$ but
\[
\inf_{y \in \mathbb{R}} \left\{ \| A(t) - A_*(\cdot - y) \|_{H^1(\mathbb{R})} + \| \partial_x \phi(t) - \partial_x \phi_*(\cdot - y) \|_{L^2(\mathbb{R})} \right\} \geq \epsilon.
\]

By the one-dimensional Sobolev embedding $H^1(\mathbb{R}) \hookrightarrow C^0(\mathbb{R})$, it is clear that, since $U_{c_*}$ does not vanish in $\mathbb{R}$, by imposing $\| \Psi^{in} - |U_{c_*}| \|_{H^1(\mathbb{R})} = \| A^{in} - A_* \|_{H^1(\mathbb{R})}$ small, $\Psi^{in}$ does not vanish in $\mathbb{R}$ and thus can be lifted.

**Remark 6.** We point out that [Gallo 2004] fills two gaps in the proof from [Lin 2002]: the first one concerns the local in time existence for the hydrodynamical system (see (15) in Section 3C) and the second one is about the conservation of the energy and the momentum. Furthermore, we make two additional remarks on the proof from [Lin 2002] in Section 3C.

**Theorem 5** is stability or instability in the open set $\mathcal{D}_{hy} \subset \mathcal{D}$ for the hydrodynamical distance
\[
\mathcal{d}_{hy}(\psi, \tilde{\psi}) = \| A - \tilde{A} \|_{H^1(\mathbb{R})} + \| \partial_x \phi - \partial_x \tilde{\phi} \|_{L^2(\mathbb{R})} + \left| \arg \left( \frac{\psi(0)}{\tilde{\psi}(0)} \right) \right|, \quad \psi = Ae^{i\phi}, \quad \tilde{\psi} = \tilde{A}e^{i\tilde{\phi}},
\]
which is not the energy distance. Here, $\arg : \mathbb{C}^* \rightarrow (-\pi, +\pi]$ is the principal argument. For the stability, it suffices to consider the phase $\theta \in \mathbb{R}$ such that $\arg(\Psi(t)/(e^{i\theta}U_{c_*(\cdot - y)}))$ is zero at $x = 0$, where $y$ is the translation parameter. For the instability, the phase $\theta \in \mathbb{R}$ does not matter. The result of [Lin 2002] is based on the application of the Grillakis–Shatah–Strauss theory [Grillakis et al. 1987] (see also [Bona et al. 1987; Souganidis and Strauss 1990]) to the hydrodynamical formulation of (NLS) (see Section 3C). One difficulty is to overcome the fact that the Hamiltonian operator $\partial_x$ is not onto.

On the energy-momentum diagrams, the stability can be checked either on the graphs of $E$ and $P$ with respect to $c$, or on the concavity of the curve $P \mapsto E$. Indeed, we have seen in [Chiron 2012] that the so-called Hamilton group relation
\[
c = \frac{dE}{dP}, \quad \text{or} \quad \frac{dE(U_c)}{dc} = c \frac{dP(U_c)}{dc},
\]
holds, where the derivative is computed on the local branch. Therefore,
\[
\frac{d^2E}{dP^2} = \frac{d}{dP} \frac{dE}{dP} = \frac{dc}{dP}.
\]
This means that we have stability when $P \mapsto E$ is concave, that is, $d^2E/dP^2 < 0$, and instability if $P \mapsto E$ is convex, i.e., $d^2E/dP^2 > 0$.

Actually, the proof of [Grillakis et al. 1987; Lin 2002] provides an explicit control, as shown in the following lemma.

**Lemma 7.** Under the assumptions of Theorem 5 and in the case (i) of stability, we have, provided $d_{hy}(\Psi^{in}, U_{c_*})$ is small enough,
\[
\sup_{t \geq 0} \inf_{y \in \mathbb{R}} \left\{ \| A(t) - A_*(\cdot - y) \|_{H^1(\mathbb{R})} + \| \partial_x \phi(t) - \partial_x \phi_*(\cdot - y) \|_{L^2(\mathbb{R})} \right\} \leq K \sqrt{|E(\Psi^{in}) - E(U_{c_*})| + |P(\Psi^{in}) - P(U_{c_*})|},
\]
as well as the control
\[
\sup_{t \geq 0} \inf_{y \in \mathbb{R}} d_{\text{hy}}(\Psi(t), e^{i\theta} U_{c*}(\cdot - y)) \leq K d_{\text{hy}}(\Psi^{\text{in}}, U_{c*}).
\] (4)

**Remark 8.** The second estimate (4) is not a simple consequence of the control (3), but relies on a comparison to \(U_c\) for some \(c\) close to \(c_*\) instead of a comparison to \(U_{c*}\) (this idea has also been used in [Weinstein 1986]). It follows that, in the definition of stability for \(U_{c*}\), one can take \(\delta = O(\varepsilon)\).

Let us stress that Z. Lin’s result (Theorem 5) is given in terms of the hydrodynamical distance \(d_{\text{hy}}\), which is not the energy distance \(d_j\). As a matter of fact, the Madelung transform
\[\mathcal{M} : (\mathcal{I}_{\text{hy}}, d_j) \ni U \mapsto \left(\eta, u, \frac{U(0)}{|U(0)|}\right) \in H^1(\mathbb{R}, \mathbb{R}) \times L^2(\mathbb{R}, \mathbb{R}) \times \mathbb{S}^1,\]
where \(U = A e^{i\phi}, \eta = A^2 - r_0^2\) and \(u = \partial_x \phi\), is not so well behaved.

**Lemma 9.** (i) The mapping \(\mathcal{M} : (\mathcal{I}_{\text{hy}}, d_j) \rightarrow H^1(\mathbb{R}, \mathbb{R}) \times L^2(\mathbb{R}, \mathbb{R}) \times \mathbb{S}^1\) is an homeomorphism.

(ii) There exists \(\phi_* \in \mathcal{C}^2(\mathbb{R}, \mathbb{R})\) such that \(\partial_x \phi_* \in L^2(\mathbb{R})\) and a sequence \((\phi_n)_{n \geq 1}\) of functions in \(H^1(\mathbb{R}, \mathbb{R})\) such that, when \(n \to +\infty\),
\[
0 < d_{\text{hy}}(e^{i\phi_*}, e^{i\phi_n} e^{i\phi_n}) \to 0 \quad \text{but} \quad \frac{d_j(e^{i\phi_*}, e^{i\phi_n} e^{i\phi_n})}{d_{\text{hy}}(e^{i\phi_*}, e^{i\phi_n} e^{i\phi_n})} \to +\infty.
\]

Therefore, \(\mathcal{M}^{-1}\) is not locally Lipschitz continuous in general. However, for the stability issues, we compare the \(d_j\) and the \(d_{\text{hy}}\) distances to some fixed traveling wave \(U_*\), which enjoys some nice decay properties at infinity. Let us now stress the link between the two distances \(d_{\text{hy}}\) and \(d_j\) in this case.

**Lemma 10.** Let \(0 \leq c_* \leq c_s\) and assume that \(U_* \in \mathcal{I}\) is a nonconstant traveling wave with speed \(c_*\) that does not vanish. If \(c_* = c_s\), we further assume that assumption \((\mathcal{A}_0)\) is satisfied. Then, there exists some constants \(K\) and \(\delta > 0\), depending only on \(U_*\), such that, for any \(\psi \in \mathcal{I}\) verifying \(d_j(\psi, U_*) \leq \delta\), we have
\[
\frac{1}{K} d_{\text{hy}}(\psi, U_*) \leq d_j(\psi, U_*) \leq K d_{\text{hy}}(\psi, U_*).
\]

An immediate corollary of Lemma 10 is that Theorem 5 is also a stability/instability result in the energy distance. If one wishes for only a stability/instability result, it is sufficient to invoke the fact that the mapping \(\mathcal{M}\) is an homeomorphism. However, the use of Lemma 10 provides a stronger explicit control similar to the one obtained in Lemma 7 (see (3)). In particular, in the definition of stability for \(U_{c*}\) in \((\mathcal{I}, d_j)\), one can take \(\delta = O(\varepsilon)\).

**Corollary 11.** Assume that \(0 < c_* < c_s\) is such that there exists a nontrivial traveling wave \(U_{c*}\). Then, there exists some small \(\sigma > 0\) such that \(U_{c*}\) belongs to a locally unique continuous branch of nontrivial traveling waves \(U_c\) defined for \(c_* - \sigma \leq c \leq c_* + \sigma\).

(i) If \((dP(U_c)/dc)_{c=c_*} < 0\), then \(U_{c*} = A_* e^{i\phi_*}\) is orbitally stable in \((\mathcal{I}, d_j)\). Furthermore, if \(\Psi(t)\) is the (global) solution to \((\text{NLS})\) with initial datum \(\Psi^{\text{in}}\), then we have, for some constant \(K\) depending
only on \( U_{c_*} \) and provided \( d_\mathcal{H}(\Psi^\text{in}, U_{c_*}) \) is sufficiently small,

\[
\sup_{t \geq 0} \inf_{y \in \mathbb{R}} d_\mathcal{H}(\Psi(t), e^{i\theta} U_{c_*}(\cdot - y)) \leq K \sqrt{|E(\Psi^\text{in}) - E(U_{c_*})| + |P(\Psi^\text{in}) - P(U_{c_*})|},
\]

as well as the control

\[
\sup_{t \geq 0} \inf_{y \in \mathbb{R}} d_\mathcal{H}(\Psi(t), e^{i\theta} U_{c_*}(\cdot - y)) \leq K d_\mathcal{H}(\Psi^\text{in}, U_{c_*}).
\]

(ii) If \( (dP(U_c)/dc)|_{c = c_*} > 0 \), then \( U_{c_*} = A_* e^{i\phi_*} \) is orbitally unstable in \( (\mathcal{X}, d_\mathcal{H}) \).

For the Gross–Pitaevskii nonlinearity \((f(\varphi) = 1 - \varphi)\), the stability (for the energy distance \( d_\mathcal{H} \)) of the traveling waves with speed \( 0 < c < c_s \) was proved by F. Béthuel, P. Gravejat and J.-C. Saut [Béthuel et al. 2008a] through the variational characterization that these solutions are minimizers of the energy under the constraint of fixed momentum. However, in view of the energy momentum diagrams in Section 1A, this constraint minimization approach can not be used in the general setting we consider here. Indeed, this method provides only stability, but there may exist unstable traveling waves. Moreover, it follows from the proof of Theorem 5 that stable waves are local minimizers of the energy at fixed momentum but not necessarily global minimizers. Finally, we emphasize that the spectral methods allow us to derive an explicit (Lipschitz) control in case of stability.

1B2. Stability via a Liapounov functional. Another way to prove the orbital stability is to find a Liapounov functional. By Liapounov functional, we mean a functional which is conserved by the (NLS) flow and for which the traveling wave \( U_c \) is a local minimum (for instance, a critical point with second derivative \( \geq \delta \text{Id} \) for some \( \delta > 0 \)). Such a Liapounov functional always exists in the Grillakis–Shatah–Strauss theory when \( (dP(U_c)/dc)|_{c = c_*} < 0 \), as shown by Theorem 26 in Appendix A. Its direct application to our problem leads us to define the functional in \( \mathcal{H}_{\text{hy}} \)

\[
\mathcal{L}(\psi) \equiv E(\psi) - c_* P(\psi) + \frac{M}{2} \left(P(\psi) - P(U_{c_*})\right)^2,
\]

where \( M \) is some positive parameter. It turns out that \( \mathcal{L} \) is such a Liapounov functional when \( M \) is sufficiently large. Since the proof relies on the Grillakis–Shatah–Strauss framework, we have to work in the hydrodynamical variables. However, by Lemma 10, we recover the case of the energy distance.

**Theorem 12.** Assume that, for some \( c_* \in (0, c_s) \) and \( \sigma > 0 \) small, \( (0, c_s) \supset [c_* - \sigma, c_* + \sigma] \ni c \mapsto U_c \in \mathcal{X} \) is a continuous branch of nontrivial traveling waves with \( (dP(U_c)/dc)|_{c = c_*} < 0 \). If

\[
M > \frac{1}{-dP(U_c)/dc|_{c = c_*}} > 0,
\]

there exist \( \epsilon > 0 \) and \( K \), depending only on \( U_{c_*} \), such that, for any \( \psi \in \mathcal{X} \) with

\[
\inf_{y \in \mathbb{R}, \theta \in \mathbb{R}} d_{\text{hy}}(\psi, e^{i\theta} U_{c_*}(\cdot - y)) \leq \epsilon,
\]
we have
\[ \inf_{\theta \in \mathbb{R}} \inf_{y \in \mathbb{R}} d_{\text{hy}}^2(\psi, e^{i\theta} U_{c*}(\cdot - y)) \leq K(\mathcal{L}(\psi) - \mathcal{L}(U_{c*})) \],
and analogously with \( d_{\text{hy}} \) replaced by \( d_\Xi \). Consequently, \( U_{c*} = A_x e^{i\phi*} \) is orbitally stable in \((\mathcal{X}_{\text{hy}}, d_{\text{hy}})\) and in \((\mathcal{X}, d_\Xi)\). Furthermore, if \( \Psi(t) \) is the (global) solution to (NLS) with initial datum \( \Psi^\text{in} \), then we have
\[ \sup_{t \geq 0} \inf_{\theta \in \mathbb{R}} d_{\text{hy}}(\Psi(t), e^{i\theta} U_{c*}(\cdot - y)) \leq K \sqrt{\mathcal{L}(\Psi^\text{in})} - \mathcal{L}(U_{c*}) \leq K d_{\text{hy}}(\Psi^\text{in}, U_{c*}) \],
provided \( d_{\text{hy}}(\Psi^\text{in}, U_{c*}) \) is sufficiently small, and analogously with \( d_{\text{hy}} \) replaced by \( d_\Xi \).

For the traveling waves for (NLS) in dimension one, this type of Liapounov functional appears for the first time in the paper by I. Barashenkov [1996]. However, there, the problem is treated directly on the wave function \( \Psi \), whereas the correct proof holds on the hydrodynamical variables, in particular because of the gauge invariance \((\theta, \Psi) \mapsto e^{i\theta} \Psi\). For instance, that work suggests that we have stability for \( H^1 \) perturbations, whereas it holds only for perturbations in the energy space. Finally, we fill some gaps in the proof of [Barashenkov 1996].

1B3. Instability via the existence of an unstable eigenvalue. In the Grillakis–Shatah–Strauss theory [Grillakis et al. 1987], the instability is not shown by proving the existence of a unstable eigenvalue for the linearized (NLS) and then a nonlinear instability result (see however [Grillakis et al. 1990] when the Hamiltonian skew-adjoint operator is onto). There exist, however, some general results that prove the existence of unstable eigenvalues. For the instability of bound states for (NLS) (and also for the nonlinear Klein–Gordon equation), that is, solutions of the form \( e^{i\omega t} U_\omega(x) \), M. Grillakis [1988] shows that the condition \( d/d\omega( \int_{\mathbb{R}^d} |U_\omega|^2 |_{\omega=\omega_*} > 0 \) is sufficient for the existence of such an unstable eigenvalue. However, the proof relies on the fact that the bound states are real-valued functions (up to a phase factor) and it is not clear whether it extends to the case of traveling waves we are studying. Indeed, since we have to work in hydrodynamical variables in order to have a fixed functional space, the linearized operator does not have (for \( c \neq 0 \)) the structure required for the application of [Grillakis 1988]. Another general result is due to O. Lopes [2002] but it assumes that the linearized equation can be solved using a semigroup. This is not the case for our problem once it is written in hydrodynamical variables (see below). Finally, Z. Lin [2008] proposes an alternative approach for the existence of unstable eigenvalues. The method has the advantage of allowing pseudodifferential equations (like the Benjamin–Ono equation). However, the results are given for three model equations involving a scalar unknown, and it is not clear whether the proof can be extended to the case of systems.

The linearization of (NLS) near the traveling wave \( U_{c*} \) in the frame moving with speed \( c_* \) is
\[ i \frac{\partial \psi}{\partial t} - ic_* \partial_x \psi + \partial_x^2 \psi + \psi f(|U_{c*}|^2) + 2\psi|U_{c*}| f'(|U_{c*}|^2) U_{c*} = 0, \tag{5} \]
and, thus, searching for exponentially growing modes \( \psi(t, x) = e^{\lambda t} w(x) \) leads to the eigenvalue problem
\[ i \lambda w - ic_* \partial_x w + \partial_x^2 w + w f(|U_{c*}|^2) + 2w|U_{c*}| f'(|U_{c*}|^2) U_{c*} = 0, \tag{6} \]
with $\Re(\lambda) > 0$ and $w \neq 0$. For one-dimensional problems, the linear instability is commonly shown through the use of Evans functions (see the classical paper [Pego and Weinstein 1992] and also the review article [Sandstede 2002]). For our problem, we look for an unstable eigenvalue for the equation written in hydrodynamical variables; namely we look for exponentially growing solutions $(\eta, u)$ of the linear problem (written in the moving frame)

$$
\begin{align*}
\partial_t \eta - c_* \partial_x \eta + 2 \partial_x ((r_0^2 + \eta_*) u + \eta u_*) &= 0, \\
\partial_t u - c_* \partial_x u + 2 \partial_x (u_* u) - \partial_x (f'(r_0^2 + \eta_*) \eta) - \eta \partial_x^2 \left( \frac{\eta}{\sqrt{r_0^2 + \eta_*}} \right) - \frac{\eta \partial_x^2 \left( \sqrt{r_0^2 + \eta_*} \right)}{2(r_0^2 + \eta_*)^{3/2}} &= 0,
\end{align*}
$$

(7)

where $(\eta_*, u_*)$ is the reference solution. The advantage is here again to work with a fixed functional space in variables $(\eta, u)$. Due to the term

$$\partial_x \left\{ \frac{1}{2} \frac{\partial_x^2 \left( \frac{\eta}{\sqrt{r_0^2 + \eta_*}} \right)}{\sqrt{r_0^2 + \eta_*}} \right\},$$

this equation cannot be solved using a semigroup, except in the trivial case where $\eta_*$ is constant; hence the result of [Lopes 2002] does not apply. However, system (7) is a particular case of the Euler–Korteweg system for capillary fluids (see [Benzoni-Gavage 2010a] for a survey on this model). We may then use a linear instability result already shown for the Euler–Korteweg system with the Evans function method, as in work by K. Zumbrun [2008] for a simplified system, and more recently by S. Benzoni-Gavage [2010b] for the complete Euler–Korteweg system.

**Theorem 13.** Assume that, for some $c_* \in (0, c_*)$ and $\sigma > 0$ small,

$$(0, c_*) \supseteq [c_* - \sigma, c_* + \sigma] \ni c \mapsto U_c \in \mathcal{F}$$

is a continuous branch of nontrivial traveling waves with

$$\frac{dP(U_c)}{dc} \bigg|_{c = c_*} > 0.$$ 

Then, there exists exactly one unstable eigenvalue $\gamma_0 \in \{\Re > 0\}$ for (6) and $\gamma_0 \in (0, +\infty)$; that is, (NLS) is (spectrally) linearly unstable.

Once we have shown the existence of an unstable eigenvalue for the linearized NLS equation (5), we can prove a nonlinear instability result as in [Henry et al. 1982; de Bouard 1995]. Note that, here, we no longer work in the hydrodynamical variables, where the high-order derivatives involve nonlinear terms, but on the semilinear NLS equation.

**Corollary 14.** Under the assumptions of **Theorem 13**, $U_{c_*}$ is unstable in $U_{c_*} + H^1(\mathbb{R}, \mathbb{C})$ (endowed with the natural $H^1$ distance): there exists $\epsilon$ such that, for any $\delta > 0$, there exists $\Psi^{\text{in}} \in U_{c_*} + H^1(\mathbb{R})$ such that $\|\Psi^{\text{in}} - U_{c_*}\|_{H^1(\mathbb{R})} \leq \delta$, but, if $\Psi \in U_{c_*} + \mathcal{C}(0, T^*)$, $H^1(\mathbb{R})$ denotes the maximal solution of (NLS), then there exists $0 < t < T^*$ such that $\|\Psi(t) - U_{c_*}\|_{H^1(\mathbb{R})} \geq \epsilon$. 

Since the proof is very similar to the one in [Henry et al. 1982; de Bouard 1995], we omit it. We may actually prove a stronger instability result, since the above one is not proved by tracking the exponentially growing mode. In [Di Menza and Gallo 2007], a spectral mapping theorem is shown and used to show the nonlinear instability by tracking this exponentially growing mode, which is a natural mechanism of instability. In Appendix B, we show that this spectral mapping theorem holds for a wide class of Hamiltonian equations. The direct application of Corollary B.6 in Appendix B gives the following nonlinear instability result.

**Corollary 15.** We make the assumptions of Theorem 13, so that there exists an unstable eigenmode $(\gamma_0, w) \in (0, +\infty) \times H^1(\mathbb{R})$, $\|w\|_{H^1} = 1$. There exists $M > 0$ such that, for any solution $\psi \in C(\mathbb{R}^+, H^1(\mathbb{R}, \mathbb{C}))$ of the linearized equation (5), we have the growth estimate of the semigroup

$$\|\psi(t)\|_{H^1(\mathbb{R})} \leq M e^{\rho_0 t} \|\psi(0)\|_{H^1(\mathbb{R})} \quad \text{for all } t \geq 0.$$  

Moreover, $U_{c*}$ has also the following instability property: there exist $K > 0$, $\delta > 0$ and $\varepsilon_0 > 0$, such that, for any $0 < \delta < \delta_0$, the solution $\Psi(t)$ to (NLS) with initial datum $\Psi^0 = U_{c*} + \delta w \in U_{c*} + H^1(\mathbb{R})$ exists at least on $[0, \gamma_0^{-1} \ln(2\varepsilon_0/\delta)]$ and satisfies

$$\|\Psi(t) - U_{c*} - \delta e^{\rho_0 t} w\|_{H^1(\mathbb{R})} \leq K \delta^2 e^{2\rho_0 t}.$$

In particular, for $t = \gamma_0^{-1} \ln(2\varepsilon_0/\delta)$ and $\varepsilon \equiv \varepsilon_0 / K$, we have

$$\inf_{y \in \mathbb{R}} \|\Psi(t) - |U_{c*}|(\cdot - y)\|_{L^2(\mathbb{R})} \geq \varepsilon \quad \text{and} \quad \inf_{y \in \mathbb{R}} \|\Psi(t) - |U_{c*}|(\cdot - y)\|_{L^\infty(\mathbb{R})} \geq \varepsilon,$$

which implies

$$\inf_{y \in \mathbb{R}} \|\Psi(t) - e^{i\theta} U_{c*}(\cdot - y)\|_{H^1(\mathbb{R})} \geq \varepsilon$$

as well as

$$\inf_{y \in \mathbb{R}} d_{hy}(\Psi(t), e^{i\theta} U_{c*}(\cdot - y)) \geq \varepsilon \quad \text{and} \quad \inf_{y \in \mathbb{R}} d_{L^2}(\Psi(t), e^{i\theta} U_{c*}(\cdot - y)) \geq \varepsilon.$$

With the above result, we then show the nonlinear instability also in the energy space, and thus recover the instability result of Z. Lin but this time by tracking the unstable growing mode.

**1B4. Instability at a cusp.** In this section, we investigate the question of stability in the degenerate case $dP/dc = 0$. In [Grillakis et al. 1987] (see also [Grillakis et al. 1990]), a stability result for the wave of speed $c_*$ is shown when the action $c \mapsto S(c) = E(U_c) - c P(U_c)$ (on the local branch) is such that, for instance, $d^2 S/dc^2 = -dP/dc$ is positive for $c \neq c_*$ but vanishes for $c = c_*$. In the energy-momentum diagrams of Section 1A, the situation is different since $dP/dc$ changes sign at the cusps, or, equivalently, the action $c \mapsto S(c) = E(U_c) - c P(U_c)$ (on the local branch) changes its concavity at the cusp. A. Comech and D. Pelinovsky [2003] show that, for the nonlinear Schrödinger equation, a bound state associated with a cusp in the energy-charge diagram is unstable. The proof relies on a careful analysis of the linearized equation, which is spectrally stable, but linearly unstable (with polynomial growth for the linear problem). A similar technique was used by A. Comech, S. Cuccagna and D. Pelinovsky [2007] for the generalized
Korteweg–de Vries equation. Then, M. Ohta [2011] also proved the nonlinear instability of these “bound states” using a Liapounov functional as in [Grillakis et al. 1987]. However, in [Ohta 2011], it is assumed that $J = T'(0)$ and that $J$ is onto, which are both not true here (and there are further restrictions due to the introduction of an intermediate Hilbert space). M. Maeda [2012] has extended the above instability result, removing some assumptions in [Ohta 2011]. We show the instability of traveling waves associated with a cusp in the energy-momentum diagram in the generic case where $d^2 P / dc^2 \neq 0$. Our approach follows the lines of [Maeda 2012], but with some modifications since our problem does not fit exactly the general framework of this paper. In particular, we can not find naturally a space “$Y$”, and some functions appearing in the proof do not lie in the range of the skew-adjoint operator $\partial_x$ involved in the Hamiltonian formalism. We overcome this difficulty using an approximation argument (similar to the one used in [Lin 2002]).

**Theorem 16.** Assume that, for some $c_* \in (0, c_s)$ and $\sigma > 0$ small, $(0, c_*) \supset [c_* - \sigma, c_* + \sigma] \ni c \mapsto U_c \in \mathcal{Y}$ is a continuous branch of nontrivial traveling waves with

$$\frac{dP(U_c)}{dc} \big|_{c=c_*} = 0 \neq \frac{d^2 P(U_c)}{dc^2} \big|_{c=c_*},$$

and assume in addition that $f$ is of class $C^2$. Then, $U_{c_*}$ is orbitally unstable in $(\mathcal{Y}, d_\mathcal{Y})$.

**1C. Stability in the case $c = 0$.**

**1C1. Instability for the bubbles.** When $c = 0$, we have two types of stationary waves: the bubbles, when $\xi_0 > -r_0^2$, are even functions (up to a translation) that do not vanish, and the kinks, when $\xi_0 = -r_0^2$, are odd functions (up to a translation). The instability of stationary bubbles has been shown by A. de Bouard [1995] (and is true even in higher dimension). The proof there relies on the proof of the existence of an unstable eigenvalue for the linearized NLS, and then the proof of a nonlinear instability result. An alternative proof of the linear instability of the bubbles is given in [Pelinovsky and Kevrekidis 2008, Theorem 3.11(ii)].

**Theorem 17** [de Bouard 1995]. Assume that there exists a bubble, that is, a nontrivial stationary ($c = 0$) wave $U_0$ which does not vanish. Then, $U_0$ is (linearly and nonlinearly) unstable in $U_0 + H^1(\mathbb{R})$ (endowed with the natural $H^1$ metric); that is, there exists $\epsilon$ such that, for any $\delta > 0$, there exists $\Psi^\text{in} \in U_0 + H^1(\mathbb{R})$ such that $\|\Psi^\text{in} - U_0\|_{H^1(\mathbb{R})} \leq \delta$, but, if $\Psi \in U_0 + \mathcal{C}([0, T^*), H^1(\mathbb{R}))$ denotes the maximal solution of (NLS), then there exists $0 < t < T^*$ such that $\|\Psi(t) - U_0\|_{H^1(\mathbb{R})} \geq \epsilon$.

Actually, in the same way that Corollary 15 is a better instability result than Corollary 14, we have the following stronger instability result, which is a direct consequence of Corollary B.6 in Appendix B.

**Proposition 18.** Assume that there exists a bubble, that is, a nontrivial stationary ($c = 0$) wave $U_0$ which does not vanish. Then, $U_0$ is (nonlinearly) unstable in $U_0 + H^1(\mathbb{R})$, $(\mathcal{Y}, d_\mathcal{Y})$ and $(\mathcal{X}_{\text{hy}}, d_{\text{hy}})$ in the same sense as in Corollary 15.

Finally, we would like to emphasize that we may recover the instability result for bubbles from the proof of Theorem 5, relying on the hydrodynamical form of (NLS), which holds true here since bubbles do not vanish. Our result holds in the energy space and for the hydrodynamical distance.
Theorem 19. Assume that there exists a bubble, that is, a nontrivial stationary \((c = 0)\) wave \(U_0\) which does not vanish. Then, there exists some small \(\sigma > 0\) such that \(U_0\) belongs to a locally unique continuous branch of nontrivial traveling waves \(U_c\) defined for \(0 \leq c \leq \sigma\). Then, \(c \mapsto P(U_c)\) has a derivative at \(c = 0\),

\[
\left. \frac{dP(U_c)}{dc} \right|_{c=0} > 0
\]

and \(U_0 = A_* e^{i\phi_*}\) is orbitally unstable for the distances \(d_\mathcal{X}\) and \(d_{\text{hy}}\).

Proof. We give a proof based on the argument of [Lin 2002], which is possible since \(U_0\) is a bubble, hence does not vanish, and the spectral decomposition used there still holds when \(c = 0\). Moreover, it is clear that the mapping \(c \mapsto (\eta_c, u_c) \in H^1 \times L^2\) is smooth up to \(c = 0\), using the uniform exponential decay at infinity near \(c = 0\) and arguing as in [Chiron 2012]. Therefore, it suffices to show that \(\left(\frac{dP(U_c)}{dc}\right)_{c=0} > 0\).

From the expression of the momentum given in [ibid., Subsection 1.2], we have, for \(0 \leq c \leq \sigma\),

\[
P(U_c) = c \sgn(\xi_c) \int_0^\xi \frac{\xi^2}{r_0^2 + \xi} \frac{d\xi}{\sqrt{-\nabla_c(\xi)}} = c \left| \int_0^{\xi_0} \frac{\xi^2}{r_0^2 + \xi} \frac{d\xi}{\sqrt{-\nabla_0(\xi)}} \right| + o(c)
\]

since \(\xi_0 > -r_0^2\). Indeed, we are allowed to pass to the limit in the integral once it is written with the change of variables \(\xi = t\xi_c\):

\[
\int_0^\xi \frac{\xi^2}{r_0^2 + \xi} \frac{d\xi}{\sqrt{-\nabla_c(\xi)}} = \int_0^{1} \frac{\xi_0^2 t^2}{r_0^2 + \xi} \frac{dt}{\sqrt{-\nabla_c(t\xi_c)}}
\]

since \(\xi_0 > -r_0^2\). Therefore,

\[
\left. \frac{dP(U_c)}{dc} \right|_{c=0} = \left| \int_0^{\xi_0} \frac{\xi^2}{r_0^2 + \xi} \frac{d\xi}{\sqrt{-\nabla_0(\xi)}} \right| > 0
\]

since \(\xi_0 \neq 0\) (\(U_0\) is not trivial). The conclusion follows then from the proof of Theorem 5. \(\square\)

When we know that \(\left(\frac{dP(U_c)}{dc}\right)_{c=0} > 0\), we may also use the Evans function as in Theorem 13 to show the existence of an unstable eigenmode. However, due to the fact that the kink \(U_0\) is real-valued, we can use the arguments in [de Bouard 1995; Pelinovsky and Kevrekidis 2008].

1C2. Stability analysis for the kinks. We now turn to the case of the kinks (\(\xi_0 = -r_0^2\) and \(U_0\) is odd up to a translation). Since \(U_0\) vanishes at the origin, the hydrodynamical form of (NLS) can not be used. The stability of the kink has attracted several recent works. L. Di Menza and C. Gallo [2007] have investigated the linear stability through the Vakhitov–Kolokolov function VK, defined by

\[
VK(\lambda) = \int_{\mathbb{R}} \left(\left\{ -\partial_x^2 - f(U_0^2) - \lambda \right\}^{-1}(\partial_x U_0)(\partial_x U_0) \right) dx,
\]

where \(U_0\) is the kink, for \(\lambda \in (\lambda_*, 0)\) for some \(\lambda_* < 0\). They show that the Vakhitov–Kolokolov function VK has a limit \(VK_0\) when \(\lambda \to 0^-\). If \(VK_0 > 0\), then the linearization of (NLS) around the kink has an unstable real positive eigenvalue. When \(VK_0 < 0\), the linearization of (NLS) around the kink has a spectrum included in \(i\mathbb{R}\) (spectral stability). Note that the approach of [Lin 2002] (extending [Grillakis
et al. 1987]) does not give directly unstable eigenvalues in the case \(dP/dc > 0\). Recently, the link between the quantity \(dP/dc\) and the sign of \(VK_0\) has been given by D. Pelinovsky and P. Kevrekidis [2008] (proof of Lemma 3.10 there, the factor \(\sqrt{2}\) coming from the coefficients of the NLS equation in [Pelinovsky and Kevrekidis 2008]):

\[
2\sqrt{2} VK_0 = \lim_{c \to 0} \frac{dP(U_c)}{dc}.
\]

and they also prove, in a different way from [Di Menza and Gallo 2007], that we have spectral stability when \(\lim_{c \to 0} dP/dc < 0\) and existence of an unstable eigenvalue (in \(\mathbb{R}^*_+\)) if \(\lim_{c \to 0} dP/dc > 0\). It is shown in [Pelinovsky and Kevrekidis 2008] that the limit \(\lim_{c \to 0} dP(U_c)/dc\) does exist. Actually, it is proved there that the function \([0, c_0) \ni c \mapsto P(U_c)\) is of class \(C^1\) and that the derivative at \(c = 0\) is also given by (see (8))

\[
\lim_{c \to 0} \frac{dP(U_c)}{dc} = 2\sqrt{2} VK_0 = 2\sqrt{2} \lim_{\lambda \to 0^-} \int_{\mathbb{R}} \left( -\frac{\partial^2}{\partial x^2} - f(U_0^2) - \lambda \right)^{-1}(\partial_x U_0)(\partial_x U_0) dx = 2\sqrt{2} \int_{\mathbb{R}} \text{Im} \left( \frac{\partial U_c}{\partial c} \bigg|_{c=0} \right) \partial_x U_0 dx.
\]

Our next lemma gives an explicit formula of the expression (9), involving only the nonlinearity \(f\).

**Lemma 20.** Assume that \(U_0\) is a kink. Then, there exists \(c_0 \in (0, \varepsilon)\) such that \(U_0\) belongs to the (locally) unique branch \([0, c_0) \ni c \mapsto U_c \in \mathcal{X}\). Moreover, \(P(U_c) \to r_0^2 \pi\) as \(c \to 0\) and the continuous extension \([0, c_0) \ni c \mapsto P(U_c)\) has a derivative at \(c = 0\) given by

\[
\frac{dP(U_c)}{dc} \bigg|_{c=0} = -\frac{8 r_0^3}{3 \sqrt{F(0)}} + \frac{1}{2} \int_{0}^{r_0^2} \left( \frac{1}{\sqrt{F(q)}} - \frac{1}{\sqrt{F(0)}} \right) dq.
\]

The advantage of the formula given in Lemma 20 compared to (9) is that it allows a direct computation of \(dP(U_c)/dc\big|_{c=0}\) when \(f\) is known, which does not require computing numerically \(U_0\) and \((\partial U_c/\partial c)\big|_{c=0}\). For instance, it is quite well adapted to the stability analysis as in [Fakau and Karval’u 2009]. Let us observe that it may happen that a kink is unstable (see [Kivshar and Krolikowski 1995; Di Menza and Gallo 2007]).

In the case of linear instability, [Di Menza and Gallo 2007] shows that, then, nonlinear instability holds. Actually, a stronger result is proved there, showing that the \(L^\infty\) norm (and not only the \(H^1\) norm) does not remain small.

**Theorem 21 [Di Menza and Gallo 2007].** Assume that there exists a kink, that is, a nontrivial stationary \((c = 0)\) wave \(U_0\) vanishing somewhere, and satisfying \((dP(U_c)/dc)\big|_{c=0} > 0\). Then, \(U_0\) is (linearly and nonlinearly) unstable in the sense that there exists \(\varepsilon\) such that, for any \(\delta > 0\), there exists \(\Psi^\text{in} \in U_0 + H^1(\mathbb{R})\) such that \(\|\Psi^\text{in} - U_0\|_{H^1(\mathbb{R})} \leq \delta\), but, if \(\Psi \in U_0 + \mathcal{C}((0, T^*), H^1(\mathbb{R}))\) denotes the maximal solution of (NLS), then there exists \(0 < t < T^*\) such that \(\|\Psi(t) - U_0\|_{L^\infty(\mathbb{R})} \geq \varepsilon\).

The proof in [Di Menza and Gallo 2007] relies on the tracking of the exponentially growing eigenmode. One may actually improve slightly the result as this was done in Corollary 15. As a matter of fact, this was the result in Theorem 21 that has motivated us for Corollary 15.
We focus now on the nonlinear stability issue when there is linear (spectral) stability, that is, when 
\[(dP(U_c)/dc)_{c=0} < 0.\] Concerning the Gross–Pitaevskii nonlinearity \(f(\varrho) = 1 - \varrho,\) for which we have 
\[(dP(U_c)/dc)_{c=0} < 0,\] we quote two papers on this question. The first one is the work of P. Gérard and Z. Zhang [2009] where the stability is shown by inverse scattering, hence in a space of functions sufficiently decaying at infinity. The analysis then relies on the integrability of the one-dimensional GP equation. The other work is by F. Béthuel, P. Gravejat, J.-C. Saut and D. Smets [Béthuel et al. 2008b]. They prove the orbital stability of the kink of the Gross–Pitaevskii equation by showing that the kink is a global minimizer of the energy under the constraint that a variant of the momentum is fixed (recall that the definition of the momentum has to be clarified for an arbitrary function in the energy space), and that the corresponding minimizing sequences are compact (up to space translations and phase factors). In this approach, it is crucial (see [Béthuel et al. 2008a; 2008b]) that 
\[E_{\text{kink}} < c_s P_{\text{kink}} = c_s r_0^2 \pi\] in order to prevent the dichotomy case for the minimizing sequences. However, since the energy of the kink is equal to
\[E_{\text{kink}} = 4 \int_{-r_0}^{0} \frac{F(r_0^2 + \xi)}{\sqrt{-\varrho_0(\xi)}} d\xi = 2 \int_{-r_0}^{0} \sqrt{\frac{F(r_0^2 + \xi)}{r_0^2 + \xi}} d\xi = 2 \int_{0}^{r_0^2} \sqrt{\frac{F(\varrho)}{\varrho}} d\varrho,\]
whereas its momentum is always equal to \(r_0^2 \pi,\) it is clear that the condition \(E_{\text{kink}} < c_s P_{\text{kink}} = c_s r_0^2 \pi\) does not hold in general, as shown in the following example.

**Example.** For \(\kappa \geq 0,\) consider
\[f(\varrho) \equiv 1 - \varrho + \kappa(1 - \varrho)^3,\]
which is smooth and decreases to \(-\infty\) as the Gross–Pitaevskii nonlinearity. We have \(r_0 = 1, c_s = \sqrt{2},\)
\[F(\varrho) = (1 - \varrho)^2/2 + \kappa(1 - \varrho)^4/4\] and
\[E_{\text{kink}} = 2 \int_{0}^{r_0^2} \sqrt{\frac{F(\varrho)}{\varrho}} d\varrho = 2 \int_{0}^{r_0^2} \sqrt{\frac{2(1 - \varrho)^2 + \kappa(1 - \varrho)^4}{4\varrho}} d\varrho > c_s r_0^2 \pi = \pi \sqrt{2}\]
for \(\kappa\) large (the left-hand side tends to \(+\infty\), and numerical computations show that it is the case for \(\kappa \geq 14.\) Furthermore, Lemma 20 gives
\[\sqrt{F(0)} \frac{dP(U_c)}{dc} |_{c=0} = -\frac{8}{3} + \frac{1}{2} \int_{0}^{1} \frac{(\varrho - 1)^2}{\varrho^{3/2}} \left(\sqrt{\frac{F(0)}{F(\varrho)}} - 1\right) d\varrho.\]
(10)
Since \(F(0)/F(\varrho) = (2 + \kappa)/(2(\varrho - 1)^2 + \kappa(\varrho - 1)^4),\) it can be easily checked that the right-hand side of (10) is a decreasing function of \(\kappa\) tending to
\[-\frac{8}{3} + \frac{1}{2} \int_{0}^{1} \frac{(\varrho - 1)^2}{\varrho^{3/2}} \left(\frac{1}{(\varrho - 1)^2} - 1\right) d\varrho = -1\]
when \(\kappa \to +\infty\) (by monotone convergence). In particular, for any \(\kappa \geq 0,\) we have \((dP(U_c)/dc)_{c=0} < 0;\) that is, the kink is always (linearly) stable. The energy-momentum diagram for this type of nonlinearity with \(\kappa\) large is as in the right part of Figure 4 (the left part correspond to \(\kappa\) smaller).
In comparison with the constraint minimization approach as in [Béthuel et al. 2008a; 2008b], which allows us to establish a global minimization result, the spectral methods as in [Grillakis et al. 1987; Lin 2002] allow us to put forward locally minimizing properties, which turn out to be useful for the stability analysis in dimension one.

In the stability analysis of the kink, one issue is the definition of the momentum $P$, which was up to now given only for maps in $\mathcal{D}_{\text{hy}}$, that is, for maps that never vanish, but the kink vanishes at the origin. In [Béthuel et al. 2008b], the notion of momentum was extended to the whole energy space $\mathcal{D}$, hence including maps vanishing somewhere, as a quantity defined mod $2\pi$, and was called “untwisted momentum”. This notion will be useful for our stability result.

**Lemma 22** [Béthuel et al. 2008b]. If $\psi \in \mathcal{D}$, the limit

$$\mathcal{P}(\psi) \equiv \lim_{R \to +\infty}\left[ \int_{-R}^{+R} \langle i \psi | \partial_x \psi \rangle \, dx - r_0^2 (\arg(\psi(+R)) - \arg(\psi(-R))) \right]$$

exists in $\mathbb{R}/(2\pi r_0^2 \mathbb{Z})$. The mapping $\mathcal{P} : \mathcal{D} \to \mathbb{R}/(2\pi r_0^2 \mathbb{Z})$ is continuous and, if $\psi \in \mathcal{D}$ satisfies $\inf_{\mathbb{R}} |\psi| > 0$ (i.e., $\psi \in \mathcal{D}_{\text{hy}}$), then $\mathcal{P}(\psi) = P(\psi) \mod 2\pi r_0^2$. Finally, if $\Psi \in C([0, T], \mathcal{D})$ is a solution to (NLS), then $\mathcal{P}(\Psi(t))$ does not depend on $t$.

**Proof.** For the sake of completeness, we recall the proof of [Béthuel et al. 2008b]. Let $\psi \in \mathcal{D}$ and let us verify the Cauchy criterion. Since $|\psi| \to r_0 > 0$ at $±\infty$, we have a lifting $\tilde{\psi} = A_{±} e^{i\phi_{±}}$ in $(-\infty, -R_0)$ and in $(+R_0, +\infty)$ for some $R_0$ sufficiently large. For $R' > R > R_0$, we thus have in $\mathbb{R}/(2\pi r_0^2 \mathbb{Z})$

$$\left[ \int_{-R'}^{+R'} \langle i \psi | \partial_x \psi \rangle \, dx - r_0^2 (\arg(\psi(+R')) - \arg(\psi(-R'))) \right]$$

$$= \int_R^{R'} \langle i \psi | \partial_x \psi \rangle \, dx + \int_{-R'}^{-R} \langle i \psi | \partial_x \psi \rangle \, dx$$

$$- r_0^2 (\arg(\psi(R')) - \arg(\psi(R))) + r_0^2 (\arg(\psi(-R')) - \arg(\psi(-R)))$$

$$= \int_R^{R'} A_+^2 \partial_x \phi_+ \, dx + \int_{-R'}^{-R} A_-^2 \partial_x \phi_- \, dx - r_0^2 (\phi_+(R') - \phi_+(R)) + r_0^2 (\phi_-(R') - \phi_-(R))$$

$$= \int_R^{R'} A_+^2 - r_0^2 \partial_x \phi_+ \, dx + \int_{-R'}^{-R} A_-^2 - r_0^2 \partial_x \phi_- \, dx.$$
\[ \psi = A_\pm e^{i\phi_\pm} \text{ in } (-\infty, -R_0) \text{ and in } (+R_0, +\infty), \] we have, in \( \mathbb{R}/(2\pi r_0^2 \mathbb{Z}) \) and for \( R > R_0 \),

\[
\left[ \int_{-R}^{+R} (i\psi | \partial_x \psi) \, dx - r_0^2 (\text{arg}(\psi (+R)) - \text{arg}(\psi (-R))) \right] - \left[ \int_{-R}^{+R} (i\tilde{\psi} | \partial_x \tilde{\psi}) \, dx - r_0^2 (\text{arg}(\tilde{\psi} (+R)) - \text{arg}(\tilde{\psi} (-R))) \right]
\]

\[
= \int_{-R_0}^{+R_0} (i(\psi - \tilde{\psi}) \partial_x \psi + i\tilde{\psi} | \partial_x (\psi - \tilde{\psi})) \, dx + \int_{R_0}^{R} A_\pm^2 \partial_x \phi_+ - \tilde{A}_\pm^2 \partial_x \tilde{\phi}_+ \, dx - r_0^2 (\phi_+ (+R) - \tilde{\phi}_+ (+R)) + \int_{-R_0}^{-R} A_\pm^2 \partial_x \phi_- - \tilde{A}_\pm^2 \partial_x \tilde{\phi}_- \, dx + r_0^2 (\phi_- (-R) - \tilde{\phi}_- (-R))
\]

\[
= \int_{-R_0}^{+R_0} (i(\psi - \tilde{\psi}) \partial_x \psi + i\tilde{\psi} | \partial_x (\psi - \tilde{\psi})) \, dx + r_0^2 (\phi_+ (+R_0) - \tilde{\phi}_+ (+R_0)) + r_0^2 (\phi_- (-R_0) - \tilde{\phi}_- (-R_0)) + \int_{R_0}^{R} (A_\pm^2 - r_0^2) \partial_x \phi_+ - \tilde{(A_\pm^2 - r_0^2)} \partial_x \tilde{\phi}_+ \, dx + \int_{-R_0}^{-R} (A_\pm^2 - r_0^2) \partial_x \phi_- - \tilde{(A_\pm^2 - r_0^2)} \partial_x \tilde{\phi}_- \, dx.
\]

We now estimate all the terms. For the last line, we use the Cauchy–Schwarz inequality to get

\[ |\int_{R_0}^{R} (A_\pm^2 - r_0^2) \partial_x \phi_+ \, dx| \leq K(\psi) \|A_+ - r_0\|_{L^2(\mathbb{R})} \|A_+ \partial_x \phi_+\|_{L^2(\mathbb{R})} \leq K(\psi) d_\mathcal{E}(\psi, \tilde{\psi}), \]

and similarly for the other terms. Moreover, using that \( (\psi - \tilde{\psi})(x) = (\psi - \tilde{\psi})(0) + \int_0^x \partial_x (\psi - \tilde{\psi}) \), we get, by the Cauchy–Schwarz inequality,

\[ \|\psi - \tilde{\psi}\|_{C^0([-R_0, +R_0])} \leq |(\psi - \tilde{\psi})(0)| + \sqrt{R_0} \|\partial_x \psi - \partial_x \tilde{\psi}\|_{L^2(\mathbb{R})} \leq K(R_0) d_\mathcal{E}(\psi, \tilde{\psi}). \]

Thus, the terms of the second line can be estimated by \( K(\psi, R_0) d_\mathcal{E}(\psi, \tilde{\psi}) \), and those of the first line can also be bounded by \( K(\psi, R_0) d_\mathcal{E}(\psi, \tilde{\psi}) \). Passing to the limit as \( R \to +\infty \) then gives

\[ |\mathcal{P}(\psi) - \mathcal{P}(\tilde{\psi}) \mod 2\pi r_0^2| \leq K(\psi, R_0) d_\mathcal{E}(\psi, \tilde{\psi}). \]

This completes the proof for the definition of \( \mathcal{P} \). To show that \( \mathcal{P} \) is constant under the (NLS) flow, we use that \( \Psi \in \Psi(0) + \mathcal{C}(\mathbb{R}, H^1) \) and the approximation by smoother solutions (see Proposition 1 in [Béthuel et al. 2008b]).

For the stability of the kink, we can no longer use the Grillakis–Shatah–Strauss theory applied to the hydrodynamical formulation of (NLS), since the kink vanishes at the origin. Therefore, it is natural to consider the Liapounov functional \( \mathcal{L} \) introduced in Section 1B2, which becomes, in the stationary case \( c = 0 \),

\[ \mathcal{L}(\psi) = E(\psi) + \frac{M}{2} (P(\psi) - P(U_0))^2. \]

Since the momentum \( P \) is not well-defined in \( \mathcal{E} \), we have to replace it by the untwisted momentum \( \mathcal{P} \), which is defined modulo \( 2\pi r_0^2 \). Consequently, it is natural to define the functional in \( \mathcal{E} \)

\[ \mathcal{K}(\psi) \equiv E(\psi) + 2Mr_0^4 \sin^2 \frac{\mathcal{P}(\psi) - r_0^2\pi}{2r_0^2}, \]

which is well-defined and continuous in \( \mathcal{E} \) since \( \sin^2 \) is \( \pi \)-periodic. In addition, \( \mathcal{K} \) is conserved by the (NLS) flow as \( E \) and \( \mathcal{P} \).
Theorem 23. Assume that there exists a kink, that is, a nontrivial stationary \((c = 0)\) wave \(U_0\) which is odd. Assume also that
\[
\frac{dP(U_c)}{dc} \bigg|_{c=0} < 0.
\]
Then, there exists some small \(\mu_* > 0\) such that \(U_0\) is a local minimizer of \(\mathcal{H}\). More precisely, defining
\[
\mathcal{V}_{\mu_*} \equiv \{ \psi \in \mathcal{H}, \inf_{\mathbb{R}}|\psi| < \mu_* \},
\]
we have, for any \(\psi \in \mathcal{V}_{\mu_*} \setminus \{ e^{i\theta} U_0(\cdot - y), \theta \in \mathbb{R}, y \in \mathbb{R}\} \),
\[
\mathcal{H}(\psi) > \mathcal{H}(U_0) = E(U_0).
\]

The crucial point in this result is to prove that the functional \(\mathcal{H}(\psi)\) controls the infimum \(\inf_{\mathbb{R}}|\psi|\). As we shall see in the proof (Section 6B), the key idea is to study the infimum of the functional \(\mathcal{H}\) at fixed \(\inf_{\mathbb{R}}|\psi|\) (small), and then to prove (see Proposition 6.2) that, for \(\psi \in \mathcal{V}_{\mu_*}\), there holds, for some constant \(K\) depending only on \(f\),
\[
\mathcal{H}(\psi) \geq \mathcal{H}(U_0) + \frac{(\inf_{\mathbb{R}}|\psi|)^2}{K}.
\]
This will be achieved by a fine analysis of some minimizing sequences. From this locally minimizing property of the kink when \(\frac{dP(U_c)}{dc} \bigg|_{c=0} < 0\), we infer its orbital stability, provided we can prove some compactness on the minimizing sequences. A main step here is the control on \(\inf_{\mathbb{R}}|\psi|\). Our method allows to infer a control on the distance of the solution to (NLS) to the orbit of the kink, but it is much weaker than those obtained by spectral methods in Lemma 7 or Corollary 11 for instance.

Theorem 24. Assume that there exists a kink, that is, an odd nontrivial stationary \((c = 0)\) wave \(U_0\), and that \(\frac{dP(U_c)}{dc} \bigg|_{c=0} < 0\). Then, \(U_0\) is orbitally stable in \((\mathcal{I}, d_{\mathcal{I}})\). Moreover, if \(\Psi(t)\) is the (global) solution to (NLS) with initial datum \(\Psi^{in}\), we have the control
\[
\sup_{t \geq 0} \inf_{\theta \in \mathbb{R}} d_{\mathcal{I}}(\Psi(t), e^{i\theta} U_0(\cdot - y)) \leq K \sqrt{\mathcal{H}(\Psi^{in}) - E(U_0)} \leq K^4 d_{\mathcal{I}}(\Psi^{in}, U_0)
\]
provided that the right-hand side is sufficiently small.

This result settles the nonlinear stability under the condition \(\frac{dP(U_c)}{dc} \bigg|_{c=0} < 0\) for a general nonlinearity \(f\). In particular, it may be applied to the nonlinearity \(f\) given in the example above. It shows that the stability of the kink holds with \(\delta = O(\varepsilon^{4})\). We do not claim that the exponent \(1/8\) is optimal.

For a complete study of the stability of the traveling waves, it would remain to investigate the case of the sonic \((c = c_s)\) traveling waves (when they exist). The methods we have developed do not apply directly, and we give in Section 7 some of the difficulties associated with this critical situation.

2. Decay at infinity (proof of Proposition 2)

For simplicity, we shall define
\[
\mathcal{V}(\xi) \equiv \mathcal{V}_{c_s}(\xi) = c_s^2 \xi^2 - 4(r_0^2 + \xi) F(r_0^2 + \xi).
\]
We freeze the invariance by translation by imposing $|U_c|$ (hence also $\partial_x \phi$) even, so that we can use the formulas in [Chiron 2012]. In particular, it suffices to show the asymptotics for $x \to +\infty$: the case $x \to -\infty$ follows by symmetry. We start with the proof of case (iii). Under assumption $(\mathcal{A}_m)$ and since $F' = -f$, we infer the Taylor expansion

$$
\mathcal{V}(\xi) = c_s^2 \xi^2 + 4(r_0^2 + \xi) \left( \frac{1}{2!} f'(r_0^2) \xi^2 + \cdots + \frac{1}{(m+2)!} f^{(m+1)}(r_0^2) \xi^{m+2} + \frac{1}{(m+3)!} f^{(m+2)}(r_0^2) \xi^{m+3} + \mathcal{O}(\xi^{m+4}) \right)
$$

Since, when $(\mathcal{A}_m)$ holds, all the terms $\mathcal{O}(\xi^{m+2})$ cancel out. The coefficient $\Lambda_m$ is not zero by assumption. Note that the existence of a nontrivial sonic wave, which depends on the global behavior of $\mathcal{V}$, imposes that $\Lambda_m \xi^{m+3} < 0$ when $\xi$ is small and has the sign of $\xi_{cs}$. Therefore, from the formula (following from the Hamiltonian equation $2\partial_x \eta_c + \mathcal{V}'(\eta_c) = 0$; see [Chiron 2012] for example)

$$
x = -\text{sgn}(\xi_{cs}) \int_{\xi_{cs}}^{\eta_{cs}} \frac{d\xi}{\sqrt{-\mathcal{V}(\xi)}}
$$

and since we have, as $\eta \to 0$ (with the sign of $\xi_{cs}$),

$$
\int_{\xi_{cs}}^{\eta} \frac{d\xi}{\sqrt{-\mathcal{V}(\xi)}} = \int_{\xi_{cs}}^{\eta} \frac{d\xi}{\sqrt{-\Lambda_m \xi^{m+3}}} + \int_{\xi_{cs}}^{\eta} \frac{\mathcal{V}(\xi) - \Lambda_m \xi^{m+3}}{\sqrt{-\mathcal{V}(\xi)} \sqrt{-\Lambda_m \xi^{m+3}} \left[ \sqrt{-\mathcal{V}(\xi)} + \sqrt{-\Lambda_m \xi^{m+3}} \right]} d\xi
eq
$$

$$
= -2 \text{sgn}(\xi_{cs}) \left( \frac{1}{\sqrt{-\Lambda_m \eta^{m+1}}} - \frac{1}{\sqrt{-\Lambda_m \xi_{cs}^{m+1}}} \right) + \begin{cases} 
\mathcal{O}(1) & \text{if } m = 0, \\
\mathcal{O}(|\ln|\eta||) & \text{if } m = 1, \\
\mathcal{O}(\eta^{-m+1}) & \text{if } m \geq 2
\end{cases}
$$

(here, we use that the last integrand is $\mathcal{O}(\xi^{-(m+1)/2})$ as $\xi \to 0$), it follows that, as $x \to +\infty$,

$$
\eta_{cs}(x) = \text{sgn}(\xi_{cs}) \left( \frac{4}{(m+1)^2 |\Lambda_m|} \right)^{\frac{1}{m+1}} 1^{\frac{1}{x^{m+1}}} + \begin{cases} 
\mathcal{O}(1/x^3) & \text{if } m = 0, \\
\mathcal{O}(\ln(x)/x^2) & \text{if } m = 1, \\
\mathcal{O}(1/x^{4/m+1}) & \text{if } m \geq 2
\end{cases}
$$

This shows the asymptotics for the modulus, or $\eta_{cs}$. The asymptotic expansion for $\partial_x \phi_{cs}$ is easily deduced from the equation on the phase $2\partial_x \phi_{cs} = c_s \eta_{cs}/(r_0^2 + \eta_{cs})$, and the phase $\phi_{cs}$ is then computed by integration, which completes the proof of case (iii).

The proof of (ii) is easier. Indeed, in this case, the function $\mathcal{V}$ has the expansion

$$
\mathcal{V}(\xi) = c_s^2 \xi^2 - 4(r_0^2 + \xi) F(r_0^2 + \xi) = \mathcal{O}(\xi^3);
$$
hence
\[ V_c(\xi) = V(\xi) - (c_s^2 - c^2)\xi^2 = -(c_s^2 - c^2)\xi^2 + O(\xi^3). \]

As a consequence, the result follows from the expansion, for \( \eta \to 0 \),
\[
\int_{\xi_{c}}^{\eta} \frac{d\xi}{\sqrt{-V(\xi)}} = \int_{\xi_{c}}^{\eta} \frac{d\xi}{\sqrt{(c_s^2 - c^2)\xi^2}} + \int_{\xi_{c}}^{\eta} \frac{V(\xi)}{\sqrt{-V_c(\xi)\sqrt{(c_s^2 - c^2)\xi^2}}} d\xi
\]
\[ = \text{sgn}(\xi_{c}) \ln(\eta/\xi_{c}) + \int_{\xi_{c}}^{0} \frac{V(\xi)}{\sqrt{-V_c(\xi)\sqrt{(c_s^2 - c^2)\xi^2}}} d\xi + O(\eta) \]

since the integrand for the last integral is continuous at \( \xi = 0 \). This yields the desired expansion for the modulus:
\[
\eta_c(x) = \xi_{c} \exp\left(-x\sqrt{c_s^2 - c^2} - \int_{\xi_{c}}^{0} \frac{V(\xi)}{\sqrt{-V_c(\xi)\sqrt{(c_s^2 - c^2)\xi^2}}} d\xi\right) + O[\exp(-2x\sqrt{c_s^2 - c^2})]
\]
\[ = M_c \exp(-x\sqrt{c_s^2 - c^2}) + O[\exp(-2x\sqrt{c_s^2 - c^2})], \]

with
\[ M_c = \xi_{c} \exp\left(-\int_{\xi_{c}}^{0} \frac{V(\xi)}{\sqrt{-V_c(\xi)\sqrt{(c_s^2 - c^2)\xi^2}}} d\xi\right) \neq 0, \]

and hence for the phase by similar computations to those above. The proof of case (i) is similar, separating the case \( \xi_0 = -r_0^2 \) of the kink (even solution) from the case \( \xi_0 \neq -r_0^2 \) of the bubble (odd solution), and is omitted. \( \square \)

3. Stability results deduced from the hydrodynamical formulation of (NLS)

3A. Proof of Lemma 9. (i) The mapping \( \mathcal{M} \) is an homeomorphism. Let \( \psi = A e^{i\phi}, (\psi_n = A_n e^{i\phi_n})_n \in \mathcal{M} \) such that \( \psi_n \to \psi \) for \( d_{H^1} \). Then, \( A_n - A \to 0 \) in \( H^1 \), \( \partial_x \phi_n \to \partial_x \phi \) in \( L^2 \) and we may assume (possibly adding some multiple of \( 2\pi \) to \( \phi_n \)), that \( \phi_n(0) \to \phi(0) \). We write, using the embedding \( H^1(\mathbb{R}) \hookrightarrow L^\infty(\mathbb{R}) \) for the second-to-last line,

\[
d_{\mathcal{M}}(\psi_n, \psi)
\]
\[ = \|\partial_x \psi_n - \partial_x \psi\|_{L^2} + \|\psi_n - \psi\|_{L^2} + \|\psi_n(0) - \psi(0)\|
\]
\[ = \|e^{i\phi_n} \partial_x A_n + i A_n e^{i\phi_n} \partial_x \phi_n - e^{i\phi} \partial_x A - i Ae^{i\phi} \partial_x \phi\|_{L^2} + \|A_n - A\|_{L^2} + \|A_n(0) e^{i\phi_n(0)} - A(0) e^{i\phi(0)}\|
\]
\[ \leq \|(e^{i\phi_n} - e^{i\phi}) \partial_x A\|_{L^2} + \|e^{i\phi} \partial_x A_n - \partial_x A\|_{L^2} + \|(A_n - A)e^{i\phi_n} \partial_x \phi\|_{L^2} + \|A(e^{i\phi_n} - e^{i\phi}) \partial_x \phi\|_{L^2}
\]
\[ + \|A_n(0) e^{i\phi_n(0)} - A(0) e^{i\phi(0)}\| + \|A(0) e^{i\phi_n(0)} - e^{i\phi(0)}\|
\]
\[ \leq \|(e^{i\phi_n} - e^{i\phi}) \partial_x A\|_{L^2} + \|K\|_{L^2} + \|A_n - A\|_{L^2} + \|(A_n - A)e^{i\phi_n} \partial_x \phi\|_{L^2} + \|A\|_{L^\infty} \|(e^{i\phi_n} - e^{i\phi}) \partial_x \phi\|_{L^2}
\]
\[ + \|A\|_{L^\infty} \|\partial_x \phi - \partial_x \phi_n\|_{L^2} + \|A\|_{L^\infty} \|e^{i\phi_n(0)} - e^{i\phi(0)}\|
\]
\[ = \|(e^{i\phi_n} - e^{i\phi}) \partial_x A\|_{L^2} + \|A\|_{L^\infty} \|(e^{i\phi_n} - e^{i\phi}) \partial_x \phi\|_{L^2} + o_{n \to \infty}(1). \]
from the convergences we have. Now observe that
\[ \phi_n(x) = \phi_n(0) + \int_0^x \partial_x \phi_n(t) \, dt \to \phi(0) + \int_0^x \partial_x \phi(t) \, dt = \phi(0) \]
pointwise; hence, by the dominated convergence theorem, \( \| (e^{i\phi_n} - e^{i\phi}) \partial_x A \|_{L^2} \to 0 \), and similarly for the other term. Therefore, \( d_2(\psi_n, \psi) \to 0 \) as wished.

Let now \( \psi = Ae^{i\phi} \), \( (\psi_n = An e^{i\phi_n})_n \in \mathbb{R} \) such that \( \psi_n \to \psi \) for \( d_2 \). Then, \( An - A = |\psi_n| - |\psi| \to 0 \) in \( L^2 \), \( \partial_x \psi_n \to \partial_x \psi \) in \( L^2 \) and \( \psi_n(0) \to \psi(0) \). Since \( |\cdot| \) is 1-Lipschitz continuous, we infer for the modulus
\[ \| \partial_x A_n - \partial_x A \|_{L^2} = \| \partial_x |\psi_n| - \partial_x |\psi| \|_{L^2} \leq \| \partial_x \psi_n - \partial_x \psi \|_{L^2} \]
Moreover, \( \psi_n(0) \to \psi(0) \) and this implies \( \arg(\psi_n(0)/\psi(0)) \to 0 \). Therefore, it suffices to show that \( \partial_x \phi_n \to \partial_x \phi \) in \( L^2 \). We use the formula \( A^2 \partial_x \phi = (i \psi | \partial_x \psi) \), which yields
\[ \| \partial_x \phi_n - \partial_x \phi \|_{L^2} \]
\[ \leq \frac{1}{\inf A^2} \inf A^2 \| A \|_{L^2} + \| \psi_n \|_{L^2} \| \partial_x \psi - \partial_x \psi_n \|_{L^2} + \frac{1}{\inf A^2} \| \psi_n - \psi \|_{L^2} \| \partial_x \psi_n \|_{L^2}. \] (12)
The first two terms tend to zero as \( n \to +\infty \). For the last term, we use here again the dominated convergence theorem since \( \psi_n(x) = \psi_n(0) + \int_0^x \partial_x \psi_n(t) \, dt \to \psi(0) + \int_0^x \partial_x \psi(t) \, dt = \psi(0) \) pointwise. This concludes the proof of (i).

**Proof of (ii).** Let us define \( \phi_* : \mathbb{R} \to \mathbb{R} \) by \( \phi_*(x) \equiv \frac{1}{2} (\ln x)^2 \mathbf{1}_{x \geq 1} \). Then, straightforward computations give \( \partial_x \phi_*(x) = ((\ln x)/x) \mathbf{1}_{x \geq 1} \in L^2(\mathbb{R}) \) and, for \( X \geq e \), by monotonicity of \( \partial_x \phi_* \),
\[ \int_X^{2X} (\partial_x \phi_*)^2 \, dx \geq X \frac{\ln^2(2X)}{(2X)^2} \geq \frac{(\ln X)^2}{4X}. \] (13)
We now consider \( \phi_n : \mathbb{R} \to \mathbb{R} \) defined by \( \phi_n(x) = 0 \) if \( x \leq 0 \) or \( x \geq 3n\pi \), \( \phi_n(x) = x/n \) if \( 0 \leq x \leq n\pi \), \( \phi_n(x) = \pi \) if \( n\pi \leq x \leq 2n\pi \) and \( \phi_n(x) = 3\pi - x/n \) if \( 2n\pi \leq x \leq 3n\pi \). Then, we easily obtain
\[ d_2(e^{i\phi_*}, e^{i\phi_* + i\phi_n}) = \| \partial_x \phi_n \|_{L^2} = \sqrt{2 \frac{\pi n}{n^2}} = \sqrt{\frac{2\pi}{n}} \to 0. \]
Moreover,
\[ d_2(e^{i\phi_*}, e^{i\phi_* + i\phi_n}) = \| \partial_x \phi_n e^{i\phi_*} - (\partial_x \phi_* + \partial_x \phi_n) e^{i\phi_* + i\phi_n} \|_{L^2} \geq \| \partial_x \phi_n (e^{i\phi_n} - 1) \|_{L^2} - \| \partial_x \phi_n \|_{L^2}, \]
and, by our choice of \( \phi_n \) and using (13),
\[ \| \partial_x \phi_n (e^{i\phi_n} - 1) \|_{L^2} \leq \int_{n\pi}^{2n\pi} 4(\partial_x \phi_n)^2 \, dx \geq \frac{(\ln X)^2}{X} \frac{n\pi}{|X = n\pi|} \sim \frac{(\ln n)^2}{n\pi}. \]
Since $(\ln n)/\sqrt{n\pi} \gg \sqrt{2\pi/n} = d_{hy}(e^{i\phi_*}, e^{i\phi_*+i\phi_n})$, it follows that, as wished,
\[
d_{z}(e^{i\phi_*}, e^{i\phi_*+i\phi_n}) \geq \frac{\ln n}{\sqrt{n\pi}} (1 + o(1)) \gg \sqrt{\frac{2\pi}{n}} = d_{hy}(e^{i\phi_*}, e^{i\phi_*+i\phi_n}).
\]

We do not know whether the mapping $\mathcal{M}$ is locally Lipschitz, but it is probably not.

**3B. Proof of Lemma 10.** Note first that, since $U_*$ does not vanish, if $\delta$ is sufficiently small and $d_{z}(\psi, U_*) \leq \delta$, then $||\psi| - |U_*||_L^\infty \leq (1/2) \inf_{\mathbb{R}} |U_*|$; hence $|\psi| \geq (1/2) \inf_{\mathbb{R}} |U_*| > 0$ in $\mathbb{R}$; thus $\psi$ does not vanish, may be lifted to $\psi = A \exp(i\phi)$, and we may further assume $\phi(0) - \phi_*(0) \in (-\pi, +\pi]$. In (11), we can easily check that the terms leading to the "$o(1)$" are indeed controlled by $K(\psi)d_{hy}(\psi_n, \psi)$.

In other words, we have
\[
d_{z}(\psi, U_*) \leq ||(e^{i\phi} - e^{i\phi_*})\partial_x A_*||_L^2 + ||\partial_x A_*||_L^\infty ||(e^{i\phi} - e^{i\phi_*})\partial_x \phi_*||_L^2 + K(U_*)d_{hy}(\psi, U_*),
\]
provided $d_{hy}(\psi, U_*)$ is small enough. In order to bound the two remaining terms, we write, for $x \in \mathbb{R}$,
\[
\phi(x) - \phi_*(x) = \phi(0) - \phi_*(0) + \int_0^x \partial_x \phi(y) - \partial_x \phi_*(y) \, dy,
\]
which implies, using that $\mathbb{R} \ni \theta \mapsto e^{i\theta}$ is 1-Lipschitz and the Cauchy–Schwarz inequality,
\[
|1 - e^{i(\phi_*(x) - \phi(x))}| \leq |\phi(0) - \phi_*(0)| + \sqrt{|x|} ||u - u_*||_L^2. \tag{14}
\]

Consequently,
\[
||(e^{i\phi} - e^{i\phi_*})\partial_x A_*||_L^2 \leq |\phi(0) - \phi_*(0)| ||\partial_x A_*||_L^2 + ||u - u_*||_L^2 \sqrt{|x|} ||\partial_x A_*||_L^2
\]
and
\[
||(e^{i\phi} - e^{i\phi_*})\partial_x \phi_*||_L^2 \leq |\phi(0) - \phi_*(0)| ||\partial_x \phi_*||_L^2 + ||u - u_*||_L^2 \sqrt{|x|} ||\partial_x \phi_*||_L^2.
\]
Both terms are $\leq K(U_*)d_{hy}(\psi, U_*)$. Indeed, $U_* \in \mathcal{E}$ is a traveling wave; hence $A_*, \partial_x A_*, \partial_x \phi_*$ are bounded functions which decay at infinity exponentially if $0 < c < c_* \ (c, \partial_x A_*$ decay at the rate $O(|x|^{-2}) \ (\partial_x A_*$ decays faster actually). Therefore, $\sqrt{|x|} ||\partial_x \phi_*|| \in L^2$. Gathering these estimates provides
\[
d_{z}(\psi, U_*) \leq K(U_*)d_{hy}(\psi, U_*).
\]

On the other hand, from (12) and the estimate $||A - A_*||_H^1 \leq d_{z}(\psi, U_*)$ (see the proof of (i)), we infer
\[
d_{hy}(\psi, U_*) \leq K(U_*)d_{z}(\psi, U_*) + \frac{1}{\inf_{\mathbb{R}} A^2} ||\psi - U_*||_H^1 ||\partial_x U_*||_L^2.
\]
Using here again the estimate $|\psi(x) - U_*(x)| \leq |\phi(0) - \phi_*(0)| + \sqrt{|x|} ||\partial_x \psi - U_*||_L^2$, we deduce
\[
d_{hy}(\psi, U_*) \leq K(U_*)d_{z}(\psi, U_*).
\]
The proof is complete. □
3C. Two remarks on the proof of Theorem 5. We would like to point out two minor points concerning the proof of Theorem 5 by Z. Lin. We recall that the proof of [Lin 2002] relies on the Grillakis–Shatah–Strauss theory [Grillakis et al. 1987] once we have written (NLS) under the hydrodynamical form (2), defining $\psi = A e^{i \phi}$, $(\rho, u) \equiv (|\psi|^2 = A^2, \partial_x \phi)$:

$$
\begin{aligned}
&\begin{cases}
\partial_t \rho + 2 \partial_x (\rho u) = 0, \\
\partial_t u + 2u \partial_x u - \partial_x (f(\rho)) - \partial_x \left( \frac{\partial_x^2 (\sqrt{\rho})}{\sqrt{\rho}} \right) = 0,
\end{cases}
\end{aligned}
$$

or, more precisely, with $\eta \equiv \rho - r_0^2 = |\psi|^2 - r_0^2$ and denoting by $\delta E / \delta \eta$, $\delta E / \delta u$ the variational derivatives,

$$
\frac{\partial}{\partial t} \left( \begin{array}{c}
\eta \\
u
\end{array} \right) = J \begin{pmatrix}
\frac{\delta E}{\delta \eta} \\
\frac{\delta E}{\delta u}
\end{pmatrix}, \quad J \equiv \begin{pmatrix}
0 & \partial_x \\
\partial_x & 0
\end{pmatrix}.
$$

(15)

We first remark that the scalar product in the Hilbert space $X = H^1 \times L^2$ can not be $((\eta, u), (\tilde{\eta}, \tilde{u}))_{H^1 \times L^2} = \int_{\mathbb{R}} \tilde{\eta} \tilde{u} + u \bar{u} \, dx$ as used in [Lin 2002], but the natural one is $((\eta, u), (\tilde{\eta}, \tilde{u}))_{H^1 \times L^2} = \int_{\mathbb{R}} \eta \tilde{u} + \partial_x \eta \partial_x \tilde{u} + u \bar{u} \, dx$. This requires us to make some minor changes in the proof, especially not to identify $(H^1)^*$ with $H^1$. For instance, a linear mapping $B$ is associated with the momentum through the formula

$$
P_{hy}(\eta, u) = \int_{\mathbb{R}} \eta u \, dx = \frac{1}{2} (B(\eta, u), (\eta, u))_{H^1 \times L^2} \quad \text{with} \quad B \equiv \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}
$$

for the (nonhilbertian) scalar product $((\eta, u), (\tilde{\eta}, \tilde{u}))_{H^1 \times L^2} = \int_{\mathbb{R}} \eta \tilde{u} + u \bar{u} \, dx$. The correct definition is actually

$$
P_{hy}(\eta, u) = \int_{\mathbb{R}} \eta u \, dx = \frac{1}{2} (B(\eta, u), (\eta, u))_{X^*, X} \quad \text{with} \quad B \equiv \begin{pmatrix} 0 & \iota^* \\ \iota & 0 \end{pmatrix},
$$

where $\iota : H^1 \hookrightarrow L^2$ is the canonical injection. As already mentioned in Section 1B, the two points in the proof of [Lin 2002] that have been completed in [Gallo 2004] are that: Lin uses a local in time existence for the hydrodynamical system (15) in $H^1 \times L^2$, and not only in $\{ \rho \in L^\infty, \partial_x \rho \in L^2 \} \times L^2$; and that the energy and the momentum are indeed conserved for the local solution if the initial datum does not vanish.

The second point is that, in the proof of stability (Theorem 3.5 in [Grillakis et al. 1987]), it is used that, if $\mathcal{U} \in X$ and $(\mathcal{U}_n)_{n \in \mathbb{N}} \in X$ is a sequence such that $E(\mathcal{U}_n) \to E(\mathcal{U})$ and $P_{hy}(\mathcal{U}_n) \to P_{hy}(\mathcal{U})$, then there exists a sequence $(\tilde{\mathcal{U}}_n)_{n \in \mathbb{N}} \in X$ such that $\mathcal{U}_n - \tilde{\mathcal{U}}_n \to 0$ in $X$, $E(\tilde{\mathcal{U}}_n) \to E(\mathcal{U})$ and $P_{hy}(\tilde{\mathcal{U}}_n) = P_{hy}(\mathcal{U})$. In the context of bound states, the existence of such a sequence $(\tilde{\mathcal{U}}_n)_{n \in \mathbb{N}} \in X$ follows by simple scaling in space, since then the momentum or charge is simply $\int_{\mathbb{R}^d} \mathcal{U}_n^2 \, dx$. However, for the one-dimensional traveling waves for (NLS), the momentum $P$ is scaling invariant. We do not know if the existence of such a sequence holds in a general framework, but, for the problem we are studying, we can rely on the following lemma, which is an adaptation of Lemma 6 in [Béthuel et al. 2008a] (see also lemma in [Béthuel et al. 2008b]).
Lemma 3.1. There exist \( p_0 > 0 \) and \( K > 0 \), depending only on \( f \), such that, for any \( p \in (-p_0, +p_0) \) and \( \mu \in \mathbb{R} \) with \( |\mu| \leq |p| \), there exists \( w = ae^{i\phi} \in H^1([0, 1/(2|p|)], \mathbb{C}) \) verifying

\[
\begin{align*}
w(0) &= w\left(\frac{1}{2|p|}\right), \\
|w(0)| &= r_0 + \mu, \\
\int_0^{1/(2|p|)} (a^2 - r_0^2) \partial_x \varphi \, dx &= p, \\
\int_0^{1/(2|p|)} |\partial_x w|^2 + F(|w|^2) \, dx &\leq K|p|.
\end{align*}
\]

Proof. If \( p = 0 \), we simply take \( w = r_0 \). We then assume \( 0 < p < p_0 \), since the case \(-p_0 < p < 0\) will follow by complex conjugation. We then define, for some small \( \delta \) to be determined later,

\[
w(x) = \sqrt{r_0^2 - \delta + 2p(1 - |8px - 1|)} \exp[i(1 - |4px - 1|)] = ae^{i\varphi}.
\]

It is clear that \( w \in H^1([0, 1/(2p)], \mathbb{C}) \) and that \( w(0) = w(1/(2p)) = \sqrt{r_0^2 - \delta} \); thus \( |w(0)| = r_0 + \mu \) provided we choose \( \delta = -\mu^2 - 2r_0\mu = O(|\mu|) \). Moreover, since the phase \( \varphi \) has compact support \([0, 1/(2p)]\),

\[
\begin{align*}
\int_0^{1/(2p)} (a^2 - r_0^2) \partial_x \varphi \, dx &= \int_0^{1/(2p)} \{ -\delta + 2p(1 - |8px - 1|) \} \partial_x (1 - |4px - 1|) \, dx \\
&= 2p \int_0^{1/(2p)} (1 - |8px - 1|) \partial_x (1 - |4px - 1|) \, dx \\
&= 2p \int_0^{1/(2p)} (1 - |8px - 1|) \partial_x (1 - |4px - 1|) \, dx.
\end{align*}
\]

For the last integral, the first factor is equal to 0 if \( x \geq 1/(4p) \) and the second factor is equal to \( 4p \) when \( x \leq 1/(4p) \). Hence, direct computation gives

\[
\int_0^{1/(2p)} (a^2 - r_0^2) \partial_x \varphi \, dx = 2p \int_0^{1/(4p)} (1 - |8px - 1|) \times 4p \, dx = p.
\]

For the energy part, notice first that

\[
|a^2 - r_0^2| = |\delta - 2p(1 - |8px - 1|)| \leq |\delta| + 2p_0
\]

is as small as we want if \( |\delta| \) and \( p_0 \) are chosen sufficiently small. Therefore,

\[
F(|w|^2) \leq K(a^2 - r_0^2)^2.
\]

By simple computations, we have

\[
\begin{align*}
\int_0^{1/(2p)} |\partial_x w|^2 + F(|w|^2) \, dx &\leq K \int_0^{1/(2p)} p^2 |\partial_x (1 - |8px - 1|)|^2 + |\partial_x (1 - |4px - 1|)|^2 + (\delta + 2p(1 - |8px - 1|))^2 \, dx \\
&\leq Kp^3 + Kp + K \frac{\delta^2 + p^2}{p} \leq Kp
\end{align*}
\]

since \( \delta = O(|\mu|) = O(p) \), which concludes the proof. \( \square \)
We then consider a sequence \( \tilde{u}_n = (\tilde{\eta}_n, \tilde{u}_n) \in X = H^1 \times L^2 \) and show the existence of the desired sequence \( \tilde{u}_n = (\tilde{\eta}_n, \tilde{u}_n) \in X \). We recall that \( \psi_n \) (respectively, \( \psi \)) is associated with a mapping \( \psi_n \in \mathcal{L} \) (respectively, \( U_* \)) that does not vanish. We have \( P_{h}(\tilde{u}_n) = P(\psi_n) \rightarrow P(U_*) \); thus, for \( n \) large enough, \( |P(\psi_n) - P(U_*)| \leq p_0 \). For \( n \) fixed, we now pick \( R_n > 0 \) large enough so that

\[
\int_{R_n}^{+\infty} |\partial_x \psi_n|^2 + (|\psi_n| - r_0)^2 \, dx \leq |P(\psi_n) - P(U_*)|^2.
\]

In particular, by the Sobolev embedding,

\[
||\psi_n||(R_n) - r_0| \leq ||\psi_n| - r_0|L^\infty([R_n, +\infty)) \leq \sqrt{\int_{R_n}^{+\infty} |\partial_x \psi_n|^2 + (|\psi_n| - r_0)^2 \, dx \leq |P(\psi_n) - P(U_*)|.}
\]

We are now in position to apply (for \( n \) large) Lemma 3.1 with \( (p, \mu) = (P(U_*), P(\psi_n), |\psi_n|(R_n) - r_0) \). This provides the mapping \( w_n \in H^1([0, 1/(2|p|)], \mathbb{C}) \). Since \( |\psi_n|(R_n) - r_0 \to 0 \), for \( n \) large enough, there exists \( \theta_n \in \mathbb{R} \) such that \( \psi_n(R_n) = e^{i\theta_n}|\psi_n|(R_n) = e^{i\theta_n}(r_0 + \mu) = e^{i\theta_n} w_n(0) \). We then consider the mapping \( \tilde{\psi}_n \in \mathcal{L} \) defined by

\[
\tilde{\psi}_n(x) = \begin{cases} 
\psi_n(x) & \text{if } x \leq R_n, \\
e^{i\theta_n} w_n(x - R_n) & \text{if } R_n \leq x \leq R_n + \frac{1}{2|P(\psi_n) - P(U_*)|}, \\
\psi_n \left(x - \frac{1}{2|P(\psi_n) - P(U_*)|} \right) & \text{if } x \geq R_n + \frac{1}{2|P(\psi_n) - P(U_*)|}.
\end{cases}
\]

From the construction of \( w_n \) and the phase factor \( \theta_n \), \( \tilde{\psi}_n \) is well-defined and continuous. It is clear that

\[
P(\tilde{\psi}_n) = P(\psi_n) + \int_0^{1/(2p)} (a_n^2 - r_0^2) \partial_x \varphi_n \, dx = P(\psi_n) + p = P(U_*)
\]

for every (large) \( n \), and that

\[
E(\tilde{\psi}_n) = E(\psi_n) + \int_0^{1/(2p)} |\partial_x w|^2 + F(|w|^2) \, dx
= E(U_*) + o(1) + O(|p|) = E(U_*) + o(1) + O(|P(U_*) - P(\psi_n)|)
\]

converges to \( P(U_*) \) as \( n \to +\infty \). Denoting by \( \tilde{u}_n \in X \) the hydrodynamical expression of \( \tilde{\psi}_n \), it remains to show that \( \tilde{u}_n - \tilde{u}_n \to 0 \) in \( X = H^1 \times L^2 \). We thus compute, with the definition of \( \tilde{\psi}_n \),

\[
\|\tilde{u}_n - \tilde{u}_n\|_X^2 = \int_{R_n}^{+\infty} \left| |\partial_x \psi_n| - |\partial_x \tilde{\psi}_n| \right|^2 + (|\psi_n| - |\tilde{\psi}_n|)^2 + (u_n - \tilde{u}_n)^2 \, dx \\
\leq 2 \int_{R_n}^{+\infty} \left| |\partial_x \psi_n| \right|^2 + \left| |\partial_x \tilde{\psi}_n| \right|^2 + (|\psi_n| - r_0)^2 + (|\tilde{\psi}_n| - r_0)^2 + u_n^2 + \tilde{u}_n^2 \, dx \\
\leq 4K \int_{R_n}^{+\infty} |\partial_x \psi_n|^2 + (|\psi_n| - r_0)^2 \, dx + 2 \int_0^{1/(2|P(U_*) - P(\psi_n)|)} |\partial_x w|^2 + (|w|^2 - r_0^2) \, dx \\
\leq 4K[P(\psi_n) - P(U_*)]^2 + K[P(\psi_n) - P(U_*)] \to 0.
\]
For the second-to-last inequality, we have used that, for $|x| \geq R_n$, $\psi_n$ has modulus uniformly close to $r_0$; hence $|\partial_x |\psi_n|^2 + u_n^2 \leq K|\partial_x \psi_n|^2$. Note that the construction still holds for the energy distance, the computations being similar.

3D. Proof of Lemma 7. Proof of estimate (3). Instead of concluding the stability proof as in [Grillakis et al. 1987], we can notice that we have actually the bound

$$E_{hy}(\mathcal{U}) - E_{hy}(\mathcal{U}_{c*}) \geq \frac{1}{K} \inf_{y \in \mathbb{R}} \|\mathcal{U} - \mathcal{U}_{c*}(-y)\|^2$$

(16)

as soon as $P(U_{c*}) = P_{hy}(\mathcal{U}_{c*}) = P_{hy}(\mathcal{U})$ and $\mathcal{U} \in \mathcal{C}_\varepsilon \equiv \{\mathcal{V} \in X, \inf_{y \in \mathbb{R}} \|\mathcal{V} - \mathcal{U}_{c*}(-y)\|_X < \varepsilon\}$ for some small $\varepsilon$. If $\psi^{in}$ does not have momentum equal to $P_{hy}(\mathcal{U}_{c*})$, we use Lemma 3.1 to infer that there exists $\tilde{\mathcal{U}}(t)$, with momentum equal to $P_{hy}(\mathcal{U}_{c*}) = P(U_{c*})$, and such that $E(\tilde{\mathcal{U}}(t)) - E(\mathcal{U}(t)) = \mathcal{C}(P(\mathcal{U}(t)) - P(U_{c*}))$ and $d_{hy}(\mathcal{U}(t), \mathcal{U}_{c*}) \leq \mathcal{C}(\sqrt{P(\mathcal{U}(t)) - P(U_{c*})})$. Therefore, for $t \geq 0$, denoting by $\mathcal{U}_{hy}(t) \in X$ and $\mathcal{U}_{hy}(t) \in X$ the hydrodynamical variables for $\Psi$ and $\tilde{\mathcal{U}}(t)$,

$$\inf_{y \in \mathbb{R}} \|\mathcal{U}_{hy}(t) - \mathcal{U}_{c*}(-y)\| \leq \inf_{y \in \mathbb{R}} \left[ \|\mathcal{U}_{hy}(t) - \mathcal{U}_{c*}(-y)\| + \|\mathcal{U}_{hy}(t) - \tilde{\mathcal{U}}(t)\| \right]$$

$$\leq \sqrt{K} \sqrt{E(\tilde{\mathcal{U}}(t)) - E(U_{c*})} + \mathcal{C}(\sqrt{P(\mathcal{U}(t)) - P(U_{c*})})$$

$$\leq K \left[ \sqrt{|E(\mathcal{U}(t)) - E(U_{c*})| + |P(\psi^{in}) - P(U_{c*})|} + \sqrt{|P(\psi^{in}) - P(U_{c*})|} \right],$$

which yields (3).

The above estimate is optimal when $P(\psi^{in}) = P(U_{c*})$ since $U_{c*}$ is a critical point of the action $E - c*P$. This bound shows that, in the definition of stability, one has to take $\delta = \mathcal{O}(\varepsilon^2)$ in general. The estimate (3) shows that one can actually take $\delta = \mathcal{O}(\varepsilon)$.

Proof of estimate (4). The point is to compare $\mathcal{U}(t)$ to $U_c$ with $c \simeq c_*$. Since $P(U_c) = P(\psi^{in})$ instead of comparing to $U_{c*}$. In other words, we replace $\mathcal{U}(t)$ by $U_c$. Note first that, since $(dP/dc)|_{c=c_*} < 0$, there exists, by the implicit function theorem, such a $c \simeq c_*$. We then proceed as follows. Let $\psi^{in} \in \mathcal{I}$ be close to $U_{c*}$. Then, there exists $c = c(\psi^{in}) \simeq c_*$ such that $P(U_c) = P(\psi^{in})$. Moreover, since $(dP/dc)|_{c=c_*} \neq 0$, it follows

$$\|\mathcal{U}_c - \mathcal{U}_{c*}\| \leq K|c - c_*| \leq K|P(U_c) - P(U_{c*})| = K|P(\psi^{in}) - P(U_{c*})|$$

$$\leq K \|\psi^{in} - \mathcal{U}_{c*}\| \leq Kd_{hy}(\psi^{in}, U_c).$$

(17)

From (16), we have

$$E_{hy}(\mathcal{U}) - E_{hy}(\mathcal{U}_c) \geq \frac{1}{K} \inf_{y \in \mathbb{R}} \|\mathcal{U} - \mathcal{U}_c(-y)\|^2$$

as soon as $P_{hy}(\mathcal{U}) = P_{hy}(\mathcal{U}_c)$. The fact that the constant $K$ can be taken to be uniform with respect to $c$ for $c$ close to $c_*$ comes directly from the proof in [Grillakis et al. 1987]. Therefore, for $t \geq 0$,

$$\inf_{y \in \mathbb{R}} \|\mathcal{U}_{hy}(t) - \mathcal{U}_{c*}(-y)\| \leq \inf_{y \in \mathbb{R}} \left[ \|\mathcal{U}_{hy}(t) - \mathcal{U}_c(-y)\| + \|\mathcal{U}_c(-y) - \mathcal{U}_{c*}(-y)\| \right]$$

$$\leq \sqrt{K} \sqrt{E(\mathcal{U}(t)) - E(U_c)} + \mathcal{C}(|P(\psi^{in}) - P(U_{c*})|).$$
Using that \( P(\Psi(t)) = P_{hy}(\Psi_{hy}(t)) = P_{hy}(\mathcal{U}_c) \) and that \( \mathcal{U}_c \) is a critical point of the action \( E_{hy} - cP_{hy} \), we infer \( E(\Psi(t)) - E(\mathcal{U}_c) = [E_{hy} - cP_{hy}](\Psi^\text{fin}_{hy}) - [E_{hy} - cP_{hy}](\mathcal{U}_c) \). Consequently,

\[
\inf_{y \in \mathbb{R}} \|\Psi_{hy}(t) - \mathcal{U}_{c_+}(\cdot - y)\| \leq K(\|\Psi^\text{fin}_{hy} - \mathcal{U}_c\| + \|\Psi^\text{fin}_{hy} - \mathcal{U}_{c_+}\|)
\]

\[
\leq Kd_{hy}(\Psi^\text{fin}, \mathcal{U}_{c_+}) + K\|\mathcal{U}_c - \mathcal{U}_{c_+}\| \leq Kd_{hy}(\Psi^\text{fin}, \mathcal{U}_{c_+}),
\]

by (17). This gives (4).

### 4. Instability result for cusps: Proof of Theorem 16

In this section, we set \( \mathcal{F}_c \equiv E_{hy} - cP_{hy} \) and we assume

\[
-\frac{d^2\mathcal{F}_c(U_c)}{dc^2} \big|_{c=c_+} = \frac{dP(U_c)}{dc} \big|_{c=c_+} = 0 \quad \text{and} \quad 0 \neq \mathring{\mathring{P}}_* \equiv \frac{d^3\mathcal{F}_c(U_c)}{dc^3} \big|_{c=c_+}.
\]

The approach is reminiscent of the proof in [Maeda 2012]. Several modifications are necessary since, for the skew-adjoint operator \( J = \partial_x \), we can not find the required Hilbert space \( Y \). More degenerate cases can probably be considered as in [Maeda 2012].

We shall denote by \( \mathcal{I} : X \to X^* \) and \( \mathcal{I}_{H^1} : H^1 \to (H^1)^* \) the Riesz isomorphisms and define \( \mathcal{U} = (\eta, u)^t \in X = H^1(\mathbb{R}, \mathbb{R}) \times L^2(\mathbb{R}, \mathbb{R}) \) and \( H \equiv L^2(\mathbb{R}, \mathbb{R}) \times L^2(\mathbb{R}, \mathbb{R}) \), endowed with its canonical scalar product. They are the corresponding Hilbert spaces needed in [ibid.]. We consider the symmetric matrix

\[
\mathcal{B} \equiv \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix},
\]

which is such that \( \mathcal{B}^2 = \text{Id}_2 \) and \( 2P_{hy}(\mathcal{U}) = (\mathcal{B}\mathcal{U}, \mathcal{U})_H \).

Our assumption \( (dP(U_c)/dc)_{c=c_+} = 0 \neq (d^2P(U_c)/dc^2)_{c=c_+} \) will simplify a little the computations in [Maeda 2012]. The functions \( \eta_1 \) and \( \eta_2 \) used there become now

\[
\eta_1(\gamma) = \mathcal{F}_{c_++\gamma}(\mathcal{U}_{c_++\gamma}) - \mathcal{F}_{c_+}(\mathcal{U}_{c_+}) - \gamma \frac{d\mathcal{F}_c(U_c)}{dc} \big|_{c=c_+} \sim -\frac{\gamma^3}{6} \mathring{\mathring{P}}_*
\]

and

\[
\eta_2(\gamma) = \frac{d\eta_1}{d\gamma} = -P(U_{c_++\gamma}) + P(U_{c_+}) \sim -\frac{\gamma^2}{2} \mathring{\mathring{P}}_*.
\]

In order to clarify the dualities used by Maeda, we provide some elements of the proof adapted to our context.

**Lemma 4.1.** There exists \( \gamma_0 > 0 \) small and \( \sigma : (-\gamma_0, +\gamma_0) \to \mathbb{R} \) with \( \sigma(\gamma) \sim -\gamma^2 \mathring{\mathring{P}}_*/(2\|\mathcal{U}_*\|_H^2) \) and such that, for any \( \gamma \in (-\gamma_0, +\gamma_0) \),

\[
P_{hy}(\mathcal{U}_{c_++\gamma} + \sigma(\gamma)\mathcal{B}\mathcal{U}_{c_++\gamma}) = P_{hy}(\mathcal{U}_*).
\]

**Proof.** We have

\[
P_{hy}(\mathcal{U}_{c_++\gamma} + \sigma\mathcal{B}\mathcal{U}_{c_++\gamma}) = \frac{1}{2}(\mathcal{B}\mathcal{U}_{c_++\gamma} + \sigma\mathcal{U}_{c_++\gamma}, \mathcal{U}_{c_++\gamma} + \sigma\mathcal{B}\mathcal{U}_{c_++\gamma})_H = P_{hy}(\mathcal{U}_{c_++\gamma}) + \sigma\|\mathcal{U}_{c_++\gamma}\|_H^2 + \sigma^2 P_{hy}(\mathcal{U}_{c_++\gamma}).
\]
Since \( \|u_\ast\|_H^2 \neq 0 \), the conclusion follows from an easy implicit function argument near \( \sigma = \gamma = 0 \). In [Maeda 2012], the linear mapping \( B \) is seen from \( X \) to \( X^\ast \), but, here, there is no confusion in defining \( u_{c_\ast + \gamma} + \sigma \mathbb{B} u_{c_\ast + \gamma} \in H = L^2 \times L^2 \).

We define, for \( \gamma \in (-\gamma_0, +\gamma_0) \),

\[
W(\gamma) \equiv u_{c_\ast + \gamma} + \sigma(\gamma) \mathbb{B} u_{c_\ast + \gamma},
\]

which then satisfies \( P_{hy}(W(\gamma)) = P_{hy}(u_\ast) \) by construction.

**Lemma 4.2.** As \( \gamma \to 0 \), we have \( \mathcal{F}_{c_\ast}(W(\gamma)) - \mathcal{F}_{c_\ast}(u_{c_\ast}) \sim - (\gamma^3/6) \tilde{P}_\ast \).

**Proof.** Using that \( \mathcal{F}'_{c_\ast + \gamma}(u_{c_\ast + \gamma}) = 0 \), \( P_{hy}(W(\gamma)) = P_{hy}(u_{c_\ast}) = -(d \mathcal{F}_{c}(U_c)/dc)|_{c = c_\ast} \) and \( \sigma(\gamma) = O(\gamma^2) \), we have by the Taylor expansion

\[
\mathcal{F}_{c_\ast}(W(\gamma)) - \mathcal{F}_{c_\ast}(u_{c_\ast}) = \mathcal{F}_{c_\ast + \gamma}(u_{c_\ast + \gamma} + \sigma(\gamma) \mathbb{B} u_{c_\ast + \gamma}) - \mathcal{F}_{c_\ast}(u_{c_\ast}) + \gamma P_{hy}(W(\gamma))
\]

\[
= \mathcal{F}_{c_\ast + \gamma}(u_{c_\ast + \gamma}) - \mathcal{F}_{c_\ast}(u_{c_\ast}) - \gamma \left. \frac{d \mathcal{F}_{c}(U_c)}{dc} \right|_{c = c_\ast} + O(\gamma^4) \sim - \frac{\gamma^3}{6} \tilde{P}_\ast,
\]

as wished. \( \square \)

We recall that we have defined the tubular neighborhood \( \mathcal{C}_\epsilon = \{ \forall \in X, \inf_{y \in \mathbb{R}} \| \forall - u_\ast(\cdot - y) \|_X < \epsilon \} \).

**Lemma 4.3.** For \( \epsilon > 0 \) small enough, there exist four \( \mathcal{C}^1 \) mappings \( \tilde{\gamma}, \alpha, \tilde{\gamma} : \mathcal{C}_\epsilon \to \mathbb{R} \) and \( \vartheta : \mathcal{C}_\epsilon \to X \), satisfying, for \( \forall \in \mathcal{C}_\epsilon \),

\[
\forall(\cdot - \tilde{\gamma}(\forall)) = W(\tilde{\gamma}(\forall)) + \vartheta(\forall) + \alpha(\forall) \mathbb{B} u_{c_\ast + \tilde{\gamma}(\forall)}
\]

and the orthogonality relations

\[
(\vartheta(\forall), \partial_x u_{c_\ast + \tilde{\gamma}(\forall)})_H = (\vartheta(\forall), [\partial_c u_c]|_{c = c_\ast + \tilde{\gamma}(\forall)})_H = (\vartheta(\forall), \mathbb{B} u_{c_\ast + \tilde{\gamma}(\forall)})_H = 0.
\]

Finally, \( H^{-1} \tilde{\gamma}' \in H^2 \times H^1 \) and \( H^{-1} \partial \gamma / \partial \eta \in H^4 \).

**Proof.** We consider the mapping \( G : X \times \mathbb{R} \times (-\gamma_0, +\gamma_0) \times \mathbb{R} \to \mathbb{R}^3 \) defined by

\[
G(\forall, y, \gamma, \alpha) = \begin{pmatrix}
(\forall(\cdot - y) - W(y) - \alpha \mathbb{B} u_{c_\ast + \gamma}, \partial_x u_{c_\ast + \gamma})_H \\
(\forall(\cdot - y) - W(y) - \alpha \mathbb{B} u_{c_\ast + \gamma}, [\partial_c u_c]|_{c = c_\ast + \gamma})_H \\
(\forall(\cdot - y) - W(y) - \alpha \mathbb{B} u_{c_\ast + \gamma}, \mathbb{B} u_{c_\ast + \gamma})_H
\end{pmatrix}
\]

Then \( G(u_\ast, 0, 0, 0) = 0 \) since \( W(0) = u_\ast \). In order to show that \( G \) is of class \( \mathcal{C}^1 \), we have to pay attention to the translation term \( \forall(\cdot - y) \), since differentiation in \( y \) requires \( \forall \in H^1 \times H^1 \) whereas we only have \( \forall \in X = H^1 \times L^2 \). It thus suffices to write

\[
G(\forall, y, \gamma, \alpha) = \begin{pmatrix}
(\forall, \partial_x u_{c_\ast + \gamma}(\cdot + y) + \alpha \mathbb{B} u_{c_\ast + \gamma}, \partial_x u_{c_\ast + \gamma})_H \\
(\forall, [\partial_c u_c]|_{c = c_\ast + \gamma}(\cdot + y) + \alpha \mathbb{B} u_{c_\ast + \gamma}, [\partial_c u_c]|_{c = c_\ast + \gamma})_H \\
(\forall, \mathbb{B} u_{c_\ast + \gamma}(\cdot + y) + \alpha \mathbb{B} u_{c_\ast + \gamma}, \mathbb{B} u_{c_\ast + \gamma})_H
\end{pmatrix}
\]
to see that $G$ is indeed of class $C^1$ on $\mathbb{R} \times \mathbb{R}$ since $c \mapsto u_c$ is smooth. Moreover, using that $\partial_y W|_{y=0} = [\partial_c u_c]|_{c=c*}$, we infer
\[
\frac{\partial G}{\partial(y, y', \alpha)}(u_*, 0, 0, 0) = \begin{pmatrix}
(\partial_{u_2}^2 u_*)_H - (\partial_c u_c)|_{c=c*} \partial_x u_*)_H - (\partial_{u_2} u_*)_H \\
- (\partial_{u_2} \partial_c u_c)|_{c=c*} \partial_x u_*)_H - ||[\partial_c u_c]|_{c=c*}||_H^2 \\
- (\partial_{u_2} \partial_x u_*)_H - ||\partial u_* ||_H^2 \\
\end{pmatrix}.
\]

At this stage, the argument in [Maeda 2012] is to use that
\[
(\partial_c u_c)|_{c=c*} \partial_x u_*)_H = - (\partial_x (\partial_c u_c)|_{c=c*}, u_*)_H = 0,
\]
which is assumption 2(iii) there. This equality holds true for us since we have chosen $u_c$ even for any $c$ (close to $c*$). Furthermore, $(\partial_{u_2}^2 u_*)_H = - ||\partial_x u_*||_H^2$ by integration by parts, $(\partial_{u_2} \partial_x u_*)_H = (\partial_{u_2} \partial_x u_*)_H = 0$ since $\partial \partial_x = J$ is skew-adjoint, and $(\partial_{u_2} \partial_x u_*)_H = \partial_c (P_{u_*})(\partial_c u_c)|_{c=c*} = 0$ by hypothesis. Therefore,
\[
\frac{\partial G}{\partial(y, y', \alpha)}(u_*, 0, 0, 0) = \begin{pmatrix}
- ||\partial_x u_*||_H^2 \\
0 \\
0 \\
\end{pmatrix}
\]
is invertible; thus the implicit function theorem provides three real-valued functions $y, \gamma$ and $\alpha$, defined near $u_*$ (in $X$) and with $\gamma(u_*) = \gamma(u_*) = \alpha(u_*) = 0$, such that $G(u, y(u), \gamma(u), \alpha(u)) = 0$. These functions are extended to $C_\varepsilon$ (for $\varepsilon$ small enough) by the formulas $\tilde{y}(u) \equiv y(u(\cdot - y)) + y, \tilde{\gamma}(u) \equiv \gamma(u(\cdot - y)) + \gamma(u_*)$ and $\tilde{\alpha}(u) = \alpha(u(\cdot - y))$ for any $u \in \mathbb{R}$ such that $u(\cdot - y)$ lies in the neighborhood of $u_*$ where $y, \gamma$ and $\alpha$ are defined. Consequently, the mapping
\[
\vartheta(u) \equiv u(\cdot - \tilde{y}(u)) - \tilde{\gamma}(u) - \tilde{\alpha}(u)B_{u_*} + \tilde{\gamma}(u)
\]
is orthogonal in $H$ to $\partial_{c*} u_* + \tilde{\gamma}(u)[\partial_c u_c]|_{c=c*} + \tilde{\gamma}(u)$ and $B_{u_*} + \tilde{\gamma}(u)$, as desired. Since $f$ is assumed of class $C^2$, we have $u_* \in H^4$ and the regularities $\vartheta' \in H^2 \times H^1$ and $\vartheta'' \in H^1$ follow easily. □

**Remark 4.4.** We would like to point out that, in [ibid., Lemma 3], it is claimed that “$w(u)$” is orthogonal to “$\partial_\omega \Phi_{\omega + \Lambda(u)}$” (we refer to the notations there). However, since “$T(\vartheta(u)) - \Psi(\Lambda(u))$” is already orthogonal to “$\partial_\omega \Phi_{\omega + \Lambda(u)}$” by construction, this is equivalent to “$\langle B_{\Phi_{\omega + \Lambda(u)}}, g\Phi_{\omega + \Lambda(u)} \rangle = 0$”, or “$\partial_\omega (Q(\phi_\omega)) = 0$” at “$\omega' = \omega + \Lambda(u)$”. We have not understood why this should happen since, in general, for the function $\omega' \mapsto Q(\phi_\omega)$, the point $\omega$ is the only local critical point. For this reason, we have added a component to the original mapping $G$ in [ibid.]. Let us observe that, then, Lemma 3 in [ibid.] uses the assumption “$d''(\omega) = 0$”. On the other hand, the derivative of $G$ in [ibid.] assumes “$u \in D(T'(0))$”, for otherwise the expression “$G_{1,1}(u, \theta, \Lambda) = \langle T'(0)T(\vartheta(u), T(0)\Phi_{\omega + \Lambda})\rangle$”, for instance, is meaningless. We have therefore given some details showing clearly the smoothness of $G$.

We now prove a lemma which shows that the quadratic functional associated with $F''_T$ gives a good control on $\vartheta(u)$ thanks to the orthogonality conditions on this function. This result is in the spirit of Lemma 7 in [Ohta 2011].
Lemma 4.5. There exist $0 < \gamma_1 \leq \gamma_0$ and $K_0 > 0$ such that, if $\gamma \in (\gamma_1, +\gamma_1)$ and if $\theta \in X$ satisfies
\[ (\theta, \partial_x \tilde{u}_{c+\gamma})_H = (\theta, [\partial_c \tilde{u}_c]_{c=c+\gamma})_H = (\partial_x, \tilde{B}_{c+\gamma} H = 0, \]
then $(\tilde{F}'_{c+\gamma} (\tilde{u}_{c+\gamma}) \theta, \theta)_X, X \geq K_0 \| \theta \|_X^2$.

Proof. As a first step, we prove that, if $\theta \in X$ satisfies $\theta \neq 0$,
\[ (\partial_x, \tilde{u}_* )_H = (\partial_x, [\partial_c \tilde{u}_c]_{c=c})_H = (\partial_x, \tilde{B}_c H = 0, \]
then $(\tilde{F}' (\tilde{u}_*) \theta, \theta)_X, X > 0$. Indeed, assume that $(\tilde{F}' (\tilde{u}_*) \theta, \theta)_X, X = 0$. Let $\chi \in X$ be a negative eigenvector of $\tilde{F}'$. We claim that we can not have $((\theta, \chi)_H, ([\partial_c \tilde{u}_c]_{c=c}, \chi)_H) = (0, 0)$. Otherwise, $(\theta, \chi)_H = 0$ implies that $\theta$ is $L^2$-orthogonal to $\chi$, which is the eigenvector associated with the only negative eigenvalue $-\mu_0$ of $\tilde{F}'$ seen as an unbounded operator on $L^2$; thus $(\tilde{F}' (\tilde{u}_*) \theta, \theta)_X, X = 0$, and, since we assume equality, this means that $\theta$ belongs to the kernel of $\tilde{F}' (\tilde{u}_*)$, which is spanned by $\tilde{u}_* = \partial_x \tilde{u}_*$, but the condition $(\theta, \partial_x \tilde{u}_*)_H = 0$ then implies $\theta = 0$, a contradiction. Therefore, there exists $(a, b) \in \mathbb{R}^2$ such that $(a, b) \neq (0, 0)$ and $([\partial_c \tilde{u}_c]_{c=c} + b \partial, \chi)_H = 0$. The nonzero vector $p = a[\partial_c \tilde{u}_c]_{c=c} + b \partial$ then satisfies $(p, \chi)_H = 0$ and $(p, J \tilde{u}_*)_H = a([\partial_c \tilde{u}_c]_{c=c}, J \tilde{u}_*)_H + b(\partial, J \tilde{u}_*)_H = 0$, so that $(\tilde{F}' (\tilde{u}_*) p, p)_X, X > 0$. Here, we have used once again that $([\partial_c \tilde{u}_c]_{c=c}, J \tilde{u}_*)_H = 0$ since the left vector is an even function and the right vector an odd function. However, in view of the equality
\[ (\tilde{F}' (\tilde{u}_*) [\partial_c \tilde{u}_c]_{c=c}, \phi)_X, X = (\tilde{B} \tilde{u}_*, \phi)_H, \]
valid for any $\phi \in X$ (which follows from differentiation of $E'_{by} (\tilde{u}_c) = c P'_{by} (\tilde{u}_c) = c(\tilde{B} \tilde{u}_*, \cdot)_H$ at $c = c$), we have
\[ (\tilde{F}' (\tilde{u}_*) [\partial_c \tilde{u}_c]_{c=c}, \phi)_X, X = (\tilde{B} [\partial_c \tilde{u}_c]_{c=c}, \phi)_H = 0. \]
As a consequence,
\[ 0 < (\tilde{F}' (\tilde{u}_*) p, p)_X, X = a^2 (\tilde{F}' (\tilde{u}_*) [\partial_c \tilde{u}_c]_{c=c}, [\partial_c \tilde{u}_c]_{c=c})_X, X + b^2 (\tilde{F}' (\tilde{u}_*) \partial, \partial)_X, X = a^2 (\tilde{B} \tilde{u}_*, [\partial_c \tilde{u}_c]_{c=c})_H + b^2 (\tilde{F}' (\tilde{u}_*) \theta, \theta)_X, X = b^2 (\tilde{F}' (\tilde{u}_*) \theta, \theta)_X, X, \]
since $(\tilde{B} \tilde{u}_*, [\partial_c \tilde{u}_c]_{c=c})_H = \partial_c [P_{by} (\tilde{u}_c)]_{c=c} = 0$ in our situation. We reach a contradiction since the right-hand side is supposed $\leq 0$.

We now prove the lemma by contradiction, and then assume that there exist sequences $(\delta_n)_{n \geq 1} \in X$ and $(\gamma_n)_{n \geq 1} \in (0, \gamma_0)$ such that $\gamma_n \rightarrow 0$, $\| \delta_n \|_X^2 = 1$ and
\[ (\delta_n, \partial_x \tilde{u}_{c+\gamma_n})_H = (\delta_n, [\partial_c \tilde{u}_c]_{c=c+\gamma_n})_H = (\delta_n, \tilde{B}_{c+\gamma_n} H = 0, \]
but $(\tilde{F}' (\tilde{u}_*) \delta_n, \delta_n)_X, X \rightarrow 0$. Possibly passing to a subsequence, we may assume the existence of some $\hat{\theta} = (\zeta, \nu) \in X$ such that $\delta_n \equiv (\zeta_n, \nu_n) \rightarrow \hat{\theta}$ in $X = H^1 \times L^2$. We then show the lower semicontinuity of $(\tilde{F}' (\tilde{u}_*) \theta, \theta)_X, X$. This is roughly a verification of part of assumption (A3) in [Ohta 2011], used in Lemma 7 there. By the compact Sobolev embedding, we may assume $\zeta_n \rightarrow \zeta$ in $L^\infty_{loc}(\mathbb{R})$. 
A straightforward computation gives

\[ \langle f_{c*+\gamma} (u_{c*+\gamma}) \partial, \partial \rangle \mathcal{X}^* \mathcal{X} = \int_{\mathbb{R}} \frac{(\partial_x \xi)^2}{2(r_0^2 + \eta_{c*+\gamma})} - \frac{\partial_x \xi \partial_x \eta_{c*+\gamma}}{(r_0^2 + \eta_{c*+\gamma})^2} + \frac{\lambda^2(\partial_x \xi \partial_x \eta_{c*+\gamma})}{4(r_0^2 + \eta_{c*+\gamma})^3} \]

\[ + 2(r_0^2 + \eta_{c*+\gamma}) \nu^2 + 2(2u_{c*+\gamma} - (c* + \gamma)) \nu \xi - f'(r_0^2 + \eta_{c*+\gamma}) \xi^2 \, dx. \]

Since \( r_0^2 + \eta_{c*+\gamma} \) remains bounded away from zero uniformly and \( \eta_{c*+\gamma} \to \eta_{c*} \) in \( W^{1,\infty} (\mathbb{R}) \cap H^1 (\mathbb{R}) \) as \( n \to +\infty \), the weak convergence \( \xi_n \to \xi \) in \( H^1 \) implies

\[ \int_{\mathbb{R}} \frac{(\partial_x \xi)^2}{2(r_0^2 + \eta_{c*})} - \frac{\partial_x \xi \partial_x \eta_{c*}}{(r_0^2 + \eta_{c*})^2} + \frac{\lambda^2(\partial_x \xi \partial_x \eta_{c*})}{4(r_0^2 + \eta_{c*})^3} \, dx \]

\[ \leq \lim_{n \to +\infty} \int_{\mathbb{R}} \frac{(\partial_x \xi_n)^2}{2(r_0^2 + \eta_{c*+\gamma_n})} - \frac{\partial_x \xi_n \partial_x \eta_{c*+\gamma_n}}{(r_0^2 + \eta_{c*+\gamma_n})^2} + \frac{\lambda_n^2(\partial_x \xi_n \partial_x \eta_{c*+\gamma_n})}{4(r_0^2 + \eta_{c*+\gamma_n})^3} \, dx. \ (19) \]

For the remaining terms, we write, for some \( R > 0 \) to be determined later,

\[ \int_{\mathbb{R}} 2(r_0^2 + \eta_{c*+\gamma_n}) \nu_n^2 + 2(2u_{c*+\gamma_n} - (c* + \gamma_n)) \nu_n \xi_n - f'(r_0^2 + \eta_{c*+\gamma_n}) \xi_n^2 \, dx \]

\[ = \int_{\mathbb{R}} 2 \left[ (r_0^2 + \eta_{c*+\gamma_n}) \nu_n^2 + \frac{(2u_{c*+\gamma_n} - (c* + \gamma_n)) \xi_n}{2(r_0^2 + \eta_{c*+\gamma_n})^{1/2}} \right] \, dx \]

\[ + \int_{|x| \leq R} + \int_{|x| \geq R} \frac{1}{2} \left[ - \frac{(2u_{c*+\gamma_n} - (c* + \gamma_n))^2}{r_0^2 + \eta_{c*+\gamma_n}} - 2f'(r_0^2 + \eta_{c*+\gamma_n}) \right] \xi_n^2 \, dx. \]

For the first integral, we may use that \( (\xi_n, \nu_n) \to (\xi, \nu) \) in \( L^2 \times L^2 \) and the fact that \( (\eta_{c*+\gamma_n}, u_{c*+\gamma_n}) \) converges to \( (\eta_*, u_*) \) uniformly to deduce

\[ (r_0^2 + \eta_{c*+\gamma_n})^{1/2} \nu_n + \frac{(2u_{c*+\gamma_n} - (c* + \gamma_n)) \xi_n}{2(r_0^2 + \eta_{c*+\gamma_n})^{1/2}} \to (r_0^2 + \eta^*)^{1/2} \nu + \frac{(2u_* - c*) \xi}{2(r_0^2 + \eta^*)^{1/2}} \text{ in } L^2; \ (20) \]

hence,

\[ \int_{\mathbb{R}} 2 \left[ (r_0^2 + \eta^*)^{1/2} \nu + \frac{(2u_* - c*) \xi}{2(r_0^2 + \eta^*)^{1/2}} \right] \, dx \]

\[ \leq \lim_{n \to +\infty} \int_{\mathbb{R}} 2 \left[ (r_0^2 + \eta_{c*+\gamma_n})^{1/2} \nu_n + \frac{(2u_{c*+\gamma_n} - (c* + \gamma_n)) \xi_n}{2(r_0^2 + \eta_{c*+\gamma_n})^{1/2}} \right] \, dx. \ (21) \]

Since \( \xi_n \to \xi \) in \( L^\infty ([R, +R]) \) and \( (u_{c*+\gamma_n}, \eta_{c*+\gamma_n}) \to (u_*, \eta_*) \) uniformly, it follows that

\[ \int_{|x| \leq R} \frac{1}{2} \left[ - \frac{(2u_{c*+\gamma_n} - (c* + \gamma_n))^2}{r_0^2 + \eta_*} - 2f'(r_0^2 + \eta_*) \right] \xi_n^2 \, dx \]

\[ = \lim_{n \to +\infty} \int_{|x| \leq R} \frac{1}{2} \left[ - \frac{(2u_{c*+\gamma_n} - (c* + \gamma_n))^2}{r_0^2 + \eta_{c*+\gamma_n}} - 2f'(r_0^2 + \eta_{c*+\gamma_n}) \right] \xi_n^2 \, dx. \]

For the last integral, we have to use the decay at infinity of \( \eta_{c*+\gamma} \) and \( u_{c*+\gamma} \) uniformly for \( |\gamma| \) small.
This gives
\[ -\frac{(2u_{c*+\gamma_n} - (c_* + \gamma_n))^2}{r_0^2 + \eta_{c*+\gamma_n}} - 2f'(r_0^2 + \eta_{c*+\gamma_n}) \to \frac{c_s^2 - c_*^2}{r_0^2} \]
as \(|x| \to +\infty\), uniformly in \(n\). Since \(0 < c_* < c_s\), there exist some small \(\delta > 0\) and some \(R > 0\) large such that, for any \(n\) and any \(x\) with \(|x| \geq R\),
\[ -\frac{(2u_{c*+\gamma_n} - (c_* + \gamma_n))^2}{r_0^2 + \eta_{c*+\gamma_n}} - 2f'(r_0^2 + \eta_{c*+\gamma_n}) \geq \delta. \]
In particular, since \(\zeta_n \to \zeta\) in \(L^2\),
\[ 1_{|x| \geq R}\left(-\frac{(2u_{c*+\gamma_n} - (c_* + \gamma_n))^2}{r_0^2 + \eta_{c*+\gamma_n}} - 2f'(r_0^2 + \eta_{c*+\gamma_n})\right)^{1/2} \to 1_{|x| \geq R}\left(-\frac{(2u_\ast - c_\ast)^2}{r_0^2 + \eta_*} - 2f'(r_0^2 + \eta_\ast)\right)^{1/2} \zeta \]
in \(L^2\); thus
\[ \int_{|x| \geq R} \frac{1}{2} \left(-\frac{(2u_{c*+\gamma_n} - (c_* + \gamma_n))^2}{r_0^2 + \eta_{c*+\gamma_n}} - 2f'(r_0^2 + \eta_{c*+\gamma_n})\right) \zeta^2 \, dx \leq \lim_{n \to +\infty} \int_{|x| \geq R} \frac{1}{2} \left(-\frac{(2u_{c*+\gamma_n} - (c_* + \gamma_n))^2}{r_0^2 + \eta_{c*+\gamma_n}} - 2f'(r_0^2 + \eta_{c*+\gamma_n})\right) \zeta_n^2 \, dx. \]Combining these three \(\text{lim}\) inequalities, we deduce
\[ \left\langle \mathcal{F}_{c*}''(u_\ast) \vartheta, \vartheta \right\rangle_{X*,X} \leq \lim_{n \to +\infty} \left\langle \mathcal{F}_{c*+\gamma_n}''(u_{c*+\gamma_n}) \partial_n, \partial_n \right\rangle_{X*,X} = 0. \]Turning back to our sequence \((\vartheta_n, \gamma_n)\), we may pass to the limit in (18):
\[ \left(\vartheta, \partial_x u_\ast\right)_H = \left(\vartheta, [\partial_c u_c]\right|_{c=c_\ast})_H = \left(\vartheta, \underline{\mathbb{E}} u_\ast\right)_H = 0. \]Comparing with (23), we deduce from our first claim that \(\vartheta = 0\). This means that we must have equality in all the above \(\text{lim}\) inequalities. In particular, the weak convergence (22) is actually strong; thus \(\zeta_n \to \zeta = 0\) in \(L^2(\mathbb{R})\) (the strong convergence in \{|x| \leq R\} being already known since \(\zeta_n \to \zeta\) in \(L^\infty(\mathbb{R})\)). Going back to the equality in (19) thus provides \(\partial_x \zeta_n \to \partial_x \zeta = 0\) in \(L^2(\mathbb{R})\), since \(r_0^2 + \eta_{c*+\gamma_n}\) remains uniformly bounded away from zero, and by weak convergence,
\[ 0 = \int_{\mathbb{R}} \frac{\xi^2(\partial_x \eta_{c*})^2}{4(r_0^2 + \eta_{c*})^3} \, dx = \lim_{n \to +\infty} \int_{\mathbb{R}} \frac{\partial_x \zeta_n \partial_x \eta_{c*+\gamma_n}}{(r_0^2 + \eta_{c*+\gamma_n})^2} \, dx. \]Finally, the equality in (21) means that (20) is actually a strong convergence; that is, \(\nu_n \to \nu = 0\) in \(L^2\) since \(\zeta_n \to \zeta\) in \(L^2\). The contradiction then follows: \(1 = \|\vartheta_n\|_{L^2}^2 = \|\zeta_n\|_{L^2}^2 + \|\partial_x \zeta_n\|_{L^2}^2 + \|\nu_n\|_{L^2}^2 \to 0. \)

**Remark 4.6.** This result is also Lemma 7 in [Maeda 2012], and is said to be Lemma 7 in [Ohta 2011]. However, the hypotheses of Lemma 7 in [Ohta 2011] are not satisfied, and in particular assumption (B3) there. It is natural to believe that this assumption is satisfied in most physical situations, but it is not clear whether it always holds true in the general framework of [Maeda 2012] without further hypothesis.

The next lemma provides a control for \(\alpha(u)\).
Lemma 4.7. Assume $\varepsilon > 0$ small enough. Then, there exists $K > 0$ such that, for any $u \in C_\varepsilon$ satisfying $P_{hy}(u) = P_{hy}(u_*)$, we have

$$|\alpha(u)| \leq K(|\gamma|^2(z)|\dot{\vartheta}(u)|_X + |\dot{\vartheta}(u)|^2_X).$$

Proof. It is the same as in [Maeda 2012, Lemma 8], but we give it for completeness. We expand and use that $\mathbb{B}^2 = I_2$ and the definition $W'(\gamma) \equiv u_{c*} + \gamma + \sigma(\gamma)\mathbb{B}u_{c*} + \gamma$ for the second line:

$$P_{hy}(u_*) = P_{hy}(u) = P_{hy}(u_0) + \alpha(\dot{\vartheta}(u)) + P_{hy}(W'(\gamma(u)) + \dot{\vartheta}(u_0)) + \alpha(\mathbb{B}\dot{\vartheta}(u_0)) + \alpha(\mathbb{B}\dot{\vartheta}(u_0))H + (\mathbb{B}\dot{\vartheta}(u_0))H + \alpha(\mathbb{B}\dot{\vartheta}(u_0)).$$

Since $P_{hy}(W'(\gamma(u))) = P_{hy}(u_0)$, we infer

$$-\alpha(u_0)[|\dot{\vartheta}(u_0)|^2_H + o(1)] = \sigma(\gamma(u_0))(u_{c*} + \gamma) + \dot{\vartheta}(u_0)H + P_{hy}(\dot{\vartheta}(u))$$

and the conclusion follows since $\sigma(\gamma) = C(\gamma^2)$ by Lemma 4.1. □

Now, we give a lemma useful to estimate $\dot{\vartheta}(u)$.

Lemma 4.8. Assume $\varepsilon > 0$ small enough. Then, there exists $K > 0$ such that, for any $u \in C_\varepsilon$ satisfying $P_{hy}(u) = P_{hy}(u_*)$ and $F_*(u_0) - F_*(u_0) < 0$, we have

$$|\dot{\vartheta}(u)|^2_X \leq K|\gamma|^3.$$  

In particular, $|\alpha(u)| \leq K|\gamma|^3$.

Proof. It is the same as in [Maeda 2012, Lemma 9]. Note first that the last assertion is a direct consequence of the first one and Lemma 4.7. Next, we argue by contradiction and assume that there exists a sequence $u_n \rightarrow u_*$ in $X$ such that $F_*(u_n) - F_*(u_*) < 0$ and $|\dot{\vartheta}(u_n)|^2_X \gg |\gamma|^3$. For simplicity, we define $\gamma_n = \gamma(u_n), \dot{\vartheta}_n = \dot{\vartheta}(u_n), \alpha_n = \alpha(u_n)$. Then, by Lemma 4.7, we have $|\alpha_n| \leq K(\gamma_n^2|\dot{\vartheta}_n|_X + |\dot{\vartheta}_n|^2_X) \leq K(|\dot{\vartheta}_n|_{H^3/3} + |\dot{\vartheta}_n|^2_X) = O(|\dot{\vartheta}_n|^2_X)$. Therefore, by the Taylor expansion and Lemma 4.3, we have

$$F_*(u_n) - F_*(u_*) = F_*(u_n) - F_*(u_*) = F_*(W(\gamma_n)) + \dot{\vartheta}_n + \alpha_n(\mathbb{B}u_{c*} + \gamma_n) - F_*(u_*)$$

$$= F_*(W(\gamma_n)) - F_*(u_*) + \langle F'(W(\gamma_n)), \dot{\vartheta}_n + \alpha_n(\mathbb{B}u_{c*} + \gamma_n) \rangle + \frac{1}{2} \langle F''(W(\gamma_n))\dot{\vartheta}_n, \dot{\vartheta}_n \rangle + o(|\dot{\vartheta}_n|^2_X).$$

(24)

However, by Lemma 4.2, $F_{c*}(W(\gamma)) - F_{c*}(u_{c*}) = C(|\gamma|^3)$, and, since $F'(W(\gamma)) = F'(W(0)) + o(1) = F'(u_*) + o(1) = o(1)$, we have $\langle F'(W(\gamma_n)), \dot{\vartheta}_n + \alpha_n(\mathbb{B}u_{c*} + \gamma_n) \rangle = o(|\dot{\vartheta}_n|^2_X)$. Furthermore, using $F_0 = F_{c*} + \gamma_n \mathbb{B}$, the third orthogonality condition in Lemma 4.3 and that $\sigma(\gamma) = O(\gamma^2)$, we deduce

$$\langle \mathcal{F} F'(W(\gamma_n)), \dot{\vartheta}_n \rangle + \alpha_n(\mathbb{B}u_{c*} + \gamma_n) \dot{\vartheta}_n \dot{\vartheta}_n \dot{\vartheta}_n H.$$
For the last line, we have used another Taylor expansion with $F'_{c^*+\gamma}$ $(\zeta_{c^*+\gamma}) = 0$. Finally, Lemma 4.5 yields $F'_{c^*+\gamma_n} (\zeta_{c^*+\gamma_n}) = 0$. Reporting these expansions in (24) yields

$$F_n (\zeta_n) = F (\zeta) \geq \frac{K_0}{4} \| \delta_n \|_X^2 + o(\| \delta_n \|_X^2) \geq \frac{K_0}{8} \| \delta_n \|_X^2$$

for $n$ sufficiently large, which contradicts our assumption.

We now need to find an extension of the functionals “A” and “P” used in [Maeda 2012] (and also in [Ohta 2011]). In these works, these functionals are built on what should be here “$J^{-1} \partial_c \zeta = \mathbb{B} \partial_1^{-1} \partial_c \zeta$”, but, unfortunately, $\partial_c \phi_c$ does not have vanishing integral over $\mathbb{R}$ (for instance, $\partial_c \eta_c$ has constant sign). We rely instead on a construction of a suitable approximation of “$J^{-1} \partial_c \zeta$”. A similar construction is used in [Lin 2002].

**Lemma 4.9.** For any $0 < \kappa < 1$, there exists a $C^2$ mapping $\gamma_\kappa : (-\gamma_1, +\gamma_1) \to X$ such that, for any $\gamma \in (-\gamma_1, +\gamma_1)$, $\gamma_\kappa (\gamma) \in H^2 \times H^1$ is an odd function verifying

$$\| J \gamma_\kappa (\gamma) - [\partial_c \zeta]_{c = c^* + \gamma} \|_X \leq \kappa.$$

**Proof.** We fix an even function $\Theta_0 \in C_c^\infty (\mathbb{R})$ such that $\int_{\mathbb{R}} \Theta_0 \, dx = 1$. For $T > 0$ to be fixed later, but independent of $\gamma$ and $\kappa$, we set $t_\kappa \equiv T / \kappa^2 > 0$ and

$$\gamma_\kappa (\gamma) (x) \equiv \mathbb{B} \int_0^X \left[ [\partial_c \zeta]_{c = c^* + \gamma} (y) - \frac{1}{t_\kappa} \Theta_0 \left( \frac{y}{t_\kappa} \right) \int_{\mathbb{R}} [\partial_c \zeta]_{c = c^* + \gamma} (z) \, dz \right] \, dy.$$

It is clear that $\gamma_\kappa (\gamma) \in C^1 (\mathbb{R})$ and that, since $J = \partial_y \mathbb{B}$ and $\mathbb{B}^2 = \text{Id}_2$,

$$J \gamma_\kappa (\gamma) - [\partial_c \zeta]_{c = c^* + \gamma} = \frac{1}{t_\kappa} \Theta_0 \left( \frac{y}{t_\kappa} \right) \int_{\mathbb{R}} [\partial_c \zeta]_{c = c^* + \gamma} (z) \, dz.$$

In particular,

$$\| J \gamma_\kappa (\gamma) - [\partial_c \zeta]_{c = c^* + \gamma} \|_X^2 = \left[ \frac{1}{t_\kappa^2} \| \Theta_0 \|_{L^2}^2 + \frac{1}{t_\kappa^3} \| \partial_y \Theta_0 \|_{L^2}^2 \right] \left( \int_{\mathbb{R}} [\partial_c \zeta]_{c = c^* + \gamma} (z) \, dz \right)^2 \leq \kappa^2$$

if we choose $T = T (c^*, \zeta_*, \Theta_0) > 0$ sufficiently large and $\gamma_1$ smaller if necessary. Moreover, $\gamma_\kappa (\gamma)$ is odd since $\zeta$ and $\Theta_0$ are even. In addition, the even function

$$\gamma \mapsto [\partial_c \zeta]_{c = c^* + \gamma} (y) - \frac{1}{t_\kappa} \Theta_0 \left( \frac{y}{t_\kappa} \right) \int_{\mathbb{R}} [\partial_c \zeta]_{c = c^* + \gamma} (z) \, dz$$

decays exponentially at infinity (since $\Theta_0$ has compact support and $\partial_c \zeta$ decays exponentially), and has zero integral (since $\Theta_0$ has integral equal to one); hence

$$\gamma_\kappa (\gamma) (x) = -\mathbb{B} \int_{-\infty}^{+\infty} \left[ [\partial_c \zeta]_{c = c^* + \gamma} (y) - \frac{1}{t_\kappa} \Theta_0 \left( \frac{y}{t_\kappa} \right) \int_{\mathbb{R}} [\partial_c \zeta]_{c = c^* + \gamma} (z) \, dz \right] \, dy.$$
and decays exponentially at infinity. It follows easily from these two equalities that \( \gamma \mapsto \gamma_\kappa(\gamma) \in L^2 \times L^2 \) is well-defined and continuous; hence also \( \gamma \mapsto \gamma_\kappa(\gamma) \in H^2 \times H^1 \). By the same type of arguments,

\[
\frac{\partial \gamma_\kappa}{\partial \gamma}(\gamma)(x) = \mathbb{B} \int_0^x \left[ \partial^2_{\gamma^2} u_c \right]_{c=c_\kappa+\gamma(y)} y - \frac{1}{t_\kappa} \Theta_0 \left( \frac{y}{t_\kappa} \right) \int_\mathbb{R} \left[ \partial^2_{\gamma^2} u_c \right]_{c=c_\kappa+\gamma(z)} dz \right] dy
\]

is well-defined and is a continuous function of \( \gamma \) with values in \( H^2 \times H^1 \), and similarly for the second derivative.

We now define, in the tubular neighborhood \( \mathcal{C}_\varepsilon \) of \( \mathcal{U}_\kappa \), the functional (corresponding to “A” in [Maeda 2012])

\[
\Omega_\kappa(\mathcal{U}) \equiv (\mathcal{U}(\cdot - \tilde{y}(\mathcal{U})), \gamma_\kappa(\gamma(\mathcal{U})))_H = (\mathcal{U}, \gamma_\kappa(\gamma(\mathcal{U})) \cdot \gamma(\mathcal{U})))_H
\]
depending on \( \kappa \in (0, 1) \), which will be determined later. The first properties of \( \Omega_\kappa \) are given below.

**Lemma 4.10.** For any \( 0 < \kappa < 1 \), \( \Omega_\kappa : \mathcal{C}_\varepsilon \to \mathbb{R} \) is of class \( \mathcal{C}^1 \). In addition, there exists some bounded mapping \( N_\gamma : \mathcal{C}_\varepsilon \to X \) such that, if \( \Psi_{hy} \in \mathcal{C}^1([0, T), X) \) is a solution to (15) that remains in \( \mathcal{C}_\varepsilon \), then

\[
\frac{d}{dt} \Omega_\kappa(\Psi_{hy}(t)) = \Xi_\kappa(\Psi_{hy}(t)),
\]

where \( \Xi_\kappa : \mathcal{C}_\varepsilon \to \mathbb{R} \) is defined by

\[
\Xi_\kappa(\mathcal{U}) \equiv -\left\{ J \gamma_\kappa(\gamma(\mathcal{U}))(\cdot \gamma(\mathcal{U})) + (\mathcal{U}, \partial^2_{\gamma} \gamma_\kappa(\gamma(\mathcal{U}))(\cdot \gamma(\mathcal{U})))_{X^*, X} N_\gamma(\gamma(\mathcal{U})) \right\}_{X^*, X}
\]

**Proof:** The fact that \( \Omega_\kappa \) is of class \( \mathcal{C}^1 \) follows directly from the second expression and the fact that \( \tilde{y} \) and \( \tilde{y} \) are \( \mathcal{C}^1 \) (in [Maeda 2012, formula (3.11)]), the same remark as for the smoothness of \( G \) after Lemma 4.3 holds, since it requires “\( u \in D(T'(0)) \)”. If \( \Psi_{hy} = (\eta, u) \in \mathcal{C}^1([0, T), X) \) is a solution to (15) that remains in \( \mathcal{C}_\varepsilon \), we therefore have, defining \( \gamma(t) = \gamma(\Psi_{hy}(t)) \) and \( \gamma(t) = \gamma(\Psi_{hy}(t)) \),

\[
\frac{d}{dt} \Omega_\kappa(\Psi_{hy}(t)) = (\partial^t \gamma_\kappa(\gamma(t))(\cdot \gamma(\mathcal{U})))_H
\]

\[
+ (\Psi_{hy}(t), \partial^t \gamma_\kappa(\gamma(t))(\cdot \gamma(\mathcal{U})))_H \langle \gamma'(\Psi_{hy}(t)), \partial^t \Psi_{hy}(t) \rangle_{X^*, X}
\]

\[
+ (\Psi_{hy}(t), \partial^t \gamma_\kappa(\gamma(t))(\cdot \gamma(\mathcal{U})))_H \langle \gamma'(\Psi_{hy}(t)), \partial^t \Psi_{hy}(t) \rangle_{X^*, X}.
\]

(25)

We now observe that the invariance of \( \Omega_\kappa \) by translation provides by differentiation the equality, for \( \mathcal{U} \in \mathcal{C}_\varepsilon \),

\[
0 = \frac{d}{dy} \Omega_\kappa(\mathcal{U}(\cdot - y))_{y=0} = (\mathcal{U}, \partial^x \gamma_\kappa(\gamma(\mathcal{U}))(\cdot \gamma(\mathcal{U})))_H
\]

\[
= (\mathcal{B} \mathcal{U}, J \gamma_\kappa(\gamma(\mathcal{U}))(\cdot \gamma(\mathcal{U})))_H = (P_{hy} \mathcal{U}, J \gamma_\kappa(\gamma(\mathcal{U}))(\cdot \gamma(\mathcal{U})))_{X^*, X}.
\]

(26)
In particular, the second term in (25) vanishes. In addition, since \( \Psi_{hy} = (\eta, u) \in \mathcal{C}^1([0, T), X) \) is a solution to (15) that remains in \( \mathcal{C}_g \), we have, denoting by \( \delta E_{hy}/\delta \Psi \) the variational derivative,

\[
\begin{align*}
(\partial_t \Psi_{hy}(t), \mathcal{Y}_\kappa(\tilde{y}(t))(\cdot + \tilde{y}(t)))_H
&= \left( J \frac{\delta E_{hy}}{\delta \Psi_{hy}}(\Psi_{hy}(t)), \mathcal{Y}_\kappa(\tilde{y}(t))(\cdot + \tilde{y}(t)) \right)_H \\
&= -\left( \frac{\delta E_{hy}}{\delta \Psi_{hy}}(\Psi_{hy}(t)), J \mathcal{Y}_\kappa(\tilde{y}(t))(\cdot + \tilde{y}(t)) \right)_H = \left\{ E'_{hy}(\Psi_{hy}(t)), J \mathcal{Y}_\kappa(\tilde{y}(t))(\cdot + \tilde{y}(t)) \right\}_{X^*, X} \\
&= -(\mathcal{F}'_{c* + \tilde{y}(t)}(\Psi_{hy}(t)), J \mathcal{Y}_\kappa(\tilde{y}(t))(\cdot + \tilde{y}(t)))_{X^*, X} - (c* + \tilde{y}(t))(P'_{hy}(\Psi_{hy}(t)), J \mathcal{Y}_\kappa(\tilde{y}(t))(\cdot + \tilde{y}(t)))_{X^*, X} \\
&= -(\mathcal{F}'_{c* + \tilde{y}(t)}(\Psi_{hy}(t)), J \mathcal{Y}_\kappa(\tilde{y}(t))(\cdot + \tilde{y}(t)))_{X^*, X},
\end{align*}
\]

by (26). In addition, since \( \delta P_{hy}/\delta \Psi_{hy} = \mathbb{B} \Psi_{hy} \) and \( J \mathbb{B} = \partial_x \),

\[
\langle \tilde{y}'(\Psi_{hy}(t)), \partial_t \Psi_{hy}(t) \rangle_{X^*, X} = \left( \tilde{y}'(\Psi_{hy}(t)), J \frac{\delta E_{hy}}{\delta \Psi_{hy}}(\Psi_{hy}(t)) \right)_{X^*, X} + (c* + \tilde{y}(t))\langle \tilde{y}'(\Psi_{hy}(t)), \partial_x \Psi_{hy}(t) \rangle_{X^*, X}.
\]

The second term vanishes since \( \tilde{y} \) is invariant by translation (by definition; see the proof of Lemma 4.3). As a consequence,

\[
\langle \tilde{y}'(\Psi_{hy}(t)), \partial_t \Psi_{hy}(t) \rangle_{X^*, X} = \left( J \frac{\delta \mathcal{F}_{c* + \tilde{y}(t)}}{\delta \Psi_{hy}}(\Psi_{hy}(t)), \mathcal{Y}_\kappa^{-1}\tilde{y}'(\Psi_{hy}(t)) \right)_X = \left\{ \frac{\delta \mathcal{F}_{c* + \tilde{y}(t)}}{\delta \Psi_{hy}}(\Psi_{hy}(t)), J \mathcal{Y}_\kappa^{-1}\tilde{y}'(\Psi_{hy}(t)) \right\}_X \\
= -\left( \frac{\delta \mathcal{F}_{c* + \tilde{y}(t)}}{\delta \Psi_{hy}}(\Psi_{hy}(t)), J \mathcal{Y}_\kappa^{-1}\tilde{y}'(\Psi_{hy}(t)) \right)_H - \left( \partial_x \frac{\delta \mathcal{F}_{c* + \tilde{y}(t)}}{\delta \eta}(\Psi_{hy}(t)), \partial_x J \mathcal{Y}_\kappa^{-1}\tilde{y}'(\Psi_{hy}(t)) \right)_{L^2}.
\]

The first term is simply \( -(\mathcal{F}'_{c* + \tilde{y}(t)}(\Psi_{hy}(t)), J \mathcal{Y}_\kappa^{-1}\tilde{y}'(\Psi_{hy}(t)))_{X^*, X} \). We then define \( \mathcal{N}_{\tilde{y}} : \mathcal{C}_g \to X \) by \( \mathcal{N}_{\tilde{y}}(\mathcal{U}) \equiv J \mathcal{Y}_\kappa^{-1}\tilde{y}'(\mathcal{U}) - (\partial_x J \mathcal{Y}_\kappa^{-1}(\delta \tilde{y}/\delta \eta)(\mathcal{U}), 0) \in X = H^1 \times L^2 \) (see the regularity shown for \( \tilde{y}' \) in Lemma 4.3), so that integration by parts yields

\[
\langle \tilde{y}'(\Psi_{hy}(t)), \partial_t \Psi_{hy}(t) \rangle_{X^*, X} = -(\mathcal{F}'_{c* + \tilde{y}(t)}(\Psi_{hy}(t)), \mathcal{N}_{\tilde{y}}(\Psi_{hy}(t)))_{X^*, X}.
\]

Inserting these relations into (25) then gives

\[
\frac{d}{dt} \Omega_\kappa(\Psi_{hy}(t)) = -(\mathcal{F}'_{c* + \tilde{y}(t)}(\Psi_{hy}(t)), \left\{ J \mathcal{Y}_\kappa(\tilde{y}(t))(\cdot + \tilde{y}(t)) + (\Psi_{hy}(t), \partial_x \mathcal{Y}_\kappa(\tilde{y}(t))(\cdot + \tilde{y}(t)))_{H} \mathcal{N}_{\tilde{y}}(\Psi_{hy}(t)) \right\})_{X^*, X},
\]

which is the desired equality.
If $\Psi_{hy} \in C^0([0, T), X)$ is just a continuous in time solution to (15) that remains in $C_\varepsilon$, then the integrated relation
\[ \Omega_\kappa(\Psi_{hy}(t)) = \Omega_\kappa(\Psi_{hy}^{in}) + \int_0^t \Xi_\kappa(\Psi_{hy}(\tau)) \, d\tau \]
holds, as can be seen by using the continuity of the flow and the approximation of such a solution by smoother ones (see [Gallo 2004]).

We now compute the asymptotics of $\Xi_\kappa(W(\gamma))$ for $\gamma \to 0$ and small $\kappa$.

**Lemma 4.11.** We have
\[ \Xi_\kappa(W(\gamma)) = -\frac{\gamma^2 \tilde{P}_*}{2} + o_{(\gamma, \kappa) \to (0, 0)}(\gamma^2). \]

**Proof:** The proof follows the one of Lemma 5 in [Maeda 2012]. As a first step, notice that $\tilde{y}(W(\gamma)) = y$, $\tilde{y}(W(\gamma)) = 0$, as can be seen from the equality $G(W(\gamma), 0, 0, 0) = 0$ and the local uniqueness of the solution to $G = 0$. Therefore, since $F'_{c_*+y}(u_{c_*+y}) = 0$ and $\sigma(y) \sim -\gamma^2 \tilde{P}_*/(2\|u_*\|_H^2)$,
\[
F'_{c_*+y}(W(\gamma)) = F'_{c_*+y}(u_{c_*+y} + \sigma(y)B_\epsilon u_{c_*+y}) = \sigma(y)F''_{c_*+y}(u_{c_*+y})[B_\epsilon u_{c_*+y}] + o_{\gamma \to 0}(\gamma^2)
\]
\[ = -\frac{\gamma^2 \tilde{P}_*}{2\|u_*\|_H^2}F''_{c_*+y}(u_*)[B_\epsilon u_*] + o_{\gamma \to 0}(\gamma^2). \]

In addition, since $u_c$ is even and $\gamma_{c}(\gamma)$ is odd, we deduce
\[
(W(\gamma)(\cdot + \tilde{y}(W(\gamma))), \partial_y \gamma_{c}(\gamma))_{H} = (u_{c_*+y} + \sigma(y)B_\epsilon u_{c_*+y}, \partial_y \gamma_{c}(\gamma))_{H} = 0.
\]
Consequently,
\[ \Xi_\kappa(W(\gamma)) = \frac{\gamma^2 \tilde{P}_*}{2\|u_*\|_H^2} \langle F''_{c_*+y}(u_*)[B_\epsilon u_*], J \gamma_{c}(\gamma) \rangle_{H^*, X} + o_{\gamma \to 0}(\gamma^2), \]
where “$o_{\gamma \to 0}(\gamma^2)$” does not depend on $\kappa$. Moreover, by Lemma 4.9, $\|J \gamma_{c}(\gamma) - [\partial_c u_c]_{c=c_*+y}\|_X \leq \kappa$ independently of $\gamma \in (-\gamma_1, +\gamma_1)$; hence
\[
\Xi_\kappa(W(\gamma)) = \frac{\gamma^2 \tilde{P}_*}{2\|u_*\|_H^2} \langle F''_{c_*+y}(u_*)[B_\epsilon u_*], [\partial_c u_c]_{c=c_*+y} \rangle_{H^*, X} + o_{(\gamma, \kappa) \to (0, 0)}(\gamma^2)
\]
\[ = \frac{\gamma^2 \tilde{P}_*}{2\|u_*\|_H^2} \langle F''_{c_*+y}(u_*)[B_\epsilon u_*], [\partial_c u_c]_{c=c_*} \rangle_{H^*, X} + o_{(\gamma, \kappa) \to (0, 0)}(\gamma^2). \]
Finally, using once again the equality (for $\phi \in X$) $\langle F''_{c_*+y}(u_*)[\partial_c u_c]_{c=c_*}, \phi \rangle_{X^*, X} = (B_\epsilon u_*, \phi)_H$ and that $F''_c$ is self-adjoint, we infer
\[ \langle F''_{c_*+y}(u_*)[B_\epsilon u_*], [\partial_c u_c]_{c=c_*} \rangle_{X^*, X} = \langle F''_{c_*+y}(u_*)[(\partial_c u_c)_{c=c_*}], B_\epsilon u_* \rangle_{X^*, X} = \|B_\epsilon u_*\|_H^2 = \|u_*\|_H^2, \]
and reporting this into the previous expression gives the result. 

We now compute the asymptotics of $\Xi_\kappa$ for more general functions. 

Lemma 4.12. Let $\varepsilon > 0$ be small enough. If $\mathcal{U} \in \mathcal{C}_\varepsilon$ satisfies $P_{hy}(\mathcal{U}) = P_{hy}(\mathcal{U}_*)$ and $\mathcal{F}_*(\mathcal{U}) - \mathcal{F}_*(\mathcal{U}_*) < 0$, then, we have

$$\Xi_\kappa(\mathcal{U}) = -\frac{\tilde{\gamma}^2(\mathcal{U})}{2} + o(\tilde{\gamma}^2(\mathcal{U}))$$

uniformly for $0 < \kappa \leq |\tilde{\gamma}(\mathcal{U})|^3$.

Proof. First, we may apply Lemma 4.8 and infer that $\|\partial(\mathcal{U})\|_X^2 + |\alpha(\mathcal{U})| = \mathcal{O}(|\tilde{\gamma}(\mathcal{U})|^3)$. We write $\Xi_\kappa(\mathcal{U}) = \Xi_\kappa(\mathcal{U}(\cdot - \tilde{\gamma}(\mathcal{U}))) = \Xi_\kappa(\mathcal{W}(\tilde{\gamma}(\mathcal{U}))) + \partial(\mathcal{U})\mathbb{A}_{\mathcal{U}_* + \tilde{\gamma}(\mathcal{U})) = \mathcal{E}_\kappa(\mathcal{W}(\tilde{\gamma}(\mathcal{U})) + \partial(\mathcal{U}) + \mathcal{O}(|\tilde{\gamma}(\mathcal{U})|^3)$

and, recalling the expression

$$\Xi_\kappa(\mathcal{U}) = -\{F'_{\mathcal{U}_* + \tilde{\gamma}(\mathcal{U}}\mathcal{U})\cdot J_\gamma(\tilde{\gamma}(\mathcal{U}))(\cdot + \tilde{\gamma}(\mathcal{U})) + (\mathcal{U}, \partial_\gamma J_\gamma(\tilde{\gamma}(\mathcal{U}))(\cdot + \tilde{\gamma}(\mathcal{U})))\mathcal{H}^N \tilde{\gamma}(\mathcal{U})\} \big|_{X_* = X}.$$

we wish to make a Taylor expansion. First, note that

$$F'_{\mathcal{U}_* + \tilde{\gamma}(\mathcal{U})}(\mathcal{U}) = F'_{\mathcal{U}_* + \tilde{\gamma}(\mathcal{U})}(\mathcal{W}(\tilde{\gamma}(\mathcal{U}))) + F''_{\mathcal{U}_* + \tilde{\gamma}(\mathcal{U})}(\mathcal{W}(\tilde{\gamma}(\mathcal{U})))\theta(\mathcal{U}) + \mathcal{O}(|\tilde{\gamma}(\mathcal{U})|^3)$$

hence, since $F'_{\mathcal{U}_* + \tilde{\gamma}}(\mathcal{U}_* + \tilde{\gamma}) = 0$ and (Lemma 4.1) $\sigma(\gamma) = \mathcal{O}(\gamma^2)$, we have $\mathcal{W}(\tilde{\gamma}) = \mathcal{U}_* + \tilde{\gamma} + \mathcal{O}(\gamma^2)$; thus

$$\Xi_\kappa(\mathcal{U}) - \Xi_\kappa(\mathcal{W}(\tilde{\gamma}(\mathcal{U}))) = \mathcal{O}(|\tilde{\gamma}(\mathcal{U})|^3) - \{F''_{\mathcal{U}_* + \tilde{\gamma}(\mathcal{U})}(\mathcal{U}_* + \tilde{\gamma}(\mathcal{U}))\theta(\mathcal{U}), J_\gamma(\tilde{\gamma}(\mathcal{U}))(\cdot + \tilde{\gamma}(\mathcal{U}))\mathcal{H}^N \tilde{\gamma}(\mathcal{U})\} \big|_{X_* = X}.$$

Now, in the bracket term, we may replace $\mathcal{U}$ by $\mathcal{W}(\tilde{\gamma}(\mathcal{U})) + \mathcal{O}(\|\partial(\mathcal{U})\|_X)$ (since $\|\partial(\mathcal{U})\|_X^2 = \mathcal{O}(|\tilde{\gamma}(\mathcal{U})|^3)$). By the computations of Lemma 4.11 and the equalities $\tilde{\gamma}(\mathcal{W}(\gamma)) = \gamma$, $\tilde{\gamma}(\mathcal{W}(\gamma)) = 0$, this gives

$$\Xi_\kappa(\mathcal{U}) - \Xi_\kappa(\mathcal{W}(\tilde{\gamma}(\mathcal{U}))) = \mathcal{O}(|\tilde{\gamma}(\mathcal{U})|^3) - \{F''_{\mathcal{U}_* + \tilde{\gamma}(\mathcal{U})}(\mathcal{U}_* + \tilde{\gamma}(\mathcal{U}))\theta(\mathcal{U}), J_\gamma(\tilde{\gamma}(\mathcal{U}))\} \big|_{X_* = X}$$

and from the equality (for $\phi \in X$) $\langle F''_{\mathcal{U}_* + \tilde{\gamma}(\mathcal{U})}(\mathcal{U}_* + \tilde{\gamma}(\mathcal{U}))\phi, \phi \rangle \big|_{X_* = X} = \mathcal{H}(\mathcal{U}_*, \phi)$, we infer

$$\Xi_\kappa(\mathcal{U}) - \Xi_\kappa(\mathcal{W}(\tilde{\gamma}(\mathcal{U}))) = \mathcal{O}(|\tilde{\gamma}(\mathcal{U})|^3) - \mathcal{O}(\|\mathcal{U}_* + \tilde{\gamma}(\mathcal{U})\|_H) = \mathcal{O}(|\tilde{\gamma}(\mathcal{U})|^3),$$

by the orthogonality condition in Lemma 4.5. Inserting the expansion of $\Xi_\kappa(\mathcal{W}(\gamma))$ given in Lemma 4.11 yields the conclusion.

Proof of Theorem 16. We have to show that there exists $\varepsilon > 0$ such that, for any $\delta > 0$, we can choose an initial datum at distance $\leq \delta$ from $\mathcal{U}_*$ but that escapes from $\mathcal{C}_\varepsilon$. Since $\mathcal{W}(\gamma) \to \mathcal{U}_*$ in $X$, we shall take the initial datum to be $\mathcal{W}(\gamma)$ for some small $\gamma$, and denote by $\Psi_{hy}(t)$ the corresponding solution. In view of Lemma 4.2, we have $\mathcal{F}_*(\mathcal{W}(\gamma)) - \mathcal{F}_*(\mathcal{U}_*) \sim -\gamma^3 \tilde{P}_*/6$; hence we can choose $\gamma$ with the sign of $\tilde{P}_* \neq 0$ so that

$$\mathcal{F}_*(\mathcal{W}(\gamma)) - \mathcal{F}_*(\mathcal{U}_*) \sim -|\gamma|^3 |\tilde{P}_*|/6 < 0.$$
We now assume that $\Psi_{h\gamma}(t)$ is globally defined and remains in $C_{\varepsilon}$, where $\varepsilon$ is as in Lemma 4.8. By conservation of energy and momentum and the construction of $W(\gamma)$, we deduce $P_{h\gamma}(\Psi_{h\gamma}(t)) = P_{h\gamma}(W(\gamma)) = P_{h\gamma}(\mathcal{U}_*)$, and $\mathcal{F}_*(\Psi_{h\gamma}(t)) - \mathcal{F}_*(\mathcal{U}_*) = \mathcal{F}_*(W(\gamma)) - \mathcal{F}_*(\mathcal{U}_*) < 0$. The first step is to have a control on $\tilde{y}(t) \equiv \tilde{y}(\Psi_{h\gamma}(t))$. We define $\alpha(t) = \alpha(\Psi_{h\gamma}(t))$, $\tilde{y}(t) = \tilde{y}(\Psi_{h\gamma}(t))$ and $\vartheta(t) = \vartheta(\Psi_{h\gamma}(t))$. Applying Lemma 4.8, we obtain $\|\check{\vartheta}(t)\|_{r}^{2} + |\alpha(t)| = O(|\tilde{y}^{3}(t)|)$. In addition, Lemma 4.2 and a Taylor expansion give

$$
\begin{align*}
\mathcal{F}_*(\Psi_{h\gamma}(t)) - \mathcal{F}_*(\mathcal{U}_*) &= \mathcal{F}_*(W(\tilde{y}(t))) + \vartheta(t) + \alpha(t) \mathcal{B} \mathcal{U}_{c*} + \tilde{y}(t) - \mathcal{F}_*(\mathcal{U}_*) \\
&= \mathcal{F}_*(W(\tilde{y}(t))) - \mathcal{F}_*(\mathcal{U}_*) + (\mathcal{F}_*(W(\tilde{y}(t))) \vartheta(t)) X^*, X + \frac{1}{2} (\mathcal{F}_*(W(\tilde{y}(t))) \vartheta(t)) \vartheta(t)) X^*, X + o(|\tilde{y}^{3}(t)|) \\
&= -\frac{\tilde{y}^{3}(t)}{6} P_\gamma + (\mathcal{F}_*(W(\tilde{y}(t))) \vartheta(t)) X^*, X + \frac{1}{2} (\mathcal{F}_*(W(\tilde{y}(t))) \vartheta(t)) \vartheta(t)) X^*, X + o(|\tilde{y}^{3}(t)|),
\end{align*}
$$

where we have used that $\mathcal{F}_*(W(\tilde{y}(t))) = o(1)$ (for the terms involving $\alpha(t)$) and Lemma 4.2. Furthermore, by the orthogonality relations in Lemma 4.3 and using that $\sigma(\gamma) = O(\gamma^{2})$ and $\mathcal{F}_c(\mathcal{U}_c) = 0$, we have

$$
\begin{align*}
(\mathcal{F}_*(W(\tilde{y}(t))) \vartheta(t)) X^*, X &= (\mathcal{F}_*(W(\tilde{y}(t))) \vartheta(t)) X^*, X + \tilde{y}(t)(\mathcal{B} W(\tilde{y}(t))) \vartheta(t)) H \\
&= (\mathcal{F}_*(W(\tilde{y}(t))) \vartheta(t)) \mathcal{U}_{c*} + \tilde{y}(t) + \sigma(\gamma(t)) \mathcal{B} \mathcal{U}_{c*} + \tilde{y}(t), \vartheta(t)) \vartheta(t)) X^*, X + O(|\tilde{y}^{3/2}(t)|).
\end{align*}
$$

In addition, by Lemma 4.5, the second-to-last term is $\geq K_0 \|\vartheta(t)\|_{r}^{2}/2$. As a consequence, by conservation of $\mathcal{F}_*(\Psi_{h\gamma}(t))$, we infer, for small $\gamma$,

$$
0 > -|\gamma|^{3}| P_\gamma |/3 > \mathcal{F}_*(W(\gamma)) - \mathcal{F}_*(\mathcal{U}_*) = \mathcal{F}_*(\Psi_{h\gamma}(t)) - \mathcal{F}_*(\mathcal{U}_*) \geq -\frac{\tilde{y}^{3}(t) P_\gamma}{6} + o(|\tilde{y}^{3}(t)|).
$$

In particular, this forces $\tilde{y}(t)$ to always be of the sign of $P_\gamma$ and to satisfy $|\tilde{y}(t)| \geq |\gamma|/2$ (provided $\varepsilon$ and $\gamma$ are small enough).

Since, now, we have a good upper bound for $|\tilde{y}(t)|$, we can choose $\kappa = \kappa(\gamma) \equiv \gamma^{3}/8$, which is such that, for any $t \geq 0$, $\kappa \leq |\tilde{y}(t)|^{3}$. In particular, we can apply Lemma 4.12 and get

$$
\Xi_{\kappa}(\Psi_{h\gamma}(t)) = -\frac{\tilde{y}(t)^{2} P_\gamma}{2} + o(\tilde{y}(t)^{2}).
$$

With this choice $\kappa = \kappa(\gamma)$, we deduce from Lemma 4.10 that

$$
\frac{d}{dt} \Omega_{\kappa(\gamma)}(\Psi_{h\gamma}(t)) = \Xi_{\kappa}(\Psi_{h\gamma}(t)) = -\frac{\tilde{y}(t)^{2} P_\gamma}{2} + o(\tilde{y}(t)^{2}).
$$

Since $|\tilde{y}(t)| \geq |\gamma|/2$, it follows that, when $P_\gamma < 0$ (the case $P_\gamma > 0$ is analogous),

$$
\frac{d}{dt} \Omega_{\kappa(\gamma)}(\Psi_{h\gamma}(t)) \geq -\frac{\gamma^{2} P_\gamma}{8} > 0;
$$

hence $\Omega_{\kappa(\gamma)}(\Psi_{h\gamma}(t))$ is unbounded as $t$ goes to $+\infty$. However, by definition of $\Omega_{\kappa}$, we have by the Cauchy–Schwarz inequality $|\Omega_{\kappa(\gamma)}(\mathcal{U})| \leq \|\mathcal{U}\|_{H} \|\gamma_{\kappa(\gamma)}\|_{H} \leq C(\gamma)$ for $\mathcal{U} \in C_{\varepsilon}$. We have reached a contradiction. The proof of Theorem 16 is complete. \qed
5. The linear instability ($0 < c_* < c_s$)

5A. Proof of Theorem 13. Existence of at least one unstable eigenvalue. The proof of the existence of at least one unstable eigenvalue relies on the Evans function technique, as in [Zumbrun 2008; Benzoni-Gavage 2010b]. We shall actually use Theorem 1 in [Benzoni-Gavage 2010b] when observing (see, e.g., [Benzoni-Gavage 2010a]) that the Euler–Korteweg system

$$\begin{aligned}
\partial_t \rho + 2 \partial_x (\rho u) &= 0, \\
\partial_t u + 2u \partial_x u - \partial_x (f(\rho)) - \partial_x (K(\rho) \partial_x^2 \rho + \frac{1}{2} K'(\rho) (\partial_x \rho)^2) &= 0,
\end{aligned}$$

(EK)

where $K : (0, +\infty) \to (0, +\infty)$ is the (smooth enough) capillarity, reduces to (2) (where, we recall, $\Psi = A e^{i \phi}$, $\rho = A^2$ and $u = \partial_x \phi$); namely,

$$\begin{aligned}
\partial_t \rho + 2 \partial_x (\rho u) &= 0, \\
\partial_t u + 2u \partial_x u - \partial_x (f(\rho)) - \partial_x \left( \frac{\partial_x^2 (\sqrt{\rho})}{\sqrt{\rho}} \right) &= 0,
\end{aligned}$$

for the capillarity $K(\varrho) = 1/(2 \varrho)$, as can be shown by straightforward computations. The associated eigenvalue problem in the moving frame is

$$\begin{aligned}
\lambda \xi - c_* \partial_x \xi + 2 \partial_x ((r_0^2 + \eta_*) u + \xi u_*) &= 0, \\
\lambda v - c_* \partial_x v + 2 \partial_x (u_* v) - \partial_x (f'(r_0^2 + \eta_*) \xi) \\
&- \partial_x \left\{ \frac{1}{2 \sqrt{r_0^2 + \eta_*}} \partial_x^2 \left( \frac{\xi}{\sqrt{r_0^2 + \eta_*}} \right) - \frac{\xi \partial_x^2 (\sqrt{r_0^2 + \eta_*})}{2 (r_0^2 + \eta_*)^{3/2}} \right\} &= 0.
\end{aligned}$$

(27)

The link with the original eigenvalue problem (6) is done through the formula

$$w = U_*(\frac{\xi}{2} + i \int_{-\infty}^{x} v),$$

(28)

since this corresponds to

$$\Psi = U_{c_*} + \psi = U_{c_*} + e^{\lambda t} w(x) = (A_{c_*} + e^{\lambda t} \xi(x)) \exp \left( i \phi_{c_*} + i e^{\lambda t} \int_{-\infty}^{x} v \right).$$

Notice indeed that the second equation in (27) gives $\int_{\mathbb{R}} v \, dx = 0$. It then follows from Theorem 1 in [Benzoni-Gavage 2010b] that, under the assumption $(dP(U_c)/dc)|_{c=c_*} > 0$, there exists at least one unstable eigenvalue $\gamma_0 \in (0, +\infty)$.

Existence of at most one unstable eigenvalue. The fact that there exists at most one unstable eigenvalue follows from arguments as in [Benzoni-Gavage et al. 2005, Appendix B] and is a direct consequence of Theorem 3.1 in [Pego and Weinstein 1992], that we recall now.

Theorem 25 [Pego and Weinstein 1992]. Let $\mathcal{J}$ and $\mathcal{L}$ be two operators on a real Hilbert space $X$, with $\mathcal{L}$ self-adjoint and $\mathcal{J}$ skew-symmetric. Then, the number of eigenvalues, counting algebraic multiplicities, of $[\mathcal{J} \mathcal{L}]_C$ in the right half-plane $\{ \text{Re} > 0 \}$ is less than or equal to the number of negative eigenvalues of $\mathcal{L}$, counting multiplicities.
In order to apply this result to our problem, let us write the eigenvalue problem (27) under the form

\[ \lambda \begin{pmatrix} \xi \\ \upsilon \end{pmatrix} = -\partial_x \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \mathcal{L} \begin{pmatrix} \xi \\ \upsilon \end{pmatrix}, \]

where \( \mathcal{M} \) is the self-adjoint Sturm–Liouville operator

\[ \mathcal{M} = -f'(r_0^2 + \eta_*) - \frac{1}{2r_0^2 + \eta_*} \partial_x^2 \left( \frac{\cdot}{\sqrt{r_0^2 + \eta_*}} \right) + \frac{\partial_x^2 (\sqrt{r_0^2 + \eta_*})}{2(r_0^2 + \eta_*)^{3/2}} \]

(which is bounded from below) on \( \mathcal{H} \equiv L^2 \times L^2 \) and with

\[ \mathcal{L} \equiv \begin{pmatrix} \mathcal{M} & 2u_* - c_* \\ 2u_* - c_* & 2(r_0^2 + \eta_*) \end{pmatrix}. \]

We are in the setting of Theorem 25 with \( \mathcal{J} = -\partial_x \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \) skew-symmetric and \( \mathcal{L} \) self-adjoint. We thus show that \( \mathcal{L} \) has at most one negative eigenvalue. Since \( r_0^2 + \eta_* \) remains bounded away from zero, it is clear that, for \( \sigma < 0 \) and \( (\xi, \upsilon) \) given, \( \mathcal{L}(\xi, \upsilon)^t = \sigma(\xi, \upsilon)^t \) if and only if

\[ \mathcal{M}^\dagger \xi = \frac{(c_* - 2u_*)^2}{2(r_0^2 + \eta_*)} \frac{\sigma}{2(r_0^2 + \eta_*) - \sigma} \xi = \sigma \xi, \quad \text{with} \quad \mathcal{M}^\dagger \equiv \mathcal{M} - \frac{(c_* - 2u_*)^2}{2(r_0^2 + \eta_*)}, \]

(29)

since we may express \( \upsilon \) in terms of \( \xi \) with the second equation. We observe that the translation invariance shows that \( \partial_x(\eta_*, u_*)^t \) belongs to the kernel of \( \mathcal{L} \); that is, using once again the relation \( 2u_c = 2\partial_x \phi_c = c\eta_c/(\eta_c + r_0^2) \), \( \mathcal{M}^\dagger \partial_x \eta_* = 0 \). Furthermore, \( \mathcal{M}^\dagger \) has the same continuous spectrum as its constant coefficient limit as \( x \to \pm \infty \), namely

\[ -\frac{1}{2r_0^2} \partial_x^2 + \frac{c_s^2 - c_*^2}{2r_0^2}; \]

that is, \( \sigma_{\text{ess}}(\mathcal{M}^\dagger) = [c_s^2 - c_*^2, +\infty) \subset (0, +\infty) \), since \( 0 < c_* < c_s \). Since \( \partial_x \eta_* \) has exactly one zero (at \( x = 0 \)), it follows from standard Sturm–Liouville theory that \( \mathcal{M}^\dagger \) has precisely one negative eigenvalue \( \mu < 0 \) and that the second eigenvalue is 0. Taking the scalar product with (29) yields

\[ \langle \mathcal{M}^\dagger \xi, \xi \rangle_{L^2} - \int_{\mathbb{R}} \frac{\sigma(c_* - 2u_*^2)^2 \xi^2}{2(r_0^2 + \eta_*)[2(r_0^2 + \eta_*) - \sigma]} \, dx = \sigma \|\xi\|_{L^2}^2. \]

Now, for \( s \leq 0 \), we consider the self-adjoint operator

\[ \mathcal{M}^\dagger_s \equiv \mathcal{M}^\dagger - \frac{(c_* - 2u_*^2)^2}{2(r_0^2 + \eta_*)} \frac{s}{2(r_0^2 + \eta_*) - s}. \]

Clearly, \( \mathcal{M}^\dagger_s = \mathcal{M}^\dagger, \sigma_{\text{ess}}(\mathcal{M}^\dagger_s) \subset [c_s^2 - c_*^2, +\infty) \subset (0, +\infty) \), and \( \mathbb{R} - \sigma \mapsto \mathcal{M}^\dagger_s \) is decreasing. Let us assume now that the self-adjoint operator \( \mathcal{L} \) has at least two negative eigenvalues. Then, we denote by \( \sigma_1 < \sigma_2 < 0 \) the two smallest eigenvalues of \( \mathcal{L} \) (necessarily simple), and \( \xi_1, \xi_2 \) two associated eigenvectors. Since \( \mathcal{L} \) is self-adjoint, \( \langle \xi_1, \xi_2 \rangle_{L^2} = 0 \). Furthermore, \( \langle \mathcal{M}^\dagger_s \xi_1, \xi_1 \rangle_{L^2} = \sigma_1 \|\xi_1\|_{L^2}^2 < 0; \)

hence, by monotonicity, \( \langle \mathcal{M}^\dagger_s \xi_2, \xi_2 \rangle_{L^2} < 0 \) for any \( \sigma_1 < s < 0 \). Therefore, \( \mathcal{M}^\dagger_s \) has at least one negative eigenvalue for \( \sigma_1 \leq s \leq 0 \). We denote by \( \lambda_{\text{min}}(s) \) the smallest eigenvalue of \( \mathcal{M}^\dagger_s \). Then, \( \lambda_{\text{min}}(s = 0) = \mu < 0 \).
and \( \lambda_{\min} \) decreases in \([\sigma_1, 0]\). Moreover, we may choose a positive eigenvector \( \xi_i \) for the eigenvalue \( \lambda_1(s) \), with \( \xi_1 = \xi_{\sigma_1} \). Since \( \sigma(M^+) \cap \mathbb{R}^+ = \{ \mu, 0 \} \), it follows from the monotonicity that, for any \( \sigma_1 \leq s < 0 \), we have \( \sigma(M^+_s) \cap \mathbb{R}^- = \{ \lambda_{\min}(s) \} \). When \( s = \sigma_2 \in (\sigma_1, 0) \), we then have \( \sigma_2 \in \sigma(M^+_{\sigma_2}) \cap \mathbb{R}^- \), and thus \( \sigma_2 = \lambda_{\min}(\sigma_2) \), which implies that we may choose \( \xi_2 > 0 \) without loss of generality. Similarly, if \( s = \sigma_2 \), we see that we may choose \( \xi_2 > 0 \). We obtain a contradiction since then \( (\xi_1, \xi_2)_L^2 > 0 \) and thus \( \xi_1 \) and \( \xi_2 \) cannot be orthogonal in \( L^2 \). We have thus shown that \( L \) has at most one negative eigenvalue, and then Theorem 25 shows that \( \mathcal{L} \) has at most one eigenvalue in \( \{ \text{Re} > 0 \} \), as wished.

### 5B. Resolvent and semigroup estimates (proof of Corollary 15)

In this section, we drop the “*” for the traveling wave we are considering. When linearizing the NLS equation in the moving frame with speed \( c \), we obtain

\[
 i \frac{\partial \psi}{\partial t} - c \frac{\partial \psi}{\partial x} + \frac{\partial^2 \psi}{\partial x^2} + \psi(|U|^2) + 2(\psi, U) f'(|U|^2)U = 0, \quad (30)
\]
or

\[
 \frac{\partial}{\partial t} \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix} = \begin{pmatrix} c \frac{\partial \psi_1}{\partial x} - 2f'(|U|^2) U_1 U_2 - \frac{\partial^2 \psi_1}{\partial x^2} - f(|U|^2) - 2f'(|U|^2) U_2^2 \\ \frac{\partial^2 \psi_2}{\partial x^2} + 2f'(|U|^2) U_1^2 \end{pmatrix} \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix} - \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \begin{pmatrix} -c \frac{\partial \psi_1}{\partial x} - 2f'(|U|^2) U_1 U_2 - \frac{\partial^2 \psi_1}{\partial x^2} - f(|U|^2) - 2f'(|U|^2) U_2^2 \\ -c \frac{\partial \psi_2}{\partial x} + 2f'(|U|^2) U_1^2 - \frac{\partial^2 \psi_2}{\partial x^2} - f(|U|^2) - 2f'(|U|^2) U_2^2 \end{pmatrix} \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix}.
\]

We wish to show that this linear equation can be solved using a continuous semigroup. In order to handle later the nonlinear terms, we work in \( H^1(\mathbb{R}, \mathbb{C}^2) \) instead of \( L^2(\mathbb{R}, \mathbb{C}^2) \). Therefore, we consider the unbounded operator \( \mathcal{A} : D(\mathcal{A}) = H^3(\mathbb{R}, \mathbb{C}^2) \subset H^1(\mathbb{R}, \mathbb{C}^2) \to H^1(\mathbb{R}, \mathbb{C}^2) \) on \( H^1(\mathbb{R}, \mathbb{C}^2) \) defined by

\[
 \mathcal{A} \equiv \begin{pmatrix} c \frac{\partial \psi_1}{\partial x} - 2f'(|U|^2) U_1 U_2 - \frac{\partial^2 \psi_1}{\partial x^2} - f(|U|^2) - 2f'(|U|^2) U_2^2 \\ \frac{\partial^2 \psi_2}{\partial x^2} + 2f'(|U|^2) U_1^2 \end{pmatrix}.
\]

It follows easily that, for \( \psi = (\psi_1, \psi_2)^T \in H^1(\mathbb{R}, \mathbb{C}^2) \),

\[
 \text{Re}(\langle \mathcal{A} \psi | \psi \rangle_{H^1(\mathbb{R}, \mathbb{C}^2)}) = \text{Re}(\langle -2f'(|U|^2) U_1 U_2 \psi_1, \psi_1 \rangle_{H^1(\mathbb{R}, \mathbb{C})} + \langle -2f'(|U|^2) U_1 U_2 \psi_2, \psi_2 \rangle_{H^1(\mathbb{R}, \mathbb{C})})
\]

\[
 + \langle [f(|U|^2) + 2f'(|U|^2) U_1^2] \psi_1, \psi_2 \rangle_{H^1(\mathbb{R}, \mathbb{C})} - \langle [f(|U|^2) + 2f'(|U|^2) U_2^2] \psi_1, \psi_2 \rangle_{H^1(\mathbb{R}, \mathbb{C})}) \leq K \| \psi \|^2_{H^1(\mathbb{R}, \mathbb{C}^2)}.
\]

Moreover, the spectrum of \( \mathcal{A} \) is included in the half-space \( \{ \text{Re} \leq \sigma_0 \} \); hence \( \mathcal{A} \) generates a continuous semigroup \( e^{t\mathcal{A}} \) on \( H^1(\mathbb{R}, \mathbb{C}^2) \).

In order to estimate the growth of the semigroup \( e^{t\mathcal{A}} \) on \( H^1(\mathbb{R}, \mathbb{C}^2) \), we could try to use the same approach as [Di Menza and Gallo 2007], which relies on the proof of the spectral mapping theorem in [Gesztesy et al. 2000]. However, our situation is slightly different since, in these studies, the reference solution is real-valued (it is a bound state in [Gesztesy et al. 2000] and the kink in [Di Menza and Gallo 2007]). Therefore, \( U_2 = 0 \) and \( \mathcal{A} \) has no diagonal term, and the system is much more decoupled than in our situation. As a matter of fact, it is not very clear whether the arguments of [Gesztesy et al. 2000] carry over to our problem. We thus have chosen to use the general approach given in Appendix B. We
thus verify the assumptions of Theorem B.5 (see also Corollary B.6) there, which are easy: \( \mathcal{A} \) generates a semigroup in \( H^1(\mathbb{R}, \mathbb{C}^2) \) and the spectrum of \( \mathcal{A} \) is of the form \( i\mathbb{R} \cup \{-\gamma_0, +\gamma_0\} \), where \( i\mathbb{R} \) is the essential spectrum and \( \pm \gamma_0 \) two simple eigenvalues. Moreover, the eigenvector associated with \( \gamma_0 \) belongs to \( H^3(\mathbb{R}, \mathbb{C}^2) = D(J) \). Therefore, Theorem B.5 in Appendix B applies and the growth estimate for the linearized problem follows. For the nonlinear instability result, we argue as for Corollary B.6 in Appendix B, since the manifold \( \mathcal{M} = \{|U_\ast| \cdot - y\}, y \in \mathbb{R} \) is transverse to the curve \( \sigma \mapsto |U_\ast + \nu w| \) in \( r_0 + H^1(\mathbb{R}) \). Indeed, it follows from (28) that \( |U_\ast + \nu w| = A_\ast + \sigma \xi + O_H^1(\sigma^2) \). Assume that \( \xi = \alpha \partial_x |U_\ast| \), with \( \alpha \in \mathbb{R} \). Then, integration of the first equation of (27) provides

\[
\lambda(|U_\ast| - r_0) - c_* \partial_x |U_\ast| + 2((r_0^2 + \eta_\ast) \nu + u_\ast \xi) = 0;
\]

hence, using that \( |U_\ast| = \sqrt{r_0^2 + \eta_\ast} \) and the equality \( 2u_\ast = c \eta_\ast/(r_0^2 + \eta_\ast) \), we infer

\[
\nu + \alpha \left\{ \lambda \frac{|U_\ast| - r_0}{r_0^2 + \eta_\ast} + \frac{c_* r_0^2}{4(r_0^2 + \eta_\ast)^{3/2}} \partial_x \eta_\ast \right\} = 0.
\]

Since \( \int_\mathbb{R} \nu = 0 \) and \( |U_\ast| - r_0 \) has constant sign in \( \mathbb{R} \), integrating over \( \mathbb{R} \) then implies \( \alpha = 0 \), which in turn yields \( \xi = \nu = 0 \) and \( u_\ast = 0 \), a contradiction. Consequently, \( \xi \not\in \mathbb{R} \partial_x |U_\ast| \) and the manifold \( \mathcal{M} = \{|U_\ast| \cdot - y\}, y \in \mathbb{R} \) is indeed transverse to the curve \( \sigma \mapsto |U_\ast + \nu w| \) in \( r_0 + H^1(\mathbb{R}) \).

6. Stability analysis for the kink \((c = 0)\)

6A. Proof of Lemma 20. Let us recall that the momentum \( P(U_c) \), for \( c > 0 \), has the expression

\[
P(U_c) = c \int_0^0 \frac{t^2}{\xi_c} \frac{\xi}{r_0^2 + \xi} \frac{d\xi}{\sqrt{-\mathcal{V}_c(\xi)}},
\]

since \( \text{sgn}(\xi_c) = -1 \). Therefore, we decompose \( P(U_c) \) with two integrals:

\[
P(U_c) = c \int_{\xi_c}^0 \frac{\xi}{r_0^2 + \xi} \frac{d\xi}{\sqrt{-\mathcal{V}_c(\xi)}} + c \int_{\xi_c}^0 \frac{\xi}{r_0^2 + \xi} \left( \frac{1}{\sqrt{-\mathcal{V}_c(\xi)}} - \frac{1}{\sqrt{-\mathcal{V}_c(\xi)}(\xi - \xi_c)} \right) d\xi.
\]

Using the change of variables \( \xi = t \xi_c \), the second integral in (31) is equal to

\[
\int_{\xi_c}^0 \frac{t^2}{r_0^2 + t \xi_c} \left( \frac{1}{\sqrt{-\mathcal{V}_c(t \xi_c)}} - \frac{1}{\sqrt{-\xi_c \mathcal{V}_c'(\xi_c)(t - 1)}} \right) dt
\]

\[
= (-2 \xi_0^2)^3 \int_1^0 \frac{t^2}{r_0^2 - t r_0^2} \left( \frac{1}{\sqrt{-\mathcal{V}_0(-t r_0^2)}} - \frac{1}{\sqrt{-4 r_0^2 F(0)(t - 1)}} \right) dt + o_{c \to 0}(1)
\]

\[
= \int_{-r_0^2}^0 \frac{\xi^2}{r_0^2 + \xi} \left( \frac{1}{\sqrt{-\mathcal{V}_0(\xi)}} - \frac{1}{\sqrt{4 F(0)(\xi + r_0^2)}} \right) d\xi + o_{c \to 0}(1).
\]

The passage to the limit \( c \to 0 \) being justified by the dominated convergence theorem since the absolute value of the integrand is \( \leq K t \) for \( 0 \leq t \leq 1/2 \) for small \( c \) and for \( 1/2 \leq t \leq 1 \), since \( \xi_0 > -r_0^2 \),
As a consequence, the first integral in (31) is equal to
\[
\left| \frac{r^2}{r_0^2 + t\xi_c} \cdot \frac{\mathcal{V}_c(t\xi_c) - \xi_c\mathcal{V}'_c(\xi_c)(t-1)}{\sqrt{-\mathcal{V}_c(t\xi_c)} - \xi_c\mathcal{V}'_c(\xi_c)(t-1)} \right| \leq K \frac{(1-t)^2}{(1-t)^{1/2} \sqrt{1-t}} = \frac{K}{\sqrt{1-t}} \in L^1((1/2, 1)).
\]

Furthermore, letting \( \xi = \xi_c + (r_0^2 + \xi_c)t^2, t \geq 0 \), the first integral in (31) is equal to
\[
\frac{1}{\sqrt{r_0^2 + \xi_c}} \int_0 \frac{(\xi_c + (r_0^2 + \xi_c)t^2)^2}{1 + t^2} \cdot \frac{2 dt}{\sqrt{-\mathcal{V}'_c(\xi_c)}}
= \frac{2}{\sqrt{r_0^2 + \xi_c} \sqrt{-\mathcal{V}'_c(\xi_c)}} \left\{ r_0^4 \left[ \frac{\pi}{2} - \arctan \left( \frac{\sqrt{r_0^2 + \xi_c}}{-\xi_c} \right) \right] - 2r_0^2(r_0^2 + \xi_c) \sqrt{-\frac{\xi_c}{r_0^2 + \xi_c}} + (r_0^2 + \xi_c)^2 \left[ \frac{-\xi_c}{r_0^2 + \xi_c} + \frac{1}{3} \left( \frac{-\xi_c}{r_0^2 + \xi_c} \right)^{3/2} \right] \right\},
\]
by direct computation. Since \( \xi_c \simeq -r_0^2 \) is a simple zero of \( \mathcal{V}_c(\xi) = c^2\xi^2 - 4(r_0^2 + \xi)F(r_0^2 + \xi) \), we have
\[
\xi_c = -r_0^2 + \frac{c^2r_0^4}{4F(0)} + \frac{c^4r_0^6}{4F(0)} \left( \frac{r_0^2 f(0)}{F(0)} - 2 \right) + o_{c \to 0}(c^4) = -r_0^2 + \frac{c^2r_0^4}{4F(0)} + O_{c \to 0}(c^4);
\]
thus
\[
-\mathcal{V}'_c(\xi_c) = 4F(0) + O_{c \to 0}(c^2) \quad \text{and} \quad \frac{2}{\sqrt{r_0^2 + \xi_c} \sqrt{-\mathcal{V}'_c(\xi_c)}} = \frac{2}{r_0^2} + O_{c \to 0}(c).
\]
As a consequence, the first integral in (31) is equal to
\[
\frac{r_0^2 \pi}{c} + \left\{ -\frac{r_0^3}{\sqrt{F(0)}} - \frac{2r_0^3}{\sqrt{F(0)}} + \frac{r_0^3}{3\sqrt{F(0)}} \right\} + O_{c \to 0}(c) = \frac{r_0^2 \pi}{c} - \frac{8r_0^3}{3\sqrt{F(0)}} + O_{c \to 0}(c).
\]
Gathering these two relations, we obtain
\[
P(U_c) = r_0^2 \pi + c \left\{ -\frac{8r_0^3}{3\sqrt{F(0)}} + \int_{-r_0^2}^0 \frac{\xi^2}{r_0^2} \left( \frac{1}{\sqrt{-\mathcal{V}_0(\xi)}} - \frac{1}{\sqrt{4F(0)(\xi + r_0^2)}} \right) d\xi \right\} + O_{c \to 0}(c),
\]
as wished.

6B. Proof of Theorem 23. Since we have a kink solution \( U_0 \) for \( c = 0 \), this implies that \( \mathcal{V}_0(\xi) = -4(r_0^2 + \xi)F(r_0^2 + \xi) \) is negative in \((-r_0^2, 0)\) and that \(-r_0^2\) is a simple zero of \( \mathcal{V}_0 \); that is, \( F(0) > 0 \). Then, \( F > 0 \) in \([0, r_0^2]\) and
\[
F(\varrho) \simeq (c_s^2/(4r_0^2))(\varrho - r_0^2)^2
\]
for \( \varrho \to r_0^2 \), and it follows that there exists \( K_0 > 0 \) such that
\[
F(\varrho) \geq \frac{1}{K_0}(\varrho - r_0^2)^2.
\]

We consider for $\mu \geq 0$ the quantity
\[
\mathcal{H}_{\min}(\mu) \equiv \inf \{ \mathcal{H}(u) \mid u \in \mathcal{I}, \inf_{\mathbb{R}} |u| = \mu \}.
\]
The study of $\mathcal{H}_{\min}(0)$ is easy.

**Proposition 6.1.** We have
\[
\mathcal{H}_{\min}(0) = E(U_0).
\]
More precisely, for any $U \in \mathcal{I}$,
\[
E(U) \geq 4 \int_{\inf_{\mathbb{R}} |U|}^{r_0} \sqrt{F(s^2)} \, ds \quad \text{and} \quad E(U_0) = 4 \int_{0}^{r_0} \sqrt{F(s^2)} \, ds.
\]
Finally, if $U \in \mathcal{I}$, $\inf_{\mathbb{R}} |U| = 0$ and $\mathcal{H}(U) = E(U_0)$, then there exist $y \in \mathbb{R}$ and $\theta \in \mathbb{R}$ such that $U = e^{i\theta} U_0(\cdot - y)$.

**Proof.** Taking $U_0$ as a comparison map, we see that $\mathcal{H}_{\min}(0) \leq E(U_0)$. Moreover, if $U \in \mathcal{I}$ and $\inf_{\mathbb{R}} |U| = \mu \geq 0$, we may assume, up to a translation, that $\mu = |U(0)|$. Then, defining
\[
G(r) = 2 \int_{r_0}^{r} \sqrt{F(s^2)} \, ds,
\]
we have the inequalities
\[
\int_{0}^{+\infty} |\partial_x U|^2 + F(|U|^2) \, dx \geq \int_{0}^{+\infty} \partial_x |U| \partial_x |U| + F(|U|^2) \, dx \geq 2 \int_{0}^{+\infty} |\sqrt{F(|U|^2)} \partial_x |U| | \, dx
\]
\[
= \left| \int_{0}^{+\infty} \partial_x [G(|U|)] \, dx \right| \geq \left| \int_{0}^{+\infty} \partial_x [G(|U|)] \, dx \right|
\]
\[
= |G(|U|(+\infty)) - G(|U|(0))| = |G(r_0) - G(\mu)| = 2 \int_{\mu}^{r_0} \sqrt{F(s^2)} \, ds.
\]
Arguing similarly in $(-\infty, 0)$, we get
\[
E(U) \geq 4 \int_{\mu}^{r_0} \sqrt{F(s^2)} \, ds.
\]
For the kink $U_0$, which is real-valued, we have the first integral $|\partial_x U_0|^2 = F(U_0^2)$; hence, using the change of variables $s = U_0(x)$,
\[
E(U_0) = 4 \int_{0}^{+\infty} F(U_0^2) \, dx = 4 \int_{0}^{r_0} \sqrt{F(s^2)} \, ds.
\]
If $\mu = 0$, we have then $E(U) \geq E(U_0)$; hence $\mathcal{H}(U) \geq E(U) \geq E(U_0)$ as wished.

Assume finally that $U \in \mathcal{I}$ satisfies $\inf_{\mathbb{R}} |U| = 0$ and $\mathcal{H}(U) = E(U_0)$. Then $\mu = 0$ and all the above inequalities are equalities. In particular, we must have $|\partial_x U| = |\partial_x |U||$ and equality in $|\partial_x |U||^2 + F(|U|^2) = 2|\sqrt{F(|U|^2)} \partial_x |U||$, which means that $|\partial_x |U|| = \sqrt{F(|U|^2)}$. Combining this ODE with the condition $|U|(0) = 0$, we see that $|U| = |U_0|$, since $|U_0|$ solves $\partial_x U_0 = \sqrt{F(U_0^2)}$. Finally, the fact that
Therefore, if \( \theta_+ \in \mathbb{R} \) satisfying \( U(x) = e^{i\theta_+}U_0(x) \) for \( \pm \theta \geq 0 \), therefore, \( \mathcal{H}(U) = r_0^2(\theta_+ - \theta_-) \mod 2\pi r_0^2 \), and then

\[
E(U_0) = \mathcal{H}(u) = E(U_0) + 2Mr_0^4 \sin^2 \frac{\theta_+ - \theta_- - \pi}{2}
\]

implies \( \theta_+ - \theta_- = \pi \mod 2\pi \); that is, \( U = e^{i\theta_+}U_0 \) in \( \mathbb{R} \), which is the desired result.

We recall the expansion \( P(U_s) = r_0^2\pi + s\hat{P}_0 + o(s) \) as \( s \to 0 \), where \( \hat{P}_0 \equiv (dP(U_s)/ds)_{s=0} \). From the Hamilton group relation \( dE(U_s)/ds = sP(U_s)/ds \), we also infer by integration \( E(U_s) = E(U_0) + \frac{1}{2}s^2\hat{P}_0 + o(s^2) \). As a first step, we define the small parameter \( \mu_* > 0 \). The key point is to prove the following result.

**Proposition 6.2.** There exist some constant \( K > 0 \) and a small \( \mu_* > 0 \) such that, for any \( 0 < \mu \leq \mu_* \),

\[
\mathcal{H}_{\min}(\mu) = \inf \{\mathcal{H}(U), U \in \mathcal{I}, \inf_{\mathbb{R}} |u| = \mu \} \geq E(U_0) + \frac{\mu^2}{K}.
\]

**Proof.** Notice first that, for \( c > 0 \) small, there exists \( U_c \) traveling wave of speed \( c \), and that \( \inf_{\mathbb{R}} |U_c| = \sqrt{r_0^2 + \xi_c} \) with \( \xi_c \) a smooth function in \( c \) such that \( \xi_c = -r_0^2 + c^2r_0^4/(4F(0)) + \mathcal{O}(c^4) \); hence \( \inf_{\mathbb{R}} |U_c| = c^2r_0^2/(2\sqrt{F(0)}) + \mathcal{O}(c^2) \) and is smooth. Therefore, there exists, for \( 0 \leq \mu \leq \mu_* \) small, a unique \( \sigma_\mu \), with \( \sigma_\mu = 2\mu\sqrt{F(0)}/r_0^2 + \mathcal{O}(c^2) \), such that \( \mu = \inf_{\mathbb{R}} |U_{\sigma_\mu}| \). In particular, taking \( U_{\sigma_\mu} \) as a comparison map in \( \mathcal{H}_{\min}(\mu) \), we have

\[
\mathcal{H}_{\min}(\mu) \leq \mathcal{H}(U_{\sigma_\mu}) = E(U_{\sigma_\mu}) + 2Mr_0^4 \sin^2 \frac{P(U_{\sigma_\mu}) - r_0^2\pi}{2r_0^2}
\]

\[
= E(U_0) + \frac{\sigma_\mu^2}{2}\hat{P}_0 + o(\sigma_\mu^2) + 2Mr_0^4 \sin^2 \frac{\sigma_\mu\hat{P}_0 + o(\sigma_\mu)}{2r_0^2}
\]

\[
= E(U_0) + \frac{\sigma_\mu^2}{2}(\hat{P}_0 + M\hat{P}_0^2) + o(\sigma_\mu^2).
\]

In particular, it follows that, for some positive constant \( K \) and for \( \mu_* \) small enough,

\[
\mathcal{H}_{\min}(\mu) \leq E(U_0) + K\mu^2 \leq \frac{11}{10}E(U_0).
\]

Consider now \( c \) small, a bounded open interval \((x_-, x_+)\) and \( \eta \) a solution to the Newton equation

\[
2\partial^2_x\eta + \mathcal{V}'(\eta) = 0
\]

in \((x_-, x_+)\), with \( \partial_x\eta(x_+) \leq 0 \leq \partial_x\eta(x_-), \eta(x_+) \leq -r_0^2 + \mu_*^2 \) and \( \eta(x_-) \leq -r_0^2 + \mu_*^2 \). As \( c \to 0 \), \( \mathcal{V}_c \) converges to \( \mathcal{V}_0 \) in \( C^1([-r_0^2, 0]) \). Moreover, \( \mathcal{V}_0 \) is negative in \((-r_0^2, 0)\) and has a simple zero at \(-r_0^2\).

Therefore, if \( c \) and \( \mu_* > 0 \) are sufficiently small, we must have \( \int_{x_-}^{x_+} F(r_0^2 + \eta) \, dx \geq \frac{1}{2}\int_{\mathbb{R}} F(U_0^2) \, dx \).

Consequently, if \( v = Ae^{i\phi} \) solves \((TW_c)\) on a bounded interval \((x_-, x_+)\), satisfies \( 2\partial_x\phi = c\eta/(r_0^2 + \eta) \) \((\eta \equiv A^2 - r_0^2)\) and if \(|v| \leq \mu_* \) at \( x_+ \) and at \( x_- \), with \( \partial_x|v|(x_+) \leq 0 \leq \partial_x|v|(x_-) \), then

\[
\int_{x_-}^{x_+} |\partial_xv|^2 + F(|v|^2) \, dx \geq \frac{1}{2}E(U_0).
\]
Here, we use that the Newton equation on the modulus $|V|$ actually holds in $(x_-, x_+)$. Since $F > 0$ in $[0, r_0^2]$ and $F(\varrho) \simeq r_0^2(\varrho - r_0^2)^2$ when $\varrho \to r_0^2$, there exist $K > 0$ and $\kappa > 0$ such that $F(\varrho) \geq (\varrho - r_0^2)^2 / K$ for $0 \leq \varrho \leq r_0^2(1 + \kappa)^2$. Hence, if $\inf_{\mathbb{R}} |v| \geq \mu > 0$, then

$$|P(v)| \leq \frac{K}{\mu} E(v). \quad (34)$$

Moreover, arguing as in the proof of Proposition 6.1, we show that there exists $\kappa > 0$ such that, if $U \in \mathcal{X}$ and $|U|$ takes values $\leq \mu_*$ and $\geq r_0(1 + \kappa)$, then

$$E(U) \geq E(U_0)(1 + \kappa).$$

In particular, since $\mathcal{H}_\mu(\mu) \leq E(U_0) + O(\mu^2)$, we may choose $\mu_*$ sufficiently small so that, if $U \in \mathcal{X}$ and $\mathcal{H}(U) \leq \mathcal{H}_\mu(\mu) + \mu_*$, then $|U| \leq r_0(1 + \kappa)$. This means that, for the mappings we are considering, $F(\varrho) \geq (\varrho - r_0^2)^2 / K$.

**Step 1: Construction of a suitable minimizing sequence.** There exists a sequence $(V_n)_{n \geq 0}$ in $\mathcal{X}$ such that $\inf_{\mathbb{R}} |V_n| = \mu = |V_n|(0)$, $V_n = A_n e^{i \phi_n}$, $P(V_n) \in [0, \pi r_0^2]$,

$$2A_n^2 \partial_x \phi_n = c_n (A_n^2 - r_0^2), \quad c_n \equiv Mr_0^2 \sin \frac{r_0^2 \pi - P(V_n)}{2r_0^2} \geq 0 \quad \text{and} \quad \lim_{n \to +\infty} \mathcal{H}(V_n) = \mathcal{H}_\mu(\mu).$$

Since $\mu > 0$, the maps $V$ we consider may be lifted to $V = A e^{i \varphi}$. Therefore (with $u = \partial_x \phi$),

$$\mathcal{H}_\mu(\mu) = \inf \left\{ \int_{\mathbb{R}} (\partial_x A)^2 + F(A^2) \, dx \mid \int_{\mathbb{R}} A^2 u^2 \, dx + 2Mr_0^4 \sin^2 \frac{\varphi - r_0^2 \pi}{2r_0^2} \right\}, \quad A \in r_0 + H^1(\mathbb{R}, \mathbb{R}), \inf_{\mathbb{R}} A = \mu. \quad (35)$$

The infimum in $u$ may be written

$$\inf_{p \in \mathbb{R}} \left\{ \int_{\mathbb{R}} A^2 u^2 \, dx + 2Mr_0^4 \sin^2 \frac{\varphi - r_0^2 \pi}{2r_0^2}, \quad u \in L^2(\mathbb{R}, \mathbb{R}) \quad \text{s.t.} \quad \int_{\mathbb{R}} (A^2 - r_0^2) u \, dx = p \right\}.$$ 

For each $p \in \mathbb{R}$, we minimize in $u$ a quadratic functional on an affine hyperplane, with minimizer given by

$$u_p = p \left( \int_{\mathbb{R}} \frac{(A^2 - r_0^2)^2}{A^2} \, dx \right)^{-1} \frac{A^2 - r_0^2}{A^2}.$$

As a consequence, the infimum in $u$ in (35) is

$$\inf_{p \in \mathbb{R}} \left[ \int_{\mathbb{R}} A^2 u_p^2 \, dx + 2Mr_0^4 u_p \sin^2 \frac{p - r_0^2 \pi}{2r_0^2} \right] = \inf_{p \in \mathbb{R}} \left[ p^2 \left( \int_{\mathbb{R}} \frac{(A^2 - r_0^2)^2}{A^2} \, dx \right)^{-1} + 2Mr_0^4 \sin^2 \frac{p - r_0^2 \pi}{2r_0^2} \right].$$

It is clear that this last infimum is achieved only for $p$ inside $[\pi r_0^2, +\pi r_0^2]$. Indeed, the second term is $2\pi r_0^2$-periodic, and, if $p > \pi r_0^2$, then $p - 2\pi r_0^2$ is a better competitor. Moreover, the function $p \mapsto \sin^2((p - \pi r_0^2)/(2r_0^2))$ is continuous and even; hence we may consider some $p \in [0, \pi r_0^2]$ (depending
We conclude by considering a minimizing sequence \((A_n)\) in (35), and translating in space so that \(\inf_{\mathbb{R}} A_n = \mu = |A_n|(0)\).

Since \(F \geq 0\) in \(\mathbb{R}_+\), we have

\[
\int_{\mathbb{R}} |\partial_x V_n|^2 \, dx \leq \mathcal{H}(V_n) \leq \frac{12}{10} E(U_0)
\]

for \(n\) large. Therefore, by the compact Sobolev embedding \(H^1([-R, +R]) \hookrightarrow L^\infty([-R, +R])\), we may assume, up to a possible subsequence, that there exists \(V \in H^1_{\text{loc}}(\mathbb{R})\) such that, for any \(R > 0\), \(V_n \rightharpoonup V\) in \(H^1([-R, +R])\) and \(V_n \rightharpoonup V\) uniformly on \([-R, +R]\). Moreover, by lower semicontinuity and Fatou’s lemma, \(E(V) \leq \lim_{n \to +\infty} E(V_n)\). Since \(|V_n| \geq \mu > 0\) in \(\mathbb{R}\), we have \(|V| \geq \mu > 0\) in \(\mathbb{R}\) and thus a lifting \(V = Ae^{i\phi}\). Furthermore, \(\inf_{\mathbb{R}} A_n = \mu = |V_n|(0); \) hence \(\inf_{\mathbb{R}} A = \mu = |V|(0)\). We also know that \(P(V_n) \in [0, r_0^2 \pi]\) for all \(n\); hence we may assume, up to another subsequence, that \(P(V_n)\) converges to some \(P_\infty \in [0, r_0^2 \pi]\). We also set

\[
c \equiv \lim_{n \to +\infty} c_n = Mr_0^2 \sin \frac{P_\infty - \pi r_0^2}{2r_0^2}.
\]

In view of Step 1, and the convergence \(A_n \to A\) uniformly on any compact interval \([-R, +R]\), it follows that

\[
2A^2 \partial_x \phi = c(A^2 - r_0^2) \quad \text{and} \quad \partial_x \phi_n \to \partial_x \phi \quad \text{in} \quad L^\infty_{\text{loc}}(\mathbb{R}).
\]

Note that

\[
\int_{\mathbb{R}} |\partial_x V|^2 + \frac{1}{K} (|V|^2 - r_0^2)^2 \, dx \leq E(V) < +\infty;
\]

hence \(|V| \to r_0\) at \(\pm\). In particular, there exist \(-\infty < R_- \leq 0 \leq R_+ < +\infty\) such that \(|V| > \mu\) in \((-\infty, R_-)\) and in \((R_+, +\infty)\) and \(|V|(R_\pm) = \mu\).

**Step 2.** There exist \(-\infty < z_- \leq 0 \leq z_+ < +\infty\) such that

\[
A(x) = A_c(x - R_+ + z_+) \quad \text{for} \quad x \geq R_+ \quad \text{and} \quad A(x) = A_c(x - R_- + z_-) \quad \text{for} \quad x \leq R_-.
\]

We work for \(x \geq R_+\), the other case being similar. We consider \(\chi \in \mathcal{C}_c^1((R_+, +\infty), \mathbb{C}), t \in \mathbb{R}\) small such that \(V_n' \equiv v_n + t\chi\) satisfies \(|V_n'| > \mu\) in \((R_+, +\infty)\). This is possible since \(\inf_{\text{Supp}(\chi)} |V_n| > \mu \). Then,
\[ |V_n'| \geq \mu \text{ in } \mathbb{R} \text{ and } |V_n'|(0) = \mu; \] hence \( V_n' \) is then a comparison map for \( \mathcal{K}_{\min}(\mu) \), and, in view of the equality \( P(V_n') = P(V_n) + 2t \int_{R^+} \langle i \partial_x V_n | \chi \rangle \, dx + \mathcal{O}(t^2) \), it follows that

\[
\mathcal{K}_{\min}(\mu) \leq \mathcal{K}(V_n') = \mathcal{K}_{\min}(\mu) + o_{n \to +\infty}(1) + 2t \int_{R^+} \langle \partial_x V_n, \partial_x \chi \rangle \, dx + t^2 \int_{R^+} |\partial_x \chi|^2 \, dx
\[
- 2t \int_{R^+} f(|V_n|^2)(V_n, \chi) \, dx + Mt \sin \frac{P(V_n) - \pi r_0^2}{2r_0} \int_{R^+} \langle i \partial_x V_n, \chi \rangle \, dx + \mathcal{O}_{t \to 0}(t^2).
\]

Letting \( n \to +\infty \) and using the weak and strong convergences for \( V_n \), we infer

\[
0 \leq 2t \int_{R^+} \langle \partial_x V, \partial_x \chi \rangle \, dx - 2t \int_{R^+} \langle |V|^2 \rangle \, dx - Mt \sin \frac{r_0^2 - P}{2r_0} \int_{R^+} \langle i \partial_x V, \chi \rangle \, dx + \mathcal{O}_{t \to 0}(t^2).
\]

Dividing by \( t \neq 0 \) and letting \( t \to 0^+ \) and then \( t \to 0^- \), we deduce that \( V \) solves \((\text{TW}_c)\) in \((R_+, +\infty)\) and \( V \) has finite energy. Moreover, \( |V|((R_+) = \mu \) is small; thus \( V = e^{i\theta} + U_c(\cdot - R_+ + z) \) in \((R_+, +\infty)\) for some constants \( z_+ \) and \( \theta_+ \), and the speed \( c \) is such that \( \inf_{\mathbb{R}} A_c = \sqrt{r_0^2 + \xi} \leq \mu \); hence \( c \leq \sigma(\mu) \leq K \mu \). Since \( |V| \) has finite energy in \( \mathbb{R} \) and solves \((\text{TW}_c)\) in \((R_+, +\infty)\), \( V \) is \( C^1 \) in \([R_+, +\infty)\). Moreover, \( |V| \) reaches a minimum at \( x = R_+ \); thus we must have \( \partial_x^+ |V|((R_+) \geq 0 \), which imposes \( z_+ \geq 0 \). Note that, \( A_c \) being even, it is possible to translate \( V \) so that \( R \equiv R_+ = -R_- \) and \( z \equiv z_+ = -z_- \). Observe that \( \mu = A_c(z) \geq A_0(z) \); hence \( z \leq K \mu \). This yields

\[
\int_{|x| \geq R} |\partial_x V|^2 + F(|V|^2) \, dx = \int_{|x| \geq z} |\partial_x U_c|^2 + F(|U_c|^2) \, dx \geq E(U_0) - K \mu.
\]

In particular, we deduce from (32)

\[
2RF(\mu^2) \leq \int_{|x| \leq R} |\partial_x V|^2 + F(|V|^2) \, dx \leq K \mu;
\]

hence \( R \leq K \mu \) for \( \mu \) small \((F(0) > 0)\).

**Step 3.** We prove that \( A = \mu \) in \((R_-, R_+) = (-R, +R)\).

Indeed, if it is not the case, there exists a bounded interval \((x_-, x_+)\) such that \( A = |V| > \mu \) in \((x_-, x_+)\) and \( |V|(|x|) = \mu \), with \( \partial_x |V|(|x_+) \leq 0 \leq \partial_x |V|(|x_-) \). Therefore, we can make perturbations of the amplitude \( A_n \) localized in \((x_-, x_+)\). Hence, arguing as in Step 2, we see that, then, \( V \) solves \((\text{TW}_c)\) in \((x_-, x_+)\), with \( 2A^2 \partial_x \phi = c(A^2 - r_0^2) \) and \( |V|(|x|) = \mu \), \( \partial_x |V|(|x_+) \leq 0 \leq \partial_x |V|(|x_-) \). We then are in position to apply (33), yielding

\[
\int_{x_-}^{x_+} |\partial_x V|^2 + F(|V|^2) \, dx \geq \frac{1}{2} E(U_0).
\]
but the combination with (37) provides
\[
\frac{11}{10} E(U_0) \geq \mathcal{K}_{\min}(\mu) \geq \int_{x_-}^{x_+} |\partial_x V|^2 + F(|V|^2) \, dx + \int_{|x| \geq R} |\partial_x V|^2 + F(|V|^2) \, dx \\
\geq \frac{1}{2} E(U_0) + E(U_0) - K \mu_* = \frac{3}{2} E(U_0) - K \mu_*,
\]
which is not possible if \( \mu_* \) is sufficiently small.

**Step 4.** We have \( R = 0 \) or \( (z = 0 \) and \( c = \sigma_{\mu} ).

Indeed, assume \( R > 0 \), and consider \( \zeta \in \mathcal{C}_c^1((0, +\infty), \mathbb{R}), \zeta \geq 0, t \geq 0 \) and \( V_n^t \equiv (A_n + t\zeta)e^{i\phi_n} \), so that \( |V_n^t| = A_n + t\zeta \geq \mu \) in \( \mathbb{R} \). Since \( R > 0 \), we actually have \( \inf_{\mathbb{R}} |V_n^t| = \mu \) and \( V_n^t \) is a comparison map for \( \mathcal{K}_{\min}(\mu) \). Arguing as before, we thus have
\[
\mathcal{K}_{\min}(\mu) \leq \mathcal{K}(V_n^t) = \mathcal{K}_{\min}(\mu) + o_n \rightarrow +\infty (1) + 2t \int_0^{+\infty} \partial_x A_n \partial_x \zeta \, dx + t^2 \int_0^{+\infty} (\partial_x \zeta)^2 \, dx \\
+ 2t \int_0^{+\infty} A_n \zeta (\partial_x \phi_n)^2 \, dx + t^2 \int_0^{+\infty} \zeta^2 (\partial_x \phi_n)^2 \, dx - 2t \int_0^{+\infty} f(A_n^2) A_n \zeta \, dx \\
+ M r_0^2 \sin \left( \frac{P(V_n) - r_0^2 \pi}{r_0^2} \right) \int_0^R 2A_n \zeta \partial_x \phi_n \, dx + O_1 \rightarrow 0 (t^2).
\]

By (36), we may pass to the limit as \( n \rightarrow +\infty \) in all the terms and deduce
\[
0 \leq 2t \int_0^{+\infty} \partial_x A \partial_x \zeta \, dx + 2t \int_0^{+\infty} A \zeta (\partial_x \phi)^2 \, dx - 2t \int_0^{+\infty} f(A^2) A \zeta \, dx - 2ct \int_0^{+\infty} A \zeta \partial_x \phi \, dx + O_1 \rightarrow 0 (t^2).
\]

At this stage, we see the relevance of taking a minimizing sequence as chosen in Step 1, since it allows us to pass to the limit in the nonlinear terms involving \( \partial_x \phi_n \). As a consequence, using (36),
\[
-\partial_x^2 A - Af(A^2) + \frac{c^2 (A^2 - r_0^2)^2}{4} A^3 \geq 0
\]
in the distributional sense in \( (0, +\infty) \). The term \(-Af(A^2) + \frac{1}{4} c^2 (A^2 - r_0^2)^2 / A^3 \) is continuous in \( \mathbb{R} \).

However, since \( A(x) = \mu \) for \( 0 \leq x \leq R \) and \( A(x) = A_c(x - R + z) \) for \( x \geq R \), we infer \(-\partial_x^2 A = -\partial_x A(x = z) \delta_{x=R} + \) a piecewise continuous function in the distributional sense in \( (0, +\infty) \). Since \( \partial_x A_c(z) \geq 0 \) (recall that \( z \geq 0 \)), this forces \( \partial_x A_c(z) = 0 \); that is, \( z = 0 \). Consequently, \( \mu = |V|(R) = A(R) = A_c(z) = A_c(0) \) and then \( c = \sigma_{\mu} \).

In the next step, we take into account the loss in the weak convergence \( V_n \rightharpoonup V \).

**Step 5.** There exists \( K > 0 \) such that
\[
E_\# \geq \frac{P_\#}{K}, \quad \text{where} \quad E_\# \equiv \lim_{n \rightarrow +\infty} E(V_n) - E(V) \geq 0, \quad P_\# \equiv \lim_{n \rightarrow +\infty} P(V_n) - P(V) = P_\infty - P(V).
\]

Let \( \epsilon > 0 \) be fixed but small, and pick some \( X > 0 \) large so that
\[
\left| E(V) - \int_{|x| \leq X} |\partial_x V|^2 + F(|V|^2) \, dx \right| \leq \epsilon, \quad \left| P(V) - \int_{|x| \leq X} (A^2 - r_0^2) u \, dx \right| \leq \epsilon.
\]
We claim that there exists some small $\tilde{\mu} > 0$, independent of $\epsilon$, such that $|V_n| \geq \tilde{\mu}$ for $|x| \geq X$ and $n$ large. Indeed, otherwise, we may argue as in Step 3 and show, as in the beginning of the proof there, that $\int_{|x|\geq X} |\partial_x V_n|^2 + F(|V_n|^2) \, dx \geq \frac{1}{2} E(U_0)$. This is not possible since

$$\frac{12}{10} E(U_0) \geq \lim_{n \to +\infty} E(V_n) \geq \frac{1}{2} E(U_0) + \int_{|x| \leq X} |\partial_x V|^2 + F(|V|^2) \, dx \geq \frac{1}{2} E(U_0) + E(V) - \epsilon,$$

and $E(V)$ is close to $E(U_0)$ as $\mu \to 0$. Therefore, as for (34),

$$\left| \int_{|x| \geq X} (A_n^2 - r_0^2) u_n \, dx \right| \leq \frac{K}{\tilde{\mu}} \int_{|x| \geq X} |\partial_x V_n|^2 + F(|V_n|^2) \, dx.$$

Consequently,

$$E(V_n) - E(V) \geq \int_{|x| \leq X} |\partial_x V_n|^2 + F(|V_n|^2) \, dx - \int_{|x| \leq X} |\partial_x V|^2 + F(|V|^2) \, dx + \int_{|x| \geq X} |\partial_x V_n|^2 + F(|V_n|^2) \, dx - \epsilon \geq \int_{|x| \leq X} |\partial_x V_n|^2 + F(|V_n|^2) \, dx - \int_{|x| \leq X} |\partial_x V|^2 + F(|V|^2) \, dx + \frac{\tilde{\mu}}{K} \left| \int_{|x| \geq X} (A_n^2 - r_0^2) u_n \, dx \right| - \epsilon.$$

Passing to the liminf and using the weak convergence in $[-X, +X]$, we infer

$$\lim_{n \to +\infty} E(V_n) - E(V) \geq \frac{\tilde{\mu}}{K} \lim_{n \to +\infty} \left| P(V_n) - \int_{|x| \leq X} (A_n^2 - r_0^2) u_n \, dx \right| - \epsilon.$$

However, (36) implies

$$\int_{|x| \leq X} (A_n^2 - r_0^2) u_n \, dx \to \int_{|x| \leq X} (A^2 - r_0^2) u \, dx,$$

so that

$$E_\# \geq \frac{\tilde{\mu}}{K} \left| P_\infty - \int_{|x| \leq X} (A^2 - r_0^2) u \, dx \right| - \epsilon \geq \frac{\tilde{\mu}}{K} |P_\infty - P(V)| - \left( 1 + \frac{\tilde{\mu}}{K} \right) \epsilon = \frac{\tilde{\mu}}{K} |P_\#| - \left( 1 + \frac{\tilde{\mu}}{K} \right) \epsilon.$$

Letting $\epsilon \to 0$, the conclusion follows.

**Step 6.** There exists $K > 0$ such that, if $R > 0$, then

$$3k_{\text{min}}(\mu) \geq E(U_0) + \frac{\mu^2}{K}.$$

We recall the expansion $P(U_s) = r_0^2 \pi + s \hat{P}_0 + o(s)$ as $s \to 0$, where $\hat{P}_0 \equiv (dP(U_s)/ds)|_{s=0}$. From the Hamilton group relation $dE(U_s)/ds = sdP(U_s)/ds$, we also infer by integration $E(U_s) = E(U_0) + \frac{1}{2} s^2 \hat{P}_0 + o(s^2)$. On the other hand, by definition of $c_n$,

$$2Mr_0^4 \sin^2 \frac{P(V_n) - r_0^2 \pi}{2r_0^2} = Mr_0^4 \left[ 1 - \cos \frac{P(V_n) - r_0^2 \pi}{r_0^2} \right] = Mr_0^4 \left[ 1 - \sqrt{1 - \sin^2 \frac{P(V_n) - r_0^2 \pi}{r_0^2}} \right] = Mr_0^4 \left[ 1 - \sqrt{1 - \frac{c_n^2}{M^2}} \right]$$

where $c_n = \frac{P(V_n) - r_0^2 \pi}{r_0^2}$.
for \( n \) large. Here, we have used that \( Mc_n = \sin((r_0^2 \pi - P(V_n))/r_0^2) \to Mc \in [0, K\mu_*] \) (cf. Step 2); thus \( \cos((r_0^2 \pi - P(V_n))/r_0^2) \geq 0 \), for, otherwise, we would have, by Proposition 6.1,

\[
\mathcal{K}(V_n) = E(V_n) + 2Mr_0^4 \sin^2 \frac{P(V_n) - r_0^2\pi}{2r_0^2} \geq E(U_0) - K\mu + Mr_0^4 \left[ 1 + \sqrt{1 - \frac{c_n^2}{M^2}} \right] \\
\geq E(U_0) - K\mu_* + 2Mr_0^4 + \mathcal{O}(\mu^2),
\]

but this contradicts (32) if \( \mu_* \) is sufficiently small.

We assume \( R > 0 \), so that, by Step 4, \( z = 0 \) and \( c = \sigma_\mu \). We recall \( \sigma_\mu = 2\mu \sqrt{F(0)/r_0^2} + \mathcal{O}(\mu^2) \approx 2\mu \sqrt{F(0)/r_0^2} \). By definition of \( E_\#, \) one has

\[
E_\# + E(V) + Mr_0^4 \left[ 1 - \sqrt{1 - \frac{c^2}{M^2}} \right] \leq \lim_{n \to +\infty} E(V_n) + \lim_{n \to +\infty} 2Mr_0^4 \sin^2 \frac{P(V_n) - r_0^2\pi}{2r_0^2} = \lim_{n \to +\infty} \mathcal{K}(V_n) = \mathcal{K}_{\text{min}}(\mu)
\]

since \( (V_n) \) is minimizing for \( \mathcal{K}_{\text{min}}(\mu) \). Moreover, from the expression of \( V \), we have (for \( R > 0 \))

\[
E(V) = E(U_{\sigma_\mu}) + 2R \left[ \frac{\sigma_\mu^2 (r_0^2 - \mu^2)^2}{4\mu^2} + F(\mu^2) \right] \quad \text{and} \quad P(V) = P(U_{\sigma_\mu}) + R\sigma_\mu \frac{(r_0^2 - \mu^2)^2}{\mu^2}.
\]

Furthermore, we have \( P_\# = P_\infty - P(V) \) and \( c = Mr_0^2 \sin((r_0^2 \pi - P_\infty)/r_0^2) \) with \( P_\infty \in [0, r_0^2 \pi] \) and \( \cos((r_0^2 \pi - P_\infty)/r_0^2) \geq 0 \); thus

\[
P_\# = P_\infty - P(V) = r_0^2 \pi - r_0^2 \arcsin \left( \frac{c}{Mr_0^2} \right) - P(U_{\sigma_\mu}) - R\sigma_\mu \frac{(r_0^2 - \mu^2)^2}{\mu^2}.
\]

Combining this with the expansions of \( E(U_\sigma) \) and \( P(U_\sigma) \) gives

\[
\mathcal{K}_{\text{min}}(\mu) \geq E(U_0) + E_\# + \frac{\sigma_\mu^2}{2} \dot{P}_0 + o(\sigma_\mu^2) + M \left[ 1 - \sqrt{1 - \frac{\sigma_\mu^2}{M^2}} \right] + 2R \left[ \frac{\sigma_\mu^2 (r_0^2 - \mu^2)^2}{4\mu^2} + F(\mu^2) \right] \\
\geq E(U_0) + \frac{|P_\#|}{K} + \frac{\sigma_\mu^2}{2} \left[ \dot{P}_0 + \frac{1}{M} \right] + o(\mu^2) + 4RF(0) \\
\geq E(U_0) + \frac{1}{K} r_0^2 \arcsin(\sigma_\mu/(Mr_0^2)) + \sigma_\mu \dot{P}_0 + R\sigma \frac{(r_0^2 - \mu^2)^2}{\mu^2} + o(\sigma_\mu) + \frac{\sigma_\mu^2}{2} \left[ \dot{P}_0 + \frac{1}{M} \right] \\
\geq E(U_0) + \frac{1}{K} \frac{\sigma_\mu}{M} \sigma_\mu \dot{P}_0 + R\sigma_\mu \frac{(r_0^2 - \mu^2)^2}{\mu^2} + o(\sigma_\mu) + \frac{\sigma_\mu^2}{2} \left[ \dot{P}_0 + \frac{1}{M} \right] + o(\mu^2) + 4RF(0) \\
\geq E(U_0) + \frac{\sigma_\mu}{K} \left[ \dot{P}_0 + \frac{1}{M} + R \frac{(r_0^2 - \mu^2)^2}{\mu^2} \right] + \frac{\sigma_\mu^2}{2} \left[ \dot{P}_0 + \frac{1}{M} \right] + 4RF(0) + o(\mu^2).
\]

The right-hand side is a continuous piecewise affine function of \( R \) (the “\( o \)” does not depend on \( R \)). Since \( \sigma_\mu (r_0^2 - \mu^2)^2/(K\mu^2) \simeq 1/\mu \gg 4F(0) \) and \( \dot{P}_0 + 1/M < 0 \) (since \( M > -\dot{P}_0^{-1} \) by hypothesis), it
follows that the right-hand side is a function of $R$ which is decreasing in $[0, R_0(\mu)]$ and increasing in $[R_0(\mu), +\infty)$, with

$$R_0(\mu) = -\left(\dot{P}_0 + \frac{1}{M}\right)\frac{\mu^2}{(r_0^2 - \mu^2)^2} \sim -\left(\dot{P}_0 + \frac{1}{M}\right)\frac{\mu^2}{r_0^4} > 0.$$ 

Therefore, using once again that $\sigma_\mu^2 \sim 4\mu^2 F(0)/r_0^4$,

$$\mathcal{K}_{\text{min}}(\mu) \geq E(U_0) + \frac{\sigma_\mu^2}{2}\left[\dot{P}_0 + \frac{1}{M}\right] + 4R_0(\mu)F(0) + o(\mu^2)$$

$$= E(U_0) + \left[\dot{P}_0 + \frac{1}{M}\right]\frac{2\mu^2 F(0)}{r_0^4} - \left[\dot{P}_0 + \frac{1}{M}\right]\frac{4\mu^2 F(0)}{r_0^4} + o(\mu^2)$$

$$= E(U_0) - \mu^2 \frac{2F(0)}{r_0^4}\left[\dot{P}_0 + \frac{1}{M}\right] + o(\mu^2).$$

In view of our hypothesis $\dot{P}_0 + 1/M < 0$, we infer that

$$\mathcal{K}_{\text{min}}(\mu) \geq E(U_0) + \frac{\mu^2}{K}$$

for $\mu_*$ sufficiently small and some positive constant $K$, as wished. If the assumption $\dot{P}_0 + 1/M < 0$ is not satisfied, but, if $\dot{P}_0 + 1/M > 0$ for instance, then the function of $R$ above is increasing in $[0, +\infty)$, with minimum value achieved at $R = 0$ and equal to

$$E(U_0) + \frac{\sigma_\mu^2}{2}\left[\dot{P}_0 + \frac{1}{M}\right] + o(\mu^2) = E(U_0) + \frac{2\mu^2 F(0)}{r_0^4}\left[\dot{P}_0 + \frac{1}{M}\right] + o(\mu^2) \geq E(U_0) + \frac{\mu}{K}.$$ 

We then would have concluded a stronger estimate, which is actually in contradiction with (32); hence we are necessarily in the case $R > 0$. The assumption $\dot{P}_0 + 1/M < 0$ is however crucial for the last step.

**Step 7.** We assume $\dot{P}_0 + 1/M < 0$. Then, for $\mu_*$ sufficiently small, the case $R = 0$ does not occur.

We argue in a similar way, but, since $R = 0$, the expressions for $E(V)$ and $P(V)$ are given by

$$E(V) = E(U_c) - 4\int_0^z F(|U_c|^2)\,dx \quad \text{and} \quad P(V) = P(U_c) - 2\int_0^z c\frac{(r_0^2 - A_c^2)^2}{A_c^4}\,dx.$$ 

Here, we have used that $|\partial x U_c|^2 = F(|U_c|^2)$ since $U_c$ solves $(TW_c)$. Combining this here again with the expansions of $E(U_c)$ and $P(U_c)$ gives, using that $0 \leq c \leq K\mu$,

$$\mathcal{K}_{\text{min}}(\mu) \geq E(U_0) + E_\# + \frac{c^2}{2}\dot{P}_0 + o(c^2) + M\left[1 - \sqrt{1 - \frac{c^2}{M^2}}\right] - 4\int_0^z F(|U_c|^2)\,dx$$

$$\geq E(U_0) + \frac{|P_\#|}{K} + \frac{c^2}{2}\left[\dot{P}_0 + \frac{1}{M}\right] - 4zF(0) + o(\mu^2)$$

$$\geq E(U_0) + \frac{1}{K}\arcsin(c/M) + c\dot{P}_0 - c\int_0^z \frac{(r_0^2 - A_c^2)^2}{A_c^2}\,dx + o(c) + \frac{c^2}{2}\left[\dot{P}_0 + \frac{1}{M}\right] + o(\mu^2) - 4z F(0).$$
Following the lines of the proof of Lemma 20, we have
\[
c \int_0^z \left( \frac{r_0^2 - A^2_c}{A^2_c} \right)^2 dx = 2 \arctan \frac{\mu^2}{r_0^2 + \xi_c} + O(\mu^2).
\] (38)

Indeed, noticing that \(A_c = O(\mu)\) in \([0, z]\) with \(z \leq K\mu\), we write, expanding the square,
\[
\int_0^z \left( \frac{r_0^2 - A^2_c}{A^2_c} \right)^2 dx = \int_0^z \frac{r_0^4}{A^2_c} - 2 + A^2_c \, dx = \int_0^z \frac{r_0^4}{A^2_c} \, dx + O(\mu).
\]
Then, using the change of variable \(\xi = \eta_c(x)\),
\[
\int_0^z \left( \frac{r_0^2 - A^2_c}{A^2_c} \right)^2 dx = \int_{\xi_c}^{\mu^2-r_0^2} \frac{r_0^4}{(r_0^2 + \xi)\sqrt{-\mathcal{V}_c(\xi)}} \, d\xi + O(\mu)
\]
\[
= \int_{\xi_c}^{\mu^2-r_0^2} \frac{r_0^4}{(r_0^2 + \xi)\sqrt{-\mathcal{V}_c'(\xi_c)(\xi-\xi_c)}} \, d\xi + \int_{\xi_c}^{\mu^2-r_0^2} \frac{r_0^4}{(r_0^2 + \xi)} \left( \frac{1}{\sqrt{-\mathcal{V}_c(\xi)}} - \frac{1}{\sqrt{-\mathcal{V}_c'(\xi_c)(\xi-\xi_c)}} \right) \, d\xi + O(\mu)
\]
\[
= \frac{2}{c} \arctan \sqrt{\frac{\mu^2}{r_0^2 + \xi_c}} - 1 + O(\mu),
\] (39)

by computations similar to those for the proof of Lemma 20. This proves (38). Therefore,
\[
\mathcal{Y}_{\text{min}}(\mu)
\geq E(U_0) + \frac{1}{K} \left| c \left[ \dot{P}_0 + \frac{1}{M} \right] - 2 \arctan \sqrt{\frac{\mu^2}{r_0^2 + \xi_c}} - 1 + o(c) \right| + \frac{c^2}{2} \left[ \dot{P}_0 + \frac{1}{M} \right] + o(\mu^2) - 4zF(0). \] (40)

By (32), the left-hand side is \(\leq E(U_0) + K\mu^2\). Since \(\dot{P}_0 + 1/M < 0\), \(c \leq K\mu\), \(z \leq K\mu\) and \(F(0) > 0\), this implies
\[
\left| c \left[ \dot{P}_0 + \frac{1}{M} \right] - 2 \arctan \sqrt{\frac{\mu^2}{r_0^2 + \xi_c}} + o(c) \right| \leq K\mu;
\]
thus
\[
\arctan \sqrt{\frac{\mu^2}{r_0^2 + \xi_c}} - 1 \leq K\mu,
\]
and, finally, for \(\mu_*\) small enough,
\[
0 \leq \frac{\mu^2}{r_0^2 + \xi_c} - 1 \leq K\mu^2.
\]
Combining this with the equality \(r_0^2 + \xi_c = c^2 r_0^4/(4F(0)) + O(c^4)\) seen during the proof of Lemma 20, we infer
\[
c = \frac{2\sqrt{F(0)}}{r_0^2} \mu + O(\mu^2).
\]
In particular, going back to (39) and since, for \(0 \leq x \leq z\),
\[
r_0^2 + \xi_c = A_c^2(0) \leq A_c^2(x) \leq A_c^2(z) = \mu^2,
\]
this implies
\[
\frac{zr_0^4}{\mu^2} \leq \int_0^z \frac{r_0^4}{A_c^2} \leq \frac{2}{c} \arctan \sqrt{\frac{\mu^2}{r_0^2 + \xi_c}} - 1 + O(\mu) \leq \frac{K\mu}{c} + K\mu \leq K,
\]
which provides (since \(c \approx \mu\))
\[
z \leq K\mu^2.
\]
Inserting this into (40) and keeping in mind that the left-hand side is \(\leq E(U_0) + K\mu^2\), we deduce
\[
c \left[ \dot{P}_0 + \frac{1}{M} \right] - 2 \arctan \sqrt{\frac{\mu^2}{r_0^2 + \xi_c}} - 1 = o(\mu).
\]
However, since \(\arctan \sqrt{\frac{\mu^2}{r_0^2 + \xi_c}} - 1 \geq 0\), this gives
\[
o(\mu) \leq c \left[ \dot{P}_0 + \frac{1}{M} \right] - \frac{2\mu \sqrt{F(0)}}{r_0^2} \left[ \dot{P}_0 + \frac{1}{M} \right].
\]
yielding a contradiction for small \(\mu\) since we have \(\dot{P}_0 + 1/M < 0\) by assumption. Therefore, the case \(R = 0\) does not occur for sufficiently small \(\mu_*\). If we had \(\dot{P}_0 + 1/M > 0\), we would not have been able to show that \(\mathcal{H}_{\min}(\mu)\) gives a control on \(\mu\).

The proof of Proposition 6.2 is complete. \(\square\)

**Proof of Theorem 23.** Let \(U \in \mathcal{V}_{\mu_*}\). If \(\mu \equiv \inf_{\mathbb{R}} |U| > 0\), then Proposition 6.2 gives \(\mathcal{H}(U) \geq E(U_0) + \mu^2/K > E(U_0) = \mathcal{H}(U_0)\). If \(\inf_{\mathbb{R}} |U| = 0\), we deduce from Proposition 6.1 that \(\mathcal{H}(U) \geq E(U_0) + 2Mr_0^4 \sin^2((2\beta(U) - \pi r_0^2)r_0^2/2).\) Hence \(\mathcal{H}(U) > E(U_0)\) except if \(\mathcal{H}(U) = E(U_0)\). From the study of the equality case in Proposition 6.1, it follows that \(U \in \{e^{i\theta}U_0(\cdot - y)\}, y \in \mathbb{R}, \theta \in \mathbb{R}\), as claimed. \(\square\)

6C. **Proof of Theorem 24.** As a first step, we shall need a quantified version of Proposition 6.1.

**Proposition 6.3.** There exist \(\epsilon_0 > 0\) and \(K > 0\), depending only on \(f\), such that, for any \(U \in \mathcal{H}\) verifying
\[
\mathcal{H}(U) - E(U_0) \leq \epsilon_0 \quad \text{and} \quad \inf_{\mathbb{R}} |U| \leq \epsilon_0,
\]
we have
\[
\inf_{y \in \mathbb{R}} \inf_{\theta \in \mathbb{R}} d_{\mathcal{H}}(U, e^{i\theta}U_0(\cdot - y)) \leq K \left( \mathcal{H}(U) - E(U_0) + \inf_{\mathbb{R}} |U| \right)^{1/4}.
\]

**Proof:** First, we translate the problem in space so that \(\mu \equiv \inf_{\mathbb{R}} |U| = |U|(0)\) and shall choose the phase factor later. We follow the lines of the proof of Proposition 6.1 and actually get (writing \(U = Ae^{i\phi}\) locally
in \(|U| > 0\)\)
\[
\int_0^{+\infty} |\partial_x U|^2 + F(|U|^2) \, dx
\]
\[
= \int_0^{+\infty} 1_{|U| > 0} A^2 (\partial_x \phi)^2 \, dx + \int_0^{+\infty} |\partial_x U|^2 + F(|U|^2) \, dx
\]
\[
= \int_0^{+\infty} 1_{|U| > 0} A^2 (\partial_x \phi)^2 \, dx + \int_0^{+\infty} \left[ \sqrt{F(|U|^2)} - |\partial_x U| \right]^2 \, dx + 2 \int_0^{+\infty} \left| \sqrt{F(|U|^2)} \partial_x U \right| \, dx
\]
\[
\geq \int_0^{+\infty} 1_{|U| > 0} A^2 (\partial_x \phi)^2 \, dx + \int_0^{+\infty} \left[ \sqrt{F(|U|^2)} - |\partial_x U| \right]^2 \, dx + 2 \int_{\mu}^{r_0} \sqrt{F(s^2)} \, ds.
\]
Arguing similarly in \((-\infty, 0)\), we get
\[
E(U) \geq E(U_0) + \int_{\mathbb{R}} 1_{|U| > 0} A^2 (\partial_x \phi)^2 \, dx + \int_{\mathbb{R}} \left[ \sqrt{F(|U|^2)} - |\partial_x U| \right]^2 \, dx - 4 \int_{0}^{\mu} \sqrt{F(s^2)} \, ds. \quad (41)
\]
The gradient of the phase is controlled using (41). We shall now estimate the modulus part. Let us define
\[
A = |U| \quad \text{and} \quad h \equiv \partial_x A - \sqrt{F(A^2)},
\]
for which we have, by (41),
\[
\|h\|^2_{L^2(\mathbb{R})} \leq E(U) - E(U_0) + 4 \int_{0}^{\mu} \sqrt{F(s^2)} \, ds \leq E(U) - E(U_0) + K \mu. \quad (42)
\]
Recall that \(U_0\) satisfies \((\partial_x U_0)^2 = F(U_0^2)\) in \(\mathbb{R}\); hence \(\partial_x U_0 = \sqrt{F(U_0^2)}\) in \(\mathbb{R}_+\). Setting \(\Theta \equiv A - |U_0|\), we infer
\[
\partial_x \Theta = \sqrt{F(A^2)} - \sqrt{F(U_0^2)} + h \quad \text{in} \quad \mathbb{R}_+.
\]
We set, for \(x \geq 0\),
\[
G(x, \theta) \equiv \sqrt{F((U_0(x) + \theta)^2)} - \sqrt{F(U_0^2(x))} + \frac{U_0(x) f(U_0^2(x)) \theta}{\sqrt{F(U_0^2(x))}}.
\]
Since \(U_0\) satisfies \(\partial_x^2 U_0 + U_0(x) f(U_0^2(x)) = 0\) and \(\partial_x U_0 = \sqrt{F(U_0^2(x))}\) in \(\mathbb{R}_+\), it follows that
\[
G(x, \theta) = \sqrt{F((U_0(x) + \theta)^2)} - \sqrt{F(U_0^2(x))} - \frac{\partial_x^2 U_0(x)}{\partial_x U_0(x)} \theta.
\]
Moreover, by the Taylor expansion, we infer the existence of \(K > 0\) and \(\theta_0 > 0\) such that, for \(|\theta| \leq \theta_0\), \(x \in \mathbb{R}_+\),
\[
|G(x, \theta)| \leq K \theta^2.
\]
The estimate is clearly uniform in view of the exponential decay of \(\partial_x U_0\) at infinity. Therefore,
\[
\partial_x \Theta = \frac{\partial_x^2 U_0(x)}{\partial_x U_0(x)} \Theta + G(x, \Theta) + h(x). \quad (43)
\]
We view this ODE as a linear ODE with source term $G(x, \Theta(x)) + h(x)$. Since $\partial_x U_0$ solves the homogeneous equation, we infer, from Duhamel’s formula and the fact that $\Theta(0) = A(0) - U_0(0) = |U(0)| = \mu$, that, for $x \geq 0$,

$$\Theta(x) = \mu + \partial_x U_0(x) \int_0^x \frac{G(z, \Theta(z)) + h(z)}{\partial_x U_0(z)}\,dz.$$  \hspace{1cm} (44)

We shall prove that this equation implies that, if $\mu$ and $\|h\|_{L^2(\mathbb{R}^+)}$ are sufficiently small, then

$$\|\Theta\|_{L^2(\mathbb{R}^+)} \leq K(\|h\|_{L^2(\mathbb{R}^+)} + \mu).$$  \hspace{1cm} (45)

We assume $\mu < \theta_0/2$. Note that, since $U_0$ is a kink, we have the decays given in Proposition 2. Hence, there exist two positive constants $K_1$ and $K_2$ such that

$$\frac{1}{K_1} e^{-c_s x} \leq \partial_x U_0(x) \leq K_2 e^{-c_s x} \quad \text{for all} \quad x \in \mathbb{R}^+.$$ 

In particular, if $|\Theta(x)| \leq \tilde{\theta}_0$ in the interval $[0, R]$, then (44) implies, for $x \in [0, R]$,

$$|\Theta(x)| \leq \mu + K_1 K_2 e^{-c_s x} \int_0^x e^{c_s z} \left[ K\|\Theta\|_{L^\infty([0,R])}|\Theta(z)| + |h|(z) \right] dz$$

$$\leq \mu + \frac{K_1 K_2}{c_s} \|\Theta\|^2_{L^\infty([0,R])} + \frac{K_1 K_2}{2c_s} \|h\|_{L^2(\mathbb{R}^+)}$$

by the Cauchy–Schwarz inequality. We thus choose $\|h\|_{L^2(\mathbb{R}^+)} + \mu$ sufficiently small so that

$$4 \left( \mu + \frac{K_1 K_2}{\sqrt{2c_s}} \|h\|_{L^2(\mathbb{R})} \right) \leq \tilde{\theta}_0 \equiv \min \left\{ \hat{\theta}_0, \frac{c_s}{2KK_1 K_2} \right\}.$$ 

Then, we consider the set $\hat{\mathcal{R}}$ of all $R > 0$ such that $|\Theta(x)| \leq \hat{\theta}_0$ in the interval $[0, R]$. Since $\Theta \in H^1(\mathbb{R}, \mathbb{C})$ is continuous by the Sobolev embedding and $|\Theta(0)| = \mu < \hat{\theta}_0$, $\hat{\mathcal{R}} \neq \emptyset$ and is closed in $\mathbb{R}^+$. Moreover, the above estimate shows that, for $R \in \hat{\mathcal{R}}$,

$$\|\Theta\|_{L^\infty([0,R])} \leq \mu + \frac{K_1 K_2}{c_s} \|\Theta\|^2_{L^\infty([0,R])} + \frac{K_1 K_2}{\sqrt{2c_s}} \|h\|_{L^2(\mathbb{R}^+)}$$

which gives

$$\|\Theta\|_{L^\infty([0,R])} \left(1 - \frac{K_1 K_2}{c_s} \|\Theta\|_{L^\infty([0,R])} \right) \leq \mu + \frac{K_1 K_2}{\sqrt{2c_s}} \|h\|_{L^2(\mathbb{R}^+)}$$

and then

$$\|\Theta\|_{L^\infty([0,R])} \leq 2 \left[ \mu + \frac{K_1 K_2}{\sqrt{2c_s}} \|h\|_{L^2(\mathbb{R})} \right] \leq \frac{\tilde{\theta}_0}{2} < \hat{\theta}_0.$$  \hspace{1cm} (46)

Consequently, $\hat{\mathcal{R}}$ is open in $\mathbb{R}^+$. By connexity, $\hat{\mathcal{R}} = \mathbb{R}^+$, proving (45). In what follows, we assume $\|h\|_{L^2(\mathbb{R}^+)} + \mu$ is sufficiently small so that $|\Theta|_{L^\infty} \leq \hat{\theta}_0$; thus $|G(x, \Theta)| \leq K\Theta^2$. In particular,

$$|\Theta(x)| \leq \mu + K_1 K_2 \int_0^x e^{-c_s (x-z)} \left[ K\|\Theta\|_{L^\infty([0,R])}|\Theta(z)| + |h|(z) \right] dz.$$
For $R > 0$ to be determined later, we then deduce from classical convolution estimates that

$$\|\Theta\|_{L^2([0,R])} \leq \mu \sqrt{R} + K_3 \|\Theta\|_{L^\infty(\mathbb{R}^+)} \|\Theta\|_{L^2([0,R])} + K_3 \|h\|_{L^2(\mathbb{R}^+)}.$$ 

Imposing that $\|h\|_{L^2(\mathbb{R}^+)} + \mu$ be smaller if necessary, we may assume that

$$K_3 \|\Theta\|_{L^\infty(\mathbb{R}^+)} \leq K_3 K(\|h\|_{L^2(\mathbb{R}^+)} + \mu) \leq \frac{1}{2},$$

so that we get

$$\|\Theta\|_{L^2([0,R])} \leq K_4 (\mu \sqrt{R} + \|h\|_{L^2(\mathbb{R}^+)}).$$

Reporting this into (43) provides

$$\|\partial_x \Theta\|_{L^2([0,R])}^2 \leq K_5 (\mu^2 R + \|h\|_{L^2(\mathbb{R}^+)}^2).$$

Arguing similarly in $[-R, 0]$ and using (42), we obtain an $H^1$ estimate for $\Theta$ in $[-R, R]$:

$$\|\Theta\|_{H^1([-R,R])} \leq K_6 (E(U) - E(U_0) + \mu^2 R + \mu). \quad (47)$$

We now turn to the estimate in $\{|x| \geq R\}$. For that purpose, we write

$$\int_{|x| \geq R} (\partial_x |U|)^2 + \frac{1}{K} (|U|^2 - r_0^2)^2 \, dx \leq E(U) - E(U_0) + \int_{|x| \geq R} (\partial_x U_0)^2 + F(U_0^2) \, dx$$

$$- \int_{|x| \leq R} (\partial_x |U|)^2 + F(|U|^2) \, dx + \int_{|x| \leq R} (\partial_x U_0)^2 + F(U_0^2) \, dx. \quad (48)$$

Since $U_0$ decays exponentially (see Proposition 2), it follows that

$$\int_{|x| \geq R} |\partial_x U_0|^2 + F(U_0^2) \, dx \leq K e^{-c_x R}.$$

Furthermore, by integration by parts,

$$- \int_{|x| \leq R} (\partial_x |U|)^2 + F(|U|^2) \, dx + \int_{|x| \leq R} (\partial_x U_0)^2 + F(U_0^2) \, dx$$

$$= - \int_{|x| \leq R} 2 \partial_x U_0 \partial_x \Theta - 2U_0 f(U_0^2) \Theta \, dx - \int_{|x| \leq R} (\partial_x \Theta)^2 + F([U_0 + \Theta]^2) - F(U_0^2) - 2U_0 F'(U_0^2) \Theta \, dx$$

$$\leq \int_{|x| \leq R} 2 \Theta [\partial_x^2 U_0 + U_0 f(U_0^2)] \, dx - 2\Theta(+) \partial_x U_0(+) - 2\Theta(-) \partial_x U_0(-) + K \|\Theta\|_{H^1([-R, R])}$$

$$\leq K e^{-c_x R} + K (E(U) - E(U_0) + \mu^2 R + \mu).$$

For the second-to-last line, we have used that $\theta \mapsto F([U_0 + \theta]^2) - F(U_0^2) - 2U_0 F'(U_0^2) \theta$ is $O(\theta^2)$ as $\theta \to 0$ and, for the last line, that $U_0$ solves $\partial_x^2 U_0 + U_0 f(U_0^2) = 0$, the exponential decay of $\partial_x U_0$ and
the uniform bound on $\Theta$. Reporting these estimates into (48) provides
\[
\|\Theta\|^2_{H^1(\{x \geq R\})} = \int_{|x| \geq R} (\partial_x |U| - \partial_x |U_0|)^2 + (|U| - |U_0|)^2 \, dx \\
\leq 2 \int_{|x| \geq R} (\partial_x |U|)^2 + (\partial_x |U_0|)^2 + (|U| - r_0)^2 + (|U_0| - r_0)^2 \, dx \\
\leq K[E(U) - E(U_0) + e^{-c_1 R} + \mu^2 R + \mu].
\]
Combining this with (47), we deduce that, for any $R > 0$, we have
\[
\|\Theta\|^2_{H^1(\mathbb{R})} \leq K[E(U) - E(U_0) + e^{-c_1 R} + \mu^2 R + \mu].
\]
We then choose $R = \mu^{-1}$ if $\mu > 0$ or $R \to +\infty$ if $\mu = 0$, and get
\[
\|\Theta\|_{H^1(\mathbb{R})} \leq K\sqrt{E(U) - E(U_0) + \mu}.
\]
Notice that, if $f' < 0$ everywhere, then we may give a quick proof of the above estimate, since, using here again integration by parts and that $\partial^2_x U + U_0 f(U^2_0) = 0$, we may deduce that
\[
E(U) - E(U_0) \geq -4\mu \partial_x U_0(0) + \int_0^{+\infty} (\partial_x \Theta)^2 \, dx + \int_{\mathbb{R}} F((U_0 + \Theta)^2) - F(U^2_0) - 2U_0 \Theta F'(U^2_0) \, dx,
\]
and, since $f' < 0$, $F((U_0 + \Theta)^2) - F(U^2_0) - 2U_0 \Theta F'(U^2_0) \geq \theta^2/K$ by the Taylor expansion, providing the desired $H^1$ bound on $\Theta$.

Observe now that
\[
\mathcal{H}(U) - E(U_0) \geq E(U) - E(U_0) \geq \int_{\mathbb{R}} 1_{|U| > 0} [A \partial_x \phi]^2 \, dx;
\]
hence
\[
\|\partial_x U - \partial_x U_0\|_{L^2(\mathbb{R})} = \|\partial_x (|U_0| + \Theta) e^{i\phi} 1_{|U| > 0} + i1_{|U| > 0} A \partial_x \phi e^{i\phi} - \partial_x U_0\|_{L^2(\mathbb{R})} \\
\leq \|e^{i\phi} 1_{|U| > 0} \partial_x |U_0| - \partial_x U_0\|_{L^2(\mathbb{R})} + \|1_{|U| > 0} A \partial_x \phi\|_{L^2(\mathbb{R})} + \|\Theta\|_{L^2(\mathbb{R})} \\
\leq \|e^{i\phi} 1_{|U| > 0} \partial_x |U_0| - \partial_x U_0\|_{L^2(\mathbb{R})} + K[\mathcal{H}(U) - E(U_0) + \mu]^{1/2}. \tag{49}
\]
We distinguish now the cases $\mu = 0$ and $\mu > 0$, and begin with the assumption $\mu > 0$. Then, we have a global lifting $U = Ae^{i\phi}$ and
\[
d_{\mathcal{L}}(U, U_0) = \|\partial_x U - \partial_x U_0\|_{L^2(\mathbb{R})} + \|\mathcal{H}(U) - \mathcal{H}(U_0)\|_{L^2(\mathbb{R})} + |U(0) - U_0(0)| \\
= \|\partial_x U - \partial_x U_0\|_{L^2(\mathbb{R})} + \|\Theta\|_{L^2(\mathbb{R})} + \mu \\
\leq \|e^{i\phi} \partial_x |U_0| - \partial_x U_0\|_{L^2(\mathbb{R})} + K[\mathcal{H}(U) - E(U_0) + \mu]^{1/2}.
\]
Now, we notice that
\[
\|e^{i\phi} \partial_x |U_0| - \partial_x U_0\|^2_{L^2(\mathbb{R})} = 2 \int_{\mathbb{R}} [(\partial_x U_0)^2 - \partial_x U_0 \partial_x |U_0| \cos \phi] \, dx \\
= 2 \int_0^{+\infty} (\partial_x U_0)^2 (1 - \cos \phi) \, dx + 2 \int_{-\infty}^0 (\partial_x U_0)^2 (1 + \cos \phi) \, dx \tag{50}
\]
and that
\[ \mathcal{H}(U) - E(U_0) \geq 2M r_0^4 \sin^2 \frac{\Omega(U) - r_0^2 \pi}{2r_0^2} \geq \frac{1}{K} (P(U) - r_0^2 \pi \mod 2\pi r_0^2)^2. \]  

We define \( \delta = (\mathcal{H}(U) - E(U_0) + \mu)^{1/4} \). By the Cauchy–Schwarz inequality, we have
\[
\left| \int_{|x| \geq \delta} (A^2 - r_0^2) \partial_x \phi \, dx \right| \leq \frac{K}{\inf_{|x| \geq \delta} A} \left( \int_{|x| \geq \delta} (A^2 - r_0^2)^2 \, dx \right)^{1/2} \left( \int_{|x| \geq \delta} (A \partial_x \phi)^2 \, dx \right)^{1/2}
\]
\[
\leq \frac{K}{\inf_{|x| \geq \delta} A} \left( \mathcal{H}(U) - E(U_0) + \mu \right)^{1/2}.
\]

Inserting this into (51) gives
\[
\left| \int_{|x| \leq \delta} (A^2 - r_0^2) \partial_x \phi \, dx - r_0^2 \pi \mod 2\pi r_0^2 \right| \leq K \left[ \left( \mathcal{H}(U) - E(U_0) \right)^{1/2} + \frac{1}{\inf_{|x| \geq \delta} A} \left( \mathcal{H}(U) - E(U_0) + \mu \right)^{1/2} \right]
\]
\[
\leq \frac{K}{\inf_{|x| \geq \delta} A} \left( \mathcal{H}(U) - E(U_0) + \mu \right)^{1/2}.
\]

In addition, by the Cauchy–Schwarz inequality,
\[
\left| \int_{|x| \leq \delta} A^2 \partial_x \phi \, dx \right| \leq \sqrt{2\delta} (\sup_{|x| \leq \delta} A) (\mathcal{H}(U) - E(U_0) + \mu)^{1/2}.
\]

Consequently,
\[
r_0^2 \phi(\delta) - \phi(-\delta) - \pi \mod 2\pi
\]
\[
\leq \left| \int_{|x| \leq \delta} (A^2 - r_0^2) \partial_x \phi \, dx - r_0^2 \pi \mod 2\pi r_0^2 \right| + \sqrt{2\delta} (\sup_{|x| \leq \delta} A) (\mathcal{H}(U) - E(U_0) + \mu)^{1/2}
\]
\[
\leq \left[ \frac{K}{\inf_{|x| \geq \delta} A} + \sqrt{2\delta} (\sup_{|x| \leq \delta} A) \right] (\mathcal{H}(U) - E(U_0) + \mu)^{1/2}.
\]  

From our choice \( \delta = (\mathcal{H}(U) - E(U_0) + \mu)^{1/4} \ll 1 \) and since \( \|\Theta\|_{L^\infty(\mathbb{R})} \leq K(\mathcal{H}(U) - E(U_0) + \mu)^{1/2} = \mathcal{O}(\delta^2) \), we infer \( \inf_{|x| \geq \delta} A \geq \inf_{|x| \geq \delta} |U_0| - \|\Theta\|_{L^\infty(\mathbb{R})} \geq \delta / K \). Similarly, we have \( \sup_{|x| \leq \delta} A \leq \sup_{|x| \leq \delta} |U_0| + \|\Theta\|_{L^\infty(\mathbb{R})} \leq K\delta \). Reporting this into (52) yields
\[
|\phi(\delta) - \phi(-\delta) - \pi \mod 2\pi| \leq K\delta.
\]

We now freeze the gauge invariance by imposing \( \phi(\delta) = 0 \). Note that then \( \phi(-\delta) = \pi + \mathcal{O}(\delta) \). Furthermore, since \( \phi(\delta) = 0 \),
\[
\int_{|x| \geq \delta} (\partial_x \phi)^2 \, dx \leq \frac{K}{\left( \inf_{|x| \geq \delta} A \right)^2} \int_{|x| \geq \delta} A^2 (\partial_x \phi)^2 \, dx \leq \frac{K}{\delta^2} \delta^4 = K\delta^2,
\]
which implies, for \( x \geq \delta \),
\[
|1 - \cos \phi(x)| \leq |1 - \cos \phi(0)| + \int_{\delta}^{x} \partial_x \phi \sin \phi \leq K\delta \sqrt{x}
\]
and, similarly, since \( \cos \phi(-\delta) = \cos(\pi + O(\delta)) = -1 + O(\delta^2) \), for \( x \leq -\delta \),

\[ |1 + \cos \phi(x)| \leq K\delta \sqrt{|x|}. \]

We turn back to (50) and infer

\[ \|e^{i\phi} \partial_x |U_0| - \partial_x U_0\|_{L^2(\mathbb{R})}^2 \leq K\delta + 2 \int_0^{+\infty} (\partial_x U_0)^2 (1 - \cos \phi) \, dx + 2 \int_{-\infty}^{-\delta} (\partial_x U_0)^2 (1 + \cos \phi) \, dx \]

\[ \leq K\delta + K\delta \int_{\mathbb{R}} (\partial_x U_0)^2 \sqrt{|x|} \, dx = K\delta. \]

Inserting these estimates in (49), it follows that

\[ d_\mathbb{Z}(U, U_0) \leq K\delta. \]

We now turn to the case \( \mu = 0 \). Without loss of generality, we may assume that \( |U| > 0 \) in \((-\infty, 0)\) (since \( |U| \to r_0 > 0 \) at \( \pm \infty \)), and let \( \ell \geq 0 \) be such that \( |U|(\ell) = 0 \) and \( |U| > 0 \) in \((\ell, +\infty)\). We first estimate \( \ell \) by writing that

\[ |U_0|(\ell) = |U|(\ell) + \Theta(\ell) = \|\Theta\|_{L^\infty(\mathbb{R})} \leq K(\mathcal{H}(U) - E(U_0) + \mu)^{1/2} = K\delta^2; \]

thus \( \ell \leq K\delta^2 \). Moreover, we have two local liftings \( U = Ae^{i\phi_+} \) in \([\ell, +\infty)\) and \( U = Ae^{i\phi_-} \) in \((-\infty, 0)\). Going back to (49), we then deduce

\[ d_\mathbb{Z}(U, U_0) \]

\[ \leq \|e^{i\phi_-} \partial_x |U_0| - \partial_x U_0\|_{L^2(\mathbb{R})}^2 + \|e^{i\phi_+} \partial_x |U_0| - \partial_x U_0\|_{L^2(\ell, +\infty)}^2 + K\delta + K[\mathcal{H}(U) - E(U_0)]^{1/2}. \]

Arguing as for the case \( \mu > 0 \), we obtain \( |U| = A \geq \delta/K \) in \([\ell + \delta, +\infty)\) and in \((-\infty, -\delta)\). By definition of \( \mathcal{P} \), we have

\[ \mathcal{P}(U) = \int_{-\delta}^{\ell + \delta} \langle iU | \partial_x U \rangle + \int_{\ell + \delta}^{+\infty} (A^2 - r_0^2) \partial_x \phi_+ \, dx + r_0^2 \phi_+ (\ell + \delta) + \int_{-\infty}^{-\delta} (A^2 - r_0^2) \partial_x \phi_- \, dx - r_0^2 \phi_+ (\ell + \delta) \]

in \( \mathbb{R}/(2\pi r_0^2 \mathbb{Z}) \); hence the same arguments as in the case \( \mu > 0 \) provide

\[ |\phi_+ (\ell + \delta) - \phi_+ (-\delta) - \pi \mod 2\pi| \leq K\delta, \]

since the integral \( \int_{-\delta}^{\ell + \delta} \langle iU | \partial_x U \rangle \) is bounded by \( K\sqrt{\delta} \) by the Cauchy–Schwarz inequality. Imposing \( \phi_+ (\ell + \delta) \) for the gauge invariance, we infer \( 1 - \cos(\phi_+ (\ell + \delta)) = 0 \) and \( \phi_+ (-\delta) = \pi + O(\sqrt{\delta}) \mod 2\pi \); hence \( 1 + \cos(\phi_- (-\delta)) = O(\delta) \). Therefore, we conclude as before that

\[ d_\mathbb{Z}(U, U_0) \leq K\delta, \]

which finishes the proof of the proposition. \( \square \)

In order to prove Theorem 24, we use Proposition 6.2, which provides

\[ \mathcal{H}(U) \geq E(U_0) + \frac{1}{K} (\inf_{\mathbb{R}} |U|^2). \]
thus
\[ \mu = \inf_{\mathbb{R}} |U| \leq K \sqrt{\mathcal{H}(U) - E(U_0)}. \]

Inserting this bound in Proposition 6.3 then gives
\[ d_{\mathcal{H}}(U, U_0) \leq K [\mathcal{H}(U) - E(U_0) + K \sqrt{\mathcal{H}(U) - E(U_0)}]^{1/4} \leq K \sqrt[4]{\mathcal{H}(U) - E(U_0)}, \]
and the proof is complete.

7. About the stability analysis for the sonic waves \((c = c_s)\)

We have left aside in our study the case of the sonic waves \((c = c_s)\), but would like to say a few words on the difficulties associated with this critical case.

We note that, if there exists a sonic nontrivial traveling wave, it does not vanish; hence we may use the hydrodynamical formulation (15) of (NLS) as in [Lin 2002]. The point is that the Sturm–Liouville operator (see [Lin 2002, Section 4])
\[ L = -\frac{\partial}{\partial x} \left( \frac{1}{4(r_0^2 - \eta)} \frac{\partial}{\partial x} \right) + q(x), \]
with
\[ q(x) = \frac{(\partial_x \eta)^2}{4(r_0^2 - \eta)^3} - \frac{\partial}{\partial x} \left( \frac{\partial_x \eta}{4(r_0^2 - \eta)^2} \right) - \frac{1}{2} f'(r_0^2 - \eta) - \frac{c^2 r_0^4}{4(r_0^2 - \eta)^3}, \]
has, by Weyl’s theorem, essential spectrum \(\sigma_{\text{ess}}(L) = [0, +\infty)\) when \(c = c_s\). Indeed, we know from Proposition 2 that \(\eta_{c_s}\) and its derivatives tend to zero at infinity; hence, as \(x \to \pm \infty\), \(q(x) \to -\frac{1}{2} f'(r_0^2) - c^2/(4r_0^2) = 0\) since \(c^2 = c_s^2 = -2r_0^2 f'(r_0^2)\). Therefore, there does not exist \(\delta > 0\) such that \((H \rho, p) \geq \delta \|p\|^2\) for any \(p\) orthogonal to the subspace spanned by the negative and the zero eigenvalue, and thus the Grillakis–Shatah–Strauss theory does not apply.

In the case \((dP/dc)_{c = c_s} < 0\), where it is natural to expect stability, a natural thing would be to try to work with the functional
\[ \mathcal{L}(\psi) \equiv E(\psi) - c_s P(\psi) + \frac{M}{2} (P(\psi) - P(U_{c_s}))^2 \]
and to follow the lines of the proof of Theorem 23. Indeed, the spectral analysis shall not give positive definiteness of the Hessian due to presence of essential spectrum down to 0. Therefore, we may study \(\mathcal{L}\) at fixed \(\mu = \inf_{\mathbb{R}} |\psi|\) close to \(\inf_{\mathbb{R}} |U_{c_s}|\). When \(0 < c_* < c_s\) and \((dP/dc)_{c = c_s} \neq 0\), the infimum of \(|U_c|\) contains a neighborhood of \(\inf_{\mathbb{R}} |U_{c_s}|\) for \(c\) close to \(c_*\). For \(c_* = c_s\), this is no longer the case: we have only a one-sided neighborhood of \(\inf_{\mathbb{R}} |U_{c_s}|\). It is plausible that the study for \(\mu\) in this one-sided neighborhood of \(\inf_{\mathbb{R}} |U_{c_s}|\) can be done as in the proof of Theorem 23, but, for the remaining values of \(\mu\), we have to find a sharp ansatz, which is not very easy to find.

Furthermore, for the linear instability which is expected if \((dP/dc)_{c = c_s} > 0\), let us mention the following point. For the eigenvalue problem studied in [Benzoni-Gavage 2010b], the characteristic
equation for the constant coefficient limit at infinity, namely
\[ r^4 - (c_s^2 - c_*^2)r^2 - 2c_*\lambda r + \lambda^2 = 0, \]
becomes, when \( c_* = c_s \),
\[ r^4 - 2c_s\lambda r + \lambda^2 = 0. \] (53)

The behavior of the roots for small \( \lambda \) is then different from the case \( 0 < c_* < c_s \). Indeed, there exists a root \( \sim \lambda/(2c_s) \) for \( \lambda \to 0 \), and, for the other three roots, we use the variable \( r = \sqrt[3]{\lambda}z \), which transforms \[ r^4 - 2c_s\lambda r + \lambda^2 = 0 \]
into \( z^4 - 2c_s z + \lambda^{2/3} = 0 \). This last equation has, for \( \lambda > 0 \), three roots \( jk^{3/2}c_s \), where \( j = e^{2i\pi/3} \) and \( k = 0, 1, 2 \). In particular, (53) has three roots \( jk^{3/2}c_s \), \( k = 0, 1, 2 \). The value \( \lambda = 0 \) is then a branching point, and we shall have a smooth problem not in \( \lambda \) but in \( \sqrt[3]{\lambda} \). Since analyticity is not necessary for our purpose, we may define an Evans function \( \tilde{D} \) in \( \mathbb{R}_+ \), smooth, and such that, for \( \lambda > 0 \), \( \tilde{D}(\sqrt[3]{\lambda}) = 0 \) if and only if \( \lambda \) is an unstable eigenvalue for (27). Another difficulty comes from the fact that it will be difficult to find an analytic extension of the Evans function \( \tilde{D} \) near 0 since, by Proposition 2, for \( c_* = c_s \), \( u \) and \( \eta \) decay only at an algebraic rate and not an exponential rate. Consequently, we can not use the gap lemma of [Gardner and Zumbrun 1998] and [Kapitula and Sandstede 1998]. Finally, as a straightforward computation shows, the stable and unstable subspaces for the eigenvalue problem are transverse for \( \lambda > 0 \) but their continuous extensions at \( \lambda = 0 \) have a nontrivial intersection. Therefore, both stability and instability require some further analysis, and the situation is then much more delicate than the one studied in Section 5A.

**Appendix A. Construction of a Liapounov functional in the stable case in the Grillakis–Shatah–Strauss framework**

We work with the notations of [Grillakis et al. 1987], and recall them briefly. We consider a Hamiltonian equation in a real Hilbert space \( \mathcal{X} \), with scalar product \( \langle \cdot, \cdot \rangle_{\mathcal{X}} \), under the form
\[ \frac{\partial u}{\partial t} = J E'(u), \] (\( \mathcal{H} \))
where \( J : \mathcal{X}^* \to \mathcal{X} \) is a closed linear operator with dense domain and skew-symmetric. Assume that \( T \) is a \( \mathcal{C}_0 \)-group of unitary operators in \( \mathcal{X} \) generated by \( T'(0) \), which is skew-adjoint and with dense domain, and that \( E \) is invariant by \( T \); that is, \( E(T(s)u) = E(u) \) for any \( s \in \mathbb{R} \), \( u \in \mathcal{X} \). Assume moreover that \( T(s)J = JT(-s)^* \) for any \( s \in \mathbb{R} \) and that there exists \( B : \mathcal{X} \to \mathcal{X}^* \), linear and bounded, such that \( B^* = B \) and \( JB \) is an extension of \( T'(0) \). We then set
\[ Q(u) = \frac{1}{2} \langle Bu, u \rangle_{\mathcal{X}^*, \mathcal{X}}. \]

The basic assumptions of [Grillakis et al. 1987] are the following ones.

**Assumption 1** (existence of solutions). For any \( r > 0 \) there exists \( t_* > 0 \), depending only on \( r \), such that, for any \( u^\text{in} \in \mathcal{X} \), there exists a \( u \in \mathcal{C}((-t_*, t_*), \mathcal{X}) \) with \( u(0) = u^\text{in} \) solution of (\( \mathcal{H} \)) in the sense that, for
any \( \varphi \in D(J) \subset \mathcal{H}^* \),
\[
\frac{d}{dt} \langle u(t), \varphi \rangle_{\mathcal{H}^*, \mathcal{H}} = -\langle E'(u(t)), J\varphi \rangle_{\mathcal{H}^*, \mathcal{H}} \quad \text{in} \quad \mathcal{D}'((-t_*, t_*)),
\]
and verifying \( E(u(t)) = E(u^\text{in}) \) and \( Q(u(t)) = Q(u^\text{in}) \) for \( t \in (-t_*, t_*) \).

**Assumption 2** (existence of “bound states”). There exists an interval \( \Omega \subset \mathbb{R} \), not reduced to a singleton, and a mapping \( \Omega \ni \omega \mapsto \phi_\omega \in \mathcal{H} \) of class \( \mathcal{C}^1 \) such that, for any \( \omega \in \Omega \),
\[
E'(\phi_\omega) = \omega Q'(\phi_\omega), \quad \phi_\omega \in D(T'(0)^3) \cap D(JJT'(0)^2), \quad T'(0)\phi_\omega \neq 0.
\]

**Assumption 3** (spectral decomposition). For each \( \omega \in \Omega \), the operator \( H_\omega = E''(\phi_\omega) - \omega Q''(\phi_\omega) : \mathcal{H} \to \mathcal{H}^* \) has its kernel spanned by \( T'(0)\phi_\omega \), has one negative simple eigenvalue and the rest of its spectrum is positive and bounded away from zero.

Under **Assumption 2**, we consider some \( \omega_* \in \Omega \) and the associated bound state \( \phi_{\omega_*} \), and then define, for \( M > 0 \), the functional
\[
\mathcal{L}_{\omega_*}(u) \equiv E(u) - \omega_* Q(u) + \frac{M}{2} (Q(u) - Q(\phi_{\omega_*}))^2.
\]
It is clear that \( \phi_{\omega_*} \) is a critical point of \( \mathcal{L}_{\omega_*} : \mathcal{L}'(\phi_{\omega_*}) = E'(\phi_{\omega_*}) - \omega_* Q'(\phi_{\omega_*}) = 0 \). We denote by
\[
\Lambda \equiv \mathcal{L}''_{\omega_*}(\phi_{\omega_*}) = H_{\omega_*} + M (Q'(\phi_{\omega_*}), \cdot)_{\mathcal{H}^*, \mathcal{H}} Q'(\phi_{\omega_*})
\]
its second derivative, which is a self-adjoint operator. The main result of this appendix is the following.

**Theorem 26.** We make **Assumptions 2 and 3** and suppose that the operator \( \langle Q'(\phi_{\omega_*}), \cdot \rangle_{\mathcal{H}^*, \mathcal{H}} Q'(\phi_{\omega_*}) \) is a compact perturbation of \( H_{\omega_*} \). If \( (dQ(\phi_\omega)/d\omega)_{\omega=\omega_*} < 0 \) and
\[
M > \frac{1}{\frac{dQ(\phi_\omega)}{d\omega} |_{\omega=\omega_*}},
\]
there exists \( \delta > 0 \) such that
\[
\langle \Lambda v, v \rangle \geq \delta \| v \|^2 \quad \text{for all} \quad v \in X \quad \text{s.t.} \quad (v, T'(0)\phi_{\omega_*})_{\mathcal{H}} = 0.
\]

In particular, for any \( u \in X \) with \( \inf_{s \in \mathbb{R}} \| u - T(s)\phi_{\omega_*} \|^2 \leq \epsilon \), we have
\[
\inf_{s \in \mathbb{R}} \| u - T(s)\phi_{\omega_*} \|^2 \leq \frac{2}{\delta} (\mathcal{L}(u) - \mathcal{L}(\phi_{\omega_*})).
\]

Therefore, when **Assumption 1** is moreover satisfied, the (global) solution \( u(t) \) to (4) with initial datum \( u^\text{in} \) satisfies
\[
\sup_{t \in \mathbb{R}} \inf_{s \in \mathbb{R}} \| u(t) - T(s)\phi_{\omega_*} \|^2 \leq \frac{2}{\delta} (\mathcal{L}(u^\text{in}) - \mathcal{L}(\phi_{\omega_*})) \leq K \| u^\text{in} - \phi_{\omega_*} \|^2,
\]
provided the right-hand side is sufficiently small.
We point out that the condition that the operator $\langle Q'(\phi_{\omega^*}), \cdot \rangle_{X^*,X} Q'(\phi_{\omega^*})$ is a compact perturbation of $H_{\omega^*}$ is not very restrictive, since, in many cases coming from PDEs, it involves less derivatives than $H_{\omega^*}$ and $Q'(\phi_{\omega^*})$ tends to zero at spatial infinity.

This type of Liapounov functional has been used in [Barashenkov 1996] to prove that the traveling waves of (NLS) in dimension one are stable when $dP/dc < 0$. The proof follows basically the one in [Barashenkov 1996], but some points have to be clarified. The interest of this type of Liapounov functional is that the saddle point $\phi_{\omega^*}$ is now a nondegenerate local minimum for $\mathcal{L}_{\omega^*}$. This is a great advantage for numerical simulation of the “bound states”, since a gradient flow method on $\mathcal{L}_{\omega^*}$ can be used. This approach has been used, with a very similar functional, by N. Papanicolaou and P. Spathis [1999] for the numerical simulation of the traveling waves for a planar ferromagnets model. In the same spirit, in [Chiron and Scheid 2012], we also use a gradient flow method on this type of functional for the numerical simulation of the traveling waves for (NLS) in two dimensions.

Proof of Theorem 26. Recall that the spectrum of $H_{\omega^*}$ is, by Assumption 3, such that $-\lambda_{\omega^*}^2 \in \sigma(H_{\omega^*})$, $0 \in \sigma(H_{\omega^*})$ and $\sigma(H_{\omega^*}) \setminus \{-\lambda_{\omega^*}^2, 0\} \subset [\delta, +\infty)$ for some $\delta > 0$. Since we assume that $\langle Q'(\phi_{\omega^*}), \cdot \rangle Q'(\phi_{\omega^*})$ is a compact perturbation of $H_{\omega^*}$, the essential spectrum of $\Lambda$ is the same as the one of $H_{\omega^*}$, and hence is included in $[\delta, +\infty)$. Furthermore, $0 \in \sigma(H_{\omega^*})$ and $\ker(H_{\omega^*}) = \mathbb{R}T'(0)\phi_{\omega^*}$ by Assumption 3. Since $Q'(\phi_{\omega^*}) = B\phi_{\omega^*}$ and $JB$ is an extension of $T'(0)$, we have that $\langle Q'(\phi_{\omega^*}), T'(0)\phi_{\omega^*} \rangle = \langle B\phi_{\omega^*}, JB\phi_{\omega^*} \rangle_{X^*,X} = \langle B\phi_{\omega^*}, J\phi_{\omega^*} \rangle_{X^*,X} = 0$; hence $\Lambda(T'(0)\phi_{\omega^*}) = 0$. Noticing that $\langle Q'(\phi_{\omega^*}), \cdot \rangle_{X^*,X} Q'(\phi_{\omega^*})$ is a nonnegative operator, we infer that $\ker(\Lambda) = \ker(H_{\omega^*}) = \mathbb{R}T'(0)\phi_{\omega^*}$ is one-dimensional. Therefore, it suffices to show that $\Lambda$ has no eigenvalues in $(-\infty, 0)$. As we have seen that $\langle Q'(\phi_{\omega^*}), \cdot \rangle_{X^*,X} Q'(\phi_{\omega^*})$ is a nonnegative operator, we deduce that $\sigma(\Lambda) \subset [-\lambda_{\omega^*}^2, +\infty)$. Let us first show that $-\lambda_{\omega^*}^2 \not\in \sigma(\Lambda)$ by contradiction. If $-\lambda_{\omega^*}^2$ is an eigenvalue of $\Lambda$, then there exists $v \in X$, $v \neq 0$, such that $0 = (\Lambda + \lambda_{\omega^*}^2)v = (H + \lambda_{\omega^*}^2)v + M\langle Q'(\phi_{\omega^*}), v \rangle_{X^*,X} Q'(\phi_{\omega^*})$. Taking the duality product with $v$ yields $0 = \langle (H_{\omega^*} + \lambda_{\omega^*}^2)v, v \rangle_{X^*,X} + M\langle Q'(\phi_{\omega^*}), v \rangle_{X^*,X}^2$. Since the two terms in the sum are nonnegative, this implies $\langle Q'(\phi_{\omega^*}), v \rangle_{X^*,X} = 0$ and $\langle (H_{\omega^*} + \lambda_{\omega^*}^2)v, v \rangle_{X^*,X} = 0$, which in turn implies $v \in \ker(H_{\omega^*} + \lambda_{\omega^*}^2) = \mathbb{R}\chi$ (here, $\chi$ is a negative eigenvector of $H_{\omega^*}$ for the eigenvalue $-\lambda_{\omega^*}^2 < 0$). As a consequence, we must have $\langle Q'(\phi_{\omega^*}), \chi \rangle_{X^*,X} = 0$. On the other hand, differentiating the equality $E'(\omega) - \omega Q'(\phi_{\omega^*}) = 0$ at $\omega = \omega^*$ yields $Q'(\phi_{\omega^*}) = H_{\omega^*} \phi'$, where $\phi' \equiv (d\phi/d\omega)_{|\omega=\omega^*}$. Thus we must have $0 = \langle H_{\omega^*} \phi', \chi \rangle_{X^*,X} = \langle H_{\omega^*} \chi, \phi' \rangle_{X^*,X} = -\lambda_{\omega^*}^2 \langle \chi, \phi' \rangle$. Therefore, $\phi'$ is orthogonal to $\chi$ and this gives $\langle H_{\omega^*} \phi', \phi' \rangle_{X^*,X} \geq 0$. However, this is not possible if $(dQ(\phi_{\omega^*})/d\omega)_{|\omega=\omega^*} < 0$, since $(dQ(\phi_{\omega^*})/d\omega)_{|\omega=\omega^*} = -\langle H_{\omega^*} \phi', \phi' \rangle_{X^*,X}$. As a consequence, if $\lambda$ is a negative element of the spectrum of $\Lambda$, then $-\lambda_{\omega^*}^2 < \lambda < 0$ and $\lambda$ is an eigenvalue: there exists $v \in X$ such that $v \neq 0$ and

$$\lambda v = \Lambda v = H_{\omega^*} v + M\langle Q'(\phi_{\omega^*}), v \rangle_{X^*,X} Q'(\phi_{\omega^*}).$$

Since $-\lambda_{\omega^*}^2 < \lambda < 0$, we then infer

$$v = -M\langle Q'(\phi_{\omega^*}), v \rangle_{X^*,X}(H_{\omega^*} - \lambda)^{-1} Q'(\phi_{\omega^*}).$$

(A-1)
Since \( v \neq 0 \), we cannot have \( \langle Q'(\phi_{\omega*}), v \rangle_{\mathcal{X}_t^*, \mathcal{X}} = 0 \). Then, taking the scalar product of (A-1) with \( \mathcal{I}^{-1}Q'(\phi_{\omega*}) \) (here, \( \mathcal{I} : \mathcal{X} \rightarrow \mathcal{X}^* \) is the usual Riesz isomorphism) gives

\[
g(\lambda) = 0, \quad \text{where} \quad g(t) = 1 + M((H_{\omega*} - t)^{-1}Q'(\phi_{\omega*}), \mathcal{I}^{-1}Q'(\phi_{\omega*}))_{\mathcal{X}}, \quad -\lambda^2 < t < 0.
\]

It is clear that \( g \) is smooth in \((-\lambda^2, 0)\) and that

\[
g'(t) = M((H_{\omega*} - t)^{-2}Q'(\phi_{\omega*}), \mathcal{I}^{-1}Q'(\phi_{\omega*}))_{\mathcal{X}} = M\|((H_{\omega*} - t)^{-1}Q'(\phi_{\omega*}))\|_{\mathcal{X}}^2 > 0.
\]

We now study the limit of \( g \) at \( 0^- \). Let us recall that \( H_{\omega*}\phi' = Q'(\phi_{\omega*}) \) and that we have already seen that \( \langle Q'(\phi_{\omega*}), T'(0)\phi_{\omega*}\rangle_{\mathcal{X}_t^*, \mathcal{X}} = 0 \); i.e., \( \mathcal{I}^{-1}Q'(\phi_{\omega*}) \) is orthogonal to \( \text{ker}(H_{\omega*}) \). Therefore, as \( t \rightarrow 0^- \),

\[
((H_{\omega*} - t)^{-1}Q'(\phi_{\omega*}), \mathcal{I}^{-1}Q'(\phi_{\omega*})) \rightarrow (\phi', \mathcal{I}^{-1}Q'(\phi_{\omega*})) = \langle Q'(\phi_{\omega*}), \phi' \rangle_{\mathcal{X}_t^*, \mathcal{X}} = \frac{dQ(\phi_{\omega*})}{d\omega}|_{\omega=\omega_*}
\]

and thus

\[
g(t) \rightarrow 1 + M\frac{dQ(\phi_{\omega*})}{d\omega}|_{\omega=\omega_*} \text{ as } t \rightarrow 0^-.
\]

Since \( (dQ(\phi_{\omega*})/d\omega)|_{\omega=\omega_*} < 0 \) by hypothesis, it follows that, if \( M > -1/(dQ(\phi_{\omega*})/d\omega)|_{\omega=\omega_*} > 0 \), the function \( g \) increases in \((-\lambda^2, 0)\) and tends to some negative limit at \( 0^- \). In particular, \( g \) is negative; hence we cannot have \( g(\lambda) = 0 \) with \( \lambda \in (-\lambda^2, 0) \). We have therefore shown that the spectrum of \( \Lambda \) consists in a simple eigenvalue \( 0 \) with eigenspace spanned by \( T'(0)\phi_{\omega*} \) and the rest of the spectrum is positive and bounded away from \( 0 \). This concludes the proof.

We would like to point out the fact that, in the proof of [Barashenkov 1996], \(-\lambda^2 \notin \sigma(\Lambda)\) was not shown, the kernel of \( \Lambda \) was not studied and the essential spectrum was not considered. Moreover, the functional spaces are not given; hence we do not know for which perturbations stability holds.

**Appendix B. From linear to nonlinear instability**

We still consider in this appendix an abstract Hamiltonian equation in the framework of [Grillakis et al. 1987]

\[
\frac{\partial u}{\partial t} = JE'(u) \quad (\mathcal{E})
\]

on the real Hilbert space \( \mathcal{X} \), with scalar product \( (\cdot, \cdot)_{\mathcal{X}} \). Here \( E : \mathcal{X} \rightarrow \mathbb{R} \) is of class \( \mathcal{C}^2 \) and \( J : \mathcal{X}^* \rightarrow \mathcal{X} \) is a closed linear operator with dense domain and skew-symmetric in the sense that \( (u, Jw)_{\mathcal{X}} = -(w, Ju)_{\mathcal{X}^*, \mathcal{X}} \) for \( u \in \mathcal{X}, \ w \in \mathcal{X}^* \).

We assume that there exists a \( \mathcal{C}_0 \)-group \( T \) of unitary operators in \( \mathcal{X} \) generated by \( T'(0) \), which is skew-adjoint and with dense domain, and that \( E \) is invariant by \( T \); that is, \( E(T(\omega)u) = E(u) \) for any \( \omega \in \mathbb{R}, \ u \in \mathcal{X} \). Assume moreover that \( T(\omega)J = JT(-\omega)^* \) for any \( \omega \in \mathbb{R} \) and that there exists \( B : \mathcal{X} \rightarrow \mathcal{X}^* \), linear and bounded, such that \( B^* = B \) and \( JB \) is an extension of \( T'(0) \). We then set

\[
Q(u) = \frac{1}{2}(Bu, u)_{\mathcal{X}^*, \mathcal{X}},
\]
which is invariant by the flow \((\mathcal{X})\) (see [Grillakis et al. 1987]). By “bound state”, we mean a particular solution \(U\) of \((\mathcal{X})\) of the form \(U(t) = T(\omega t)\phi\) for some \(\omega \in \mathbb{R}\) and where \(\phi \in \mathcal{X}, \phi \neq 0\). In other words, \(E'(\phi) = \omega Q'(\phi)\).

There exist an open interval \(\Omega \subset \mathbb{R}\), not reduced to a singleton, and a mapping \(\Omega \ni \omega \mapsto \phi_\omega \in X\) of class \(C^1\) such that, for any \(\omega \in \Omega\),

\[
E'(\phi_\omega) = \omega Q'(\phi_\omega), \quad \phi_\omega \in D(T'(0)^3) \cap D(JIT'(0)^2), \quad T'(0)\phi_\omega \neq 0.
\]

The solution \(U(t) = T(\omega t)\phi\) is said to be stable in \(\mathcal{X}\) if, for any \(\varepsilon > 0\), there exists \(\delta > 0\) such that any solution to \((\mathcal{X})\) with initial datum \(u^{in} \in B_{\mathcal{X}}(\phi, \delta)\) is global in time and remains in \(B_{\mathcal{X}}(\phi, \varepsilon)\) for \(t \geq 0\). Otherwise, it is said to be unstable. This supposes some knowledge of the Cauchy problem for \((\mathcal{X})\) (at least existence of solutions). If we are given some Banach space \(\mathcal{Y} \supset \mathcal{X}\) with continuous imbedding \(\mathcal{X} \hookrightarrow \mathcal{Y}\), we may also say that the solution \(U(t) = T(\omega t)\phi\) is said to be stable from \(\mathcal{X}\) to \(\mathcal{Y}\) if, for any \(\varepsilon > 0\), there exists \(\delta > 0\) such that any solution to \((\mathcal{X})\) with initial datum \(u^{in} \in B_{\mathcal{X}}(\phi, \delta)\) remains in \(B_{\mathcal{Y}}(\phi, \varepsilon)\) for \(t \geq 0\). Clearly, a solution stable in \(\mathcal{X}\) is precisely a solution stable from \(\mathcal{X}\) to \(\mathcal{Y}\), and is also stable from \(\mathcal{X}\) to \(\mathcal{Y}\); hence instability from \(\mathcal{X}\) to \(\mathcal{Y}\) is a stronger statement than instability in \(\mathcal{X}\).

In our framework, the notion of orbital stability is more relevant. Let us consider \(G\) a group and \(T : \mathbb{R} \times G \to \mathcal{L}_c(\mathcal{X})\) a unitary representation of \(\mathbb{R} \times G\) on \(\mathcal{X}\), extending \(T : \mathbb{R} \to \mathcal{X}\) and leaving \(E\) and \(Q\) invariant. Then, \(U(t) = T(\omega t)\phi\) is said to be orbitally stable in \(\mathcal{X}\) (for the group \(G\)) if, for any \(\varepsilon > 0\), there exists \(\delta > 0\) such that any solution to \((\mathcal{X})\) with initial datum \(u^{in} \in B(\phi, \delta)\) is global in time and remains in \(\bigcup_{(\omega, g) \in \mathbb{R} \times G} B(T(\omega, g)\phi, \varepsilon)\) for \(t \geq 0\). We may also define orbital instability from \(\mathcal{X}\) to \(\mathcal{Y}\) or in a natural way.

In [Grillakis et al. 1987; 1990], a general framework for the stability analysis for the “bound state” has been given. In particular, the nonlinear orbital instability is proved in [Grillakis et al. 1987] through the construction of a Liapounov-type functional. However, this method does not give a clear understanding of how we get farther from the “bound state”, nor on which timescale it occurs.

The need for allowing an additional group of invariances \(G\) can be seen in the case of bound state solutions, that is \(U(t) = e^{i\omega t}\phi_\omega\), to the nonlinear Schrödinger equation

\[
i \partial_t \Psi + \Delta \Psi + \Psi f(\|\Psi\|^2) = 0,
\]

or the nonlinear Klein–Gordon equation in \(\mathbb{R}^d\)

\[
\partial_t^2 \Psi = \Delta \Psi + \Psi f(\|\Psi\|^2),
\]

since, then, the invariance by translation in space must be taken into account in the definition of orbital stability, and we are in a case where \(G = \mathbb{R}^d\) acts naturally by translation. The translations are taken into account in [Cazenave and Lions 1982]. In [Grillakis et al. 1987; 1990], the notion of orbital stability is for \(G\) trivial. It is clear from the definition that orbital stability for \(G = \{0\}\) implies orbital stability for arbitrary \(G\). For the instability in the nonlinear Schrödinger equation or the nonlinear Klein–Gordon equation, [Grillakis et al. 1987] and [Shatah and Strauss 1985] work with radial \(H^1\) functions. The fact
that this also implies the orbital instability with the action of \(G = \mathbb{R}^d\) by translations follows immediately from the fact that for any \(\theta \in [0, 2\pi]\) the manifold \(\mathcal{M}_\theta \equiv \{e^{i\theta} \phi(\cdot - y), y \in \mathbb{R}^d\}\) is orthogonal to \(H^1_\text{rad}(\mathbb{R}^d)\).

For the stability analysis of a “bound state” \(U(t) = T(\omega_* t)(\phi_{\omega_*})\), it is natural to consider the linearization of \((\mathcal{H})\) near \(\phi\). More precisely, we linearize according to the ansatz \(u(t) = T(\omega_* t)(\phi_{\omega_*} + v(t))\), so that the “bound state” becomes stationary. The linearized problem then becomes

\[
\frac{\partial v}{\partial t} = J(E''(\phi) - \omega Q''(\phi))v = \mathcal{J}Lv,
\]

where, \(\mathcal{J} : \mathcal{H} \to \mathcal{H}^*\) denoting the Riesz isomorphism, \(\mathcal{J} \equiv J\mathcal{J} : \mathcal{H} \to \mathcal{H}\) is skew-adjoint.

The purpose of this appendix is to give a general result, for Hamiltonian equations, showing that linear instability implies nonlinear (orbital) instability. By linear instability, we mean that the complexification of \([\mathcal{H}^1_\text{rad}(\mathbb{R}^d)]\) has at least one eigenvalue in the right half-space \(\{\text{Re} > 0\}\). The argument follows ideas from the works of F. Rousset and N. Tzvetkov [2008; 2009].

Showing the existence of an unstable eigenvalue can be done through various techniques: see [Grillakis et al. 1990] (in the framework of [Grillakis et al. 1987] when \(J\) is onto), [Grillakis 1988] (assuming a special structure of the Hamiltonian equation); for uses of the Vakhitov–Kolokolov function, see [de Bouard 1995], [Di Menza and Gallo 2007] or [Pelinovsky and Kevrekidis 2008]. When \(J\) is not onto, we quote [Lopes 2002]. For one-dimensional partial differential equations, one may also use the Evans function (see the survey [Sandstede 2002]) as in [Pego and Weinstein 1992; Gardner and Zumbrun 1998; Kapitula and Sandstede 1998; Zumbrun 2008]. The paper [Lin 2008] proposes another approach which allows treating pseudodifferential equations, such as the BBM equation, the Benjamin–Ono equation, regularized Boussinesq equations, the intermediate long wave equation, etc.

In order to pass from linear to nonlinear instability, the following result is standard. We refer to the paper by D. Henry, J. Perez and W. Wreszinski [Henry et al. 1982]. It can also be found in [Grillakis 1988; Shatah and Strauss 2000].

**Theorem B.1 [Henry et al. 1982; Grillakis 1988; Shatah and Strauss 2000].** We assume that \(\mathcal{A}\) generates a continuous semigroup on \(X\) and that \(\sigma(\mathcal{A})\) meets the right half-space \(\{\text{Re} > 0\}\). We assume moreover that \(F : X \to X\) is locally Lipschitz continuous and satisfies, for some \(\alpha > 0\), \(\|F(v)\|_X = \mathcal{O}(\|v\|_X^{1+\alpha})\) as \(v \to 0\). Then, the solution \(\phi = 0\) is unstable for the equation \(\partial_t v = \mathcal{A}v + F(v)\).

In [Shatah and Strauss 2000], it is claimed that an orbital instability result can also be established. **Theorem B.1** shows nonlinear instability without assuming that the equation is Hamiltonian. However, if \((\mathcal{H}_{\text{lin}})\) can be solved using a semigroup, it does not give the growth of its norm. Moreover, it does not say that, if the initial datum is in a most unstable direction, that is, an eigendirection of \(\mathcal{A}\) corresponding to an eigenvalue of maximal positive real part (plus the complex conjugate if necessary), then one can track the exponential growth of the solution. In particular, it does not explain the mechanism of instability and does not give any information on the timescale on which one sees the instability. For instance, some strong instability results are shown by proving blow-up in finite time (see [Berestycki and Cazenave 1981]), but the instability due to an exponentially growing mode holds on a much smaller timescale.
We wish to provide here some results clarifying the instability mechanism by tracking the exponentially growing mode.

**A spectral mapping theorem for linearized Hamiltonian equations.** When we want to prove a nonlinear instability result from a linear instability one, we need some information on the growth of the semigroup $e^{t\mathcal{L}}$, when such a semigroup $e^{t\mathcal{L}}$ exists, which we shall assume in this appendix. The growth estimate on $e^{t\mathcal{L}}$ relies classically on the following spectral mapping result due to J. Prüss [1984], which generalizes the work of L. Gearhart [1978].

**Theorem B.2** [Prüss 1984]. Let $X$ be a complex Hilbert space and $\mathcal{A}$ an unbounded operator on $X$ which generates a continuous semigroup $e^{t\mathcal{A}}$ on $X$. For $t \in (0, +\infty)$, we have

$$
\sigma(e^{t\mathcal{A}}) \setminus \{0\} = \left\{ e^{\lambda t}, \text{ either } \left( \lambda + \frac{2i\pi}{t} \mathbb{Z} \right) \cap \sigma(\mathcal{A}) \neq \emptyset, \text{ or } \sup_{k \in \mathbb{Z}} \left\| \left( \mathcal{A} - \lambda - \frac{2i\pi k}{t} \right)^{-1} \right\|_{\mathcal{L}_c(X)} = +\infty \right\}.
$$

The following result is an immediate corollary.

**Corollary B.3.** Let $X$ be a complex Hilbert space and $\mathcal{A}$ an unbounded operator on $X$ which generates a continuous semigroup $e^{t\mathcal{A}}$ on $X$. Assume that, for any $\gamma \in \mathbb{R}^*$, we have

$$
\limsup_{|\tau| \to +\infty} \| (\mathcal{A} - \gamma - i\tau)^{-1} \|_{\mathcal{L}_c(X)} < +\infty,
$$

and that there exists $\vartheta_0 \in [0, +\infty)$ such that $\sigma_{ess}(\mathcal{A}) = \{ i\vartheta, \vartheta \in \mathbb{R}, |\vartheta| \geq \vartheta_0 \}$. Then, for any $t \in (0, +\infty)$, the spectral mapping holds: $\sigma(e^{t\mathcal{A}}) \setminus \{0\} = e^{t\sigma(\mathcal{A})}$.

**Proof.** Since $\sigma_{ess}(\mathcal{A}) = \{ i\vartheta, \vartheta \in \mathbb{R}, |\vartheta| \geq \vartheta_0 \}$, we have $\mathbb{S}^1 \subset e^{t\sigma(\mathcal{A})} \subset \sigma(e^{t\mathcal{A}})$. If $\lambda \in \mathbb{C}$ does not have modulus one, then note that, when $(\lambda + (2i\pi/t)\mathbb{Z}) \cap \sigma(\mathcal{A}) = \emptyset$, the supremum for $k \in \mathbb{Z}$ in Theorem B.2 can be $+\infty$ only when $|k| \to +\infty$, and we conclude with our hypothesis. □

The fact that we exclude 0 in the spectral mapping theorem just comes from the fact that we consider a semigroup and not a group. However, in most Hamiltonian PDEs, we have time reversibility and we have actually a continuous group and not only a semigroup. In most cases, we work with $A : D(A) \subset Y \to Y$ where $Y$ is a real Hilbert space, thus for applying Theorem B.2 or Corollary B.3 we have to consider, as usual, the complexified operator $A_C : D(A_C) \equiv D(A) \oplus iD(A) \subset Y_C \equiv Y \oplus iY \to Y_C$ defined by $A_C(u + iv) = Au + iAv$.

It seems that the first time Theorem B.2 is used to prove a growth estimate on a semigroup was by T. Kapitula and B. Sandstede [1998]. Later, F. Gesztesy et al. [2000] also used this result for bound states for (NLS). The bounds on the resolvent in [Kapitula and Sandstede 1998] were proved using the particular structure of the linearized operator. In [Gesztesy et al. 2000], the computations are more involved and rely on suitable kernel estimates of some Hilbert–Schmidt operators. The same type of estimates have also been used in [Di Menza and Gallo 2007].

The main objective of this appendix is to provide a generalization of these results to a wide class of Hamiltonian equations. Indeed, the approaches in [Kapitula and Sandstede 1998; Gesztesy et al. 2000] seem specific to the problem. In addition, it is not clear whether the computations in [Gesztesy et al.
2000; Di Menza and Gallo 2007] can be extended to other types of equations. In particular, in [Chiron 2012] and in the present paper, we have a situation similar to the one studied in [Di Menza and Gallo 2007], namely traveling wave solutions to a nonlinear Schrödinger equation with nonzero condition at infinity, but, for nonzero propagation speeds, the traveling wave is not real-valued (as it is in [Di Menza and Gallo 2007] for stationary waves or for bound state solutions), and the block diagonal structure of the linearized Hamiltonian disappears. An additional difficulty is that, in [Chiron 2012] and the present work, the limits of the traveling waves at $+\infty$ and $-\infty$ differ.

The proof we give is based on ideas from [Rousset and Tzvetkov 2008; 2009] and makes very few spectral assumptions on $\mathcal{L}$.

**Assumption A.** The spectrum of $\mathcal{L}$ consists in a finite number (possibly zero) of nonpositive eigenvalues $-\mu_1, \ldots, -\mu_q$ in $(-\infty, 0]$, each one with finite multiplicity, and the rest of the spectrum is positive and bounded away from 0. Furthermore, for any $1 \leq k \leq q$, we have $\ker(\mathcal{L} + \mu_k) \subset D(\mathcal{J})$ and $\mathcal{J}[\ker(\mathcal{L} + \mu_k)] \subset D(\mathcal{L})$. Finally, there exists $\vartheta_0 \in [0, +\infty)$ such that $\sigma_{\text{ess}}(\mathcal{J}\mathcal{L}) = \{ i \vartheta, \vartheta \in \mathbb{R}, |\vartheta| \geq \vartheta_0 \}$.

The first hypothesis on the location of the spectrum of $\mathcal{L}$ is quite weak, since it is satisfied when $\mathcal{L}$ is bounded from below and has essential spectrum positive and bounded away from zero. Indeed, if $\delta > 0$ is such that $\sigma_{\text{ess}}(\mathcal{L}) \subset [\delta, +\infty)$, then the eigenvalues of $\mathcal{L}$ in $(-\infty, \delta]$ are isolated, of finite multiplicity, and are bounded from below by assumption. The second hypothesis $\ker(\mathcal{L} + \mu_k) \subset D(\mathcal{L}\mathcal{J})$ is a regularity assumption on the eigenvectors.

Let us recall that Theorem 25 ensures that the number of eigenvalues (with algebraic multiplicities) of $\mathcal{J}\mathcal{L}$ in the right half-space $\{ \text{Re} > 0 \}$ is less than or equal to the number of negative eigenvalues of $\mathcal{L}$, and hence is finite under Assumption A. Let us now state our main result, the proof of which is given starting on page 1413.

**Theorem B.4.** We make Assumption A and suppose that $\mathcal{J}\mathcal{L}$ generates a continuous semigroup. Then, for any $t \in (0, +\infty)$, the spectral mapping holds: $\sigma(e^{t(\mathcal{J}\mathcal{L})_c}) \setminus \{ 0 \} = e^{\sigma((\mathcal{J}\mathcal{L})_c)}$. Furthermore, defining

$$
\gamma_0 \equiv \sup\{ \text{Re}(\lambda), \lambda \in \sigma((\mathcal{J}\mathcal{L})_c) \cap \{ \text{Re} \geq 0 \} \} \in [0, +\infty),
$$

for any $\beta > 0$, there exists $M(\beta) > 0$ such that, for any $t \geq 0$, we have

$$
\| e^{t(\mathcal{J}\mathcal{L})_c(x)} \|_{\mathcal{L}c} \leq M(\beta) e^{(\gamma_0 + \beta)t}.
$$

Assume in addition $\gamma_0 > 0$ and define

$$
m \equiv \max\{ \text{algebraic multiplicity of } \lambda, \lambda \in \sigma((\mathcal{J}\mathcal{L})_c) \text{ s.t. } \text{Re } \lambda = \gamma_0 \} \in \mathbb{N}^*.
$$

Then, there exists $M_0 > 0$ such that, for any $t \geq 0$, we have

$$
\| e^{t(\mathcal{J}\mathcal{L})_c(x)} \|_{\mathcal{L}c} \leq M_0 (1 + t)^{m-1} e^{\gamma_0 t}.
$$

In particular, Theorem B.4 provides a very simple proof of the spectral mapping theorem used in [Gesztesy et al. 2000; Di Menza and Gallo 2007]. Indeed, the self-adjoint operator $\mathcal{L}$ involved in these
papers is block diagonal:
\[
\mathcal{L} = \begin{pmatrix} \mathcal{L}_1 & 0 \\ 0 & \mathcal{L}_2 \end{pmatrix},
\]
and both \(\mathcal{L}_1, \mathcal{L}_2\) have at most two nonnegative eigenvalues. More generally, if \(\mathcal{L}_1, \mathcal{L}_2\) are closed self-adjoint operators on \(X\) verifying Assumption A and if \(\mathcal{N}: X \to X\) is a linear bounded operator which is compact with respect to \(\mathcal{L}_1, \mathcal{L}_2\), then the self-adjoint operator
\[
\mathcal{L} = \begin{pmatrix} \mathcal{L}_1 & \mathcal{N} \\ \mathcal{N}^* & \mathcal{L}_2 \end{pmatrix}
\]
also satisfies Assumption A. Indeed, \(\mathcal{L}\) is bounded from below (since \(\mathcal{N}\) is bounded) and its essential spectrum is \(\sigma_{\text{ess}}(\mathcal{L}_1) \cup \sigma_{\text{ess}}(\mathcal{L}_2) \subset [\delta, +\infty)\) for some positive \(\delta\), since \(\mathcal{N}\) is compact with respect to \(\mathcal{L}_1, \mathcal{L}_2\). In [Kapitula and Sandstede 1998, Section 7.1; Georgiev and Ohta 2012, Proposition 10], a spectral mapping theorem is used for such an operator. In [Kapitula and Sandstede 1998], the specific algebra of the problem was used, and for [Georgiev and Ohta 2012], the proof relies on the arguments in [Gesztesy et al. 2000], but here again, in both cases, we may use Theorem B.4 to show the same result.

**Passing from linear to nonlinear instability.**

**Semilinear type models.** We start with a classical result for “semilinear” equations, proved on page 1416.

**Theorem B.5.** Let \(X\) be a real Hilbert space, and consider an evolution equation of the form
\[
\frac{dv}{dt} = \mathcal{A}v + \Phi(v),
\]
where \(\Phi : X \to X\) is a locally Lipschitz mapping satisfying \(\Phi(v) = o(\|v\|_X^2)\) as \(v \to 0\) and \(\mathcal{A}\) is a linear operator which generates a semigroup. We assume that \(\mathcal{A}_C : D(\mathcal{A}_C) \subset X_C \to X_C\) has an unstable eigenvalue in the right half-plane \(\{\Re > 0\}\) and a finite number of eigenvalues in \(\{\Re > 0\}\). We define
\[
\gamma_0 = \sup \{\Re(\mu) : \mu \in \sigma([\mathcal{A}]_C) \cap \{\Re > 0\}\} \in (0, +\infty)
\]
and fix \(\lambda \in \sigma(\mathcal{A}_C)\) with \(\Re(\lambda) = \gamma_0\) and an associated eigenvector \(w_C \in D(\mathcal{A}_C)\) such that \(\|\Re(w_C)\|_X = 1\).

Assume furthermore that there exist \(0 \leq \beta < \gamma_0\) and \(M_0 > 0\) such that
\[
\|e^{\tau \mathcal{A}}\|_{L^\infty(X)} \leq M_0 e^{(\gamma_0 + \beta)\tau}.
\]

Then, 0 is an unstable solution. More precisely, there exist \(K > 0, \varepsilon_0 > 0\) and \(\delta_0 > 0\) such that, for any \(0 < \delta < \delta_0\), the solution \(v\) with initial datum \(v^\text{in} = \delta \Re(w_C) \in D(\mathcal{A})\) exists at least on \([0, \ln(2\varepsilon_0/\delta)/\gamma_0]\) and satisfies, for \(0 \leq t \leq \ln(2\varepsilon_0/\delta)/\gamma_0\),
\[
\|v(t) - \delta \Re(e^{\lambda \tau} w_C)\|_X \leq K\delta^2 e^{-2\tau\gamma_0} \quad \text{and} \quad \|v(t)\|_X \geq \delta e^{\gamma_0} - K\delta^2 e^{-2\tau\gamma_0}.
\]

In particular, for \(0 < \varepsilon < \varepsilon_0\), we see the instability for \(t = (1/\gamma_0) \ln(2\varepsilon/\delta)\). If \(Y\) is a Banach space containing \(X\) and with continuous imbedding \(X \hookrightarrow Y\), the trivial solution 0 is also unstable from \(X\) to \(Y\).
Let us observe that it is always possible to choose the (complex) eigenvector \( w \) so that \( \text{Re}(w_C) \neq 0 \) since, for any \( \theta \in \mathbb{R} \), \( e^{i\theta}w \) is also an eigenvector. The following corollary deals with the orbital instability. We recall that, under Assumption A, \([L^2]_C\) has a finite number of eigenvalues in \( \{\text{Re} > 0\} \).

**Corollary B.6.** We make Assumption A and suppose that \( \mathcal{A} \) generates a continuous semigroup. Let \( \mathcal{Y} \) be a Banach space containing \( \mathcal{X} \) and with continuous imbedding \( \mathcal{X} \hookrightarrow \mathcal{Y} \). Assume moreover that \([L^2]_C\) has at least one eigenvalue in \( \{\text{Re} > 0\} \) and choose \( \lambda \in \mathbb{C} \) with

\[
\text{Re}(\lambda) = \gamma_0 = \max\{\text{Re}(\mu), \mu \in \sigma([L^2]_C) \cap \{\text{Re} > 0\}\} \in (0, +\infty)
\]

and \( w_C \in D(A_C) \) an associated eigenvector such that \( \|\text{Re}(w_C)\|_{\mathcal{X}} = 1 \). We assume moreover that \( \mathcal{M} = \{T(\omega, g)\phi_{\omega_*}, \omega \in \mathbb{R}, g \in \mathbb{G}\} \) is a \( C^1 \) submanifold of \( \mathcal{X} \). We finally suppose that the equation (\( \mathcal{E} \)) is semilinear in the sense that there exists \( \Phi : \mathcal{X} \to \mathcal{X} \) locally Lipschitz continuous such that \( \Phi(v) = o(||v||^2_{\mathcal{X}}) \) as \( v \to 0 \) and

\[
J(E - \omega_* Q)(\phi_{\omega_*} + v) = J(E'' - \omega_* Q'')(\phi_{\omega_*})|v| + \Phi(v).
\]

Then, there exist \( K > 0, \varepsilon_0 > 0 \) and \( \delta_0 > 0 \), depending only on \( \text{Re}(w_C) \) and \( \mathcal{M} \), with the following properties. For any \( 0 < \delta < \delta_0 \), the solution \( u \) to (\( \mathcal{E} \)) with initial datum \( u^\text{in} = \phi_{\omega_*} + \delta \text{Re}(w_C) \in D(A) \) exists at least on \([0, \ln(2\varepsilon_0/\delta)/\gamma_0]\) and satisfies, for \( 0 \leq t \leq \ln(2\varepsilon_0/\delta)/\gamma_0 \),

\[
\text{dist}_\mathcal{Y}(u(t), \mathcal{M}) \geq \frac{\delta}{K} e^{t\gamma_0} - K\delta^2 e^{2t\gamma_0}.
\]

In particular, the “bound state” solution \( T(\omega_* t)\phi_{\omega_*} \) is nonlinearly orbitally unstable from \( \mathcal{X} \) to \( \mathcal{Y} \) and, for \( 0 < \varepsilon < \varepsilon_0 / K \), we see the instability for \( t = (1/\gamma_0) \ln(2K\varepsilon/\delta) \).

In [Henry et al. 1982], a similar assertion is made for the orbital instability in the remark after Theorem 2 there, but with \( \mathcal{Y} = \mathcal{X} \). For applications to PDEs, the space \( \mathcal{X} \) may be a Sobolev space \( H^s \), and \( \mathcal{Y} \) a space like \( L^2 \) or \( L^\infty \) for instance. The framework of [Grillakis et al. 1987] is the single energy space (for instance \( H^1 \)), but an instability result established by tracking exponentially growing modes allows proving instability from the regular space \( \mathcal{X} (H^1) \) to the nonregular space \( \mathcal{Y} (L^2 \text{ or } L^\infty) \). Here, we may obtain instability in \( L^2 \).

**Remark B.7.** In the framework of [ibid.], where a Liapounov-type functional is used, it follows that the instability is seen for a time at most equal to \( K\varepsilon / \delta^2 \), where \( K \) is some positive constant. This timescale is much larger than the natural one \((1/\gamma_0) \ln(2K\varepsilon/\delta)\).

**Some applications.** We may apply our result to the nonlinear Schrödinger equation

\[
i \partial_t \Psi + \Delta \Psi + \Psi f(|\Psi|^2) = 0, \quad \text{(NLS)}
\]

or the nonlinear Klein–Gordon equation

\[
\partial^2_t \Psi = \Delta \Psi + \Psi f(|\Psi|^2), \quad \text{(NLKG)}
\]

in \( \mathbb{R}^d \). We shall consider a nonlinearity \( f \) at least \( C^1 \), so that we are in the framework of [ibid.].
A bound state solution for these two equations is a particular solution of the form $U(t) = e^{i\omega t}\phi_\omega$. The instability is in general linked to the fact that
\[
\frac{d}{d\omega} \int_{\mathbb{R}^d} |\phi_\omega|^2 \, dx < 0 \quad \text{for (NLS), resp.} \quad \frac{d}{d\omega} \left( \omega \int_{\mathbb{R}^d} |\phi_\omega|^2 \, dx \right) < 0 \quad \text{for (NLKG)}.
\]

The existence of at least one unstable eigenvalue has been shown under this assumption by [Grillakis 1988] for radial bound states with an arbitrary number of nodes and in [Grillakis et al. 1990] for radial ground states. Corollary B.6 may be applied with $H^{s/2} \cap H^{s/2} \subset \mathbb{R}^d$, where $s > d/2$. The result in [Mizumachi 2006] shows the instability of linearly unstable bound states for (NLS) (in dimension $d = 2$) with $f(\phi) = \phi^{(p-1)/2}$ by showing the exponential growth of an unstable eigenmode. Our result gives a simple proof of this result, but restricted to the sufficiently smooth cases, namely $p$ an odd integer or $p > 5 + 2s > 5 + d$. For nonsmooth nonlinearities, the situation is more delicate (see [Mizumachi 2006]). An alternative approach is to combine Strichartz estimates with the growth estimate on the semigroup $e^{t\mathcal{F}}$ given in Theorem B.4, as in [Georgiev and Ohta 2012].

Corollary B.6 also applies to the discrete nonlinear Schrödinger equation
\[
i \partial_t \Psi_n + \epsilon (\Psi_{n+1} - 2\Psi_n + \Psi_{n-1}) + \Psi_n f(|\Psi_n|^2) = 0 \quad \text{for all } n \in \mathbb{Z}, \tag{DNLS}
\]
as studied in [Melvin et al. 2008] with the saturated nonlinearity $f(\phi) = \beta/(1 + \phi)$, $\beta > 0$ (existence of traveling wave solution) and in [Fitrikis et al. 2007] (defocusing cubic DNLS, i.e., $f(\phi) = -\beta\phi$ for some $\beta > 0$). The numerical analysis in [Fitrikis et al. 2007] shows the existence of linearly unstable bound state solutions. The traveling wave solutions numerically obtained in [Melvin et al. 2008] are linearly stable, but it may happen that, for other nonlinearities $f$, some are linearly unstable.

**Quasilinear PDEs.** For quasilinear problems, we shall not make restrictions on the smoothness of the nonlinearity. The result relies on the strategy of E. Grenier [2000] and [Rousset and Tzvetkov 2008; 2009]. We consider the evolution equation
\[
\frac{du}{dt} = J(L_0 u + \nabla F(u)) \tag{E}
\]
for $u : \mathbb{R}^d \to \mathbb{R}^n$, where $F \in \mathcal{C}^\infty(\mathbb{R}^n, \mathbb{R})$, with the following hypotheses. The operator $J$ is a Fourier multiplier, skew-symmetric on $L^2$, into and with domain containing $H^1$. There exists $\sigma > 0$ such that the operator $L_0$ is a Fourier multiplier with domain containing $H^{2\sigma}$, symmetric and having a self-adjoint realization on $L^2(\mathbb{R}^d, \mathbb{R}^n)$. Moreover, for some $C > 0$, the operator $L_0$ satisfies
\[
\frac{1}{C} \|u\|_{\dot{H}^\sigma}^2 \leq (L_0 u, u)_{L^2} \leq C \|u\|_{\dot{H}^\sigma}^2.
\]

The framework proposed in [Rousset and Tzvetkov 2008] was for $L_0$ coercive in $H^1$; that is, $\sigma = 1$. For the examples below, we shall have $\sigma = 1/2$ or $\sigma = 2$, which requires very few modifications to the proof of [ibid.]. We still assume that, for some group $\mathcal{G}$, there exists a unitary representation of $\mathcal{G}$ on $\mathcal{H}$, $\mathbb{T} : \mathcal{G} \to \mathcal{U}(\mathcal{H})$, leaving the equation (E) invariant.
We consider a stationary solution of the evolution equation (E), that is, some \( Q \in H^\infty(\mathbb{R}^d, \mathbb{R}^v) \) such that \( L_0Q + \nabla F(Q) = 0 \). We are interested in the stability of this solution. We assume that the commutator \( [J, \nabla^2 F(Q)] \) is bounded in \( L^2 \), which is the case when \( J \) is bounded in \( L^2 \) or when \( d = 1 \) and \( J = \partial_x \).

We suppose that, for the problem
\[
\frac{\partial u}{\partial t} = J L_0 u + \nabla F(u^a + u) - \nabla F(u^a) + G,
\]
where \( u^a \) is smooth, bounded as well as its derivatives and \( G \in \mathcal{C}([0,T], H^s) \) for every \( s \), we have local well-posedness for \( s \) large enough: there exists a time \( T > 0 \) and a unique solution in \( \mathcal{C}([0,T], H^s) \). We moreover assume that, for some continuous nondecreasing function \( \kappa : \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) with \( \kappa(0) = 0 \), the tame estimate
\[
|\langle \partial_x^\alpha J \{\nabla^2 F(w + v)[v]\}, \partial_x^\alpha v \rangle_{L^2} | \leq \kappa(\|w\|_{W^{s+1,\infty}} + \|v\|_{H^s}) \|v\|_{H^s}^2,
\]
with \( |\alpha| \leq s \), holds true. In order to control high-order derivatives, we finally require that, for \( s \) large enough, there exist a self-adjoint operator \( M_s \) and \( C_s \) such that
\[
|\langle M_s u, v \rangle_{L^2} | \leq C_s \|u\|_{H^s} \|v\|_{H^s},
\]
and
\[
\text{Re}(JL u, M_s u)_{L^2} \leq C_s \|u\|_{H^s} \|u\|_{H^s - \min(\sigma, 1)}
\]
(for a criterion which ensures the existence of such a multiplier, see Lemma 5.1 in [ibid.]).

Adapting the strategy of [Rousset and Tzvetkov 2008; 2009], we may deduce the following result. Since the proof is very similar, we omit it.

**Theorem B.8.** We make the above assumptions and assume moreover that \( L_0 + \nabla^2 F(Q) \) satisfies Assumption A in \( L^2 \). We assume furthermore that \( [J(L_0 + \nabla^2 F(Q))]_C \) has an unstable eigenvalue in the right half-plane \( \{\text{Re} > 0\} \), define
\[
\gamma_0 \equiv \sup \{\text{Re}(\lambda), \lambda \in \sigma([J(L_0 + \nabla^2 F(Q))]_C) \cap \{\text{Re} > 0\}\} \in (0, +\infty)
\]
and fix \( \lambda \in \sigma([J(L_0 + \nabla^2 F(Q))]_C) \) satisfying \( \text{Re}(\lambda) = \gamma_0 \) and an associated eigenvector \( w_C \in D([J(L_0 + \nabla^2 F(Q))]_C) \) such that \( \|\text{Re}(w_C)\|_{H^s} = 1 \). There exists \( s_0 \in \mathbb{N} \) such that, if \( s \geq s_0 \), \( Q \) is nonlinearly unstable from \( H^s \) to \( L^2 \) and to \( L^\infty \): there exist \( K > 0 \), \( \varepsilon_0 > 0 \) and \( \delta_0 > 0 \) such that, for any \( 0 < \delta < \delta_0 \), the \( H^s \) solution \( u \) to (E) with initial datum \( u^\text{in} = Q + \delta \text{Re}(w_C) \in H^s \) exists at least on \( [0, \ln(2\varepsilon_0/\delta)/\gamma_0] \) and satisfies, for \( 0 \leq t \leq \ln(2\varepsilon_0/\delta)/\gamma_0 \),
\[
\|u(t) - Q - \delta \text{Re}(e^{\lambda t} w_C)\|_{H^s} \leq K \delta^2 e^{2t\gamma_0},
\]
hence
\[
\|u(t) - Q\|_{L^2} \geq \delta e^{\gamma_0} - K \delta^2 e^{2t\gamma_0} \quad \text{and} \quad \|u(t) - Q\|_{L^\infty} \geq \delta e^{\gamma_0} - K \delta^2 e^{2t\gamma_0}.
\]
If, in addition, \( \mathcal{M} \equiv \{\mathbb{T}(g)Q, \ g \in \mathbb{G}\} \) is a \( \mathcal{C}^1 \) submanifold of \( H^s \), then we also have
\[
\text{dist}_{L^2}(u(t), \mathcal{M}) \geq K \delta e^{\gamma_0} - K \delta^2 e^{2t\gamma_0} \quad \text{and} \quad \text{dist}_{L^\infty}(u(t), \mathcal{M}) \geq K \delta e^{\gamma_0} - K \delta^2 e^{2t\gamma_0}.
\]
In particular, for $0 < \varepsilon < \varepsilon_0 / K$, we see the nonlinear orbital instability for $t = (1 / \gamma_0) \ln(2K \varepsilon / \delta)$.

Some applications to nonlinear dispersive wave equations. Some model quasilinear equations are given by wave equations (in one space dimension) such as the generalized Korteweg–de Vries equation

$$\partial_t u + \partial_x(f(u)) + \partial_x^2 u = 0,$$

the generalized regularized Korteweg–de Vries equation, also called Benjamin–Bona–Mahony equation or Peregrine equation when $f(u) = u^2 / 2$,

$$\partial_t u + \partial_x u + \partial_x(f(u)) - \partial_t \partial_x^2 u = 0,$$

the generalized regularized Boussinesq equation

$$\partial_t^2 u - \partial_x^2 u - \partial_x^2(f(u)) - \partial_t \partial_x^2 u = 0.$$  

Each of these equations admits a nontrivial solitary wave solution $u(t, x) = U_c(x - ct)$ for $c$ in $(0, +\infty)$, $(1, +\infty)$ and $(-\infty, -1) \cup (1, +\infty)$, respectively. For these solitary wave solutions, the momentum is, respectively, 

$$P(U_c) = \int_R U_c^2 \, dx = \|U_c\|_{L^2}^2, \quad P(U_c) = \int_R U_c^2 + (\partial_x U_c)^2 \, dx, \quad P(U_c) = c \int_R U_c^2 + (\partial_x U_c)^2 \, dx.$$  

The existence of exactly one unstable eigenvalue has been shown with the use of an Evans function by R. Pego and M. Weinstein [1992] for these three equations under the condition $dP(U_c) / dc < 0$. Lopes [2002] also gives a linear instability result. Equations (gBBM) and (grBsq) turn out to be semilinear due to the regularization effect. Indeed, they may be written

$$\partial_t u + (1 - \partial_x^2)^{-1} \partial_x u + (1 - \partial_x^2)^{-1} \partial_x(f(u)) = 0, \quad \partial_t^2 u - (1 - \partial_x^2)^{-1} \partial_x^2 u - (1 - \partial_x^2)^{-1} \partial_x^2(f(u)) = 0.$$  

Therefore, Corollary B.6 applies to these two models and this shows the nonlinear instability when linear instability holds.

In [Lin 2008], some generalizations of the equations (gKdV), (gBBM) and (grBsq) have been proposed that take into account pseudodifferential operators. These are, respectively,

$$\partial_t u + \partial_x(f(u)) - \partial_x \mathcal{M}u = 0, \quad \partial_t u + \partial_x u + \partial_x(f(u)) + \partial_t \mathcal{M}u = 0,$$

and

$$\partial_t^2 u - \partial_x^2 u - \partial_x^2(f(u)) + \partial_t \mathcal{M}u = 0.$$  

Here, $\mathcal{M}$ is a Fourier multiplier of symbol $\hat{\mathcal{M}} \hat{w} = \hat{\mathcal{M}} \hat{w}$ (here, $\hat{\cdot}$ denotes the Fourier transform). We assume $\hat{\mathcal{M}} \geq 0$ (otherwise, see [ibid.]). When $\mathcal{M} = -\partial_x^2$, these equations reduce to (gKdV), (gBBM) and (grBsq), respectively. The Benjamin–Ono equation ($\hat{\mathcal{M}} = |\xi|$), the Smith equation ($\hat{\mathcal{M}} = \sqrt{1 + \xi^2} - 1$) and the intermediate long wave (or Whitham) equation ($\hat{\mathcal{M}} = \xi / \tanh(\xi H) - 1 / H$, for some constant $H > 0$)
are common models of dispersive wave equations that are of type (I). We refer to [ibid.] for references on these models and the existence of solitary waves. The associated momentum is

\[ P_1(U_c) = \int_{\mathbb{R}} U_c^2 \, dx = \|U_c\|_{L^2}^2, \quad P_{\text{II}}(U_c) = \|(1 + \mathcal{M})^{1/2} U_c\|_{L^2}^2, \quad P_{\text{III}}(U_c) = c \|(1 + \mathcal{M})^{1/2} U_c\|_{L^2}^2. \]

For these models, Evans function type arguments do not work since we no longer have a differential equation (it is nonlocal). The paper [ibid.] proposes a different approach than the Evans function technique for establishing the existence of unstable eigenvalues. However, it is not completely clear whether this method extends easily to the case of systems such as the Euler–Korteweg system (EK) (given at the beginning of Section 5A).

\textbf{Theorem B.9 [Lin 2008].} We consider one of the equations (I), (II) or (III) with \( f \) of class \( \mathcal{C}^1 \) satisfying \( f(0) = f'(0) = 0 \) and \( |f(u)| \gg |u| \) for \( |u| \to +\infty \). We assume moreover that \( \mathcal{M} \) is even, nonnegative, and satisfies, for some \( m \geq 1 \), \( 0 < \lim_{\xi \to \infty} \hat{\mathcal{M}}(\xi)/\xi^m \leq \lim_{\xi \to \infty} \hat{\mathcal{M}}(\xi)/\xi^m < \infty \). Assume that \( c \mapsto \phi_c = U_c(x-ct) \) is a \( \mathcal{C}^1 \) branch of traveling wave solution to (I), (II) or (III) with \( U_c \in H^{m/2}(\mathbb{R}) \) defined near \( c_* \) and suppose that the linearized operator \( \mathcal{L} \) has exactly one negative eigenvalue, that \( \ker \mathcal{L} \) is spanned by \( \partial_x U_{c_*} \) and that \( (dP(U_c)/dc)_{c=c_*} < 0 \). Then, \( U_{c_*} \) is linearly unstable.

It is not easy to determine whether the hypotheses of Theorem B.9 hold true when \( \mathcal{M} \) is not a (differential) Sturm–Liouville operator. See however [Albert 1992] on this question. It is clear that, if the assumptions of Theorem B.9 are satisfied, then Assumption A is also satisfied. As for the (gBBM) and the (grBsq) equations, the equations (II) and (III) turn out to be semilinear; thus we may prove nonlinear orbital instability by applying Corollary B.6.

The Kawahara equation (or fifth-order KdV equation)

\[ \partial_t u + \partial_x (f(u)) + \alpha \partial_x^3 u + \beta \partial_x^5 u = 0, \]  
(K)

with \( \alpha, \beta \neq 0 \) two real constants, is another relevant dispersive model. For this equation, it may happen that the linearized equation around the solitary wave has more than one negative eigenvalue, in which case [Grillakis et al. 1987; 1990; Lopes 2002; Lin 2008] do not give a clear necessary and sufficient condition for stability. T. Bridges and G. Derks [2002] give a sufficient condition for linear instability for solitary wave solutions, but also for other types of traveling solutions. This condition is probably not necessary since it may happen that there exist at least two unstable eigenvalues, or two complex conjugate eigenvalues.

Instead of stating a general result for nonlinear orbital instability, we shall consider several model cases on which we will verify the hypotheses of Theorem B.8, in particular the question of the existence of the multiplier \( \mathcal{M}_s \).

\textbf{Proposition B.10.} We consider the equation (I), namely

\[ \partial_t u + \partial_x (f(u)) - \partial_x \mathcal{M} u = 0, \]
with \( f \) of class \( \mathcal{C}^1 \) satisfying \( f(0) = f'(0) = 0 \) and \(|f(u)| \gg |u| \) for \(|u| \to +\infty\). We assume that \( \hat{M} \) is one of the following functions:

\[
\begin{align*}
-\xi^2 & \quad \text{(KdV):} \\
\frac{\xi}{\tanh(\xi H)} - \frac{1}{H} & \quad \text{(intermediate long wave):} \\
|\xi| & \quad \text{(Benjamin–Ono);} \\
\sqrt{1 + \xi^2} - 1 & \quad \text{(Smith).}
\end{align*}
\]

There exists \( s_0 > 0 \) such that, if there exists \( c \in \mathbb{R} \) such that (I) has a nontrivial solitary wave \( U_c \in L^2 \) which is linearly unstable, then, for any \( s \geq s_0 \), it is also nonlinearly unstable from \( H^s \) to \( H^s \), to \( L^2 \) and to \( L^\infty \).

By application of Theorem B.8, we are thus able to show the nonlinear instability from \( H^s \) to \( L^2 \) or \( L^\infty \) by tracking the exponentially growing mode (this question was left open in [Lin 2008] and also in [Lopes 2002]). In particular, we obtain the \( L^2 \) nonlinear instability of the linearly unstable solitary waves for these models.

Proof. All the assumptions for Theorem B.8 for these types of models are satisfied in Section 8.1 in [Rousset and Tzvetkov 2008], except the existence of the multiplier \( M_s \).

For the KdV equation, where \( \sigma = 1 \), we shall take (for \( s \geq 2 \) an integer)

\[
M_s = (-1)^s \partial_x^{2s} + \frac{1 + 2s}{3} (-1)^s (-1)^{s-1} \{ f'(Q) \partial_x^{s-1} \},
\]

as the computations from [ibid., Section 8.1] show. For the Kawahara equation, with \( \sigma = 2 \), we take (for \( s \geq 4 \) an integer)

\[
M_s = (-1)^s \partial_x^{2s} + \frac{1 + 2s}{5} (-1)^s (-1)^{s-2} \{ f'(Q) \partial_x^{s-2} \}
\]

and, since the computations are very similar, we omit them. For the Benjamin–Ono equation, we have \( \hat{M}(\xi) = |\xi| \) and \( \sigma = 1/2 \), and we will then have to deal with pseudodifferential operators which are Fourier multipliers with homogeneous symbol. For this type of operator, we shall need some commutator estimates. We denote by \( \hat{F}(w) \) or \( \hat{w} \) the Fourier transform of \( w \), and \( \mathcal{H} \) the Fourier multiplier with symbol \(-i \text{ sgn}(\xi)\) (this is the Hilbert transform).

Lemma B.11. (i) Let \( h \in L^\infty(\mathbb{R}) \) with \( \hat{F}(\mathcal{M}^{1/2}h) \in L^1(\mathbb{R}) \) (for instance, \( h \in H^\sigma(\mathbb{R}) \) for some \( \sigma > 1 \)). Then, there exists \( C > 0 \) such that, for any \( v \in H^{1/2}(\mathbb{R}) \),

\[
\| \mathcal{M}^{1/2} (hv) - h \mathcal{M}^{1/2} v \|_{L^2(\mathbb{R})} \leq C \| v \|_{L^2(\mathbb{R})}.
\]

(ii) Let \( h \in L^\infty(\mathbb{R}) \) with \( \hat{F}(\mathcal{M}^{3/2}h) \in L^1(\mathbb{R}) \) (for instance, \( h \in H^\sigma(\mathbb{R}) \) for some \( \sigma > 2 \)). Then, there exists \( C > 0 \) such that, for any \( v \in H^{3/2}(\mathbb{R}) \),

\[
\| \mathcal{M}^{3/2} (hv) - h \mathcal{M}^{3/2} v - \frac{3}{2} [\partial_x h] \mathcal{M}^{1/2} \mathcal{H} v \|_{L^2(\mathbb{R})} \leq C \| v \|_{L^2(\mathbb{R})}.
\]

(iii) Let \( h \in L^\infty(\mathbb{R}) \) with \( \hat{F}(\partial_x \mathcal{M}^{1/2}h) \in L^1(\mathbb{R}) \) (for instance, \( h \in H^\sigma(\mathbb{R}) \) for some \( \sigma > 2 \)). Then, there exists \( C > 0 \) such that, for any \( v \in H^{3/2}(\mathbb{R}) \),

\[
\| \partial_x \mathcal{M}^{1/2} (hv) - h \partial_x \mathcal{M}^{1/2} v - \frac{3}{2} [\partial_x h] \mathcal{M}^{1/2} v \|_{L^2(\mathbb{R})} \leq C \| v \|_{L^2(\mathbb{R})}.
\]
Proof. We have
\[ \mathcal{F}(M^{\frac{1}{2}}(hv) - hM^{\frac{1}{2}}v)(\xi) = \int_{\mathbb{R}} |\xi|^{\frac{1}{2}} \hat{h}(\xi - \xi) \hat{v}(\xi) \, d\xi - \int_{\mathbb{R}} |\xi|^{\frac{1}{2}} \hat{h}(\xi - \xi) \hat{v}(\xi) \, d\xi. \]

Using the inequality \( ||\xi||^{1/2} - |\xi|^{1/2} \leq C|\xi - \xi|^{1/2} \), we thus obtain
\[ |\mathcal{F}(M^{\frac{1}{2}}(hv) - hM^{\frac{1}{2}}v)(\xi)| \leq C \int_{\mathbb{R}} |\xi - \xi|^{\frac{1}{2}} |\hat{h}(\xi - \xi)| \cdot |\hat{v}(\xi)| \, d\xi = C \{|\mathcal{F}(M^{\frac{1}{2}}h)| \ast |\hat{v}|\}(\xi) \]

and we conclude with the classical convolution estimate \( L^1 \ast L^2 \subset L^2 \). This argument does not provide the sharpest bound in \( h \), since it involves \( \|\mathcal{F}(M^{1/2}h)\|_{L^1} \), whereas the use of paradifferential calculus will use only \( \|h\|_{q^{1/2}} \). However, we shall to use this refinement here.

The starting point for the second inequality is
\[ ||\xi|^3 - |\xi|^3 - \frac{3}{2}|\xi|^2 \text{sgn}(\xi)(\xi - \xi) \leq C|\xi - \xi|^3. \]

Using the homogeneity \( \xi = \theta \xi \), this is a direct consequence of the easy inequality
\[ |\theta|^3 - 1 - \frac{3}{2}(\theta - 1) \leq C|\theta - 1|^3. \]

Therefore,
\[
|\mathcal{F}(M^{\frac{3}{2}}\{hv\} - hM^{\frac{3}{2}}v - \frac{3}{2}[\partial_\xi h]M^{\frac{1}{2}}\mathcal{H}v)(\xi)|
\leq C \int_{\mathbb{R}} |\xi - \xi|^{\frac{3}{2}} |\hat{h}(\xi - \xi)| \cdot |\hat{v}(\xi)| \, d\xi
= C \|\mathcal{F}(M^{3/2}h)\| \ast |\hat{v}|,
\]

and we conclude as before. For the third inequality, we argue in a similar way with the estimate
\[ |i\xi|^{\frac{1}{2}} - i\xi|^{\frac{1}{2}} - i\frac{3}{2}|\xi|^{\frac{1}{2}} (\xi - \xi) | \leq C|\xi - \xi|^\frac{3}{2}. \]

The proof is complete. \( \square \)

For the Benjamin–Ono equation, \( \hat{H}(\xi) = |\xi|, \sigma = 1/2 \) and the index \( s \) will be half an integer: \( s \in \mathbb{N}/2 \). Therefore, we set \( s = [s] + \{s\} \), with \([s]\) integer and \( \{s\} \in \{0; 1/2\} \). Let us define, for \( s \in \mathbb{N}/2 \), \( s \geq 1 \),
\[ \mathbb{M}_s = \begin{cases} (-1)^s \partial_x^{2s} + \gamma_s \mathcal{M}_s \partial_x^{s-1} \{ f'(Q) \partial_x^{s-1} \mathcal{M}_s \} & \text{if } \{s\} = 0, \\ (-1)^{[s]} \partial_x^{2[s]} \mathcal{M}_s + \gamma_s \partial_x^{[s]} \{ f'(Q) \partial_x^{[s]} \} & \text{if } \{s\} = \frac{1}{2}, \end{cases} \]

for some real constant \( \gamma_s \) to be determined later. It is clear that \( \mathbb{M}_s \) is self-adjoint on \( L^2 \) and that there exists \( C_s > 0 \) such that
\[ |(\mathbb{M}_s u, v)_{L^2}| \leq C_s \|u\|_{H^s} \|v\|_{H^s} \quad \text{and} \quad (\mathbb{M}_s u, u)_{L^2} \geq \|u\|_{H^s}^2 - C_s \|u\|_{H^{s-\frac{1}{2}}}^2. \]
To verify the assumptions for the multiplier $M_s$, it remains to study $\Re(J(L_0 + \nabla^2 F(Q))u, M_s u)_{L^2}$.

When $\{s\} = 0$, i.e., $s \in \mathbb{N}$, this quantity is

$$
\Re(\partial_x (M + c + f'(Q))u, M_s u)_{L^2} = \Re(\partial_x Mu, (1)^s \partial_x^{2s} u)_{L^2} + \gamma_s \Re(\partial_x Mu, M^{\frac{1}{2}} \partial_x^{s-1} \{f'(Q) \partial_x^{s-1} M^{\frac{1}{2}} u\})_{L^2} 
$$

By skew-adjointness, the first and last scalar products are zero. By integration by parts and the Leibniz formula, we deduce, since $Q \in H^\infty$,

$$
\Re(\partial_x [f'(Q)u], (1)^s \partial_x^{2s} u)_{L^2} = \Re(\partial_x f'(Q)u, \partial_x^{s+1} u)_{L^2} \leq (s + 1) \Re(f'(Q) \partial_x^{s+1} u, \partial_x^{s} u)_{L^2} + C_s \|u\|_{H^{s-1}} \|u\|_{H^s}
$$

Similarly, using the easy estimates $\|M^{1/2} u\|_{L^2} \leq K \|v\|_{H^{1/2}}$ and $\|h v\|_{H^{1/2}} \leq C(h) \|v\|_{H^1}$ for $h \in L^\infty$ with $\mathcal{F}(M^{1/2} h) \in L^1$ (this is an immediate consequence of Lemma B.11),

$$
\gamma_s \Re(\partial_x [f'(Q)u], M^{\frac{1}{2}} \partial_x^{s-1} \{f'(Q) \partial_x^{s-1} M^{\frac{1}{2}} u\})_{L^2} 
$$

Using Lemma B.11, we deduce $\|M^{1/2} [f'(Q) \partial_x^{s} u] - f'(Q) M^{1/2} \partial_x^{s} u\|_{L^2} \leq C(Q) \|u\|_{H^s}$; thus

$$
\gamma_s \Re(\partial_x [f'(Q)u], M^{\frac{1}{2}} \partial_x^{s-1} \{f'(Q) \partial_x^{s-1} M^{\frac{1}{2}} u\})_{L^2} 
$$

We now turn to the term

$$
\gamma_s \Re(\partial_x Mu, M^{\frac{1}{2}} \partial_x^{s-1} \{f'(Q) \partial_x^{s-1} M^{\frac{1}{2}} u\})_{L^2} = \gamma_s (1)^s \Re(\partial_x Mu, M^{\frac{1}{2}} \partial_x^{s-1} \{f'(Q) \partial_x^{s-1} M^{\frac{1}{2}} u\})_{L^2}.
$$

Using Lemma B.11, we write

$$
\|M^{\frac{3}{2}} \partial_x^{s-1} M^{\frac{1}{2}} u - f'(Q) \partial_x^{s-1} M^{\frac{1}{2}} u\|_{L^2} \leq C(Q) \|\partial_x^{s-1} M^{\frac{1}{2}} u\|_{L^2} \leq C(Q) \|u\|_{H^s}.
$$
which implies
\[ \gamma_s \Re(\partial_x M u, M^{1/2} \partial_x^{-1} \{ f'(Q) \partial_x^{s-1} M^{1/2} u \})_{L^2} \]
\[ \leq \gamma_s (-1)^{s-1} \Re(\partial_x^s u, f'(Q) \partial_x^{s-1} M^2 u)_{L^2} + \frac{3}{2} \gamma_s (-1)^{s-1} \Re(\partial_x^s u, \partial_x [f'(Q)] M^{1/2} \Re \{ \partial_x^{s-1} M^{1/2} u \})_{L^2} \]
\[ + C \| u \|_{H^s} \| u \|_{H^{s-1/2}}. \]

Noticing that \( M^2 = -\partial_x^2 \) and \( M^{1/2} \Re \partial_x^{-1} M^{1/2} = \partial_x^{s-1} M \Re = -\partial_x^s \) (since \( M \Re \) has symbol equal to \(-i \xi\)), we infer
\[ \gamma_s \Re(\partial_x (M + c + f'(Q)) u, M_s u)_{L^2} \]
\[ \leq (-1)^s \Re(\partial_x [f'(Q)] \partial_x^s u, \partial_x^s u)_{L^2} + \gamma_s (-1)^s \Re(\partial_x^s u, \partial_x [f'(Q)] \partial_x^s u)_{L^2} + C \| u \|_{H^s} \| u \|_{H^{s-1/2}}. \]

Therefore, the choice
\[ \gamma_s \equiv (-1)^{s-1} (s + \frac{1}{2}) \]
provides the desired control
\[ \Re(\partial_x (M + c + f'(Q)) u, M_s u)_{L^2} \leq C \| u \|_{H^s} \| u \|_{H^{s-1/2}}. \]

When \( \{s\} = 1/2 \), the computations are similar: \((B-1)\) becomes now
\[ \Re(\partial_x (M + c + f'(Q)) u, M_s u)_{L^2} \]
\[ = \Re(\partial_x M u, (-1)^{[s]} \partial_x^{2[s]} M u)_{L^2} + \gamma_s \Re(\partial_x M u, \partial_x^{[s]} \{ f'(Q) \partial_x^{[s]} u \})_{L^2} \]
\[ + \Re(\partial_x [f'(Q) u], (-1)^{[s]} \partial_x^{2[s]} M u)_{L^2} + \gamma_s \Re(\partial_x [f'(Q) u], \partial_x^{[s]} \{ f'(Q) \partial_x^{[s]} u \})_{L^2} \]
\[ + c \Re(\partial_x u, M_s u)_{L^2}. \]  \hspace{1cm} (B-2)

and the first and last scalar products still vanish. Moreover, by integration by parts and the Leibniz formula, we deduce, since \( Q \in H^\infty \),
\[ \gamma_s \Re(\partial_x [f'(Q) u], \partial_x^{[s]} \{ f'(Q) \partial_x^{[s]} u \})_{L^2} = \gamma_s (-1)^{[s]} \Re(\partial_x^{[s]+1} [f'(Q) u], f'(Q) \partial_x^{[s]} u)_{L^2} \]
\[ \leq \gamma_s (-1)^{[s]} \Re(f'(Q) \partial_x^{[s]+1} u, f'(Q) \partial_x^{[s]} u)_{L^2} + C \| u \|_{H^{[s]+1}}^2 \]
\[ \leq \gamma_s (-1)^{[s] - 1} \Re(\partial_x [f'(Q)] \partial_x^{[s]} u, f'(Q) \partial_x^{[s]} u)_{L^2} + C \| u \|_{H^{[s]}}^2 \]
\[ \leq C \| u \|_{H^{[s]}}^2 = C \| u \|_{H^{s-\frac{1}{2}}}^2. \]
Furthermore,
\[
\text{Re}(\partial_x [f'(Q)u], (-1)^{[s]} \partial_x^{[s]} [M^1 u] L_2^2) = \text{Re}(M^{\frac{1}{2}} \partial_x^{[s]+1} [f'(Q)u], \partial_x^{[s]} M^{\frac{1}{2}} u) L_2^2
\]
\[
\leq \text{Re}(\partial_x M^{\frac{1}{2}} \{ f'(Q) \partial_x^{[s]} u \}, \partial_x^{[s]} M^{\frac{1}{2}} u) L_2^2
\]
\[
+ [s] \text{Re}(\partial_x M^{\frac{1}{2}} \{ \partial_x [f'(Q)] \partial_x^{[s]-1} u \}, \partial_x^{[s]} M^{\frac{1}{2}} u) L_2^2 + C \| u \|_{H^{[s]-\frac{1}{2}}} \| u \|_{H^{[s]+\frac{1}{2}}}
\]

For the second scalar product, we write, by Lemma B.11,
\[
\text{Re}(\partial_x M^{\frac{1}{2}} \{ f'(Q) \partial_x^{[s]-1} u \}, \partial_x^{[s]} M^{\frac{1}{2}} u) L_2^2
\]
\[
= \text{Re}(M^{\frac{1}{2}} \{ \partial_x^2 [f'(Q)] \partial_x^{[s]-1} u \}, \partial_x^{[s]} M^{\frac{1}{2}} u) L_2^2 + \text{Re}(M^{\frac{1}{2}} \{ \partial_x [f'(Q)] \partial_x^{[s]} u \}, \partial_x^{[s]} M^{\frac{1}{2}} u) L_2^2
\]
\[
\leq C \| u \|_{H^{[s]-\frac{1}{2}}} \| u \|_{H^{[s]+\frac{1}{2}}} + \text{Re}(\partial_x [f'(Q)] \partial_x^{[s]} M^{\frac{1}{2}} u, \partial_x^{[s]} M^{\frac{1}{2}} u) L_2^2 + C \| u \|_{H^{[s]}} \| u \|_{H^{[s]+\frac{1}{2}}}
\]
\[
\leq \text{Re}(\partial_x [f'(Q)] \partial_x^{[s]} M^{\frac{1}{2}} u, \partial_x^{[s]} M^{\frac{1}{2}} u) L_2^2 + C \| u \|_{H^{[s]-\frac{1}{2}}} \| u \|_{H^{[s]}}
\]
For the first scalar product, we use Lemma B.11 once again:
\[
\text{Re}(\partial_x M^{\frac{1}{2}} \{ f'(Q) \partial_x^{[s]} u \}, \partial_x^{[s]} M^{\frac{1}{2}} u) L_2^2
\]
\[
\leq \text{Re}(f'(Q) \partial_x M^{\frac{1}{2}} \partial_x^{[s]} u, \partial_x^{[s]} M^{\frac{1}{2}} u) L_2^2 + \frac{3}{2} \text{Re}(\partial_x [f'(Q)] \partial_x^{[s]} M^{\frac{1}{2}} u, \partial_x^{[s]} M^{\frac{1}{2}} u) L_2^2 + C \| u \|_{H^{[s]-\frac{1}{2}}} \| u \|_{H^{[s]}}
\]
\[
\leq \text{Re}(\partial_x [f'(Q)] \partial_x^{[s]} M^{\frac{1}{2}} u, \partial_x^{[s]} M^{\frac{1}{2}} u) L_2^2 + C \| u \|_{H^{[s]-\frac{1}{2}}} \| u \|_{H^{[s]}}
\]
As a consequence, since \([s] = s - \frac{1}{2}\),
\[
\text{Re}(\partial_x [f'(Q)u], (-1)^{[s]} \partial_x^{[s]} [M^1 u] L_2^2 \leq (s + \frac{1}{2}) \text{Re}(\partial_x [f'(Q)] \partial_x^{[s]} M^{\frac{1}{2}} u, \partial_x^{[s]} M^{\frac{1}{2}} u) L_2^2 + C \| u \|_{H^{[s]-\frac{1}{2}}} \| u \|_{H^{[s]}}
\]

We turn finally to the term
\[
\gamma_s \text{Re}(\partial_x M u, \partial_x^{[s]} \{ f'(Q) \partial_x^{[s]} u \}) L_2^2 = \gamma_s (-1)^{[s]} \text{Re}(\partial_x^{[s]} M^{\frac{1}{2}} u, \partial_x M^{\frac{1}{2}} \{ f'(Q) \partial_x^{[s]} u \}) L_2^2,
\]
and infer, by Lemma B.11,
\[
\gamma_s \text{Re}(\partial_x M u, \partial_x^{[s]} \{ f'(Q) \partial_x^{[s]} u \}) L_2^2 \leq \gamma_s (-1)^{[s]} \text{Re}(\partial_x^{[s]} M^{\frac{1}{2}} u, f'(Q) \partial_x M^{\frac{1}{2}} \partial_x^{[s]} u) L_2^2
\]
\[
+ \frac{3}{2} \gamma_s (-1)^{[s]} \text{Re}(\partial_x^{[s]} M^{\frac{1}{2}} u, \partial_x [f'(Q)] M^{\frac{1}{2}} \partial_x^{[s]} u) L_2^2 + C \| u \|_{H^{[s]-\frac{1}{2}}} \| u \|_{H^{[s]}}
\]
\[
= \gamma_s (-1)^{[s]} \text{Re}(\partial_x^{[s]} M^{\frac{1}{2}} u, \partial_x [f'(Q)] M^{\frac{1}{2}} \partial_x^{[s]} u) L_2^2 + C \| u \|_{H^{[s]-\frac{1}{2}}} \| u \|_{H^{[s]}}
\]

Therefore,
\[
\text{Re}(\partial_x (M + c + f'(Q)) u, M u) L_2^2 \leq (s + \frac{1}{2} + \gamma_s (-1)^{[s]}) \text{Re}(\partial_x^{[s]} M^{\frac{1}{2}} u, \partial_x [f'(Q)] M^{\frac{1}{2}} \partial_x^{[s]} u) L_2^2 + C \| u \|_{H^{[s]-\frac{1}{2}}} \| u \|_{H^{[s]}}
\]
hence choosing \(\gamma_s \equiv (-1)^{[s]-1}(s + \frac{1}{2})\) gives the result.
It remains to study the cases of the intermediate long wave equation and the Smith equation, for which \( \hat{\mathcal{M}} \) is, respectively,

\[
\frac{\xi}{\tanh(\xi H)} - \frac{1}{H} = \sqrt{1 + \xi^2 - 1}.
\]

We denote by \( \mathcal{M}_0 \) the operator with symbol \(|\xi|\) (the one of the Benjamin–Ono equation), and define \( \mathbb{M}_s \) as for the Benjamin–Ono case (hence with \( `\mathcal{M}' = \mathcal{M}_0 \)). We observe that, in both cases, \( \hat{\mathcal{M}} = \mathcal{M} - \mathcal{M}_0 \) is bounded on \( L^2 \). Indeed, its symbol is continuous in \( \mathbb{R} \) and, for \( \xi \rightarrow \pm \infty \),

\[
\hat{\mathcal{M}}(\xi) = \frac{\xi}{\tanh(\xi H)} - \frac{1}{H} = \frac{\xi}{\text{sgn}(\xi) + O(e^{-2|\xi|H})} - \frac{1}{H} = |\xi| - \frac{1}{H} + O(|\xi|e^{-2|\xi|H})
\]

and

\[
\hat{\mathcal{M}}(\xi) = \sqrt{1 + \xi^2 - 1} = |\xi| \sqrt{1 + \xi^2 - 1} = |\xi| - 1 + O(|\xi|^{-1}),
\]

respectively. In the quantity \( \text{Re}(\partial_x(\mathcal{M} + c + f'(Q))u, \mathbb{M}_s u)_{L^2} \), we then have to bound from above the extra term \( \text{Re}(\partial_x(\mathcal{M}u), \mathbb{M}_s u)_{L^2} \); that is (using the skew-adjointness for the higher-order derivatives in \( \mathbb{M}_s \)),

\[
\text{Re}(\partial_x(\mathcal{M}u), \gamma_s \mathcal{M}_0^\frac{1}{2} \partial_x^{s-1} \{ f'(Q) \partial_x^{s-1} \mathcal{M}_0^\frac{1}{2} u \})_{L^2} = \gamma_s (-1)^{s-1} \text{Re}(\partial_x^s \mathcal{M}_0^\frac{1}{2} \partial_x^s \mathcal{M}_0^\frac{1}{2} u, f'(Q) \partial_x^{s-1} \mathcal{M}_0^\frac{1}{2} u)_{L^2} \quad \text{if } \{s\} = 0;
\]

\[
\text{Re}(\partial_x(\mathcal{M}u), \gamma_s \partial_x^{[s]} f'(Q) \partial_x^{[s]} u)_{L^2} = \gamma_s (-1)^{[s]} \text{Re}(\partial_x^{[s]} \mathcal{M}_0^\frac{1}{2} \partial_x^{[s]} u, f'(Q) \partial_x^{[s]} u)_{L^2} \quad \text{if } \{s\} = \frac{1}{2}.
\]

We then note that, in both cases, one may actually split \( \mathcal{M} = \mathcal{M}_0 = \mathcal{M}_c + \mathcal{M}_h \), where \( \mathcal{M}_c \) is the multiplication by \(-1/H\) (respectively, \(-1\)) and \( \mathcal{M}_h \) has a symbol which is continuous in \( \mathbb{R} \) and \( O(|\xi|^{-1}) \) at infinity, so that \( \hat{\mathcal{M}}_h \) is bounded from \( H^\sigma \) to \( H^\sigma+1 \) if \( \sigma \geq 0 \). Therefore, when \( \{s\} = 0 \), we easily get

\[
\text{Re}(\partial_x(\mathcal{M}u), \gamma_s \mathcal{M}_0^\frac{1}{2} \partial_x^{s-1} \{ f'(Q) \partial_x^{s-1} \mathcal{M}_0^\frac{1}{2} u \})_{L^2} = \gamma_s (-1)^{s-1} \text{Re}(\partial_x^s \mathcal{M}_0^\frac{1}{2} \partial_x^s \mathcal{M}_0^\frac{1}{2} u, f'(Q) \partial_x^{s-1} \mathcal{M}_0^\frac{1}{2} u)_{L^2} + \gamma_s (-1)^{s-1} \text{Re}(\partial_x^s \mathcal{M}_0^\frac{1}{2} \partial_x^s \mathcal{M}_0^\frac{1}{2} u, f'(Q) \partial_x^{s-1} \mathcal{M}_0^\frac{1}{2} u)_{L^2}
\]

\[
\leq \frac{1}{2} \gamma_s (-1)^s \text{Re}(\partial_x^{s-1} \mathcal{M}_0^\frac{1}{2} u, \mathcal{M}_c \partial_x \{ f'(Q) \partial_x^{s-1} \mathcal{M}_0^\frac{1}{2} u \})_{L^2} + \mathcal{C} \|u\|_{H^{s-\frac{1}{2}}}^2 \leq \mathcal{C} \|u\|_{H^s}^2
\]

and similarly when \( \{s\} = 1/2 \). Therefore, the estimate

\[
\text{Re}(\partial_x(\mathcal{M} + c + f'(Q))u, \mathbb{M}_s u)_{L^2} \leq \mathcal{C} \|u\|_{H^{s-\frac{1}{2}}} \|u\|_{H^s}
\]

remains true for the intermediate long wave equation and the Smith equation. The proof of Proposition B.10 is thus completed by applying Theorem B.9.

We now turn to the deferred proofs of Theorem B.4, Theorem B.5, and Corollary B.6.

**Proof of Theorem B.4.** We shall prove the resolvent estimate required in Corollary B.3. Let us consider \( \lambda = \gamma + i \tau \in \mathbb{C} \) with \( \gamma \neq 0 \) and the resolvent equation \( (\mathcal{J} \mathcal{L} - \lambda)v = \Sigma \), or

\[
(\gamma + i \tau)v = \mathcal{J} \mathcal{L}(v) - \Sigma. \tag{B-3}
\]
By hypothesis, the essential spectrum of $\mathcal{J}\mathcal{L}$ is of the form $i [\mathbb{R} \setminus (-\vartheta_0, +\vartheta_0)]$. Moreover, we have seen that $\mathcal{J}\mathcal{L}$ has a finite number of eigenvalues in the half-space $\{\text{Re} > 0\}$; hence, for $|\tau| \geq \vartheta_0$ sufficiently large, we know that there exists a unique solution $v$ to (B-3). By taking the scalar product with $\mathcal{L}(v)$, we deduce the conservation law

$$
\gamma(v, \mathcal{L}(v))_x = -\text{Re}(\Sigma, \mathcal{L}(v))_x.
$$

(B-4)

By our assumption, there exist a finite (possibly empty) number of eigenvalues in $(-\infty, 0], (-\mu_1, \ldots, -\mu_q)$, each one of finite multiplicity. For any $1 \leq k \leq q$, we fix an orthonormal basis $(\chi_{k,\ell})_{1 \leq \ell \leq n_{k}}$ of the eigenspace $\ker(\mathcal{L} + \mu_k)$. By Assumption A, any eigenvector $\chi_{k,\ell}$ is smooth in the sense that $\chi_{k,\ell} \in D(\mathcal{J})$ and $\mathcal{J}\chi_{k,\ell} \in D(\mathcal{L})$.

We then make a spectral orthogonal decomposition

$$
v = \sum_{k=1}^{q} \sum_{\ell=1}^{n_{k}} \alpha_{k,\ell} \chi_{k,\ell} + v_+,
$$

where $\mathcal{L}(\chi_{k,\ell}) = \mu_k \chi_{k,\ell}$ and $(v_+, \mathcal{L}(v_+))_x \geq \delta \|v_+\|_\mathcal{X}^2$ for some positive $\delta$. In the double sum, we have a finite number (independent of $v$) of terms. Inserting this into (B-4) yields

$$
|\gamma|\delta \|v_+\|_\mathcal{X}^2 \leq |\gamma|\delta (v_+, \mathcal{L}(v_+))_x \leq \delta \left[ |\text{Re}(\Sigma, \mathcal{L}(v))_x| + \sum_{k,\ell} \mu_k |\alpha_{k,\ell}|^2 \right] \leq K \|\Sigma\|_\mathcal{X} \|v\|_\mathcal{X} + K \sum_{k,\ell} |\alpha_{k,\ell}|^2.
$$

Using the inequality $ab \leq \varepsilon a^2 + b^2/(4\varepsilon)$ with $a = \|v\|_\mathcal{X}$, $b = K \|\Sigma\|_\mathcal{X}$ and $\varepsilon = |\gamma|\delta/2$, the equality $\|v\|_\mathcal{X}^2 = \|v_+\|_\mathcal{X}^2 + \sum_{k,\ell} |\alpha_{k,\ell}|^2$ and incorporating the term $|\gamma|\delta \|v_+\|_\mathcal{X}^2/2$ in the left-hand side, we infer

$$
\frac{|\gamma|\delta}{2} \|v_+\|_\mathcal{X}^2 \leq K' \sum_{k,\ell} |\alpha_{k,\ell}|^2 + K'' \|\Sigma\|_\mathcal{X}^2.
$$

(B-5)

On the other hand, since $\chi_{k,\ell} \in D(\mathcal{J})$ and $\mathcal{J}\chi_{k,\ell} \in D(\mathcal{L})$ by Assumption A, taking the scalar product of (B-1) with $\chi_{k,\ell}$ provides

$$
(\gamma + i\tau)\alpha_{k,\ell} = -(v, \mathcal{L}\mathcal{J}\chi_{k,\ell})_x - (\Sigma, \chi_{k,\ell})_x.
$$

Consequently,

$$
(|\gamma| + |\tau|)|\alpha_{k,\ell}| \leq K_{k,\ell} \|v\|_\mathcal{X} + K \|\Sigma\|_\mathcal{X};
$$

thus

$$
(|\gamma| + |\tau|)^2 \sum_{k,\ell} |\alpha_{k,\ell}|^2 \leq K_0 \|v\|_\mathcal{X}^2 + K \|\Sigma\|_\mathcal{X}^2 = K_0 \sum_{k,\ell} |\alpha_{k,\ell}|^2 + K \|v_+\|_\mathcal{X}^2 + K \|\Sigma\|_\mathcal{X}^2,
$$

which implies, if $|\tau| \geq 1 \sqrt{K_0} - |\gamma|,$

$$
\sum_{k,\ell} |\alpha_{k,\ell}|^2 \leq K \frac{\|v_+\|_\mathcal{X}^2 + \|\Sigma\|_\mathcal{X}^2}{(|\gamma| + |\tau|)^2 - K_0}.
$$
Reporting this into (B-5) gives
\[
\frac{|\gamma|^2}{2} \frac{v_+}{\|v_+\|_\infty^2} \leq K' K \frac{\|v_+\|_\infty^2 + \|\Sigma\|_\infty^2}{(|\gamma| + |\tau|^2 - K_0) + K'' \Sigma \|\Sigma\|_\infty^2}.
\]
If \(|\tau| \geq 1 + \sqrt{K_0 + 4K K'}/|\gamma| - |\gamma|\), we deduce
\[
\frac{|\gamma|^2}{4} \frac{v_+}{\|v_+\|_\infty^2} \leq \left( K'' + \frac{K' K}{(|\gamma| + |\tau|^2 - K_0)^2} \right) \|\Sigma\|_\infty^2 \leq K_1 \|\Sigma\|_\infty^2,
\]
and it follows that
\[
\|v\|_\infty^2 = \|v_+\|_\infty^2 + \sum_{k, \ell} |\alpha_{k, \ell}|^2 \leq K_2 \|\Sigma\|_\infty^2,
\]
where \(K_2\) does not depend on \(|\tau|\) (large enough), as wished.

The proof of the first semigroup estimate then follows easily; see, for instance, Proposition 2 in [Prüss 1984].

**Proof of the semigroup estimate when \(\gamma_0 > 0\).** Here, we assume \(\gamma_0 > 0\). As a consequence, the spectrum of \([\mathcal{J}_x]_C\) is of the form \(\sigma \cup \sigma_u\), where \(\sigma_{ess}(\mathcal{J}_x)_C \subset \sigma \subset \{\text{Re} \leq 0\}\) and \(\emptyset \neq \sigma_u \subset \{\text{Re} > 0\}\) consists of a finite number of eigenvalues of finite algebraic multiplicities. Therefore, we may define (see, e.g., [Kato 1976; Hislop and Sigal 1996]) the spectral Riesz projection
\[
\mathcal{P} = \frac{1}{2i\pi} \int_{\Gamma} ((\mathcal{J}_x)_C - z)^{-1} \, dz,
\]
where \(\Gamma\) is any simple (positively oriented) closed curve enclosing \(\sigma_u\). As a consequence, \(\mathcal{P}\) is bounded, commutes with \(\mathcal{J}_x\) on \(D(\mathcal{J}_x)_C\) and satisfies \(\sigma((\mathcal{J}_x)_C \mathcal{P}) = \sigma_u\), \(\sigma((\mathcal{J}_x)_C (\text{Id} - \mathcal{P})) = \sigma\). Moreover, \((\mathcal{J}_x)_C \mathcal{P}\) is bounded, and hence generates a continuous semigroup, \(e^{t(\mathcal{J}_x)_C \mathcal{P}}\), given by the exponential series
\[
e^{t(\mathcal{J}_x)_C \mathcal{P}} = \sum_{n=0}^{+\infty} t^n ((\mathcal{J}_x)_C \mathcal{P})^n / n!.
\]
In addition, \((\mathcal{J}_x)_C (\text{Id} - \mathcal{P}) = (\mathcal{J}_x)_C - (\mathcal{J}_x)_C \mathcal{P}\) also generates a continuous semigroup and we have \(e^{t(\mathcal{J}_x)_C} = e^{t(\mathcal{J}_x)_C \mathcal{P}} e^{t(\mathcal{J}_x)_C (\text{Id} - \mathcal{P})}\).

The semigroup generated by the bounded operator \((\mathcal{J}_x)_C \mathcal{P}\) is easily analyzed. We shall now apply the spectral mapping theorem of J. Prüss (Theorem B.2) to \((\mathcal{J}_x)_C (\text{Id} - \mathcal{P})\) in order to control the growth of its norm. By Corollary B.3, it suffices to estimate its resolvent \([(\mathcal{J}_x)_C (\text{Id} - \mathcal{P}) - (\gamma + i \tau)]^{-1}\) for large \(|\tau|\) (note that \(\sigma((\mathcal{J}_x)_C (\text{Id} - \mathcal{P})) = \sigma \subset \{\text{Re} \leq 0\}\). If \(\Sigma \in \mathcal{H}_C\) and \(|\tau|\) is large, it is clear that the solution \(u \in \mathcal{H}_C\) to \([(\mathcal{J}_x)_C (\text{Id} - \mathcal{P}) - (\gamma + i \tau)]u = \Sigma\) is given by
\[
u = [(\mathcal{J}_x)_C - (\gamma + i \tau)]^{-1} (\text{Id} - \mathcal{P}) \Sigma - \frac{1}{\gamma + i \tau} \mathcal{P} \Sigma;
\]
thus, for \(|\tau|\) large,
\[
\left\| [(\mathcal{J}_x)_C (\text{Id} - \mathcal{P}) - (\gamma + i \tau)]^{-1} \right\|_{L_c(\mathcal{H}_C)} \leq \left\| [(\mathcal{J}_x)_C - (\gamma + i \tau)]^{-1} \right\|_{L_c(\mathcal{H}_C)} \|\text{Id} - \mathcal{P}\|_{L_c(\mathcal{H}_C)} + \frac{1}{|\gamma + i \tau|} \left\| \mathcal{P} \right\|_{L_c(\mathcal{H}_C)}
\]
is bounded. Consequently, by Theorem B.2 and since $\sigma_{0} \subset \{\Re \leq 0\}$, $\sigma(e^{[\mathcal{A}]}_{c}(\Id - P)) = e^{t} \sigma([\mathcal{A}c](\Id - P)) = e^{t} \sigma_{0} \subset \mathbb{D}(0, 1)$. It follows that, for any $\varepsilon > 0$, there exists $K_{\varepsilon} > 0$ such that

$$\|e^{t}[\mathcal{A}c](\Id - P)\|_{\mathcal{L}(\mathcal{H}, X_{c})} \leq K_{\varepsilon} e^{t}$$

for all $t \geq 0$.

Since $e^{t}[\mathcal{A}c]p$ is given by the exponential series, we also have the optimal estimate

$$\|e^{t}[\mathcal{A}c]p\|_{\mathcal{L}(\mathcal{H}, X_{c})} \leq K_{0}(1 + t)^{m-1} e^{\gamma_{0}t}$$

for all $t \geq 0$ by definition of $m$. We conclude by taking $\varepsilon = \gamma_{0}/2$ for instance.

**Proof of Theorem B.5.** Since $\mathcal{A}$ generates a continuous semigroup, $v$ is a solution to $\partial_{t}v = \mathcal{A}v + \Phi(v)$ if and only if it is a mild solution:

$$v(t) = e^{t\mathcal{A}}v^{\infty} + \int_{0}^{t} e^{(t-\tau)\mathcal{A}}\Phi(v(\tau)) \, d\tau.$$ 

There exists $r_{0} > 0$ such that $\|\Phi(v)\|_{X} \leq M\|v\|_{X}^{2}$ if $\|v\|_{X} \leq r_{0}$. We choose $v^{\infty} = \delta \Re w$, where $\|\Re w\|_{X} = 1$ and $w$ is an eigenvector for the eigenvalue $\lambda$, and write the solution under the form $v = e^{t\mathcal{A}}v^{\infty} + \tilde{v} = \Re(e^{t\lambda}w) + \tilde{v}$. If $\lambda \in \mathbb{R}$, we can choose $w \in D(\mathcal{A}) \subset D(\mathcal{A}c)$. Then,

$$\tilde{v}(t) = \int_{0}^{t} e^{(t-\tau)\mathcal{A}}\Phi(\delta \Re(e^{t\lambda}w) + \tilde{v}(\tau)) \, d\tau.$$ 

Let us define $r_{1} \equiv \min(r_{0}, (\gamma_{0} - \beta)/(2MM_{0}))$ and let $T > 0$ be the maximal time such that $T < \ln(r/(2\delta))/\gamma_{0}$ and $\|\tilde{v}(\tau)\|_{X} < r_{1}/2$ in $[0, T)$, where $0 < r < r_{1}$ will be determined later. We shall work for $0 \leq t < T$, so that $\|\delta \Re(e^{t\lambda}w) + \tilde{v}(\tau)\|_{X} < \delta e^{t\gamma_{0}} + r_{1}/2 \leq r_{1} \leq r_{0}$. Then,

$$\|\tilde{v}(t)\|_{X} \leq \int_{0}^{t} \|e^{(t-\tau)\mathcal{A}}\|_{\mathcal{L}(X_{c}(X))} M \|\delta \Re(e^{t\lambda}w) + \tilde{v}(\tau)\|^{2} \, d\tau$$

$$\leq 2M_{0}M \int_{0}^{t} e^{(\gamma_{0} + \beta)(t-\tau)}(\delta^{2} e^{2t\gamma_{0}} + \|\tilde{v}(\tau)\|^{2}) \, d\tau$$

$$\leq \frac{2M_{0}M}{\gamma_{0} - \beta} \delta^{2} e^{2t\gamma_{0}} + r_{1}M_{0}M \int_{0}^{t} e^{(\gamma_{0} + \beta)(t-\tau)}\|\tilde{v}(\tau)\|_{X} \, d\tau,$$

since $\beta < \gamma_{0}$. Applying now the Gronwall inequality to $e^{-(\gamma_{0} + \beta)t}\|\tilde{v}(t)\|_{X}$ then gives, since $M_{0}Mr_{1} < \gamma_{0} - \beta$,

$$\|\tilde{u}(t)\|_{X} \leq \left[\frac{2M_{0}M}{\gamma_{0} - \beta} + \frac{2r_{1}M_{0}^{2}M^{2}}{(\gamma_{0} - \beta)(\gamma_{0} - \beta - r_{1}M_{0}M)}\right] \delta^{2} e^{2t\gamma_{0}} = K\delta^{2} e^{2t\gamma_{0}}.$$

We now choose $r \equiv \sqrt{r_{1}/K}$, so that the right-hand side is $\leq Kr^{2}/4 < r_{1}/2$, and this implies that $u$ exists at least on $[0, \ln(r/(2\delta))/\gamma_{0}]$. In addition, for $0 \leq t < T$,

$$\|u(t)\|_{X} \geq \delta e^{t\gamma_{0}} - \|\tilde{u}(t)\|_{X} \geq \delta e^{t\gamma_{0}} - K\delta^{2} e^{2t\gamma_{0}},$$

as desired. We conclude choosing $\varepsilon_{0} > 0$ so small that $2\varepsilon_{0} - K\varepsilon_{0}^{2} \geq \varepsilon_{0}$. 

Proof of Corollary B.6. We pick some $0 < \beta < \gamma_0$ (for instance $\beta = \gamma_0/2$) in order to have the semigroup estimate required in Theorem B.5. The solution $u(t) = T(\omega_* t)(\phi_{\omega_*} + v(t))$ satisfies, for $0 \leq t \leq \gamma_0^{-1} \ln(2\varepsilon_0/\delta)$,

$$\|v(t)\|_X = \|T(-\omega_* t)u(t) - (\phi_{\omega_*} + \delta \text{Re}(e^{t\lambda} w))\|_X \leq K\delta^2 e^{2t\gamma_0}.$$ 

Hence, $T(-\omega_* t)u(t)$ remains at distance $K\varepsilon_0$ from $\phi_{\omega_*} \in \mathcal{M}$ and therefore

$$\text{dist}_X(u(t), \mathcal{M}) \geq K\varepsilon_0 - K\delta^2 e^{2t\gamma_0}.$$ 

Assume $\lambda \in \mathbb{R}$. Then, we observe that the straight line $\mathbb{R} \ni \theta \mapsto \theta w$ is transverse to the tangent space $T_{\phi}\mathcal{M}$ of the manifold $\mathcal{M}$, since $w$ is an eigenvector of $\mathcal{J}\mathcal{L}$ for $\lambda \neq 0$, and hence does not belong to the kernel of $\mathcal{L}$. Therefore, $\text{dist}_X(\theta w, \mathcal{M} - \phi) \geq |\theta|/K_1$ for small $|\theta|$. Thus,

$$\text{dist}_X(u(t), \mathcal{M}) \geq \frac{1}{K_1} \delta e^{t\lambda} - K\delta^2 e^{2t\gamma_0}.$$ 

If $\lambda \in \mathbb{C}\backslash\mathbb{R}$, the equation $[\mathcal{J}\mathcal{L}]_{\mathbb{C}}(w) = \lambda w$ splits as $\mathcal{L} \text{Re}(w) = \text{Re}(\lambda) \text{Re} w - \text{Im}(\lambda) \text{Im} w$ and $\mathcal{L} \text{Im}(w) = \text{Im}(\lambda) \text{Re} w + \text{Re}(\lambda) \text{Im} w$. Therefore, Re $w$ and Im $w$ do not belong to $\ker(\mathcal{L})$. Consequently, the surface $\mathbb{C} \ni \theta \mapsto \text{Re}(\theta w)$ is transverse to the tangent space $T_{\phi}\mathcal{M}$ of the manifold $\mathcal{M}$, and we conclude as before that

$$\text{dist}_X(u(t), \mathcal{M}) \geq \frac{1}{K_1} \delta e^{t\gamma_0} - K\delta^2 e^{2t\gamma_0}.$$ 
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SEMICLASSICAL MEASURES FOR INHOMOGENEOUS
SCHRÖDINGER EQUATIONS ON TORI

NICOLAS BURQ

The purpose of this note is to investigate the high-frequency behavior of solutions to linear Schrödinger equations. More precisely, Bourgain (1997) and Anantharaman and Macià (2011) proved that any weak-* limit of the square density of solutions to the time-dependent homogeneous Schrödinger equation is absolutely continuous with respect to the Lebesgue measure on \( \mathbb{R} \times \mathbb{T}^d \). The contribution of this article is that the same result automatically holds for nonhomogeneous Schrödinger equations, which allows for abstract potential type perturbations of the Laplace operator.

1. Introduction

In this note we are interested in understanding the high-frequency behavior of solutions of linear Schrödinger equations on tori, \( \mathbb{T}^d = \mathbb{R}^d / \mathbb{Z}^d \). Consider a sequence of initial data \((u_{0,n})\), bounded in \( L^2(\mathbb{T}^d) \) and denote by \((u_n)\) the sequence of solutions to the Schrödinger equation and by \((\nu_n)\) their concentration measures given by

\[
u_n = |u_n|^2(t, x) \, dt \, dx.
\]

The sequence \(\nu_n\) on \( \mathbb{R}_t \times \mathbb{T}^d \) is bounded (in mass) on any time interval \((0, T)\) by \( T \sup_n \| u_{0,n} \|_{L^2(\mathbb{T}^d)}^2 \). The following result was proved in [Bourgain 1997, Remark, page 108] and later, using a completely different approach that follows a more geometric path, in [Anantharaman and Macià 2011, Theorem 1]. (See also [Jakobson 1997; Macià 2011; Burq and Zworski 2004; 2005; Aïssiou et al. 2011] for related works.)

**Theorem 1.** Any weak-* limit of the sequence \((\nu_n)\) is absolutely continuous with respect to the Lebesgue measure \( dt \, dx \) on \( \mathbb{R}_t \times \mathbb{T}^d \).

**Remark 1.1.** Actually, in [Anantharaman and Macià 2011] a more precise description of the possible limits is given and the result is proved in the case of Schrödinger operators \( \Delta + V(t, x) \), if \( V \in L^\infty(\mathbb{R}_t \times \mathbb{T}^2) \) is also continuous except possibly on a set of (spacetime) Lebesgue measure 0.

The purpose of this note is to show that the result in Theorem 1 extends to the case of solutions to the nonhomogeneous Schrödinger equation, and, consequently, to the case of Schrödinger operators \( \Delta + V \) where \( V \in L^1_{\text{loc}}(\mathbb{R}_t; \mathcal{L}(L^2(\mathbb{T}^d))) \) (we also give as an illustration an application to a simple nonlinear equation). Let us emphasize that our approach uses no particular property of the Laplace operator on tori.

The author was partially supported by the Agence Nationale de la Recherche, project NOSEVOL, 2011 BS01019 01.
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other than selfadjointness (to get \( L^2 \) bounds for the time evolution) and the fact that Theorem 1 holds, which is used as a black box, and establishes an abstract link between the study of weak-* limits of solutions of the homogeneous and inhomogeneous Schrödinger equations.

2. Inhomogeneous Schrödinger equations

**Definition 2.1.** Let \( T > 0 \). For any sequence \( (u_n) \) bounded in \( L^2((0, T) \times \mathbb{T}^d) \), we say that the sequence \( (u_n) \) satisfies property \((AC_T)\) if any weak-* limit \( \nu \) of \((v_n)\) is absolutely continuous with respect to the Lebesgue measure on \((0, T) \times \mathbb{T}^d\).

**Theorem 2.** Let \((u_{n,0})\) and \((f_n)\) be two sequences bounded in \( L^2(\mathbb{T}^d) \) and \( L^1_{\text{loc}}(\mathbb{R}_t; L^2(\mathbb{T}^d)) \), respectively. Let \( u_n \) be the solution of
\[
(i \partial_t + \Delta)u_n = f_n, \quad u_n|_{t=0} = u_{n,0}, \quad u_n = e^{i t \Delta}u_{n,0} + \frac{1}{i} \int_0^t e^{i(t-s)\Delta} f_n(s) \, ds.
\]
Then, for any \( T > 0 \), the sequence \((u_n)\), which is clearly bounded in \( L^2((0, T) \times \mathbb{T}^d) \) by
\[
T^{1/2} \sup_n (\|u_{n,0}\|_{L^2(\mathbb{T}^d)} + \|f_n\|_{L^1((0,T);L^2(\mathbb{T}^d))}),
\]
satisfies property \((AC_T)\).

**Corollary 2.2.** Let \( V \in L^1_{\text{loc}}(\mathbb{R}_t; \mathcal{L}(L^2(\mathbb{T}^d))) \) (for example, \( V \) can be a potential in \( L^1_{\text{loc}}(\mathbb{R}_t; L^\infty(\mathbb{T}^2)) \) acting by pointwise multiplication). For any sequence \((u_{n,0})_{n \in \mathbb{N}}\) bounded in \( L^2(\mathbb{T}^2) \), let \((u_n)\) be the sequence of the unique solutions in \( C^0(\mathbb{R}; L^2(\mathbb{T}^2)) \) of
\[
(i \partial_t + \Delta + V(t))u_n = 0, \quad u_n|_{t=0} = u_{n,0}.
\]
Then the sequence \((u_n)\) satisfies the property \((AC_T)\) for any \( T > 0 \).

Indeed, since
\[
\frac{d}{dt} \|u_n\|_{L^2(\mathbb{T}^d)}^2 = 2 \Re(\partial_t u, u)_{L^2(\mathbb{T}^d)} = 2 \Re(i \Delta u + i V u, u)_{L^2(\mathbb{T}^d)} = -2 \Im(V u, u)_{L^2(\mathbb{T}^d)},
\]
by Gronwall’s inequality, we obtain
\[
\|u_n(t)\|_{L^2(\mathbb{T}^d)}^2 \leq \|u_{n,0}\|_{L^2(\mathbb{T}^d)}^2 e^{\int_0^t \|V(s)\|_{\mathcal{L}(L^2(\mathbb{T}^d))} \, ds},
\]
and, consequently, the sequence \((f_n) = (-V(t)u_n)\) is clearly bounded in \( L^1_{\text{loc}}(\mathbb{R}_t; L^2(\mathbb{T}^d)) \) and we can apply Theorem 2.

**Remark 2.3.** Any time independent \( V \in \mathcal{L}(L^2(\mathbb{T}^d)) \) satisfies the assumptions above, and, consequently, if \((u_n)\) is a sequence of \( L^2 \) normalized eigenfunctions of \( \Delta + V \), it follows from Corollary 2.2 that any weak-* limit of \( |u_n|^2(x) \, dx \) is absolutely continuous with respect to the Lebesgue measure on \( \mathbb{T}^d \). The proof we present below seems to be intrinsically time-dependent. However, it would be interesting to obtain a proof of this result avoiding the detour via the study of the time-dependent Schrödinger equation.
Proof of Theorem 2. If \((u_n)\) satisfies property \((AC_T)\), then the sequence \((u_n + v_n)\) satisfies property \((AC_T)\) if and only if the sequence \((v_n)\) satisfies property \((AC_T)\). This is because if \(|u_n|^2 \, dt \, dx\) and \(|v_n|^2 \, dt \, dx\) converge weakly to \(v\) and \(\mu\), respectively, then, according to the Cauchy–Schwarz inequality, any weak-* limit of \(|u_n + v_n|^2 \, dt \, dx\) is absolutely continuous with respect to \(v + \mu\). The following result shows that the set of sequences satisfying property \((AC_T)\) is closed in some weak-strong topology.

Lemma 2.4. Consider \((u_n)\) bounded in \(L^2((0, T) \times \mathbb{T}^2)\). Assume that there exists for any \(k \in \mathbb{N}\) a sequence \((u_n^{(k)})_{n \in \mathbb{N}}\) such that

1. for any \(k\), the sequence \((u_n^{(k)})_{n \in \mathbb{N}}\) satisfies property \((AC_T)\);
2. the sequences \((u_n^{(k)})_{n \in \mathbb{N}}\) are approximating the sequence \((u_n)\) in the sense that

\[
\lim_{k \to +\infty} \limsup_{n \to +\infty} \|u_n - u_n^{(k)}\|_{L^2((0,T) \times \mathbb{T}^2)} = 0. \tag{2-1}
\]

Then the sequence \((u_n)_{n \in \mathbb{N}}\) satisfies property \((AC_T)\).

Proof. Indeed, for any \(\epsilon > 0\), let \(k_0\) be such that, for any \(k \geq k_0\),

\[
\limsup_n \|u_n - u_n^{(k)}\|_{L^2((0,T) \times \mathbb{T}^2)} < \epsilon.
\]

Then, if \(v\) and \(v^{(k)}\) are weak-* limits of the sequences \((u_n)_{n \in \mathbb{N}}\) and \((u_n^{(k)})_{n \in \mathbb{N}}\), respectively, associated to the same subsequence \(n_p \to +\infty\), we have, for any \(f \in C^0((0, T) \times \mathbb{T}^2)\) and large \(n\),

\[
\int_{(0,T) \times \mathbb{T}^2} |u_n|^2 \chi \, dx \, dt \leq \int_{(0,T) \times \mathbb{T}^2} 2(|u_n| - u_n^{(k)})^2 + |u_n^{(k)}|^2) \, dx \, dt \\
\leq 2\epsilon^2 + 2\int_{(0,T) \times \mathbb{T}^2} 2|u_n^{(k)}|^2 \chi \, dx \, dt. \tag{2-2}
\]

Passing to the limit \(p \to +\infty\), we obtain

\[
\langle v, \chi \rangle \leq 2\epsilon^2 + 2\langle v^{(k)}, \chi \rangle.
\]

On the other hand, according to the Riesz theorem (see, for example, [Rudin 1987, Theorem 2.14]), the measures \(v\), \(v^{(k)}\) which are defined on the Borelian \(\sigma\)-algebra, \(\mathcal{M}\), are regular, and, consequently,

\[
\forall E \in \mathcal{M}, \quad v(E) = \sup_{F_{\text{closed}}, F \subset E} \inf_{U_{\text{open}}, E \subset U} v(U), \\
\forall E \in \mathcal{M}, \quad v^{(k)}(E) = \sup_{F_{\text{closed}}, F \subset E} \inf_{U_{\text{open}}, E \subset U} v^{(k)}(U). \tag{2-3}
\]

For any \(E \in \mathcal{M}\), taking \(F_p \subset E\) and \(E \subset O_p\) such that

\[
\lim_{p \to +\infty} v(F_p) = v(E), \quad \lim_{p \to +\infty} v^{(k)}(O_p) = v^{(k)}(E)
\]

and \(\chi_p \in C_0((0, 1) \times \mathbb{T}^d; [0, 1])\) is equal to 1 on \(F_p\) and supported in \(O_p\), we obtain, according to (2-2),

\[
v(E) \leq 2\epsilon^2 + 2v^{(k)}(E).
\]
Now consider \( E \) a subset of \((0, T) \times \mathbb{T}^d\)-Lebesgue measure 0. Since by assumption \( v^{(k)} \) is absolutely continuous with respect to the Lebesgue measure, we have \( v^{(k)}(E) = 0 \), and hence \( v(E) \leq 2\epsilon^2 \). Consequently, since \( \epsilon > 0 \) can be taken arbitrarily small, we have \( v(E) = 0 \), which proves that \( v \) is also absolutely continuous with respect to the Lebesgue measure.\( \square \)

We come back to the proof of Theorem 2 and fix \( T > 0 \). According to Duhamel’s formula,

\[
  u_n = e^{it\Delta}u_{0,n} + \frac{1}{i} \int_0^t e^{i(t-s)\Delta} f_n(s) \, ds.
\]

According to the remark above, since we know that the sequence \((e^{it\Delta}u_{0,n})\) satisfies property \((AC_T)\), it is enough to prove that the sequence \((v_n) = (\int_0^t e^{i(t-s)\Delta} f_n(s) \, ds)\) satisfies property \((AC_T)\). The key point of the analysis is that if instead of \( v_n \) we had

\[
  \tilde{v}_n = \int_0^T e^{i(t-s)\Delta} V u_n(s) \, ds = e^{it\Delta}g_n, \quad g_n = \int_0^T e^{-is\Delta} V e^{is(\Delta+V)} u_{n,0}(s) \, ds,
\]

we could conclude using Theorem 1, because \( \tilde{v}_n \) is a solution to the homogeneous Schrödinger equation with initial data the bounded sequence \((g_n)\). To pass from \( \tilde{v}_n \) to \( v_n \), we adapt an idea borrowed from harmonic analysis (the Christ–Kiselev Lemma [2001]) in the simple form written in [Burq and Planchon 2006] (see also [Burq 2011]). Here the idea is to show that the sequence \((v_n)\) can be approximated by other sequences \((v^{(k)}_n)\) in the sense of (2-1) (actually, we get a stronger convergence, as we can replace the lim sup in (2-1) by a sup), where each \((v^{(k)}_n)\) is a finite sum of solutions of the homogeneous Schrödinger equation, properly truncated in time, and hence satisfy property \((AC_T)\). Let

\[
  \|f_n\|_{L^1((0,T);L^2(\mathbb{T}^d))} = c_n \leq C.
\]

We decompose the interval \((0, T)\) into dyadic pieces on which the \( L^1((0, T); L^2(\mathbb{T}^d))\)-norm of \( f_n \) is equal to \( 2^{-q}c_n \). For this, we recursively construct (on the index \( q \in \mathbb{N} \)) certain sequences \((t_{p,q,n})_{q \in \mathbb{N}, p=1,\ldots,2^q}\) such that

- \( 0 = t_{0,q,n} < t_{1,q,n} < \cdots < t_{2^q,q,n} = T \),
- \( \|f_n\|_{L^1((t_{p,q,n},t_{p+1,q,n});L^2(\mathbb{T}^d))} = 2^{-q}c_n \),
- \( t_{2p,q,n} = t_{p,q-1,n} \) for any \( p = 0, \ldots, 2^q-1 \).

Notice that if the function

\[
  G_n : t \in [0, T] \mapsto \|f_n\|_{L^1((0,t);L^2(\mathbb{T}^d))} \in [0, c_n]
\]

is strictly increasing, the points \( t_{p,q,n} \) are uniquely determined by the relation \( G_n(t_{p,q,n}) = p2^{-q}c_n \), and the last condition above is automatic. In the general case, the function \( G_n \) (which is clearly nondecreasing) can have some flat parts, and, consequently, the points \( t_{p,q,n} \) may not be unique anymore. The last condition above ensures that the choice made at step \( q+1 \) is consistent with the choice made at step \( q \). For \( j = 0, \ldots, 2^q - 1 \), let

\[
  I_{j,q,n} = [t_{2j,q,n}, t_{2j+1,q,n}], \quad J_{j,q,n} = [t_{2j+1,q,n}, t_{2j+2,q,n}], \quad Q_{j,q,n} = J_{j,q,n} \times I_{j,q,n}.
\]
Notice that
\[
\{(t, s) \in [0, T]^2; s \leq t\} = \bigcup_{q=0}^{+\infty} \bigcup_{j=0}^{2^q-1} Q_{j,q,n} \Rightarrow 1_{s \leq t} = \sum_{q=0}^{+\infty} \sum_{j=0}^{2^q-1} 1_{Q_{j,q,n}}(t, s).
\]

Now (if we are able to prove that the series in \(q\) converges) we have
\[
v_n = \int_0^T e^{i(t-s)\Delta} f_n(s) \, ds = \int_0^T 1_{s \leq t} e^{i(t-s)\Delta} f_n(s) \, ds
\]
\[
= \sum_{q=0}^{+\infty} \sum_{j=0}^{2^q-1} 1_{t \in J_{j,q,n}} \int_0^T e^{i(t-s)\Delta} 1_{s \in I_{j,q,n}} f_n(s) \, ds = \sum_{q=0}^{+\infty} \sum_{j=0}^{2^q-1} 1_{t \in J_{j,q,n}} e^{it\Delta} g_{j,q,n} \, ds,
\]
(2-4)

with
\[
g_{j,q,n}(x) = \int_0^T e^{-is\Delta} 1_{s \in I_{j,q,n}} f_n(s) \, ds = \int_{t_{j+1,q,n}}^{t_{2j+1,q,n}} e^{-is\Delta} f_n(s) \, ds,
\]
(2-5)

\[
\|g_{j,q,n}\|_{L^2(\mathbb{T}^d)} \leq \|f_n\|_{L^1((t_{j+1,q,n}, t_{2j+1,q,n}), L^2(\mathbb{T}^d))} = 2^{-q} c_n.
\]

Let
\[
v_{(k)}_n = \sum_{q=0}^{k} \sum_{j=0}^{2^q-1} 1_{t \in J_{j,q,n}} e^{it\Delta} g_{j,q,n} \, ds.
\]

Noticing that if a sequence \((w_n)\) satisfies property \((AC_T)\), then, for any sequences \(0 \leq t_{1,n} < t_{2,n} \leq T\), the sequence \((1_{t \in (t_{1,n}, t_{2,n})} w_n)\) satisfies property \((AC_T)\), we see that for any \(k \in \mathbb{N}\), the sequence \((v_{(k)}_n)\) satisfies property \((AC_T)\). On the other hand, since for \(j \neq j'\), \(1_{t \in J_{j,q,n}}\) and \(1_{t \in J_{j',q,n}}\) have disjoint supports, we get, according to (2-5),
\[
\left\|\sum_{j=0}^{2^q-1} 1_{t \in J_{j,q,n}} e^{it\Delta} g_{j,q,n}\right\|_{L^\infty((0,T); L^2(\mathbb{T}^d))} \leq \sup_{0 \leq j \leq 2^q-1} \left\|1_{t \in J_{j,q,n}} e^{it\Delta} g_{j,q,n}\right\|_{L^\infty((0,T); L^2(\mathbb{T}^d))}
\]
\[
\leq \sup_{0 \leq j \leq 2^q-1} \|g_{j,q,n}\|_{L^2(\mathbb{T}^d)} \leq 2^{-q} c_n.
\]
(2-6)
As a consequence, we get that the series (2-4) is convergent and
\[ \| v_n - v_n^{(k)} \|_{L^2((0, T) \times \mathbb{T}^d)} \leq \sqrt{T} c_n 2^{-k} \leq C 2^{-k}, \]
which, according to Lemma 2.4, concludes the proof of Theorem 2.

\[ \square \]

3. An illustration

We consider here the nonlinear Schrödinger equation
\[(i \partial_t + \Delta)u + V(u, t)u = 0 \quad \text{on } \mathbb{T}^d, \quad u|_{t=0} = 0 \tag{3-1}\]
where the function \( z \in \mathbb{C} \mapsto V(z, t)z \in \mathbb{C} \) is globally Lipschitz with respect to the \( z \) variable, with a time-integrable Lipschitz constant; that is, there exists \( C \in L^1_{\text{loc}}(\mathbb{R}) \) such that \( C(t) > 0 \) for all \( t \) and
\[ |V(z, t)z - V(z', t)z'| \leq C(t)|z - z'| \quad \text{for all } z, z' \in \mathbb{C}. \]
Notice, for example, that the choice \( V(u, t) = |u|^2/(1 + \epsilon |u|^2) \) satisfies these assumptions for any \( \epsilon > 0 \).

**Proposition 3.1.** For any \( u_0 \in L^2(\mathbb{T}^d) \), there exists a unique solution \( u \in C(\mathbb{R}; L^2(\mathbb{T}^d)) \) to (3-1). Furthermore, there exists a continuous increasing function, \( F(t) \), such that, for any \( u_0 \in L^2(\mathbb{T}^d) \), the solution \( u \) satisfies
\[ \| u \|_{L^2(\mathbb{T}^d)}(t) \leq F(t) \| u_0 \|_{L^2(\mathbb{T}^d)}. \tag{3-2} \]

**Corollary 3.2.** For any sequence of initial data \( (u_{0,n}) \) bounded in \( L^2(\mathbb{T}^d) \), the sequence \( (u_n) \) of solutions to (3-1) satisfies
\[ \| V(u_n, t)u_n \|_{L^2(\mathbb{T}^d)} \leq C(t) \| u_n \|_{L^\infty((0, t); L^2(\mathbb{T}^d))} \leq C(t) f(t) \| u_{0,n} \|_{L^2(\mathbb{T}^d)} \in L^1_{\text{loc}}(\mathbb{R}), \]
and, consequently, the sequence \( (u_n) \) satisfies property \((AC_T)\) for any \( T > 0 \).

**Proof of Proposition 3.1.** Let
\[ K : u \in L^\infty((0, T); L^2(\mathbb{T}^d)) \mapsto e^{i \Delta t} u_0 + \frac{1}{i} \int_0^t e^{i(t-s)} (V(u(s), s)u(s)) \, ds. \]
We have
\[ \| K(u) - e^{i \Delta t} u_0 \|_{L^\infty((0, T); L^2(\mathbb{T}^d))} \leq \int_0^T C(s) \, ds \| u \|_{L^\infty((0, T); L^2(\mathbb{T}^d))}, \tag{3-3} \]
\[ \| K(u) - K(v) \|_{L^\infty((0, T); L^2(\mathbb{T}^d))} \leq \int_0^T C(s) \, ds \| u - v \|_{L^\infty((0, T); L^2(\mathbb{T}^d))}. \]
We obtain that the map \( K \) has a unique fixed point on the ball centered on \( e^{i \Delta t} u_0 \) with radius \( \| u_0 \|_{L^2(\mathbb{T}^d)} \) in \( L^\infty((0, T); L^2(\mathbb{T}^d)) \), as soon as \( \int_0^T C(s) \, ds \leq \frac{1}{2} \). This proves the local existence claim. To obtain existence on any time interval \([0, \tilde{T}]\), we write \([0, \tilde{T}] = \bigcup_{j=1}^N [t_j, t_{j+1}]\), where we choose \( t_j \) recursively such that \( \int_{t_j}^{t_{j+1}} C(s) \, ds \leq \frac{1}{2} \). Taking \( \int_{t_j}^{t_{j+1}} C(s) \, ds = \frac{1}{2} \) for all \( j < N - 1 \) gives the bound
\[ N \leq 1 + 2 \int_0^\tilde{T} C(s) \, ds. \tag{3-4} \]
Then applying the first step recursively gives a solution on \([0, \tilde{T}]\) that, according to (3-4), satisfies
\[
\|u\|_{L^2(T^d)}(\tilde{T}) \leq 2^N \|u_0\|_{L^2(T^d)} \leq 2^{1+2\int_0^T C(s)\,ds} \|u_0\|_{L^2(T^d)}.
\]
The uniqueness claim in Proposition 3.1 follows now from standard methods. □
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DECAY OF VISCOUS SURFACE WAVES WITHOUT SURFACE TENSION IN HORIZONTALLY INFINITE DOMAINS

YAN GUO AND IAN TICE

We consider a viscous fluid of finite depth below the air, occupying a three-dimensional domain bounded below by a fixed solid boundary and above by a free moving boundary. The fluid dynamics are governed by the gravity-driven incompressible Navier–Stokes equations, and the effect of surface tension is neglected on the free surface. The long-time behavior of solutions near equilibrium has been an intriguing question since the work of Beale (1981).

This is the second in a series of three papers by the authors that answers the question. Here we consider the case in which the free interface is horizontally infinite; we prove that the problem is globally well-posed and that solutions decay to equilibrium at an algebraic rate. In particular, the free interface decays to a flat surface.

Our framework utilizes several techniques, which include
(1) a priori estimates that utilize a “geometric” reformulation of the equations;
(2) a two-tier energy method that couples the boundedness of high-order energy to the decay of low-order energy, the latter of which is necessary to balance out the growth of the highest derivatives of the free interface;
(3) control of both negative and positive Sobolev norms, which enhances interpolation estimates and allows for the decay of infinite surface waves.

Our decay estimates lead to the construction of global-in-time solutions to the surface wave problem.

1. Introduction

Formulation of the equations in Eulerian coordinates. We consider a viscous, incompressible fluid evolving in a moving domain

$$\Omega(t) = \{ y \in \Sigma \times \mathbb{R} \mid -b < y_3 < \eta(y_1, y_2, t) \}. \quad (1-1)$$

Here we assume that $\Sigma = \mathbb{R}^2$. The lower boundary of $\Omega(t)$ is assumed to be rigid and given, but the upper boundary is a free surface that is the graph of the unknown function $\eta : \Sigma \times \mathbb{R}^+ \to \mathbb{R}$. We assume that $b > 0$ is a fixed constant, so that the lower boundary is flat. For each $t$, the fluid is described by its velocity
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and pressure functions \((u, p): \Omega(t) \to \mathbb{R}^3 \times \mathbb{R}\). We require that \((u, p, \eta)\) satisfy the gravity-driven incompressible Navier–Stokes equations in \(\Omega(t)\) for \(t > 0\):

\[
\begin{cases}
\partial_t u + u \cdot \nabla u + \nabla p = \mu \Delta u & \text{in } \Omega(t), \\
\text{div } u = 0 & \text{in } \Omega(t), \\
\partial_t \eta = u_3 - u_1 \partial_y \eta - u_2 \partial_y \eta & \text{on } \{y_3 = \eta(y_1, y_2, t)\}, \\
(p I - \mu \nabla u) v = g \eta v & \text{on } \{y_3 = \eta(y_1, y_2, t)\}, \\
u = 0 & \text{on } \{y_3 = -b\}
\end{cases}
\]

(1-2)

for \(v\) the outward-pointing unit normal on \(\{y_3 = \eta\}\), \(I\) the \(3 \times 3\) identity matrix, \((\nabla u)_{ij} = \partial_i u_j + \partial_j u_i\) the symmetric gradient of \(u\), \(g > 0\) the strength of gravity, and \(\mu > 0\) the viscosity. The tensor \((p I - \mu \nabla u)\) is known as the viscous stress tensor. The third equation in (1-2) implies that the free surface is advected with the fluid. Note that in (1-2) we have shifted the gravitational forcing to the boundary and eliminated the constant atmospheric pressure, \(p_{\text{atm}}\), in the usual way, by adjusting the actual pressure \(\bar{p}\) according to \(p = \bar{p} + g y_3 - p_{\text{atm}}\).

The problem is augmented with initial data \((u_0, \eta_0)\) satisfying certain compatibility conditions, which for brevity we will not write now. We will assume that \(\eta_0 > -b\) on \(\Sigma\).

Without loss of generality, we may assume that \(\mu = g = 1\). Indeed, a standard scaling argument allows us to scale so that \(\mu = g = 1\), at the price of multiplying \(b\) by a positive constant. This means that, up to renaming \(b\), we arrive at the above problem with \(\mu = g = 1\).

The problem (1-2) possesses a natural physical energy. For sufficiently regular solutions, we have an energy evolution equation that expresses how the change in physical energy is related to the dissipation:

\[
\frac{1}{2} \int_{\Omega(t)} |u(t)|^2 + \frac{1}{2} \int_{\Sigma} |\eta(t)|^2 + \frac{1}{2} \int_0^t \int_{\Omega(s)} |\nabla u(s)|^2 \, ds = \frac{1}{2} \int_{\Omega(0)} |u_0|^2 + \frac{1}{2} \int_{\Sigma} |\eta_0|^2.
\]

(1-3)

The first two integrals constitute the kinetic and potential energies, while the third constitutes the dissipation. The structure of this energy evolution equation is the basis of the energy method we will use to analyze (1-2).

**Geometric form of the equations.** In order to work in a fixed domain, we want to flatten the free surface via a coordinate transformation. We will not use a Lagrangian coordinate transformation, but rather a flattening transformation introduced by Beale [1984]. To this end, we consider the fixed domain

\[
\Omega := \{x \in \Sigma \times \mathbb{R} \mid -b < x_3 < 0\},
\]

(1-4)

for which we will write the coordinates as \(x \in \Omega\). We think of \(\Sigma\) as the upper boundary of \(\Omega\), and write \(\Sigma_b := \{x_3 = -b\}\) for the lower boundary. We continue to view \(\eta\) as a function on \(\Sigma \times \mathbb{R}^+\). We define

\[
\tilde{\eta} := \mathcal{P} \eta = \text{harmonic extension of } \eta \text{ into the lower half space},
\]

(1-5)

where \(\mathcal{P} \eta\) is defined by (A-17). The harmonic extension \(\tilde{\eta}\) allows us to flatten the coordinate domain via the mapping

\[
\Omega \ni x \mapsto (x_1, x_2, x_3 + \tilde{\eta}(x, t)(1 + x_3/b)) =: \Phi(x, t) = (y_1, y_2, y_3) \in \Omega(t).
\]

(1-6)
Note that \( \Phi(\Sigma, t) = \{y_3 = \eta(y_1, y_2, t)\} \) and \( \Phi(\cdot, t)|_{\Sigma_b} = Id_{\Sigma_b} \), that is, \( \Phi \) maps \( \Sigma \) to the free surface and keeps the lower surface fixed. We have

\[
\nabla \Phi = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ A & B & 1 \end{pmatrix}
\quad \text{and} \quad \mathcal{A} := (\nabla \Phi^{-1})^T = \begin{pmatrix} 1 & 0 & -AK \\ 0 & 1 & -BK \\ 0 & 0 & K \end{pmatrix}
\]

for

\[
A = \partial_1 \tilde{\eta} \tilde{b}, \quad B = \partial_2 \tilde{\eta} \tilde{b}, \\
J = 1 + \tilde{\eta}/b + \partial_3 \tilde{b}, \quad K = J^{-1}, \\
\tilde{b} = (1+x_3/b).
\]

Here \( J = \det \nabla \Phi \) is the Jacobian of the coordinate transformation.

If \( \eta \) is sufficiently small (in an appropriate Sobolev space), the mapping \( \Phi \) is a diffeomorphism. This allows us to transform the problem to one on the fixed spatial domain \( \Omega \) for \( t \geq 0 \). In the new coordinates, the PDE (1-2) becomes

\[
\begin{cases}
\partial_t u - \partial_j \tilde{\eta} \tilde{b} K \partial_3 u + u \cdot \nabla_{\mathcal{A}} u - \Delta_{\mathcal{A}} u + \nabla_{\mathcal{A}} p = 0 & \text{in } \Omega, \\
\text{div}_{\mathcal{A}} u = 0 & \text{in } \Omega, \\
S_{\mathcal{A}}(p, u)\mathcal{N} = \eta \mathcal{N} & \text{on } \Sigma, \\
\partial_3 \eta = u \cdot \mathcal{N} & \text{on } \Sigma, \\
u = 0 & \text{on } \Sigma_b, \\
u(x, 0) = u_0(x), \eta(x', 0) = \eta_0(x').
\end{cases}
\]

Here we have written the differential operators \( \nabla_{\mathcal{A}} \), \( \text{div}_{\mathcal{A}} \), and \( \Delta_{\mathcal{A}} \) with their actions given by \( (\nabla_{\mathcal{A}} f)_i = \mathcal{A}_{ij} \partial_j f \), \( \text{div}_{\mathcal{A}} X := \mathcal{A}_{ij} \partial_j X_i \), and \( \Delta_{\mathcal{A}} f = \text{div}_{\mathcal{A}} \nabla_{\mathcal{A}} f \) for appropriate \( f \) and \( X \); for \( u \cdot \nabla_{\mathcal{A}} u \) we mean \( (u \cdot \nabla_{\mathcal{A}} u)_i = u_j \mathcal{A}_{jk} \partial_k u_i \). We have also written \( \mathcal{N} := -\partial_1 \eta e_1 - \partial_2 \eta e_2 + e_3 \) for the nonunit normal to \( \{y_3 = \eta(y_1, y_2, t)\} \), and we write \( S_{\mathcal{A}}(p, u) = (p I - \mathcal{D}_{\mathcal{A}} u) \) for the stress tensor, where \( I \) is the 3 \times 3 identity matrix and \( (\mathcal{D}_{\mathcal{A}} u)_{ij} = \mathcal{A}_{ik} \partial_k u_j + \mathcal{A}_{jk} \partial_k u_i \) is the symmetric \( \mathcal{A} \)-gradient. Note that if we extend \( \text{div}_{\mathcal{A}} \) to act on symmetric tensors in the natural way, \( \text{div}_{\mathcal{A}} S_{\mathcal{A}}(p, u) = \nabla_{\mathcal{A}} p - \Delta_{\mathcal{A}} u \) for vector fields satisfying \( \text{div}_{\mathcal{A}} u = 0 \).

Recall that \( \mathcal{A} \) is determined by \( \eta \) through the relation (1-7). This means that all of the differential operators in (1-9) are connected to \( \eta \), and hence to the geometry of the free surface. This geometric structure is essential to our analysis, as it allows us to control high-order derivatives that would otherwise be out of reach.

**Beale’s nondecay theorem.** Many authors have considered problems similar to (1-2), both with and without viscosity and surface tension [Bae 2011; Beale 1981; 1984; Beale and Nishida 1985; Germain et al. 2009; Hataya 2009; Lannes 2005; Nishida et al. 2004; Solonnikov 1977; Sylvester 1990; Tani and Tanaka 1995; Wu 1997; 1999; 2009; 2011]. We refer the reader to the introduction of [Guo and Tice 2013b] for a more thorough discussion of how these results relate to ours.
Beale [1981] developed a local existence theory for the problem (1-2) in Lagrangian coordinates, where the unknowns are replaced with \( v = u \circ \zeta, \quad q = p \circ \zeta \) for \( \zeta \) the Lagrangian flow map, which satisfies \( \partial_t \zeta = v \). The result showed that (roughly speaking), given \( v_0 \in H^{r-1} \) for \( r \in (3, 7/2) \), there exists a unique solution \( v \) on a time interval \( (0, T) \), with \( T \) depending on \( v_0 \), such that \( v \in L^2 H^r \cap H^{r/2} L^2 \). A second local existence theorem was then proved for small data near equilibrium. It showed that for any fixed \( 0 < T < \infty \), there exists a collection of data small enough that a unique solution exists on \( (0, T) \).

The second result suggests that solutions should exist globally in time for small data. If global solutions do exist, it is natural to expect the free surface to decay to 0 as \( t \to \infty \). However, the third result [Beale 1981] was a nondecay theorem that showed that a “reasonable” extension to small-data global well-posedness with decay of the free surface fails. Among other things, the theorem’s hypotheses require that

\[
\begin{align}

v &\in L^1([0, \infty); H^r(\Omega)) \quad \text{for} \quad r \in (3, 7/2), \\
\zeta_3|_\Sigma &\in L^2([0, \infty); L^2(\Sigma)), \\
v(x, 0) &= 0, \quad \zeta(x, 0) = x + \varepsilon \Theta(x), \\
limit_{t \to \infty} \zeta_3|_\Sigma &= 0,
\end{align}
\tag{1-10}
\]

where \( \Omega \) is given by (1-4), \( \zeta(x, 0) \) is the flow map that gives the geometry of the initial fluid domain, \( \Theta \) is a specially chosen function satisfying certain conditions, and \( \varepsilon > 0 \) is a small parameter. Note that the third line in (1-10) implies that the system is initially close to equilibrium, and the fourth line implies that the free surface decays to 0 as \( t \to \infty \).

The proof of the nondecay theorem, which is a reductio ad absurdum, hinges on the special conditions imposed on the map \( \Theta \) and the fact that \( v \in L^1 H^r \). In the discussion of this result, Beale pointed out that it does not imply the nonexistence of global-in-time solutions, but rather that establishing global-in-time results requires stronger or different hypotheses than those imposed in the nondecay theorem.

The nondecay theorem raises two intriguing questions. First, is viscosity alone capable of producing global well-posedness? Second, if global solutions exist, do they decay as \( t \to \infty \)? Our main result answers both questions in the affirmative. In order to avoid the applicability of the nondecay theorem, we must show why its hypotheses are not satisfied. We would like to highlight three crucial ways in which we do this. The first and most obvious is that we work in a different coordinate system and within a different functional framework. In particular this requires higher regularity of the initial data and imposes more compatibility conditions than are satisfied by the data in the nondecay theorem.

Second, we will find (see (1-21)) that \( u \) decays according to \( \|u(t)\|_2^2 \leq C/(1+t)^{1+\lambda} \) for \( \lambda \in (0, 1) \). This is not sufficiently rapid to guarantee that \( u \) belongs to the space \( L^1([0, \infty); H^2(\Omega)) \), which is in violation of the first line of (1-10), a key assumption in the nondecay result. Technically, our \( u \) is in Eulerian coordinates, but if we formally identify \( u \) with \( v \), we see the difficulty clearly: we cannot integrate the equation \( \partial_t \zeta = v \) to obtain \( \zeta \) as \( t \to \infty \), which means that we cannot make sense of the fourth equation in (1-10). One of the advantages of the Eulerian and geometric formulations is that the free surface function \( \eta \) may be analyzed without regard to what is happening to the entire flow map \( \zeta \) in \( \Omega \).
Third, we find that $\eta$ decays in time according to $\|\eta(t)\|_0^2 \leq C/(1 + t)^{\lambda}$ for $\lambda \in (0, 1)$. This is not fast enough to guarantee that $\eta$ is in $L^2([0, \infty); L^2(\Sigma))$. If we identify $\eta$ with $\zeta_3|_\Sigma$, we see that we cannot guarantee that the second condition in (1-10) holds.

The above decay rates should be compared to those in the problem with surface tension (see the discussion on page 1442), which in general allows for faster decay to equilibrium. In this context, [Beale and Nishida 1985] showed that the decay estimates $\|u(t)\|_2^2 \leq C/(1 + t)^{2}$ and $\|\eta(t)\|_0^2 \leq C/(1 + t)$ are sharp. As such, we should not expect $u \in L^1 H^2$ or $\eta \in L^2 L^2$ in our problem.

**Local well-posedness.** The a priori estimates we develop in this paper are done in different coordinates and in a different functional framework from those used in [Beale 1981]. As such, we need a local well-posedness theory for (1-9) in our framework. We proved this in Theorem 1.1 of our companion paper [Guo and Tice 2013b]. Since we will need the result here, we record it now.

In order to state our result, we must explain our notation for Sobolev spaces and norms. We take $H^k(\Omega)$ and $H^k(\Sigma)$ for $k \geq 0$ to be the usual Sobolev spaces. When we write norms we suppress the $H$ and $\Omega$ or $\Sigma$. When we write $\|\partial_t^j u\|_k$ and $\|\partial_t^j p\|_k$ we always mean that the space is $H^k(\Omega)$, and when we write $\|\partial_t^j \eta\|_k$ we always mean that the space is $H^k(\Sigma)$.

In the following we write $0 H^1(\Omega) := \{u \in H^1(\Omega) \mid u|_{\Sigma_\omega} = 0\}$ and

$$\mathcal{X}_T = \{u \in L^2([0, T]; 0 H^1(\Omega)) \mid \text{div}_d(t) u(t) = 0 \text{ for a.e. } t\}. \tag{1-11}$$

The compatibility conditions for the initial data are the natural ones that would be satisfied for solutions in our functional framework. They are cumbersome to write, so we do not record them here. We refer the reader to [Guo and Tice 2013b] for their precise definition.

**Theorem 1.1.** Let $N \geq 3$ be an integer. Assume that $u_0$ and $\eta_0$ satisfy the bound $\|u_0\|_{4N}^2 + \|\eta_0\|_{4N+1/2}^2 < \infty$ as well as the appropriate compatibility conditions. There exist $\delta_0$, $T_0 \in (0, 1)$ such that if

$$0 < T \leq T_0 \min\left\{1, \frac{1}{\|\eta_0\|_{4N+1/2}^2}\right\}, \tag{1-12}$$

and $\|u_0\|_{4N}^2 + \|\eta_0\|_{4N}^2 \leq \delta_0$, there exists a unique solution $(u, p, \eta)$ to (1-9) on the interval $[0, T]$ that achieves the initial data. The solution obeys the estimates

$$\sum_{j=0}^{2N} \sup_{0 \leq t \leq T} \|\partial_t^j u\|_{4N-2j}^2 + \sum_{j=0}^{2N} \sup_{0 \leq t \leq T} \|\partial_t^j \eta\|_{4N-2j}^2 + \sum_{j=0}^{2N-1} \sup_{0 \leq t \leq T} \|\partial_t^j p\|_{4N-2j-1}^2$$

$$+ \int_0^T \left(\sum_{j=0}^{2N} \|\partial_t^j u\|_{4N-2j+1}^2 + \|\partial_t^j p\|_{4N-2j}^2\right) + \|\partial_t^{2N+1} u\|_{(\mathcal{X}_T)'}^2$$

$$+ \int_0^T \left(\|\eta\|_{4N+1/2}^2 + \|\partial_t \eta\|_{4N-1/2}^2 + \sum_{j=2}^{2N+1} \|\partial_t^j \eta\|_{4N-2j+5/2}^2\right)$$

$$\leq C(\|u_0\|_{4N}^2 + \|\eta_0\|_{4N}^2 + T \|\eta_0\|_{4N+1/2}^2) \tag{1-13}$$
We write the high-order spatial derivatives of \( \eta \) as

\[
\sup_{0 \leq r \leq T} \| \eta \|_{4N+1/2}^2 \leq C(\| u_0 \|_{4N}^2 + (1 + T) \| \eta_0 \|_{4N+1/2}^2)
\]  

(1-14)

for a universal constant \( C > 0 \). The solution is unique among functions that achieve the initial data and for which the sum of the first three sums in (1-13) is finite. Moreover, \( \eta \) is such that the mapping \( \Phi(\cdot, t) \), defined by (1-6), is a \( C^{4N-2} \) diffeomorphism for each \( t \in [0, T] \).

**Remark 1.2.** All of the computations involved in the a priori estimates that we develop in this paper are justified by Theorem 1.1 and a specialization of it, Theorem 10.7, that we prove later. In this sense, Theorem 1.1 is a necessary ingredient in the global analysis of (1-9).

**Main result.** Sylvester [1990] and Tani and Tanaka [1995] studied the existence of small-data global-in-time solutions via the parabolic regularity method pioneered by Beale [1981] and Solonnikov [1977]. The papers make no claims about the decay of the solutions. It has been pointed out in the literature that Theorem 1.1 is a necessary ingredient in the global analysis of (1-9).

We define the low-order energies

\[
\mathcal{E}_{10} \coloneqq \| \mathcal{I}_\lambda u \|_0^2 + \sum_{j=0}^{10} \| \partial_t^j u \|_{20-2j}^2 + \sum_{j=0}^{9} \| \partial_t^j p \|_{19-2j}^2 + \| \mathcal{I}_\lambda \eta \|_0^2 + \sum_{j=0}^{10} \| \partial_t^j \eta \|_{20-2j}^2,
\]

(1-15)

and the high-order dissipation rate is

\[
\mathcal{D}_{10} \coloneqq \| \mathcal{I}_\lambda u \|_1^2 + \sum_{j=0}^{10} \| \partial_t^j u \|_{21-2j}^2 + \| \nabla p \|_{19}^2 + \sum_{j=1}^{9} \| \partial_t^j p \|_{20-2j}^2 + \| D\eta \|_{20-3/2}^2 + \| \partial_t \eta \|_{20-1/2}^2 + \sum_{j=2}^{11} \| \partial_t^j \eta \|_{20-2j+5/2}^2.
\]

(1-16)

We write the high-order spatial derivatives of \( \eta \) as

\[
\mathcal{F}_{10} \coloneqq \| \eta \|_{20+1/2}^2.
\]

(1-17)

We define the low-order energies \( \mathcal{E}_{7,1} \) and \( \mathcal{E}_{7,2} \) according to (2-52) and (2-53) with \( n = 7 \). Here the index \( m \) in \( \mathcal{E}_{7,m} \) is a “minimal derivative” count that is included in order to improve decay rates in our estimates. Finally, we define the total energy

\[
\mathcal{G}_{10}(t) = \sup_{0 \leq r \leq t} \mathcal{E}_{10}(r) + \int_0^t \mathcal{D}_{10}(r) \, dr + \sum_{m=1}^2 \sup_{0 \leq r \leq t} (1 + r)^{m+\lambda} \mathcal{E}_{7,m}(r) + \sup_{0 \leq r \leq t} \mathcal{F}_{10}(r) \frac{1}{1 + r}.
\]

(1-18)

Notice that the low-order terms \( \mathcal{E}_{7,m} \) are weighted, so bounds on \( \mathcal{G}_{10} \) yield decay estimates for \( \mathcal{E}_{7,m} \).
Theorem 1.3. Suppose the initial data \((u_0, \eta_0)\) satisfy the compatibility conditions of Theorem 1.1. There exists a \(\kappa > 0\) such that if \(\mathcal{E}_{10}(0) + \mathcal{F}_{10}(0) < \kappa\), there exists a unique solution \((u, p, \eta)\) to (1-9) on the interval \([0, \infty)\) that achieves the initial data. The solution obeys the estimate

\[
\mathcal{E}_{10}(\infty) \leq C_1(\mathcal{E}_{10}(0) + \mathcal{F}_{10}(0)) < C_1 \kappa, \tag{1-19}
\]

where \(C_1 > 0\) is a universal constant. For any \(0 \leq \rho < \lambda\), we have

\[
\sup_{t \geq 0} \left[ (1 + t)^{2+\rho} \|u(t)\|_{C^2(\Omega)}^2 \right] \leq C(\rho)(\mathcal{E}_{10}(0) + \mathcal{F}_{10}(0)) < C(\rho) \kappa, \tag{1-20}
\]

for \(C(\rho) > 0\) a constant depending on \(\rho\). Also,

\[
\sup_{t \geq 0} \left[ (1 + t)^{1+\lambda} \|u(t)\|_2^2 + (1 + t)^{1+\lambda} \|\eta(t)\|_{L^\infty}^2 + \sum_{j=0}^1 (1 + t)^{1+\lambda} \|D^j \eta(t)\|_0^2 \right] \leq C(\mathcal{E}_{10}(0) + \mathcal{F}_{10}(0)) < C \kappa \tag{1-21}
\]

for a universal constant \(C > 0\).

Remark 1.4. In our companion paper [Guo and Tice 2013a], where we analyze (1-9) in horizontally periodic domains, we require \(\eta_0\) to satisfy the “zero average condition”

\[
\int_\Sigma \eta_0 = 0. \tag{1-22}
\]

For the horizontally periodic problem, this condition propagates in time (see Lemma 2.7, a variant of which holds in the periodic case), from which one sees that (1-22) is a necessary condition for decay in \(L^2\) or \(L^\infty\). It also serves as an obstacle to applying Beale’s nondecay theorem since the conditions that the map \(\Theta\) in (1-10) must satisfy are incompatible with (1-22). For a complete discussion, we refer to [Guo and Tice 2013a].

In the present case, the bound \(\mathcal{E}_{10}(0) < \kappa\) requires, in particular, that the initial data satisfy \(\|\mathcal{F}_0 \eta_0\|_0^2 < \infty\). This condition can be viewed as a sort of weak version of the zero average condition in the infinite case. To see this, note that if \(\eta_0\) is sufficiently nice, say \(L^1(\Sigma)\), then

\[
0 = \int_\Sigma \eta_0 \iff \hat{\eta}_0(0) = 0, \tag{1-23}
\]

for \(\hat{\cdot}\) the Fourier transform. This means that the zero average condition is equivalent to requiring that \(\hat{\eta}_0\) vanishes at the origin. We enforce a weak version of this by requiring that \(\mathcal{F}_0 \eta_0 \in L^2(\Sigma) = H^0(\Sigma)\), which requires that \(|\xi|^{-2\lambda}|\hat{\eta}_0(\xi)|^2\) is integrable near \(\xi = 0\). Since \(\lambda < 1\), this does not require \(\hat{\eta}_0(0) = 0\), but it does prevent \(|\hat{\eta}_0|\) from being “too big” at the origin. Note that the condition \(\mathcal{F}_0 \eta_0 \in L^2\) is more general than (1-22).

Remark 1.5. The decay estimates (1-20) and (1-21) do not follow directly from the decay of \(\mathcal{E}_{7,1}(t)\) and \(\mathcal{E}_{7,2}(t)\) implied by (1-19). Rather, they are deduced via auxiliary arguments, employing (1-19).

Remark 1.6. The decay of \(\|u(t)\|_2\) given in (1-21) is not fast enough to guarantee that \(u\) belongs to \(L^1([0, \infty); H^2(\Omega))\). Even if we could take \(\lambda = 1\), we would still get logarithmic blow-up of the \(L^1 H^2\) norm.
Remark 1.7. The function $\eta$ is sufficiently small to guarantee that the mapping $\Phi(\cdot, t)$, defined in (1-6), is a diffeomorphism for each $t \geq 0$. As such, we may change coordinates to $y \in \Omega(t)$ to produce a global-in-time, decaying solution to (1-2).

Remark 1.8. Later in the paper, we let $N \geq 3$ be an integer and perform our analysis in terms of estimates at the $2N$ and $N + 2$ levels; we take $N = 5$ in the present case to get the 10 and 7 appearing above. This is not optimal. With somewhat more work, we can improve our results to $N = 4$ with the restriction that $\lambda \in (3/5, 1)$. It is likely that this can be further improved by adjusting the scheme from $2N$ and $N + 2$ to something slightly different. We have sacrificed optimality in order to simplify the presentation and make our “two-tier energy method” clearer. The first tier is at the level $2N$ and the second at the level $N + 2$, which is meant to be roughly half of the first tier. The extra $+2$ is added to aid in applying some Sobolev embeddings.

Remark 1.9. It was established in [Castro et al. 2011; 2012] that solutions to inviscid free boundary problems, starting from smooth initial data, can develop finite-time splash singularities. Given this, it is reasonable to expect that a generic large-data version of Theorem 1.3 does not hold.

The proof of Theorem 1.3 is completed in Section 11. We now present a summary of the principal difficulties we encounter in our analysis as well as a sketch of the key ideas used in our proof.

Principal difficulties. In the study of the unforced incompressible Navier–Stokes equations in a fixed bounded domain with no-slip boundary conditions, it is natural to use the energy method to prove that solutions decay in time. Indeed, for sufficiently smooth solutions one may prove an analogue of (1-3) that relates the natural energy and dissipation:

$$\partial_t \mathcal{E} + \mathcal{D} := \partial_t \int_\Omega \frac{|u(t)|^2}{2} + \frac{1}{2} \int_\Omega |\nabla u(t)|^2 = 0.$$ (1-24)

Korn’s inequality allows us to control $C \mathcal{E}(t) \leq \mathcal{D}(t)$ for a constant $C > 0$ independent of time, which shows that the dissipation is stronger than the energy. From this and Gronwall’s lemma we may immediately deduce that the energy $\mathcal{E}$ decays exponentially in time and that we have the estimate $\mathcal{E}(t) \leq \mathcal{E}(0) \exp(-Ct)$.

If one seeks to similarly use the energy method to obtain decay estimates for solutions to (1-2), one encounters a fundamental obstacle that may already be observed in the differential form of (1-3)

$$\partial_t \left( \int_{\Omega(t)} \frac{|u(t)|^2}{2} + \int_{\Sigma} \frac{|\eta(t)|^2}{2} \right) + \frac{1}{2} \int_{\Omega(t)} |\nabla u(t)|^2 = 0.$$ (1-25)

The difficulty is that the dissipation provides no direct control of the $\eta$-term in the energy. As such, we must resort to using the equations (1-2) to try to control $\|\eta(t)\|_0$ in terms of $\|\nabla u(t)\|_0$. From (1-2) we see that there are only two available routes: solving for $\eta$ in the fourth equation, or using the third equation, which is the kinetic transport equation. If we pursue the first route, we must be able to control

$$\|p(t)\|_{H^0(\Sigma)}^2 + \|\nabla u(t) \cdot v\|_{H^0(\Sigma)}^2 \lesssim \|\nabla u(t)\|_{H^0(\Omega(t))}^2,$$ (1-26)

which is not possible. If instead we pursue the second route, we must estimate $\eta$ as a solution to the kinematic transport equation. Such an estimate (see Lemma A.9) only allows us to estimate $\|\eta(t)\|_0$ in terms of $\int_0^t \|\nabla u(s)\|_0 ds$. That is, transport estimates do not provide control of the $\eta$-part of the energy in
terms of the “instantaneous” dissipation, but rather in terms of the “cumulative” integrated dissipation. From this we see that in our problem the dissipation is actually weaker than the energy, so we cannot argue as above to deduce exponential decay.

We might hope that we could avoid this problem by working with a high-regularity energy method, but we will always encounter the same type of problem as above. Regardless of the level of regularity in the energy, the instantaneous dissipation is always weaker than the instantaneous energy, which prevents us from deducing exponential decay of the energy. Instead we pursue a strategy similar to one employed in [Strain and Guo 2006] for another problem where the dissipation is weaker than the energy. We first show that high-order energies are bounded by using an integrated version of (1-25) for derivatives of the solution. Then we consider a low-order energy and show that an equation of the form (1-25) holds, that is, \( \partial_t \mathcal{E}_{\text{low}} + C \mathcal{D}_{\text{low}} \leq 0 \). Now, instead of trying to estimate (1-26) for low-order derivatives, we instead interpolate between low-order derivatives and high-order derivatives, which are bounded. Instead of an estimate \( C \mathcal{E}_{\text{low}} \leq \mathcal{D}_{\text{low}} \), we must prove one of the form \( C \mathcal{E}_{\text{low}}^{1+\theta} \leq \mathcal{D}_{\text{low}} \) for some \( \theta > 0 \). We can then use this to derive the differential inequality \( \partial_t \mathcal{E}_{\text{low}} + C \mathcal{E}_{\text{low}}^{1+\theta} \leq 0 \), which can be integrated to see that \( \mathcal{E}_{\text{low}}(t) \lesssim \mathcal{E}_{\text{low}}(0)/(1 + t)^{1/\theta} \). We would then find that the low-order energy decays algebraically in time rather than exponentially.

To complete this program, we must overcome a pair of intertwined difficulties. First, to close the high-order energy estimates with, say \( \|u\|_{4N+1}^2 \) for an integer \( N \geq 0 \) in the dissipation, we have to control \( \eta \) in \( H^{4N+1/2} \). The only option for this is to again appeal to estimates for solutions to the transport equation, which say (roughly speaking) that

\[
\sup_{0 \leq t \leq T} \|\eta\|_{4N+1/2}^2 \leq C \exp\left( C \int_0^T \|D\eta(t)\|_{L^2(\Sigma)} \, dt \right) \left[ \|\eta_0\|_{4N+1/2}^2 + C \int_0^T \|u(t)\|_{4N+1}^2 \, dt \right].
\] (1-27)

Without knowing a priori that \( u \) decays, the right side of this estimate has the potential to grow at the rate of \((1 + T)e^{C\sqrt{T}}\). Even if \( u \) decays rapidly, the right side can still grow like \((1 + T)\). This growth is potentially disastrous in closing the high-order, global-in-time estimates. To manage the growth, we must identify a special decaying term that always appears in products with the highest derivatives of \( \eta \). If the special term decays quickly enough, we can hope to balance the growth and close the high-order estimates. Due to the growth in (1-27), we believe that it is not possible to construct global-in-time solutions without also deriving a decay result.

This leads us to the second difficulty in this program. The decay rate of the special term is dictated by the decay rate of the low-order energy, so we must make sure that the low-order energy decays sufficiently quickly. This amounts to making the constant \( \theta > 0 \) appearing in the interpolation estimates above sufficiently small. We must then carefully choose the terms that will appear in the low-order and high-order energies in order to keep \( \theta \) small enough. It turns out that this requires us to enforce a minimal derivative count in the low-order energy, that is, only terms with \( m \) derivatives or more are allowed. It also requires us to extend the high-order energy to include estimates of negative horizontal derivatives up to order \( \lambda \in (0, 1) \). Then \( \theta = \theta(m, \lambda) \), and only by taking \( m = 2 \), \( \lambda > 0 \) can we make \( \theta \) small enough to achieve the desired decay rate.
The resolution of these intertwined difficulties requires a delicate and involved analysis. We now sketch some of the techniques we will employ.

**Horizontal energy evolution estimates.** In order to use the natural energy structure of the problem (given in Eulerian coordinates by (1-3)) to study high-order derivatives, we can only apply derivatives that do not break the structure of the boundary condition \( u = 0 \) on \( \Sigma_b \). Since \( \Sigma_b \) is flat, any differential operator \( \partial^\alpha = \partial_t^{\alpha_0} \partial_1^{\alpha_1} \partial_2^{\alpha_2} \) is allowed. We apply these operators for various choices of \( \alpha \) and sum the resulting energy evolution equations. After estimating the nonlinear terms that appear from differentiating (1-9), we are eventually led to evolution equations for these “horizontal” energies and dissipations, \( \mathcal{E}_{10}, \mathcal{D}_{10}, \mathcal{E}_{7,m}, \) and \( \mathcal{D}_{7,m} \) for \( m = 1, 2 \) (see (2-45) and (2-47)–(2-49) for precise definitions). Here we write bars to indicate “horizontal” derivatives. Roughly speaking, at high-order we have the estimate

\[
\mathcal{E}_{10}(t) + \int_0^t \mathcal{D}_{10}(r) \, dr \lesssim \mathcal{E}_{10}(0) + \int_0^t (\mathcal{E}_{10}(r) \mathcal{D}_{10}(r)) \, dr + \int_0^t \sqrt{\mathcal{D}_{10}(r) \mathcal{K}(r) \mathcal{F}_{10}(r)} \, dr, \tag{1-28}
\]

where \( \mathcal{K} \) is of the form

\[
\mathcal{K} = \| \nabla u \|_{C^1}^2 + \| Du \|_{H^2(\Sigma)}^2, \tag{1-29}
\]

and \( \theta > 0 \); and at low-order we have

\[
\partial_t \mathcal{E}_{7,m} + \mathcal{D}_{7,m} \lesssim \mathcal{E}_{10}^0 \mathcal{D}_{7,m}, \tag{1-30}
\]

where \( \mathcal{D}_{7,m} \) is the low-order dissipation. Notice that the product \( \mathcal{K}\mathcal{F}_{10} \) in (1-28) multiplies low-order norms of \( u \) against the highest-order norm of \( \eta \). Technically, the estimate (1-28) also involves \( \mathcal{I}_{\lambda}u \) and \( \mathcal{I}_{\lambda}\eta \) in addition to horizontal derivatives. For the moment let us ignore these terms and continue with the discussion of our energy method. We will discuss \( \mathcal{I}_{\lambda} \) in detail below.

The actual derivation of bounds like (1-28)–(1-30) is delicate and depends crucially on the geometric structure of the equations given in (1-9). Indeed, if we attempted to rewrite (1-9) as a perturbation of the usual constant-coefficient Navier–Stokes equations, we would fail to achieve the estimate (1-28) because we would be unable to control the interaction between \( \partial_t^{10} p \) and \( \text{div} \partial_t^{10} u \), the latter of which does not vanish in the geometric form of the equations.

**Comparison estimates.** The next step in the analysis is to replace the horizontal energies and dissipations with the full energies and dissipations. We prove that there is a universal \( 0 < \delta < 1 \) such that if \( \mathcal{E}_{10} \leq \delta \), then

\[
\mathcal{E}_{10} \lesssim \mathcal{E}_{10}, \quad \mathcal{D}_{10} \lesssim \mathcal{D}_{10} + \mathcal{K}\mathcal{F}_{10}, \quad \mathcal{E}_{7,m} \lesssim \mathcal{E}_{7,m}, \quad \mathcal{D}_{7,m} \lesssim \mathcal{D}_{7,m}. \tag{1-31}
\]

This estimate is extremely delicate and can only be obtained by carefully using the structure of the equations (1-9). We make use of every bit of information from the boundary conditions and the vorticity equations to establish it. There are two structural components of the estimates that are of such importance that we mention them now. First, the equation \( \text{div}\_3 u = 0 \) allows us to write \( \partial_3 u_3 = -(\partial_1 u_1 + \partial_2 u_2) + G^2 \) for some quadratic nonlinearity \( G^2 \). This allows us to “trade” a vertical derivative of \( u_3 \) for horizontal derivatives of \( u_1 \) and \( u_2 \), an indispensable trick in our analysis. Second, the interaction between the parabolic scaling of \( u \) (\( \partial_t u \sim \Delta u \)) and the transport scaling of \( \eta \) (\( \partial_t \eta \sim u_3|_{\Sigma} \)) allows us to gain regularity.
for the temporal derivatives of \( \eta \) in the dissipation, and it also gives us control of \( \partial_t^{11} \eta \), which is one more time derivative than appears in the energy.

**Two-tier energy method.** Suppose we know that

\[
\mathcal{H}(r) \leq \frac{\delta}{(1+r)^{2+\gamma}}
\]  

(1-32)

for some \( 0 < \delta < 1 \) and \( \gamma > 0 \). Since \( \eta \) satisfies a transport equation, we may use Lemma A.9 to derive an estimate of the form

\[
\sup_{0 \leq r \leq t} \mathcal{F}_{10}(r) \lesssim \exp\left(C \int_0^t \sqrt{\mathcal{H}(r)} \, dr\right) \left[ \mathcal{F}_{10}(0) + t \int_0^t \mathcal{D}_{10}(r) \, dr \right].
\]  

(1-33)

Although the right side of this equation could potentially blow up exponentially in time, the decay of \( \mathcal{H} \) in (1-32) implies that

\[
\sup_{0 \leq r \leq t} \mathcal{F}_{10}(r) \lesssim \mathcal{F}_{10}(0) + t \int_0^t \mathcal{D}_{10}(r) \, dr.
\]  

(1-34)

Note that \( \gamma > 0 \) in (1-32) is essential; we would not be able to tame the exponential term in (1-33) without it, and then (1-34) would not hold. This estimate allows for \( \mathcal{F}_{10}(t) \) to grow linearly in time, but in the product \( \mathcal{H}(r) \mathcal{F}_{10}(r) \) that appears in (1-28), we can use the decay of \( \mathcal{H} \) to balance this growth. Then if \( \sup_{0 \leq r \leq t} \mathcal{E}_{10}(r) \leq \delta \) with \( \delta \) small enough, we can combine (1-28), (1-31), (1-32), and (1-34) to get the estimate

\[
\sup_{0 \leq r \leq t} \mathcal{E}_{10}(r) + \int_0^t \mathcal{D}_{10}(r) \, dr \lesssim \mathcal{E}_{10}(0) + \mathcal{F}_{10}(0).
\]  

(1-35)

This highlights the first step of our two-tier energy method: the decay of low-order terms (that is, \( \mathcal{H} \)) can balance the growth of \( \mathcal{F}_{10} \), yielding boundedness of the high-order terms. In order to close this argument, we must use a second step: the boundedness of the high-order terms implies the decay of low-order terms, and in particular the decay of \( \mathcal{H} \).

To obtain this decay, we combine (1-30) and (1-31) to see that

\[
\partial_t \mathcal{E}_{7,m} + \frac{1}{2} \mathcal{D}_{7,m} \leq 0
\]  

(1-36)

if \( \mathcal{E}_{10} \leq \delta \) for \( \delta \) small enough. If we could show that \( \mathcal{E}_{7,m} \lesssim \mathcal{D}_{7,m} \), this estimate would yield exponential decay of \( \mathcal{E}_{7,m} \) and \( \mathcal{E}_{7,m} \). An inspection of \( \mathcal{E}_{7,m} \) and \( \mathcal{D}_{7,m} \) (see (2-45) and (2-51)) shows that \( \mathcal{D}_{7,m} \) can control every term in \( \mathcal{E}_{7,m} \) except \( \|\eta\|_0^2 \) (and \( \|\partial_t \eta\|_0^2 \) when \( m = 2 \)). In a sense, this means that exponential decay fails precisely because the dissipation fails to control \( \eta \) at the lowest order. In lieu of \( \mathcal{E}_{7,m} \lesssim \mathcal{D}_{7,m} \), we interpolate between \( \mathcal{E}_{10} \) (which can control all the lowest-order terms of \( \eta \)) and \( \mathcal{D}_{7,m} \):

\[
\mathcal{E}_{7,m} \lesssim \mathcal{E}_{10}^{1/(m+\lambda + 1)} \mathcal{D}_{7,m}^{(m+\lambda)/(m+\lambda+1)}.
\]  

(1-37)

Combining (1-36) with (1-37) and the boundedness of \( \mathcal{E}_{10} \) in terms of the data, (1-35), then allows us to deduce that

\[
\partial_t \mathcal{E}_{7,m} + \frac{C}{(\mathcal{E}_{10}(0) + \mathcal{F}_{10}(0))^{1/(m+\lambda)}} (\mathcal{E}_{7,m})^{1+1/(m+\lambda)} \leq 0.
\]  

(1-38)
We thus use the boundedness of high-order terms to deduce the decay of low-order terms, completing the work as we need them to. In general, for quadratic nonlinearities in dimension $n$, we can use the natural energy structure to include the target decay rate in (1-32). It is tempting, then, to consider abandoning the parameter $(1-32)$ for some $m$ and $\lambda$. However, if one were to do this for quadratic nonlinearities in dimension $n$, we expect to restrict $\lambda < n/2$.

We should point out that, a priori, we do not know that $H_m(t)$ or $H_\lambda(t)$ even make sense for $t > 0$, since this is not provided by Theorem 1.1. To show that these terms are well-defined, which then justifies applying $\mathcal{H}_\lambda$ to the equations, we must actually prove a specialization of the local well-posedness theorem that includes the boundedness of $\mathcal{H}_\lambda$. We do this in Theorem 10.7.

**Interpolation estimates and minimal derivative counts.** The negative Sobolev estimates alone do not close the overall estimates in our two-tier energy method. To do that, we must verify that $H_\lambda$ decays as in (1-32) for some $\gamma > 0$. An inspection of $E_{7,m}$ shows that we cannot directly control $H \lesssim E_{7,m}$ for either $m = 1$ or $m = 2$, so we must resort to an interpolation argument. We show that through interpolation it is actually possible to control $H \lesssim E_{7,1}$, but the $E_{7,1}$ only decays like $(1 + t)^{-1-\lambda}$, which is not fast enough for (1-32). The energy $E_{7,2}$ decays at a faster rate, but we cannot show that $H \lesssim E_{7,2}$. Instead, we show that if $E_{7,2}(t) \leq \epsilon(1 + t)^{-2-\lambda}$, then

$$E_{7,2} \lesssim E_{7,2}^{(8+2\lambda)/(8+4\lambda)} \lesssim (1 + t)^{\lambda/2},$$

so that, after renaming $\delta = C\epsilon^{(8+2\lambda)/(8+4\lambda)}$ and $\gamma = \lambda/2 > 0$, we find that (1-32) does hold. The parameters $m$ and $\lambda$ interact in an important way. The decay rate increases with $m$ and with $\lambda$. As mentioned above, we are technically constrained to $\lambda < 1$, so we must increase $m$ to 2 in order to hit the target decay rate in (1-32). It is tempting, then, to consider abandoning the $\mathcal{H}_\lambda$ operators and simply use a third energy with $m \geq 3$, which should decay like $(1 + t)^{-m}$. However, if one were to do this for...
any $m \geq 3$, one would find that there is a corresponding decrease in the interpolation power: $\mathcal{H} \lesssim C_{\theta}(m)$, where $\theta(m)$ decreases with $m$ in such a way that $m\theta(m) \leq 2$, so that (1-32) would fail. We thus see that the negative estimates are not just a convenience, but rather a necessity.

The derivation of (1-40) is delicate, requiring a two-step bootstrap process to iteratively improve the interpolation powers. We again crucially make use of the structure of the equations and boundary conditions. We extensively interpolate between our negative Sobolev estimates and our positive Sobolev estimates. The utility of the negative estimates is quite clear here: the interpolation powers improve when we interpolate with negative derivatives (as opposed to say, no derivatives).

To complete the proof of (1-40), we crucially use an estimate for $\partial_t \eta$. This corresponds to $\lambda = 1$, so we are not able to apply $\mathcal{F}_1 \partial_t$ to the equations to obtain the estimate. Rather, the estimate comes for free from the transport equation for $\eta$, which allows us to write $\partial_t \eta = -\partial_1 U_1 - \partial_2 U_2$ for $U_i \in H^1$. In our analysis of the horizontally periodic problem [Guo and Tice 2013a], where we can take $\Sigma = \mathbb{T}^2$, this identity and (1-22) give rise to a Poincaré inequality $\|\eta(t)\|_2^2 \lesssim \|D\eta(t)\|_0^2$ for $t \geq 0$, which is crucial in our analysis there. From this we see that the estimate for $\mathcal{F}_1 \partial_t \eta$ is of analytic importance for the problem (1-2).

The interpolation of negative and positive Sobolev estimates provides a completely new tool in the study of time decay in dissipative PDE problems in the whole (or semi-infinite) space. For the viscous surface wave problem, a particular advantage of the negative-positive method is that, unlike the usual $L^p - L^q$ machinery, our norms are preserved along the time evolution. We anticipate that this method will prove useful in the analysis of other dissipative equations.

Remark 1.10. After the completion of this paper we became aware of [Hataya and Kawashima 2009], which is an announcement of a decay result for the viscous surface wave problem in horizontally infinite domains. The paper provides a terse sketch of their proposed proof that employs a modification of the Beale–Solonnikov parabolic framework, which is a framework completely different from ours. Full details of the proof are promised in forthcoming work, but to our knowledge no such work has appeared in the literature to date. From the information provided in the sketch, it is unclear to us how the decay rates involved, none of which are faster than $1/(1+t)^2$ for any norm-squared of the velocity field, are sufficiently rapid to balance the growth of the highest derivatives of $\eta$. In particular, it is not clear to us how their method can provide control of $\mathcal{H}$ as in (1-32), which we need to close the transport estimate (1-33) and to control the growth of $\mathcal{F}_{10}$ in (1-28) and (1-31).

Comparison to the periodic problem. We proved in [Guo and Tice 2013a] the analogue of Theorem 1.3 for horizontally periodic domains. In this context we take $N \geq 3$ to be an integer and consider energies and dissipations $E_{2N}$, $D_{2N}$, $\mathcal{F}_{2N}$, and $G_{2N}$; these are modifications of what we use here (with $N = 5$) that include temporal derivatives up to order $2N$. See that paper for the precise definitions. By increasing $N$, we can achieve arbitrarily fast algebraic rates for the solutions, which we identify as “almost exponential decay.”

In order to compare with Theorem 1.3, we record a version of the periodic result now.

Theorem 1.11. Suppose the initial data $(u_0, \eta_0)$ satisfy the compatibility conditions of Theorem 1.1 and $\eta_0$ satisfies the zero average condition (1-22). Let $N \geq 3$ be an integer. There exists a $0 < \kappa = \kappa(N)$ such
that if $\mathcal{E}_2 N(0) + \mathcal{F}_2 N(0) < \kappa$, there exists a unique solution $(u, p, \eta)$ to (1-9) on the interval $[0, \infty)$ that achieves the initial data. The solution obeys the estimates

$$\mathcal{E}_2 N(\infty) \leq C_1 (\mathcal{E}_2 N(0) + \mathcal{F}_2 N(0)) < C_1 \kappa,$$  \hspace{1cm} (1-41)

$$\sup_{t \geq 0} (1 + t)^{4N-8} \left[ \|u(t)\|^2_{2N+4} + \|\eta(t)\|^2_{2N+4} \right] \leq C_1 (\mathcal{E}_2 N(0) + \mathcal{F}_2 N(0)) < C_1 \kappa,$$  \hspace{1cm} (1-42)

where $C_1 > 0$ is a universal constant.

**Remark 1.12.** A key difference between the periodic result, Theorem 1.11, and the nonperiodic result, Theorem 1.3, is that in the periodic case, increasing $N$ also increases the decay rate. No such gain is possible in the nonperiodic case, which is why we specialize to the case $N = 5$ there. In the periodic case, we do not use the same type of interpolation arguments that we use in the infinite case. This allows us to relax to $N \geq 3$.

**Remark 1.13.** Hataya [2009] studied the periodic problem with a flat bottom. Using the Beale–Solonnikov parabolic theory [Beale 1981; 1984; Solonnikov 1977], it was shown that

$$\int_0^\infty (1 + t)^2 \|u(t)\|^2_{r-1} \, dt + \sup_{t \geq 0} (1 + t)^2 \|\eta(t)\|^2_{r-2} < \infty$$  \hspace{1cm} (1-43)

for $r \in (5, 11/2)$. Our result on the periodic problem is an improvement of this in two important ways. First, we establish faster decay rates by working in a higher regularity context. Second, we allow for a more general non-flat bottom geometry (see [Guo and Tice 2013a] for details).

**Comparison to the case with surface tension.** If the effect of surface tension is included at the air-fluid free interface, the formulation of the PDE must be changed. Surface tension is modeled by modifying the fourth equation in (1-2) to be

$$(p I - \mu \nabla(u)) \nu = g \eta \nu - \sigma H \nu,$$  \hspace{1cm} (1-44)

where $H = \partial_3 (\partial_3 \eta / \sqrt{1 + |D\eta|^2})$ is the mean curvature of the surface $\{y_3 = \eta(t)\}$ and $\sigma > 0$ is the surface tension.

Beale [1984] proved small-data global well-posedness for the problem with surface tension in horizontally infinite domains. The flattened coordinate system we employ was introduced in [Beale 1984] and used in place of Lagrangian coordinates. However, Beale employed a change of unknown velocities that is more complicated than just a coordinate change. Well-posedness was demonstrated with $u \in L^2 H^r$ and $\eta \in L^2 H^r + 1/2$, given that $u_0 \in H^{r-1/2}$, $\eta_0 \in H^r$ are sufficiently small for $r \in (3, 7/2)$. In this context it is understood that surface tension leads to the decay of certain modes, thereby aiding global existence.

Beale and Nishida [1985] studied the asymptotic properties of the solutions constructed in [Beale 1984]. They showed that if $\eta_0 \in L^1(\Sigma)$, then

$$\sup_{t \geq 0} (1 + t)^2 \|u(t)\|^2_2 + \sup_{t \geq 0} \sum_{j=1}^2 (1 + t)^{1+j} \|D^j \eta(t)\|_0^2 < \infty,$$  \hspace{1cm} (1-45)

and that this decay rate is optimal. Taking $\lambda \approx 1$ in our Theorem 1.3, the estimates (1-21) yield almost the same decay rates.
Nishida, Teramoto, and Yoshihara [Nishida et al. 2004] showed that in horizontally periodic domains with surface tension and a flat bottom, if $\eta_0$ has zero average, there exists a $\gamma > 0$ such that

$$\sup_{t \geq 0} e^{\gamma t} [\| u(t) \|^2 + \| \eta(t) \|^3] < \infty.$$  (1-46)

In this case, (1-44) gives a third way of estimating $\eta$ in terms of the dissipation; using this, it is possible to show that the dissipation is stronger than the energy. Thus, if surface tension is added in the periodic case, fully exponential decay is possible, whereas without surface tension we only recover algebraic decay of arbitrary order in Theorem 1.11.

The comparison of these two results with ours establishes a nice contrast between the surface tension and non-surface tension cases. Without surface tension we can recover “almost” the same decay rate as in the case with surface tension. This shows that viscosity is the basic decay mechanism and that the effect of surface tension serves to enhance the decay rate.

**Definitions and terminology.** We now mention some of the definitions, bits of notation, and conventions that we will use throughout the paper.

**Einstein summation and constants.** We employ the Einstein convention of summing over repeated indices for vector and tensor operations. Throughout the paper $C > 0$ will denote a generic constant that can depend on the parameters of the problem, $N$, and $\Omega$, but does not depend on the data, etc. We refer to such constants as “universal.” They are allowed to change from one inequality to the next. When a constant depends on a quantity $z$ we write $C = C(z)$ to indicate this. We employ the notation $a \lesssim b$ to mean that $a \leq Cb$ for a universal constant $C > 0$.

**Norms.** We write $H^k(\Omega)$ with $k \geq 0$ and $H^s(\Sigma)$ with $s \in \mathbb{R}$ for the usual Sobolev spaces. We typically write $H^0 = L^2$; the exception to this is when we use $L^2([0, T]; H^k)$ notation to indicate the space of square-integrable functions with values in $H^k$.

To avoid notational clutter, we avoid writing $H^k(\Omega)$ or $H^k(\Sigma)$ in our norms and typically write only $\| \cdot \|_k$. Since we do this for functions defined on both $\Omega$ and $\Sigma$, this presents some ambiguity. We avoid this by adopting two conventions. First, we assume that functions have natural spaces on which they “live.” For example, the functions $u$, $p$, and $\bar{\eta}$ live on $\Omega$, while $\eta$ itself lives on $\Sigma$. As we proceed in our analysis, we will introduce various auxiliary functions; the spaces they live on will always be clear from the context. Second, whenever the norm of a function is computed on a space different from the one in which it lives, we will explicitly write the space. This typically arises when computing norms of traces onto $\Sigma$ of functions that live on $\Omega$.

**Derivatives.** We write $\mathbb{N} = \{0, 1, 2, \ldots \}$ for the collection of nonnegative integers. When using space-time differential multi-indices, we write $\mathbb{N}^{1+m} = \{ \alpha = (\alpha_0, \alpha_1, \ldots, \alpha_m) \}$ to emphasize that the 0-index term is related to temporal derivatives. For just spatial derivatives we write $\mathbb{N}^m$. For $\alpha \in \mathbb{N}^{1+m}$ we write $\partial^\alpha = \partial_1^{\alpha_0} \partial_1^{\alpha_1} \cdots \partial_m^{\alpha_m}$. We define the parabolic counting of such multi-indices by writing $|\alpha| = 2\alpha_0 + \alpha_1 + \cdots + \alpha_m$. We write $D f$ for the horizontal gradient of $f$, that is, $D f = \partial_1 f e_1 + \partial_2 f e_2$, while $\nabla f$ denotes the usual full gradient.
For a given norm $\| \cdot \|$ and integers $k, m \geq 0$, we introduce the following notation for sums of spatial derivatives:

$$\| D^k_m f \|^2 := \sum_{\alpha \in \mathbb{N}^2, \ m \leq |\alpha| \leq k} \| \partial^\alpha f \|^2 \quad \text{and} \quad \| \nabla^k_m f \|^2 := \sum_{\alpha \in \mathbb{N}^3, \ m \leq |\alpha| \leq k} \| \partial^\alpha f \|^2. \tag{1-47}$$

The convention we adopt in this notation is that $D$ refers to only “horizontal” spatial derivatives, while $\nabla$ refers to full spatial derivatives. For space-time derivatives we add bars to our notation:

$$\| \bar{D}^k_m f \|^2 := \sum_{\alpha \in \mathbb{N}^{l+2}, \ m \leq |\alpha| \leq k} \| \partial^\alpha f \|^2 \quad \text{and} \quad \| \bar{\nabla}^k_m f \|^2 := \sum_{\alpha \in \mathbb{N}^{l+3}, \ m \leq |\alpha| \leq k} \| \partial^\alpha f \|^2. \tag{1-48}$$

When $k = m \geq 0$, we write

$$\| D^k f \|^2 = \| D^k_k f \|^2, \quad \| \nabla^k f \|^2 = \| \nabla^k_k f \|^2, \quad \| \bar{D}^k f \|^2 = \| \bar{D}^k_k f \|^2, \quad \| \bar{\nabla}^k f \|^2 = \| \bar{\nabla}^k_k f \|^2. \tag{1-49}$$

We allow for composition of derivatives in this counting scheme in a natural way; for example, we write

$$\| DD^k_m f \|^2 = \| D^k_m D f \|^2 = \sum_{\alpha \in \mathbb{N}^2, \ m \leq |\alpha| \leq k} \| \partial^\alpha D f \|^2 = \sum_{\alpha \in \mathbb{N}^2, \ m+1 \leq |\alpha| \leq k+1} \| \partial^\alpha f \|^2 = \| D^{k+1}_{m+1} f \|^2. \tag{1-50}$$

**Plan of paper.** Throughout the paper we assume that $N \geq 5$ and $\lambda \in (0, 1)$ are both fixed. Notice that Theorem 1.3 is phrased with the choice $N = 5$.

In Section 2 we prove some preliminary lemmas and we define the energies and dissipations. In Section 3 we perform our bootstrap interpolation argument to control various quantities in terms of $\mathcal{E}_{N, +2, m}$ and $\mathcal{D}_{N, +2, m}$. In Section 4 we present estimates of the nonlinear forcing terms $G^i$ (as defined in (2-24)–(2-31)) and some other nonlinearities. In Section 5 we use the geometric form of the equations to estimate the evolution of the highest-order temporal derivatives. We also analyze the natural (no derivatives) energy in this context. Section 6 concerns similar energy evolution estimates for the other horizontal derivatives. For these we employ the linear perturbed framework with the $G^i$ forcing terms. In Section 7 we assemble the estimates of Sections 5 and 6 into unified estimates. Section 8 concerns the comparison estimates, where we show how to estimate the full energies and dissipations in terms of their horizontal counterparts. Section 9 combines all of the analysis of Sections 3–8 into our a priori estimates for solutions to (1-9). Section 10 concerns a specialized version of the local well-posedness theorem that includes the boundedness of $\mathcal{G}_\lambda$ terms. Finally, in Section 11 we record our global well-posedness and decay result, proving Theorem 1.3.

Below, in (2-58), we will define the total energy $\mathcal{G}_{2N}$ that we use in the global well-posedness analysis. For the purposes of deriving our a priori estimates, we assume throughout Sections 3–9 that solutions to (1-9) are given on the interval $[0, T]$ and that $\mathcal{G}_{2N}(T) \leq \delta$ for $0 < \delta < 1$ as small as in Lemma 2.6, so that its conclusions hold. This also means that $\mathcal{E}_{2N}(t) \leq 1$ for $t \in [0, T]$. We should remark that Theorem 1.1 does not produce solutions that necessarily satisfy $\mathcal{G}_{2N}(T) < \infty$. All of the terms in $\mathcal{G}_{2N}(T)$ are controlled by Theorem 1.1 except those involving the Riesz operator: $\| \mathcal{G}_\lambda u \|_0^2$, $\| \mathcal{G}_\lambda \eta \|_0^2$, and $\int_0^T \| \mathcal{G}_\lambda u(t) \|_1^2 \, dt$. To guarantee that these terms are well-defined, we must prove a specialized version
of the local well-posedness result, Theorem 10.7. In principle, we should record this before the a priori estimates, but the technique we use to control the \( \mathcal{F}_\lambda \) terms is based on one we develop for the a priori estimates, so we present the theorem in Section 10 after the a priori estimates. Note that the bounds of Theorem 10.7 control more than just \( \mathcal{G}_{2N}(T) \) (in particular, \( \partial_t^{2N+1} u, \partial_t^{2N} p \), and \( \mathcal{F}_\lambda p \)), and the extra control it provides guarantees that all of the calculations used in the a priori estimates are justified.

2. Preliminaries for the a priori estimates

In this section we present some preliminary results that we use in our a priori estimates. We first record some useful properties of the matrix \( \mathcal{A} \). Then we present two forms of equations similar to (1-9) and describe the corresponding energy evolution structure. Afterward we record some useful lemmas.

Properties of \( \mathcal{A} \). The following lemma records some of the properties of the matrix \( \mathcal{A} \) that will be used throughout the paper.

Lemma 2.1. Let \( \mathcal{A} \) be defined by (1-7).

1. For each \( j = 1, 2, 3 \) we have \( \partial_k (J \mathcal{A}_{jk}) = 0 \).
2. \( \mathcal{A}_{ij} = \delta_{ij} + \delta_{j3} Z_i \) for \( \delta_{ij} \), the Kronecker delta, and \( Z = -A K e_1 - B K e_2 + (K - 1) e_3 \).
3. On \( \Sigma \) we have \( J \mathcal{A} e_3 = N \), while on \( \Sigma_b \) we have that \( J \mathcal{A} e_3 = e_3 \).

Proof. The first and second items may be verified by a simple computation. The first part of the third item holds since \( \tilde{b} = 1 \) on \( \Sigma \), which means that \( J \mathcal{A} e_3 = -A e_1 - B e_2 + e_3 = -\partial_1 \eta e_1 - \partial_2 \eta e_2 + e_3 = N \) on \( \Sigma \). The second part of the third item follows similarly, since \( \tilde{b} = 0 \) on \( \Sigma_b \).

Geometric form. We now give a linear formulation of the PDE (1-9) in its geometric form. Suppose that \( \eta \), \( u \) are known and that \( \mathcal{A}, N, J \), etc. are given in terms of \( \eta \) as usual ((1-7), etc). We then consider the linear equation for \( (v, q, \zeta) \) given by

\[
\begin{align*}
\partial_t v - \partial_t \eta \tilde{b} K \partial_3 v + u \cdot \nabla_{\mathcal{A}} v + \text{div}_{\mathcal{A}} S_{\mathcal{A}}(q, v) &= F^1 \quad \text{in } \Omega, \\
\text{div}_{\mathcal{A}} v &= F^2 \quad \text{in } \Omega, \\
S_{\mathcal{A}}(q, v)N &= \zeta N + F^3 \quad \text{on } \Sigma, \\
\partial_t \zeta - N \cdot v &= F^4 \quad \text{on } \Sigma, \\
v &= 0 \quad \text{on } \Sigma_b.
\end{align*}
\]

(2-1)

Now we record the natural energy evolution equation associated to solutions \( (v, q, \zeta) \) of the geometric form equations (2-1).

Lemma 2.2. Suppose that \( u \) and \( \eta \) are solutions to (1-9). Suppose \( (v, q, \zeta) \) solve (2-1). Then

\[
\partial_t \left( \frac{1}{2} \int_{\Omega} |v|^2 + \frac{1}{2} \int_{\Sigma} |\zeta|^2 \right) + \frac{1}{2} \int_{\Omega} J |\nabla_{\mathcal{A}} v|^2 = \int_{\Omega} J (v \cdot F^1 + q F^2) + \int_{\Sigma} -v \cdot F^3 + \zeta F^4. \quad (2-2)
\]

Proof. We multiply the \( i \)-th component of the first equation of (2-1) by \( J v_i \), sum over \( i \), and integrate over \( \Omega \) to find that

\[
I + II = III \quad (2-3)
\]
for

\[ I = \int_{\Omega} \partial_t v_i J v_i - \partial_t \tilde{\eta} \tilde{b} \partial_3 v_i v_i + u_j \mathcal{A}_{jk} \partial_k v_i J v_i, \quad (2-4) \]

\[ II = \int_{\Omega} \mathcal{A}_{jk} \partial_k S_{ij}(q, v) J v_i, \quad III = \int_{\Omega} F^1 \cdot v J. \quad (2-5) \]

In order to integrate by parts in I, II we will utilize the geometric identity \( \partial_k (J \mathcal{A}_{ik}) = 0 \) for each \( i \), which is proved in Lemma 2.1.

Then

\[ I = \partial_t \int_{\Omega} \frac{|v|^2 J}{2} + \int_{\Omega} - \frac{|v|^2 \partial_t J}{2} - \partial_t \tilde{\eta} \tilde{b} \partial_3 \frac{|v|^2}{2} + u_j \partial_k \left( J \mathcal{A}_{jk} \frac{|v|^2}{2} \right) =: I_1 + I_2. \quad (2-6) \]

Since \( \tilde{b} = 1 + x_3/b \), an integration by parts and an application of the boundary condition \( v = 0 \) on \( \Sigma_b \) reveals that

\[ I_2 = \int_{\Omega} - \frac{|v|^2 \partial_t J}{2} - \partial_t \tilde{\eta} \tilde{b} \partial_3 \frac{|v|^2}{2} + u_j \partial_k \left( J \mathcal{A}_{jk} \frac{|v|^2}{2} \right) = \left( -\frac{|v|^2}{2} \right) \left( \begin{array}{c} \partial_t \tilde{\eta} + \tilde{b} \partial_3 \tilde{\eta} \\ \frac{\partial t}{b} + \tilde{b} \partial_3 \tilde{\eta} \end{array} \right) - \int_{\Omega} \partial_k u_j J \mathcal{A}_{jk} \frac{|v|^2}{2} + \frac{1}{2} \int_{\Sigma} \partial_t \tilde{\eta} |v|^2 + u_j J \mathcal{A}_{jk} e_3 \cdot e_k |v|^2. \quad (2-7) \]

It is straightforward to verify that \( \partial_t J = \partial_t \tilde{\eta} / b + \tilde{b} \partial_3 \tilde{\eta} \) in \( \Omega \) and that \( J \mathcal{A}_{jk} e_3 \cdot e_k = N_j \) on \( \Sigma \). Then since \( u, \eta \) satisfy \( \partial_k u_j \mathcal{A}_{jk} = 0 \) and \( \partial_t \eta = u \cdot N \), we have \( I_2 = 0 \). Hence

\[ I = \partial_t \int_{\Omega} \frac{|v|^2 J}{2}. \quad (2-8) \]

A similar integration by parts shows that

\[ II = \int_{\Omega} - \mathcal{A}_{jk} S_{ij}(q, v) J \partial_k v_i + \int_{\Sigma} J \mathcal{A}_{jk} S_{ij}(q, v) v_i \]

\[ = \int_{\Omega} - q \mathcal{A}_{ik} \partial_k v_i J + J \frac{\mathcal{D}_{ik} v}{2} + \int_{\Sigma} S_{ij}(q, v) N_j v_i, \quad (2-9) \]

so that (2-1) implies

\[ II = \int_{\Omega} - q J F^2 + J \frac{\mathcal{D}_{ik} v^2}{2} + \int_{\Sigma} \zeta N \cdot v + u \cdot F^3. \quad (2-10) \]

But (2-1) also implies that

\[ \int_{\Sigma} \zeta N \cdot v = \int_{\Sigma} \zeta (\partial_t \zeta - F^4) = \partial_t \int_{\Sigma} \frac{\zeta^2}{2} + \int_{\Sigma} -\zeta F^4, \quad (2-11) \]

which means

\[ II = \int_{\Omega} - q J F^2 + J \frac{\mathcal{D}_{ik} v^2}{2} + \partial_t \int_{\Sigma} \frac{\zeta^2}{2} + \int_{\Sigma} -\zeta F^4 + u \cdot F^3. \quad (2-12) \]

Now (2-2) follows from (2-3), (2-8), and (2-12).
Remark 2.3. In our analysis we will apply Lemma 2.2 with \( v = \partial^\alpha u, \ q = \partial^\alpha p, \) and \( \zeta = \partial^\alpha \eta \) for \( \partial^\alpha = \partial^\alpha_t \) with \( \alpha_0 \leq 2N \). In the case \( \alpha_0 = 2N \) we do not know that \( \partial^2_t N \) is well-defined. However, as is verified in Theorem 4.3 of [Guo and Tice 2013b], the result of Lemma 2.2 holds in this case when integrated in time, with the understanding that the \( q = \partial^2_t N \) term is integrated by parts in time.

In order to utilize (2-1), we apply the differential operator \( \partial^\alpha = \partial^\alpha_t \) to (1-9). The resulting equations are (2-1) for \( v = \partial^\alpha u, \ q = \partial^\alpha p, \) and \( \zeta = \partial^\alpha \eta \), where

\[
F^1 = F^{1.1} + F^{1.2} + F^{1.3} + F^{1.4} + F^{1.5} + F^{1.6}
\]

for

\[
F^{1.1}_i = \sum_{0 < \beta < \alpha} C_{\alpha, \beta} \partial^\beta (\partial_t \tilde{\eta} \tilde{b} K) \partial^{\alpha-\beta} \partial_3 u_i + \sum_{0 < \beta \leq \alpha} C_{\alpha, \beta} \partial^\alpha - \beta \partial_t \tilde{\eta} \partial^\beta (\tilde{b} K) \partial_3 u_i,
\]

\[
F^{1.2}_i = - \sum_{0 < \beta \leq \alpha} C_{\alpha, \beta} (\partial^\beta (u_j \partial_j \tilde{A}_{jk}) \partial^{\alpha-\beta} \partial_k u_i + \partial^\beta \partial_j \tilde{A}_{ik} \partial^{\alpha-\beta} \partial_k p),
\]

\[
F^{1.3}_i = \sum_{0 < \beta \leq \alpha} C_{\alpha, \beta} \partial^\beta \partial_j \tilde{A}_{jk} \partial^{\alpha-\beta} \partial_t (\tilde{A}_{im} \partial_m u_j + \tilde{A}_{jm} \partial_m u_i),
\]

\[
F^{1.4}_i = \sum_{0 < \beta < \alpha} C_{\alpha, \beta} \partial^\beta \partial_j \partial_k (\partial^\alpha \partial_t \partial_j u_j + \partial^\beta \partial_j \partial^{\alpha-\beta} \partial_t u_i),
\]

\[
F^{1.5}_i = \partial^\alpha \partial_t \tilde{b} K \partial_3 u_i, \quad \text{and} \quad F^{1.6}_i = \tilde{A}_{jk} \partial_k (\partial^\alpha \partial_t \partial_j u_j + \partial^\beta \partial_j \partial^{\alpha-\beta} \partial_t u_i).
\]

In these equations, the terms \( C_{\alpha, \beta} \) are constants that depend on \( \alpha \) and \( \beta \). The term \( F^2 = F^{2.1} + F^{2.2} \) for

\[
F^{2.1} = - \sum_{0 < \beta < \alpha} C_{\alpha, \beta} \partial^\beta \tilde{A}_{ij} \partial^{\alpha-\beta} \partial_j u_i \quad \text{and} \quad F^{2.2} = - \partial^\alpha \tilde{A}_{ij} \partial_j u_i.
\]

We write \( F^3 = F^{3.1} + F^{3.2} \) for

\[
F^{3.1} = - \sum_{0 < \beta \leq \alpha} C_{\alpha, \beta} \partial^\beta D \eta (\partial^{\alpha-\beta} \eta - \partial^{\alpha-\beta} p),
\]

\[
F^{3.2}_i = \sum_{0 < \beta \leq \alpha} C_{\alpha, \beta} (\partial^\beta (N_j \tilde{A}_{im}) \partial^{\alpha-\beta} \partial_m u_j + \partial^\beta (N_j \tilde{A}_{jm}) \partial^{\alpha-\beta} \partial_m u_i).
\]

Finally,

\[
F^4 = - \sum_{0 < \beta \leq \alpha} C_{\alpha, \beta} \partial^\beta D \eta \cdot \partial^{\alpha-\beta} u.
\]

Perturbed linear form. Writing the equations in the form (1-9) is more faithful to the geometry of the free boundary problem, but it is inconvenient for many of our a priori estimates. This stems from the fact that if we want to think of the coefficients of the equations for \( u, p \) as being frozen for a fixed free boundary given by \( \eta \), the underlying linear operator has nonconstant coefficients. This makes it unsuitable for applying differential operators.

To get around this problem, in many parts of the paper we will analyze the PDE in a different formulation, which looks like a perturbation of the linearized problem. The utility of this form of the
equations lies in the fact that the linear operators have constant coefficients. The equations in this form are
\[
\begin{aligned}
\partial_t u + \nabla p - \Delta u &= G^1 & \text{in } \Omega, \\
\text{div } u &= G^2 & \text{in } \Omega, \\
(pI - D u - \eta I) e_3 &= G^3 & \text{on } \Sigma, \\
\partial_t \eta - u_3 &= G^4 & \text{on } \Sigma, \\
u &= 0 & \text{on } \Sigma_b.
\end{aligned}
\]
(2-23)

Here we have written
\[
G^1 = G^{1.1} + G^{1.2} + G^{1.3} + G^{1.4} + G^{1.5}
\]
for
\[
G^{1.1}_i = (\delta_{ij} - A_{ij}) \partial_j p, \\
G^{1.2}_i = u_j A_{jk} \partial_k u_i, \\
G^{1.3}_i = [K^2(1 + A^2 + B^2) - 1] \partial_{33} u_i - 2AK \partial_{13} u_i - 2BK \partial_{23} u_i, \\
G^{1.4}_i = [-K^3(1 + A^2 + B^2) \partial_3 J + AK^2(\partial_1 J + \partial_3 A) + BK^2(\partial_2 J + \partial_3 B) - K(\partial_1 A + \partial_2 B)] \partial_3 u_i, \\
G^{1.5}_i = \partial_3 \eta(1 + x_3/b) K \partial_3 u_i;
\]
\[G^2\] is the function
\[
G^2 = AK \partial_3 u_1 + BK \partial_3 u_2 + (1 - K) \partial_3 u_3,
\]
and \(G^3\) is the vector
\[
G^3 := \partial_1 \eta \begin{pmatrix}
p - \eta - 2(\partial_1 u_1 - AK \partial_3 u_1) \\
-\partial_2 u_1 - \partial_1 u_2 + BK \partial_3 u_1 + AK \partial_3 u_2 \\
-\partial_1 u_3 - K \partial_3 u_1 + AK \partial_3 u_3
\end{pmatrix}
+ \partial_2 \eta \begin{pmatrix}
-\partial_2 u_1 - \partial_1 u_2 + BK \partial_3 u_1 + AK \partial_3 u_2 \\
p - \eta - 2(\partial_2 u_2 - BK \partial_3 u_2) \\
-\partial_2 u_3 - K \partial_3 u_2 + BK \partial_3 u_3
\end{pmatrix}
+ \begin{pmatrix}
(K - 1) \partial_3 u_1 - AK \partial_3 u_3 \\
(K - 1) \partial_3 u_2 - BK \partial_3 u_3 \\
2(K - 1) \partial_3 u_3
\end{pmatrix}.
\]
(2-30)

Finally,
\[
G^4 = -D \eta \cdot u.
\]
(2-31)

**Remark 2.4.** The appearance of the term \((p - \eta)\) in the first two rows of the first two vectors in the definition of \(G^3\) can cause some technical problems later when we attempt to estimate \(G^3\). Notice though, that according to (2-23), we may write
\[
(p - \eta) = 2 \partial_3 u_3 + G^3 \cdot e_3
\]
\[
= \partial_1 \eta(-\partial_1 u_3 - K \partial_3 u_1 + AK \partial_3 u_3) + \partial_2 \eta(-\partial_2 u_3 - K \partial_3 u_2 + BK \partial_3 u_3) + 2K \partial_3 u_3
\]
(2-32)
on \(\Sigma\). We may then replace the appearances of \((p - \eta)\) in (2-30) with the right side of (2-32).

At several points in our analysis we will need to localize (2-23) by multiplying by a cutoff function. This leads us to consider the energy evolution for a minor modification of (2-23).
Then \( \partial_t v + \nabla q - \Delta v = \Phi^1 \) in \( \Omega \),
\[ \text{div } v = \Phi^2 \] in \( \Omega \),
\[ (q I - \mathbb{D}v)e_3 = a \zeta e_3 + \Phi^3 \] on \( \Sigma \),
\[ \partial_t \zeta - v_3 = \Phi^4 \] on \( \Sigma \),
\[ v = 0 \] on \( \Sigma_b \).

where either \( a = 0 \) or \( a = 1 \). Then
\[
\partial_t \left( \frac{1}{2} \int_{\Omega} |v|^2 + \frac{1}{2} \int_{\Sigma} a|\zeta|^2 \right) + \frac{1}{2} \int_{\Omega} |\mathbb{D}v|^2 = \int_{\Omega} v \cdot (\Phi^1 - \nabla \Phi^2) + q \Phi^2 + \int_{\Sigma} -v \cdot \Phi^3 + a \zeta \Phi^4. \tag{2-34}
\]

**Proof.** We may rewrite the first equation in (2-33) as \( \partial_t v + \text{div}(q I - \mathbb{D}v) = \Phi^1 - \nabla \Phi^2 \). We then take the inner-product of this equation with \( v \) and integrate over \( \Omega \) to find
\[
\partial_t \int_{\Omega} \frac{|v|^2}{2} - \int_{\Omega} (q I - \mathbb{D}v) : \nabla v + \int_{\Sigma} (q I - \mathbb{D}v)e_3 \cdot v = \int_{\Omega} v \cdot (\Phi^1 - \nabla \Phi^2). \tag{2-35}
\]
We then use the second equation in (2-33) to compute
\[
\int_{\Omega} -(q I - \mathbb{D}v) : \nabla v = \int_{\Omega} -q \text{div } v + \frac{|\mathbb{D}v|^2}{2} = \int_{\Omega} -q \Phi^2 + \frac{|\mathbb{D}v|^2}{2}. \tag{2-36}
\]
The boundary conditions in (2-33) provide the equality
\[
\int_{\Sigma} (q I - \mathbb{D}v)e_3 \cdot v = \int_{\Sigma} a \zeta v_3 + v \cdot \Phi^3 = \partial_t \int_{\Sigma} a \frac{|\zeta|^2}{2} + \int_{\Sigma} -a \zeta \Phi^4 + v \cdot \Phi^3. \tag{2-37}
\]
Combining (2-35)–(2-37) then yields (2-34).

---

**Some initial lemmas.** The following result is useful for removing the appearance of \( J \) factors.

**Lemma 2.6.** There exists a universal \( 0 < \delta < 1 \) such that if \( \| \eta \|_{H^{\frac{3}{2}}}^2 \leq \delta \), then
\[
\| J - 1 \|_{L^\infty} + \| A \|_{L^\infty}^2 + \| B \|_{L^\infty} \leq \frac{1}{2} \quad \text{and} \quad \| K \|_{L^\infty}^2 + \| \mathcal{A} \|_{L^\infty}^2 \lesssim 1. \tag{2-38}
\]

**Proof.** According to the definitions of \( A, B, J \) given in (1-8) and Lemma A.5, we may bound
\[
\| J - 1 \|_{L^\infty} + \| A \|_{L^\infty}^2 + \| B \|_{L^\infty} \lesssim \| \eta \|_{H^3}^2 \lesssim \| \eta \|_{H^{\frac{3}{2}}}^2. \tag{2-39}
\]
Then if \( \delta \) is sufficiently small, we find that the first inequality in (2-38) holds. As a consequence, \( \| K \|_{L^\infty}^2 + \| \mathcal{A} \|_{L^\infty}^2 \leq 1 \), which is the second inequality in (2-38).

We now compute \( \partial_t \eta \) in terms of a pair of auxiliary functions, \( U_1 \) and \( U_2 \), defined on \( \Sigma \). In our analysis later in the paper \( u \) and \( \eta \) will always be sufficiently smooth to justify the calculations in the next lemma, and \( U_i \in H^1(\Sigma) \) always holds.

**Lemma 2.7.** For \( i = 1, 2 \), define \( U_i : \Sigma \to \mathbb{R} \) by
\[
U_i(x') = \int_{-b}^0 J(x', x_3)u_i(x', x_3) \, dx_3. \tag{2-40}
\]
Then \( \partial_t \eta = -\partial_1 U_1 - \partial_2 U_2 \) on \( \Sigma \) for solutions to (1-9).
Proof. Let \( \varphi \in \mathcal{S}(\Sigma) \), the Schwartz class. On \( \Sigma \) we know from Lemma 2.1 that \( u \cdot N = u \cdot (J A e_3) = J A^T u \cdot e_3 = J A^T u \cdot v \), where \( v = e_3 \) is the unit normal to \( \Sigma \). We may use the equation for \( \partial_t \eta \) in (1-9) and the divergence theorem to compute

\[
\int_\Sigma \partial_t \eta \varphi = \int_\Sigma (-u_1 \partial_1 \eta - u_2 \partial_2 \eta + u_3) \varphi = \int_\Sigma \varphi J A_{ij} u_i v_j = \int_\Omega \partial_j (\varphi J A_{ij} u_i),
\]

where the last equality follows from the geometric identity \( \partial_j (J A_{ij}) = 0 \) (see Lemma 2.1) and the equation \( A_{ij} \partial_j u_i = 0 \), which is the second equation in (1-9).

According to Lemma 2.1, we may write \( A_{ij} = \delta_{ij} + \delta_{ij} Z_i \) for \( \delta_{ij} \), the Kronecker delta, and \( Z = -A K e_1 - B K e_2 + (K - 1)e_3 \). Then

\[
\int_\Omega \partial_j \varphi J A_{ij} u_i = \int_\Omega \partial_j \varphi J u_i (\delta_{ij} + \delta_{ij} Z_i) = \int_\Omega \partial_i \varphi J u_i + \int_\Omega \partial_3 \varphi J u_i Z_i = \int_\Omega \partial_i \varphi J u_i,
\]

(2-42)

since \( \partial_3 \varphi = 0 \), a consequence of the fact that \( \varphi = \varphi(x_1, x_2) \) is independent of \( x_3 \). Again because \( \varphi \) depends only on \( (x_1, x_2) = x' \in \Sigma \), we may write

\[
\int_\Omega \partial_1 \varphi J u_i = \int_\Sigma \partial_1 \varphi (x') \int_{0}^{x_3} J(x', x_3) u_i(x', x_3) dx_3 dx' = \int_\Sigma \partial_1 \varphi (x') U_i(x') dx'.
\]

(2-43)

Now we chain together (2-41), (2-42), and (2-43) and integrate by parts to deduce that

\[
\int_\Sigma \partial_t \eta \varphi = \int_\Sigma -\varphi \partial_t U_i.
\]

(2-44)

Since this holds for any \( \varphi \in \mathcal{S}(\Sigma) \), we then have that \( \partial_t \eta = -\partial_t U_i \).

\[\square\]

**Energies and dissipations.** Below we define the energies and dissipations we will use in our analysis. We state them in general in terms of two integers \( n, m \in \mathbb{N} \) with \( n \geq m \). In our actual analysis we will take \( n = 2N \) and \( n = N + 2 \) for \( N \geq 5 \) and \( m = 1, 2 \). Recall that we employ the derivative conventions described on page 1443. We define the horizontal instantaneous energy with minimal derivative count \( m \) (or just horizontal energy, for short) by

\[
\mathcal{E}_{n,m} := \| D^{2n-1} u \|_0^2 + \| D \bar{D}^{2n-1} u \|_0^2 + \| \sqrt{J} \partial_1^n u \|_0^2 + \| \bar{D}^{2n}_m \eta \|_0^2.
\]

(2-45)

Here the first three terms are split in this manner for the technical convenience of adding the \( \sqrt{J} \) term to only the highest temporal derivative.

**Remark 2.8.** In light of Lemma 2.6, we see that \( \mathcal{E}_{n,m} \) satisfies

\[
\frac{1}{2} (\| D^{2n} u \|_0^2 + \| \bar{D}^{2n}_m \eta \|_0^2) \leq \mathcal{E}_{n,m} \leq \frac{3}{2} (\| D^{2n} u \|_0^2 + \| \bar{D}^{2n}_m \eta \|_0^2).
\]

(2-46)

We define the horizontal dissipation rate with minimal derivative count \( m \) (horizontal dissipation) by

\[
\mathcal{D}_{n,m} := \| \bar{D}^{2n}_m \partial u \|_0^2.
\]

(2-47)
Let $\mathcal{F}_\lambda$ be defined by (A-7)–(A-8). The horizontal energy without a minimal derivative restriction is

$$\mathcal{E}_n := \|\mathcal{F}_\lambda u\|_0^2 + \|\mathcal{D}_0^{2n} u\|_0^2 + \|\mathcal{F}_\lambda \eta\|_0^2 + \|\mathcal{D}_0^{2n} \eta\|_0^2,$$  \hspace{1cm} (2-48)

and the horizontal dissipation without a minimal derivative restriction is

$$\mathcal{D}_n := \|\mathcal{D}_\lambda u\|_0^2 + \|\mathcal{D}_0^{2n} \mathcal{D} u\|_0^2.$$  \hspace{1cm} (2-49)

In addition to the horizontal energy and dissipation, we must also define full energies and dissipations, which involve full derivatives. We write the full energy as

$$\mathcal{E}_n := \|\mathcal{F}_\lambda u\|_1^2 + \sum_{j=0}^{n} \|\partial^j_t u\|_{2n-2j+1}^2 + \sum_{j=0}^{n-1} \|\partial^j_t p\|_{2n-2j}^2 + \|\mathcal{F}_\lambda \eta\|_0^2 + \sum_{j=0}^{n} \|\partial^j_t \eta\|_{2n-2j}^2,$$  \hspace{1cm} (2-50)

and we define the full dissipation rate by

$$\mathcal{D}_n := \|\mathcal{D}_\lambda u\|_1^2 + \sum_{j=0}^{n} \|\partial^j_t u\|_{2n-2j+1}^2 + \sum_{j=0}^{n-1} \|\partial^j_t p\|_{2n-2j}^2 + \|\mathcal{D}_\eta\|_{2n-3/2}^2 + \|\partial_t \eta\|_{2n-1/2}^2 + \sum_{j=2}^{n+1} \|\partial^j_t \eta\|_{2n-2j+5/2}^2.$$  \hspace{1cm} (2-51)

**Remark 2.9.** The energy $\mathcal{E}_n$ controls $\|\eta\|_{2n}^2 \times \|\eta\|_0^2 + \|\mathcal{D}_\eta\|_{2n-1}^2$, while the dissipation $\mathcal{D}_n$ controls only $\|\mathcal{D}_\eta\|_{2n-3/2}^2$. The failure of $\mathcal{D}_n$ to control $\|\eta\|_0^2$ and this half derivative deficit in $\mathcal{D}_\eta$ are key difficulties that we must overcome in our analysis. However, $\mathcal{D}_n$ controls more temporal derivatives of $\eta$ than $\mathcal{E}_n$ does. A similar discrepancy exists in the fact that $\mathcal{E}_n$ controls $\|p\|_{2n-1}^2$ while $\mathcal{D}_n$ controls only $\|\nabla p\|_{2n-1}^2$.

We define a similar energy with a minimal derivative count of one by

$$\mathcal{E}_{n,1} := \mathcal{E}_{n,1} + \|\nabla^2 u\|_{2n-2}^2 + \sum_{j=1}^{n} \|\partial^j_t u\|_{2n-2j}^2 + \|\nabla p\|_{2n-2}^2 + \sum_{j=1}^{n-1} \|\partial^j_t p\|_{2n-2j+1}^2 + \|\mathcal{D}_\eta\|_{2n-1}^2 + \sum_{j=1}^{n} \|\partial^j_t \eta\|_{2n-2j}^2,$$  \hspace{1cm} (2-52)

and with a minimal derivative count of two by

$$\mathcal{E}_{n,2} := \mathcal{E}_{n,2} + \|\nabla^2 u\|_{2n-3}^2 + \sum_{j=1}^{n} \|\partial^j_t u\|_{2n-2j}^2 + \|\nabla^2 p\|_{2n-3}^2 + \sum_{j=1}^{n-1} \|\partial^j_t p\|_{2n-2j+2}^2 + \|\mathcal{D}_\eta\|_{2n-2}^2 + \sum_{j=1}^{n} \|\partial^j_t \eta\|_{2n-2j}^2.$$  \hspace{1cm} (2-53)

Similarly, the dissipation with a minimal derivative count of one is

$$\mathcal{D}_{n,1} := \mathcal{D}_{n,1} + \|\nabla^2 u\|_{2n-2}^2 + \sum_{j=1}^{n} \|\partial^j_t u\|_{2n-2j+1}^2 + \|\nabla^2 p\|_{2n-2}^2 + \sum_{j=1}^{n-1} \|\partial^j_t p\|_{2n-2j+2}^2 + \|\mathcal{D}_\eta\|_{2n-5/2}^2 + \sum_{j=2}^{n+1} \|\partial^j_t \eta\|_{2n-2j+5/2}^2.$$  \hspace{1cm} (2-54)
while the dissipation with a minimal derivative count of two is
\[
D_{n,2} := \tilde{D}_{n,2} + \|\nabla^4 u\|^2_{2n-3} + \sum_{j=1}^{n} \|\partial_t^j u\|^2_{2n-2j+1} + \|\nabla^3 p\|^2_{2n-3} + \|\partial_t \nabla p\|^2_{2n-3} \\
+ \sum_{j=2}^{n-1} \|\partial_t^j p\|^2_{2n-2j} + \|D^3 \eta\|^2_{2n-7/2} + \|D \partial_t \eta\|^2_{2n-3/2} + \sum_{j=2}^{n+1} \|\partial_t^j \eta\|^2_{2n-2j+5/2}. \tag{2-55}
\]

Note that, by definition, \(C_{n,m} \geq \bar{C}_{n,m}\) and \(D_{n,m} \geq \bar{D}_{n,m}\). In all of these definitions, the index \(n\) counts the highest number of time derivatives used. Notice that \(C_{n,m}\) and \(D_{n,m}\) are subject to the same sorts of discrepancies described in Remark 2.9.

Certain norms of \(\eta\) and \(u\) will play a special role in our analysis; we write
\[
\mathcal{F}_{2N} := \|\eta\|^2_{4N+1/2},
\]
\[
\mathcal{K} := \|\nabla u\|^2_{L^\infty} + \|\nabla^2 u\|^2_{L^\infty} + \sum_{i=1}^{2} \|Du_i\|^2_{H^2(\Sigma)}.
\]

Note that the regularity of \(u\) will always be sufficiently high for the \(L^\infty\) norms in \(\mathcal{K}\) to be considered as \(C^0(\bar{\Omega})\) norms, where \(\bar{\Omega}\) is the closure of \(\Omega\). Finally, we define the total energy we will use in our analysis:
\[
\mathcal{G}_{2N}(t) := \sup_{0 \leq r \leq t} \mathcal{E}_{2N}(r) + \int_0^t D_{2N}(r) \, dr + \sum_{m=1}^{2} \sup_{0 \leq r \leq t} (1+r)^{m+1/2} \mathcal{E}_{N+2,m}(r) + \sup_{0 \leq r \leq t} \frac{\mathcal{F}_{2N}(r)}{(1+r)}. \tag{2-58}
\]

Some initial estimates. We have the following lemma that constrains \(N\).

**Lemma 2.10.** If \(N \geq 4\), then, for \(m = 1, 2\), we have \(C_{N+2,m} \lesssim C_{2N}\) and \(D_{N+2,m} \lesssim D_{2N}\).

**Proof.** The proof follows by simply comparing the definitions of these terms. \(\square\)

Now we present an estimate of \(\partial_t \eta\).

**Lemma 2.11.** We have the estimate \(\|\partial_t \eta\|^2_0 \lesssim \|u\|^2_0 \leq C_{2N}\).

**Proof.** According to Lemma 2.7, we have \(\partial_t \eta = -\partial_t U_i\), where \(U_i\), \(i = 1, 2\), is defined in the lemma. It is easy to see that \(U_i \in H^1(\Sigma)\). Taking the Fourier transform and writing \(U = (U_1, U_2)\), we find that
\[
\|\partial_t \eta\|^2_0 = \int_{\Sigma} \xi^{-1} |\hat{\partial_t \eta}(\xi)|^2 d\xi \lesssim \int_{\Sigma} |\xi|^{-2} |\xi \cdot \hat{U}(\xi)|^2 d\xi = \int_{\Sigma} |\hat{U}(\xi)|^2 d\xi = \|U\|^2_{H^0(\Sigma)}. \tag{2-59}
\]

However, Hölder’s inequality and Lemma 2.6 imply that \(\|U\|_{H^0(\Sigma)} \lesssim \|J\|_{L^\infty} \|u\|_0 \lesssim \|u\|_0\), so the desired estimate follows. \(\square\)

3. Interpolation estimates at the \(N + 2\) level

Initial interpolation estimates for \(\eta, \bar{\eta}, u\) and \(\nabla p\). The fact that \(C_{N+2,m}\) and \(D_{N+2,m}\), \(m = 1, 2\), have a minimal count of derivatives creates numerous problems when we try to estimate terms with fewer derivatives in terms of \(C_{N+2,m}\) and \(D_{N+2,m}\). Our way around this is to interpolate between \(C_{N+2,m}\) and \(D_{N+2,m}\).
We understand this to mean that

\[ \|X\|_2^2 \lesssim (\mathcal{E}_{N+2,m})^\theta (\mathcal{E}_{2N})^{1-\theta} \quad \text{and} \quad \|X\|_2^2 \lesssim (\mathcal{D}_{N+2,m})^\theta (\mathcal{E}_{2N})^{1-\theta}, \tag{3-1} \]

where \( \theta \in (0, 1) \), \( X \) is some quantity, and \( \| \cdot \| \) is some norm (usually either \( H^0 \) or \( L^\infty \)).

In the interest of brevity, we record these estimates in tables that only list the value of \( \theta \) in the estimate. Before each table we will tell which norms are being considered and give a rough summary of the terms \( X \) that appear in the table. For example, we might write “the following table encodes the power in the \( H^0(\Sigma) \) and \( H^0(\Omega) \) interpolation estimates for \( \eta \) and \( \bar{\eta} \) and their derivatives,” before the following table.

<table>
<thead>
<tr>
<th>( X )</th>
<th>( \mathcal{E}_{N+2,1} )</th>
<th>( \mathcal{D}<em>{N+2,1} \sim \mathcal{E}</em>{N+2,2} )</th>
<th>( \mathcal{D}_{N+2,2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \eta, \bar{\eta} )</td>
<td>( \theta_1 )</td>
<td>( \theta_2 )</td>
<td>( \theta_3 )</td>
</tr>
<tr>
<td>( D\eta, \nabla \bar{\eta} )</td>
<td>( \theta_4 )</td>
<td>( \theta_5 )</td>
<td>( \theta_6 )</td>
</tr>
</tbody>
</table>

We understand this to mean that

\[ \|\eta\|_0^2 \lesssim (\mathcal{E}_{N+2,1})^\theta_1 (\mathcal{E}_{2N})^{1-\theta_1}, \quad \|\eta\|_0^2 \lesssim (\mathcal{D}_{N+2,1})^\theta_2 (\mathcal{E}_{2N})^{1-\theta_2}, \quad \|\eta\|_0^2 \lesssim (\mathcal{E}_{N+2,2})^\theta_3 (\mathcal{E}_{2N})^{1-\theta_3} \tag{3-2} \]

and

\[ \|\nabla \bar{\eta}\|_{H^0(\Omega)}^2 \lesssim (\mathcal{E}_{N+2,1})^\theta_4 (\mathcal{E}_{2N})^{1-\theta_4}, \quad \|\nabla \bar{\eta}\|_{H^0(\Omega)}^2 \lesssim (\mathcal{D}_{N+2,1})^\theta_5 (\mathcal{E}_{2N})^{1-\theta_5}, \tag{3-3} \]

etc. When we write \( \mathcal{D}_{N+2,1} \sim \mathcal{E}_{N+2,2} \) in a table, it means that \( \theta \) is the same when interpolating between \( \mathcal{D}_{N+2,1} \) and \( \mathcal{E}_{2N} \) and between \( \mathcal{E}_{N+2,2} \) and \( \mathcal{E}_{2N} \). When we write multiple entries for \( X \), we mean that the same interpolation estimates hold for each item listed. Often, we will have a \( \theta \) appearing in a table of the form \( \theta = 1/(1+r) \). When we write this, we mean that the desired interpolation inequality holds with this \( \theta \) for any fixed \( r \in (0, 1) \), and the constant in the inequality then depends on \( r \).

We must record estimates for too many choices of \( X \) to allow us to write the full details of each estimate. However, most of the estimates are straightforward, so in our proofs we will frequently present only a sketch of how to obtain them, providing details only for the most delicate estimates. The terms we estimate are often linear combinations of several terms, each of which would get a different interpolation power. When this occurs, we will record the lowest power achieved by a term in the sum. According to Lemma 2.10, this is justified by the estimate

\[ \mathcal{E}_{2N}^{1-\theta} \mathcal{E}_{N+2,m}^\theta + \mathcal{E}_{2N}^{1-\kappa} \mathcal{E}_{N+2,m}^\kappa = \mathcal{E}_{2N}^{1-\theta} \mathcal{E}_{N+2,m}^\theta + \mathcal{E}_{2N}^{1-\kappa} \mathcal{E}_{N+2,m}^\kappa \mathcal{E}_{N+2,m}^\theta \lesssim \mathcal{E}_{2N}^{1-\theta} \mathcal{E}_{N+2,m}^\theta + \mathcal{E}_{2N}^{1-\kappa} \mathcal{E}_{2N}^\kappa \mathcal{E}_{N+2,m}^\theta \lesssim \mathcal{E}_{2N}^{1-\theta} \mathcal{E}_{N+2,m}^\theta \tag{3-4} \]

for \( 0 \leq \theta \leq \kappa \leq 1 \). A similar estimate holds with \( \mathcal{E}_{N+2,m} \) replaced by \( \mathcal{D}_{N+2,m} \). It may happen that in estimating a product of two or more terms, we end up with estimates of the form

\[ \|X\|_2^2 \lesssim (\mathcal{E}_{N+2,m})^{\theta_1} (\mathcal{E}_{2N})^{1-\theta_1} (\mathcal{E}_{N+2,m})^{\theta_2} (\mathcal{E}_{2N})^{1-\theta_2} \tag{3-5} \]
with $\theta_1 + \theta_2 > 1$. In this case, Lemma 2.10 again allows us to bound
\[
\|X\|^2 \lesssim \mathcal{E}_{N+2,m}^1 \mathcal{E}_{N+2,m}^{\theta_1 + \theta_2 - 1} \mathcal{E}_{2N}^{2 - \theta_1 - \theta_2} \lesssim \mathcal{E}_{N+2,m}^2 \mathcal{E}_{2N}^2 \leq \mathcal{E}_{N+2,m}^2,
\]
where we have used the bound $\mathcal{E}_{2N} \leq 1$. It might also happen that (3-5) occurs with $\theta_1 < 1$ and $\theta_2 = 1/(1 + r)$, in which case we always understand that $r$ is chosen so that $\theta_1 + \theta_2 = 1$.

Now that our notation is explained, we turn to the estimates themselves We begin with estimates of $\eta$.

**Lemma 3.1.** The following table encodes the power in the $L^\infty(\Sigma)$ and $L^\infty(\Omega)$ interpolation estimates for $\eta$ and $\tilde{\eta}$ and their derivatives.

<table>
<thead>
<tr>
<th>$X$</th>
<th>$\mathcal{E}_{N+2,1}$</th>
<th>$\mathcal{D}<em>{N+2,1} \sim \mathcal{E}</em>{N+2,2}$</th>
<th>$\mathcal{D}_{N+2,2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta, \tilde{\eta}$</td>
<td>$(\lambda + 1)/(\lambda + 1 + r)$</td>
<td>$(\lambda + 1)/(\lambda + 2)$</td>
<td>$(\lambda + 1)/(\lambda + 3)$</td>
</tr>
<tr>
<td>$D\eta, \nabla \tilde{\eta}$</td>
<td>1</td>
<td>$(\lambda + 2)/(\lambda + 2 + r)$</td>
<td>$(\lambda + 2)/(\lambda + 3)$</td>
</tr>
<tr>
<td>$D^2\eta, \nabla^2 \tilde{\eta}$</td>
<td>1</td>
<td>1</td>
<td>$(\lambda + 3)/(\lambda + 3 + r)$</td>
</tr>
<tr>
<td>$D^3\eta, \nabla^3 \tilde{\eta}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\partial_t \eta, \partial_t \tilde{\eta}$</td>
<td>1</td>
<td>1</td>
<td>$(2/(2 + r)$</td>
</tr>
<tr>
<td>$D\partial_t \eta, \nabla \partial_t \tilde{\eta}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

The following table encodes the power in the $H^0(\Sigma)$ and $H^0(\Omega)$ interpolation estimates for $\eta$ and $\tilde{\eta}$ and their derivatives.

<table>
<thead>
<tr>
<th>$X$</th>
<th>$\mathcal{E}_{N+2,1}$</th>
<th>$\mathcal{D}<em>{N+2,1} \sim \mathcal{E}</em>{N+2,2}$</th>
<th>$\mathcal{D}_{N+2,2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta, \tilde{\eta}$</td>
<td>$\lambda/(\lambda + 1)$</td>
<td>$\lambda/(\lambda + 2)$</td>
<td>$\lambda/(\lambda + 3)$</td>
</tr>
<tr>
<td>$D\eta, \nabla \tilde{\eta}$</td>
<td>1</td>
<td>$(\lambda + 1)/(\lambda + 2)$</td>
<td>$(\lambda + 1)/(\lambda + 3)$</td>
</tr>
<tr>
<td>$D^2\eta, \nabla^2 \tilde{\eta}$</td>
<td>1</td>
<td>1</td>
<td>$(\lambda + 2)/(\lambda + 3)$</td>
</tr>
<tr>
<td>$D^3\eta, \nabla^3 \tilde{\eta}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\partial_t \eta, \partial_t \tilde{\eta}$</td>
<td>1</td>
<td>1</td>
<td>1/2</td>
</tr>
<tr>
<td>$D\partial_t \eta, \nabla \partial_t \tilde{\eta}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

**Proof.** The estimates follow directly from the Sobolev embeddings and Lemmas A.6 and A.7, using the bounds $\|\nabla \eta\|_0^2 \leq \mathcal{E}_{2N}$ and $\|\partial_t \eta\|_0^2 \lesssim \mathcal{E}_{2N}$, the latter of which is a consequence of Lemma 2.11. □

Now we record some estimates involving $u$.

**Lemma 3.2.** Table 3.1(a) encodes the power in the $L^\infty(\Omega)$ and $L^\infty(\Sigma)$ interpolation estimates for $u$ and its derivatives.

Table 3.1(b) encodes the power in the $H^0(\Omega)$ interpolation estimates for $u$ and its derivatives.

Table 3.1(c) encodes the power in some improved $L^\infty(\Sigma)$ interpolation estimates for $u$ and its tangential derivatives on $\Sigma$. Here we restrict to $r \in (0, 1/2)$.

**Proof.** The estimates of the first two tables follow directly from Sobolev embeddings and Lemmas A.8 and A.13. For the $L^\infty(\Sigma)$ estimates of the last table, we use $r \in [0, 1/2)$ in (A-34) of Lemma A.7 along with trace estimates and Lemma A.13 to bound
Now we estimate $\|Du\|_{L^\infty} \lesssim (\|u\|_{H^s(\Sigma)}^{2} \|D^{s}u\|_{H^r(\Sigma)}^{2})^{1/(s+r)}\lesssim (\|u\|_{1}^{2} \|D^{s}u\|_{1}^{2})^{1/(s+r)} \lesssim (\|u\|_{1}^{2} \|D^{s}\nabla u\|_{0}^{2})^{1/(s+r)}. \ (3-7)

For $E_{N+2,1}$ and $D_{N+2,1}$ we choose $s = 1$ and $r \in (0, 1/2)$, while for $E_{N+2,2}$ and $D_{N+2,m}$ we choose $s = 2$ and $r = 0$. In both cases, $\|u\|_{1}^{2} \leq E_{2N}$ and $\|D^{s}\nabla u\|_{0}^{2} \leq E_{N+2,m}$. A similar argument works for the $Du$ estimates in $L^\infty(\Sigma)$.

Now we estimate $\nabla p$ in $L^\infty$.

**Lemma 3.3.** The following table encodes the power in the $L^\infty(\Omega)$ interpolation estimates for derivatives of $p$.

<table>
<thead>
<tr>
<th>$X$</th>
<th>$E_{N+2,1}$</th>
<th>$D_{N+2,1}$</th>
<th>$E_{N+2,2}$</th>
<th>$D_{N+2,2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\nabla p$</td>
<td>1</td>
<td>1/(1+r)</td>
<td>1/2</td>
<td>1/2</td>
</tr>
<tr>
<td>$\nabla^{2} p$</td>
<td>1</td>
<td>1</td>
<td>1/(1+r)</td>
<td>(1+r)</td>
</tr>
<tr>
<td>$\partial_{i} p$</td>
<td>1</td>
<td>1</td>
<td>1/(1+r)</td>
<td>(1+r)</td>
</tr>
<tr>
<td>$\nabla^{3} p$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\partial_{i} \nabla p$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
Proof. The estimates follow directly from the Sobolev embeddings and Lemma A.8.

Interpolation estimates for $G^i$, $i = 1, 2, 3, 4$. Now that we have some preliminary estimates for $u, \eta, \bar{\eta},$ and $\nabla p$ (plus some of their derivatives), we can estimate the $G^i$ forcing terms defined in (2.24)–(2.31).

Lemma 3.4. The following table encodes the power in the $L^\infty(\Omega)$ interpolation estimates for $G^{1,i}$, $i = 1, \ldots, 5$ and $G^1$ and their spatial derivatives.

<table>
<thead>
<tr>
<th>$X$</th>
<th>$\mathcal{E}_{N+2,1}$</th>
<th>$\mathcal{E}<em>{N+2,1} \sim \mathcal{E}</em>{N+2,2}$</th>
<th>$\mathcal{D}_{N+2,2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G^{1,1}$</td>
<td>1</td>
<td>1</td>
<td>$(3\lambda + 5)/(2\lambda + 6)$</td>
</tr>
<tr>
<td>$\nabla G^{1,1}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$G^{1,2}$</td>
<td>1</td>
<td>1</td>
<td>2/3</td>
</tr>
<tr>
<td>$DG^{1,2}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\nabla G^{1,2}$</td>
<td>1</td>
<td>1</td>
<td>2/3</td>
</tr>
<tr>
<td>$G^{1,3}$</td>
<td>1</td>
<td>1</td>
<td>$(3\lambda + 5)/(2\lambda + 6)$</td>
</tr>
<tr>
<td>$\nabla G^{1,3}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$G^{1,4}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$DG^{1,4}$</td>
<td>1</td>
<td>1</td>
<td>2/3</td>
</tr>
<tr>
<td>$\nabla G^{1,4}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$G^{1,5}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$DG^{1,5}$</td>
<td>1</td>
<td>1</td>
<td>2/3</td>
</tr>
</tbody>
</table>

The following table encodes the power in the $H^0(\Omega)$ interpolation estimates for $G^{1,i}$, $i = 1, \ldots, 5$ and $G^1$ and their spatial derivatives.

<table>
<thead>
<tr>
<th>$X$</th>
<th>$\mathcal{E}_{N+2,1}$</th>
<th>$\mathcal{E}_{N+2,1}$</th>
<th>$\mathcal{E}_{N+2,2}$</th>
<th>$\mathcal{D}_{N+2,2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G^{1,1}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$(3\lambda + 3)/(2\lambda + 6)$</td>
</tr>
<tr>
<td>$\nabla G^{1,1}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$(3\lambda + 5)/(2\lambda + 6)$</td>
</tr>
<tr>
<td>$G^{1,2}$</td>
<td>1</td>
<td>$(3\lambda + 1)/(2\lambda + 2)$</td>
<td>$(3\lambda + 2)/(2\lambda + 4)$</td>
<td>$(4\lambda + 2)/(3\lambda + 6)$</td>
</tr>
<tr>
<td>$DG^{1,2}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$(5\lambda + 4)/(3\lambda + 6)$</td>
</tr>
<tr>
<td>$\nabla G^{1,3}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$(3\lambda + 3)/(2\lambda + 6)$</td>
</tr>
<tr>
<td>$G^{1,4}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$(3\lambda + 5)/(2\lambda + 6)$</td>
</tr>
<tr>
<td>$DG^{1,4}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$(4\lambda + 6)/(3\lambda + 9)$</td>
</tr>
<tr>
<td>$\nabla G^{1,5}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$G^{1,5}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>5/6</td>
</tr>
<tr>
<td>$DG^{1,5}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$G^{1}$</td>
<td>1</td>
<td>$(3\lambda + 1)/(2\lambda + 2)$</td>
<td>$(3\lambda + 2)/(2\lambda + 4)$</td>
<td>$(4\lambda + 2)/(3\lambda + 6)$</td>
</tr>
<tr>
<td>$DG^{1}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$(5\lambda + 4)/(3\lambda + 6)$</td>
</tr>
</tbody>
</table>

Proof. The definitions of $G^{1,i}$ show that these terms are linear combinations of products of two or more terms that can be estimated in either $L^\infty$ or $H^0$ by using Sobolev embeddings and Lemmas 3.1, 3.2,
and 3.3. For the $L^\infty$ table we estimate products using the usual algebra of $L^\infty$: $\|XY\|_{L^\infty} \leq \|X\|_{L^\infty} \|Y\|_{L^\infty}$. For the $H^0$ table, we estimate products with both

$$\|XY\|_0^2 \leq \|X\|_0^2 \|Y\|_{L^\infty}^2 \quad \text{and} \quad \|XY\|_0^2 \leq \|Y\|_0^2 \|X\|_{L^\infty}^2,$$

(3-8)

and then take the larger value of $\theta$ produced by these two bounds.

The interpolation powers recorded in the above tables have been determined using the full structure of the $G^1,i, i = 1, \ldots, 5$, as defined in (2-24)-(2-31). However, for each $G^1,i, i = 1, \ldots, 5$, it is possible to identify a “principal term” that has the same essential structure as the term in $G^1,i$ that determines the interpolation powers appearing in the tables. For the sake of clarity we record these principal terms now:

$$G^1,1 \sim \bar{\eta} \nabla p, \quad G^1,2 \sim u \cdot \nabla u, \quad G^1,3 \sim \bar{\eta}\partial_3^2 u, \quad G^1,4 \sim \partial_3\bar{\eta}\partial_3 u, \quad G^1,5 \sim \bar{b}\partial_3\bar{\eta}\partial_3 u. \quad \Box$$

Now we estimate $G^2$.

**Lemma 3.5.** The following table encodes the power in the $L^\infty(\Omega)$ and $L^\infty(\Sigma)$ interpolation estimates for $G^2$ and its spatial derivatives.

<table>
<thead>
<tr>
<th>$X$</th>
<th>$E_{N+2,1}$</th>
<th>$D_{N+2,1}$</th>
<th>$E_{N+2,2}$</th>
<th>$D_{N+2,2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G^2$</td>
<td>1</td>
<td>1</td>
<td>(4\lambda+6)/(3\lambda+9)</td>
<td></td>
</tr>
<tr>
<td>$DG^2$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>$\nabla G^2$</td>
<td>1</td>
<td>1</td>
<td>(3\lambda+5)/(2\lambda+6)</td>
<td></td>
</tr>
<tr>
<td>$\nabla^2 G^2$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

The following table encodes the power in the $H^0(\Omega)$ interpolation estimates for $G^2$ and its spatial derivatives.

<table>
<thead>
<tr>
<th>$X$</th>
<th>$E_{N+2,1}$</th>
<th>$D_{N+2,1}$</th>
<th>$E_{N+2,2}$</th>
<th>$D_{N+2,2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G^2$</td>
<td>1</td>
<td>(3\lambda+2)/(2\lambda+4)</td>
<td>(4\lambda+3)/(3\lambda+9)</td>
<td></td>
</tr>
<tr>
<td>$DG^2$</td>
<td>1</td>
<td>1</td>
<td>(4\lambda+6)/(3\lambda+9)</td>
<td></td>
</tr>
<tr>
<td>$\nabla G^2$</td>
<td>1</td>
<td>1</td>
<td>(3\lambda+3)/(2\lambda+6)</td>
<td></td>
</tr>
<tr>
<td>$\nabla^2 G^2$</td>
<td>1</td>
<td>1</td>
<td>(3\lambda+5)/(2\lambda+6)</td>
<td></td>
</tr>
</tbody>
</table>

Proof. The estimates may be derived as in Lemma 3.4, so we only record the principal term in $G^2$. For these estimates, $G^2 \sim \bar{\eta}\partial_3^2 u$.

Now we record $G^3$ estimates.

**Lemma 3.6.** The following table encodes the power in the $L^\infty(\Sigma)$ interpolation estimates for $G^3$ and its spatial derivatives.

<table>
<thead>
<tr>
<th>$X$</th>
<th>$E_{N+2,1}$</th>
<th>$D_{N+2,1}$</th>
<th>$E_{N+2,2}$</th>
<th>$D_{N+2,2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G^3$</td>
<td>1</td>
<td>1</td>
<td>(4\lambda+6)/(3\lambda+9)</td>
<td></td>
</tr>
<tr>
<td>$DG^3$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>$D^2 G^3$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>
The following table encodes the power in the \( H^0(\Sigma) \) interpolation estimates for \( G^3 \) and its spatial derivatives.

<table>
<thead>
<tr>
<th>( X )</th>
<th>( \mathcal{E}_{N+2,1} )</th>
<th>( D_{N+2,1} \sim \mathcal{E}_{N+2,2} )</th>
<th>( D_{N+2,2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( G^3 )</td>
<td>1</td>
<td>((3\lambda+2)/(2\lambda+4))</td>
<td>((4\lambda+3)/(3\lambda+9))</td>
</tr>
<tr>
<td>( DG^3 )</td>
<td>1</td>
<td>1</td>
<td>((4\lambda+6)/(3\lambda+9))</td>
</tr>
<tr>
<td>( D^2G^3 )</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Proof. Recall that by Remark 2.4, we may remove the appearance of \((p-\eta)\) in \( G^3 \). This allows us to perform the estimates of \( G^3 \) terms as in Lemmas 3.4 and 3.5. The principal term may be identified as \( G^3 \sim \eta \partial_3 u \).

Now we record \( G^4 \) estimates.

**Lemma 3.7.** The following table encodes the power in the \( L^\infty(\Sigma) \) interpolation estimates for \( G^4 \) and its spatial derivatives.

<table>
<thead>
<tr>
<th>( X )</th>
<th>( \mathcal{E}_{N+2,1} )</th>
<th>( D_{N+2,1} \sim \mathcal{E}_{N+2,2} )</th>
<th>( D_{N+2,2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( G^4 )</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( DG^4 )</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( D^2G^4 )</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

The following table encodes the power in the \( H^0(\Sigma) \) interpolation estimates for \( G^4 \) and its spatial derivatives.

<table>
<thead>
<tr>
<th>( X )</th>
<th>( \mathcal{E}_{N+2,1} )</th>
<th>( D_{N+2,1} \sim \mathcal{E}_{N+2,2} )</th>
<th>( D_{N+2,2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( G^4 )</td>
<td>1</td>
<td>1</td>
<td>((3\lambda+5)/(2\lambda+6))</td>
</tr>
<tr>
<td>( DG^4 )</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( D^2G^4 )</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Proof. The estimates again work as in Lemmas 3.4–3.6. In this case there is no need to identify the principal term, since \( G^4 = -D\eta \cdot u \) is already in a simple form.

**Improved estimates for \( u, \nabla p \).** Now we will use the structure of the equations (2-23) to improve our estimates for \( u, \nabla p \), etc. Our first estimate is for \( Dp \). It constitutes an improvement of our existing \( L^\infty \) estimate, Lemma 3.3, as well as a first \( H^0 \) estimate.

**Lemma 3.8.** The following table encodes the power in an \( L^\infty(\Omega) \) interpolation estimate.

<table>
<thead>
<tr>
<th>( \mathcal{E}_{N+2,1} )</th>
<th>( D_{N+2,1} \sim \mathcal{E}_{N+2,2} )</th>
<th>( D_{N+2,2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Dp )</td>
<td>1/(1+r)</td>
<td>((\lambda+2)/(\lambda+3))</td>
</tr>
</tbody>
</table>

The following table encodes the power in an \( H^0(\Omega) \) interpolation estimate.

<table>
<thead>
<tr>
<th>( \mathcal{E}_{N+2,1} )</th>
<th>( D_{N+2,1} \sim \mathcal{E}_{N+2,2} )</th>
<th>( D_{N+2,2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Dp )</td>
<td>((\lambda+1)/(\lambda+2))</td>
<td>((\lambda+1)/(\lambda+3))</td>
</tr>
</tbody>
</table>
Proof. In order to record the proof of both the $H^0$ and $L^\infty$ estimates at the same time, we will generically write $\| \cdot \|$ to refer to either the $H^0(\Omega)$ or $L^\infty(\Omega)$ norm. Similarly, we will write $\| \cdot \|_\Sigma$ to refer to the $H^0(\Sigma)$ or $L^\infty(\Sigma)$ norm. The starting point is an application of Lemma A.10 to bound

$$\|Dp\|^2 \lesssim \|Dp\|_\Sigma^2 + \|\partial_3 Dp\|^2.$$  

(3-9)

We will estimate both terms on the right-hand side in order to prove the lemma.

In order to estimate $Dp$ on $\Sigma$ we utilize the boundary conditions in (2-23) to write

$$\partial_i p = \partial_i \eta + 2 \partial_i \partial_3 u_3 + \partial_i (G^3 \cdot e_3)$$  

(3-10)

for $i = 1, 2$. From this we easily see that

$$\|Dp\|_\Sigma^2 \lesssim \|D\eta\|_\Sigma^2 + \|DG^3\|_\Sigma^2 + \|D\partial_3 u_3\|_\Sigma^2.$$  

(3-11)

The first two terms may be estimated with Lemmas 3.1 and 3.6, but we must further exploit the structure of the equations in order to control the last term. For the $H^0$ estimate we use trace theory and the second equation in (2-23),

$$\partial_3 u_3 = G^2 - \partial_1 u_1 - \partial_2 u_2,$$  

(3-12)

to see that

$$\|D\partial_3 u_3\|_{H^0(\Sigma)}^2 \lesssim \|D\partial_3 u_3\|_1^2 \lesssim \|DG^2\|_1^2 + \|D^2 u\|_1^2.$$  

(3-13)

Since $D^2 u = 0$ on $\Sigma_b$, we may use Lemma A.13 to bound

$$\|D^2 u\|_1^2 \lesssim \|\nabla D^2 u\|_0^2,$$  

(3-14)

so that, upon replacing in the previous inequality, we find

$$\|D\partial_3 u_3\|_{H^0(\Sigma)}^2 \lesssim \|DG^2\|_0^2 + \|\nabla G^2\|_0^2 + \|D^2 \nabla u\|_0^2.$$  

(3-15)

For the corresponding $L^\infty$ estimate we again use (3-12) to bound

$$\|D\partial_3 u_3\|_{L^\infty(\Sigma)}^2 \lesssim \|DG^2\|_{L^\infty(\Sigma)}^2 + \|D^2 u\|_{L^\infty(\Sigma)}^2.$$  

(3-16)

By Lemma A.13 we know that $\|D^2 u\|_{L^\infty(\Sigma)}^2 \lesssim \|\nabla D^2 u\|_{L^\infty(\Omega)}^2$. On the other hand, $DG^2 \in C^0(\overline{\Omega})$ (this may be verified using the Sobolev embeddings and Theorem 4.2), so that $\|DG^2\|_{L^\infty(\Sigma)}^2 \leq \|DG^2\|_{L^\infty(\Omega)}^2$. We may then replace these to arrive at the bound

$$\|D\partial_3 u_3\|_{L^\infty(\Sigma)}^2 \lesssim \|DG^2\|_{L^\infty(\Omega)}^2 + \|\nabla D^2 u\|_{L^\infty(\Omega)}^2.$$  

(3-17)

Then, from (3-15) and (3-17), we know that

$$\|D\partial_3 u_3\|_\Sigma^2 \lesssim \|DG^2\|^2 + \|\nabla G^2\|^2 + \|D^2 \nabla u\|^2.$$  

(3-18)
Combining (3-11) with (3-18) yields
\[
\|Dp\|_{2}\lesssim\|D\eta\|_{2}\|
\]
\[
+\|DG\|^{2}+\|DG^{2}\|^{2}+\|D\nabla G^{2}\|^{2}+\|D^{2}\nabla u\|^{2}.
\]
(3-19)

We may then employ Lemmas 3.1, 3.2, 3.3, 3.5, and 3.6 to derive the interpolation power for \(\|Dp\|_{6}\); we record this power in the following table. Both the \(L^{\infty}\) and \(H^{0}\) powers are determined by \(D\eta\), but the \(L^{\infty}\) estimate only improves the result of Lemma 3.3 for \(H^{5104}\).

<table>
<thead>
<tr>
<th>(|Dp|_{L^{\infty}(\Sigma)}^{2})</th>
<th>(\mathcal{C}_{N+2,1})</th>
<th>(\mathcal{D}<em>{N+2,1}\sim\mathcal{C}</em>{N+2,2})</th>
<th>(\mathcal{D}_{N+2,2})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>(1/(1+r))</td>
<td>((\lambda+2)/\lambda+3)</td>
<td></td>
</tr>
</tbody>
</table>

Now we will estimate the term \(\|\partial_{3}Dp\|^{2}\). For this we use (2-23) to write
\[
\partial_{i}\partial_{3}p = \partial_{i}[(\partial_{1}^{2} + \partial_{2}^{2} - \partial_{i})u_{3} + \partial_{3}^{2}u_{3} + G^{1}\cdot e_{3}]
\]
(3-20)

for \(i = 1, 2\). Again using (3-12), we may write
\[
\partial_{i}\partial_{3}^{2}u_{3} = \partial_{i}\partial_{3}(G^{2} - \partial_{1}u_{1} - \partial_{2}u_{2}).
\]
(3-21)

Combining these two equations then shows that
\[
\|D\partial_{3}p\|^{2} \lesssim \|D^{3}u\|^{2} + \|D^{2}\nabla u\|^{2} + \|D\partial_{t}u\|^{2} + \|DG\|^{2} + \|D\nabla G^{2}\|^{2}.
\]
(3-22)

We may then employ Lemmas 3.2, 3.3, 3.4, and 3.5 to derive the interpolation power for \(\|D\partial_{3}p\|^{2}\); we record this power in the following table. The \(H^{0}\) powers are determined by \(DG^{1}\), but note that the \(L^{\infty}\) estimate does not improve the result of Lemma 3.3.

<table>
<thead>
<tr>
<th>(|D\partial_{3}p|_{L^{\infty}(\Sigma)}^{2})</th>
<th>(\mathcal{C}_{N+2,1})</th>
<th>(\mathcal{D}<em>{N+2,1}\sim\mathcal{C}</em>{N+2,2})</th>
<th>(\mathcal{D}_{N+2,2})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>(1)</td>
<td>(1/(1+r))</td>
<td>((\lambda+4)/(3\lambda+6))</td>
</tr>
</tbody>
</table>

Now we return to (3-9) and employ our estimates of \(\|Dp\|_{2}\) and \(\|D\partial_{3}p\|^{2}\) to deduce the desired interpolation powers for \(\|Dp\|^{2}\). Notice that we may also combine (3-9) with (3-19) and (3-22) for the estimate
\[
\|Dp\|^{2}
\lesssim \|D\eta\|^{2} + \|D\partial_{t}u\|^{2} + \|D^{3}u\|^{2} + \|D^{2}\nabla u\|^{2} + \|DG\|^{2} + \|D\nabla G^{2}\|^{2} + \|DG^{3}\|^{2}.
\]
(3-23)

This concludes the proof.

With this lemma in hand, we can now derive improved estimates for \(u\).

**Proposition 3.9.** The following table encodes the improved power in the \(L^{\infty}(\Omega)\) interpolation estimate for \(u\) and its derivatives.
Step 1: Estimates of $\nabla u$ and interpolation. This in turn leads to estimates for $u$. As in Lemma 3.8 we will write $\| \cdot \|_r$ and $\| \cdot \|_{\Sigma}$ to refer to both the $H^0$ and $L^\infty$ norms on $\Omega$ and $\Sigma$, respectively. We divide the proof into several steps, beginning with estimates of $\nabla u$. With these established, we can extend to estimates of $u$, $D\nabla u$, $Du$, $D\partial_3 u_3$, and $\nabla \partial_3 u_3$ by employing Poincaré’s inequality and interpolation. This in turn leads to estimates for $\partial_3 p$ and $\nabla^2 u$.

**Step 1: Estimates of $\nabla u$.** To begin the $\nabla u$ estimates, we split the components of $\nabla u$ into those involving $x_1, x_2$ derivatives and those involving $x_3$ derivatives. Indeed, we have

$$\| \nabla u \|^2 \lesssim \| Du \|^2 + \| \partial_3 u_3 \|^2 + \sum_{i=1}^{2} \| \partial_3 u_i \|^2.$$  

(3-24)
Lemma 3.2 provides an estimate of $Du$, but not of $\partial_3 u$, so we must use the structure of the equations (2-23) to estimate the latter two terms.

To estimate $\partial_3 u_3$ we use the second equation in (2-23) to bound

$$\|\partial_3 u_3\|^2 \lesssim \|G^2\|^2 + \|Du\|^2. \quad (3-25)$$

Then Lemmas 3.2 and 3.5 provide interpolation estimates of $G^2$ and $Du$ and hence the estimates of $\partial_3 u_3$ listed in the tables. The $Du$ term determines the power for $L^\infty$, while the power is determined by $G^2$ for $H^0$.

To estimate $\partial_3 u_i$ for $i = 1, 2$, we first apply Lemma A.10 to get

$$\|\partial_3 u_i\|^2 \lesssim \|\partial_3 u_i\|^2_{\Sigma} + \|\partial_3^2 u_i\|^2. \quad (3-26)$$

For the first term on the right, we use the third equation in (2-23) to bound

$$\|\partial_3 u_i\|^2 \lesssim \|Du_3\|^2_{\Sigma} + \|G^3\|^2_{\Sigma}. \quad (3-27)$$

Since $Du = 0$ on $\Sigma_b$, we can use trace theory, Lemma A.13, and the equation $\text{div} u = G^2$ for

$$\|Du_3\|^2_{\Sigma} \lesssim \|\nabla Du_3\|^2 \lesssim \|D^2u\|^2 + \|DG^2\|^2. \quad (3-28)$$

For the second term on the right side of (3-26), we use (2-23) to bound

$$\|\partial_3^2 u_i\|^2 \lesssim \|\partial_i u\|^2 + \|D^2u\|^2 + \|Dp\|^2 + \|G^1\|^2. \quad (3-29)$$

We may then combine estimates (3-26)–(3-29) to deduce that

$$\|\partial_3 u_i\|^2 \lesssim \|\partial_i u\|^2 + \|D^2u\|^2 + \|Dp\|^2 + \|G^1\|^2 + \|DG^2\|^2 + \|G^3\|^2_{\Sigma}. \quad (3-30)$$

Now we use Lemmas 3.2, 3.4–3.6, and 3.8 to find the interpolation powers for $\partial_3 u_i, i = 1, 2$, listed in the tables. For $L^\infty$ the power is determined by $Dp$ for $\mathcal{C}_{N+2,1}$, $\mathcal{C}_{N+2,2}$, and $\mathcal{D}_{N+2,1}$ and by $G^1$ for $\mathcal{D}_{N+2,2}$, while for $H^0$ the power is determined by $Dp$.

With estimates for $Du$, $\partial_3 u_3$, and $\partial_3 u_i$ for $i = 1, 2$ in hand, we return to (3-24) to derive the estimates for $\nabla u$ listed in the tables. For both the $L^\infty$ and $H^0$ estimates the power is determined by $\partial_3 u_i, i = 1, 2$.

Step 2: Extensions to estimates of $u$, $D\nabla u$, $D\partial_3 u_3$, and $\nabla \partial_3 u_3$. Now we apply Lemma A.13 to control $u$ in terms of $\nabla u$:

$$\|u\|^2 \lesssim \|\nabla u\|^2. \quad (3-31)$$

Our estimates for $\nabla u$ then provide the estimates for $u$ listed in the tables.

We now turn to $D\nabla u$. Clearly $\|D\nabla u\|^2_0$ is controlled by both $\mathcal{C}_{N+2,1}$ and $\mathcal{D}_{N+2,1}$, which yields the powers of 1 in the tables. An application of (A-38) from the Appendix with $\lambda = 0, q = 1$, and $s = 1$ shows that

$$\|D\nabla u\|^2_0 \lesssim (\|u\|^2_0)^{1/2}(\|D^2\nabla u\|^2_0)^{1/2}. \quad (3-32)$$
We employ this in conjunction with our estimate for $\nabla u$ and the estimate of $D^2\nabla u$ from Lemma 3.2 to get the interpolation powers for $D\nabla u$ listed in the tables for $\mathcal{E}_{N+2,2}$ and $\mathcal{D}_{N+2,2}$. The estimates for $Du$ listed in the tables follow immediately from the estimates for $D\nabla u$ via Poincaré:

$$\|Du\|^2 \lesssim \|D\nabla u\|^2. \quad (3-33)$$

In order to estimate $D\partial_3 u_3$ and $\nabla \partial_3 u_3$ in $H^0$ we use that $\text{div } u = G^2$ for

$$\|\nabla \partial_3 u_3\|^2_0 \lesssim \|\nabla G^2\|^2_0 + \|D\nabla u\|^2, \quad (3-34)$$

$$\|D\partial_3 u_3\|^2_0 \lesssim \|DG^2\|^2_0 + \|D^2 u\|^2. \quad (3-35)$$

Then our estimate for $D\nabla u$ and Lemmas 3.2 and 3.5 yield the estimates listed in the tables. For $\nabla \partial_3 u_3$ the power is determined by $D\nabla u$ for $\mathcal{E}_{N+2,1}$, $\mathcal{D}_{N+2,1}$, $\mathcal{E}_{N+2,2}$ and by $\nabla G^2$ for $\mathcal{D}_{N+2,2}$. For $D\partial_3 u_3$ the power is determined by $DG^2$.

**Step 3: Estimates of $\partial_3 p$ and $\nabla p$.** Lemma 3.8 provides estimates for $Dp$, so to complete an estimate for $\nabla p$ we only need to consider $\partial_3 p$. For this we again use (2-23) to bound

$$\|\partial_3 p\|^2 \lesssim \|\partial_3^2 u_3\|^2 + \|D^2 u\|^2 + \|\partial_t u\|^2 + \|G^1\|^2. \quad (3-36)$$

This and (3-34) then imply that

$$\|\partial_3 p\|^2 \lesssim \|D\nabla u\|^2 + \|D^2 u\|^2 + \|\partial_t u\|^2 + \|G^1\|^2 + \|\nabla G^2\|^2, \quad (3-37)$$

and we may use Lemmas 3.2, 3.4, and 3.5 along with our new $D\nabla u$ estimate to determine the powers in the tables for $\partial_3 p$. In the $L^\infty$ estimate the power is determined by $D\nabla u$, and in the $H^0$ estimate the power is determined by $G^1$. Then the estimates for $\nabla p$ follow by comparing the $Dp$ estimates of Lemma 3.8 to the $\partial_3 p$ estimates.

**Step 4: Estimates of $\nabla^2 u$.** Finally we consider $\nabla^2 u$, which we decompose according to $x_1$, $x_2$, and $x_3$ derivatives:

$$\|\nabla^2 u\|^2 \lesssim \|D^2 u\|^2 + \|D\nabla u\|^2 + \|\partial_3^2 u_3\|^2 + \sum_{i=1}^2 \|\partial_3^2 u_i\|^2. \quad (3-38)$$

According to our bounds (3-29) and (3-34), we may replace this with

$$\|\nabla^2 u\|^2 \lesssim \|\partial_t u\|^2 + \|D^2 u\|^2 + \|D\nabla u\|^2 + \|Dp\|^2 + \|G^1\|^2 + \|\nabla G^2\|^2. \quad (3-39)$$

Then Lemmas 3.2, 3.4, 3.5, and 3.8 with our new estimate of $D\nabla u$ provide the estimates in the table for $\nabla^2 u$. For $L^\infty$ the power is determined by $Dp$ for $\mathcal{E}_{N+2,1}$, $\mathcal{E}_{N+2,2}$, and $\mathcal{D}_{N+2,1}$ and by $G^1$ for $\mathcal{D}_{N+2,2}$, while for $H^0$ it is determined by $Dp$. □

**Bootstrapping: first iteration.** We now use the improved estimates of Lemma 3.8 and Proposition 3.9 to improve the estimates of $G^i$, $i = 1, \ldots, 4$, recorded in Lemmas 3.4–3.7. We will only record the improvements for the $H^0(\Omega)$ estimates.
Lemma 3.10. The following table encodes the power in the $H^0(\Omega)$ interpolation estimates for $G^{1,i}$, $i = 1, \ldots, 5$, and $G^1$ and their spatial derivatives.

<table>
<thead>
<tr>
<th>$X$</th>
<th>$\mathcal{E}_{N+2,1}$</th>
<th>$\mathcal{D}_{N+2,1}$</th>
<th>$\mathcal{E}_{N+2,2}$</th>
<th>$\mathcal{D}_{N+2,2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G^{1,1}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$(5\lambda+6)/(3\lambda+9)$</td>
</tr>
<tr>
<td>$\nabla G^{1,1}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$G^{1,2}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\nabla G^{1,2}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$G^{1,3}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$(5\lambda+6)/(3\lambda+9)$</td>
</tr>
<tr>
<td>$\nabla G^{1,3}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$G^{1,4}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\nabla G^{1,4}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$G^{1,5}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\nabla G^{1,5}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$G^{1}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$(5\lambda+6)/(3\lambda+9)$</td>
</tr>
<tr>
<td>$\nabla G^{1}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Proof. We perform the estimates as in Lemma 3.4, except that now we use the improved interpolation estimates of Lemma 3.8 and Proposition 3.9.

We now record the $G^2$ estimates.

Lemma 3.11. The following table encodes the power in the $H^0(\Omega)$ interpolation estimates for $G^2$ and its spatial derivatives.

<table>
<thead>
<tr>
<th>$X$</th>
<th>$\mathcal{E}_{N+2,1}$</th>
<th>$\mathcal{D}_{N+2,1}$</th>
<th>$\mathcal{E}_{N+2,2}$</th>
<th>$\mathcal{D}_{N+2,2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G^2$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$(7\lambda+6)/(3\lambda+9)$</td>
</tr>
<tr>
<td>$DG^2$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\nabla G^2$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$(5\lambda+5)/(2\lambda+6)$</td>
</tr>
<tr>
<td>$\nabla^2 G^2$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Proof. We perform the estimates as in Lemma 3.5, except that now we use the improved interpolation estimates of Proposition 3.9, in particular the distinct estimates for $\partial_3 u_3$ and $\partial_3 u_i$, $i = 1, 2$. These are crucial since in $G^2$ the term $\partial_3 u_i$ is multiplied by a derivative of $\bar{\eta}$ but $\partial_3 u_3$ is multiplied by $\bar{\eta}$ itself. This means that for the present interpolation estimates we may identify the principal term in $G^2$ as $G^2 \sim \bar{\eta} \partial_3 u_3 + \partial_1 \bar{\eta} \partial_3 u_1 + \partial_2 \bar{\eta} \partial_3 u_2$.

We now record the $G^3$ estimates. We omit the proof since it follows that of Lemma 3.6, using the improved estimates of Lemma 3.8 and Proposition 3.9.

Lemma 3.12. The following table encodes the power in the $H^0(\Sigma)$ interpolation estimates for $G^3$ and its spatial derivatives.
We now record the $G^4$ estimates. We again omit the proof.

**Lemma 3.13.** The following table encodes the power in the $H^0(\Sigma)$ interpolation estimates for $G^4$ and its spatial derivatives.

<table>
<thead>
<tr>
<th>$X$</th>
<th>$E_{N+2,1}$</th>
<th>$D_{N+2,1}$</th>
<th>$E_{N+2,2}$</th>
<th>$D_{N+2,2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G^4$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$DG^4$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$D^2G^4$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

The improved estimates for $G^i$, $i = 1, \ldots, 4$, allow us to improve the $H^0$ estimates of Proposition 3.9.

**Theorem 3.14.** The following table encodes the power in the $H^0(\Omega)$ interpolation estimate for $u$ and its derivatives.

<table>
<thead>
<tr>
<th>$X$</th>
<th>$E_{N+2,1}$</th>
<th>$D_{N+2,1}$</th>
<th>$E_{N+2,2}$</th>
<th>$D_{N+2,2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u$</td>
<td>1</td>
<td>($\lambda + 1)/(\lambda + 2)$</td>
<td>($\lambda + 1)/(\lambda + 2)$</td>
<td>($\lambda + 1)/(\lambda + 3)$</td>
</tr>
<tr>
<td>$\partial_3 u_3$</td>
<td>1</td>
<td>1</td>
<td>($2\lambda + 3)/(2\lambda + 4)$</td>
<td>($\lambda + 2)/(\lambda + 3)$</td>
</tr>
<tr>
<td>$Du$</td>
<td>1</td>
<td>1</td>
<td>($2\lambda + 3)/(2\lambda + 4)$</td>
<td>($\lambda + 2)/(\lambda + 3)$</td>
</tr>
<tr>
<td>$\nabla u$</td>
<td>1</td>
<td>($\lambda + 1)/(\lambda + 2)$</td>
<td>($\lambda + 1)/(\lambda + 2)$</td>
<td>($\lambda + 1)/(\lambda + 3)$</td>
</tr>
<tr>
<td>$D\nabla u$</td>
<td>1</td>
<td>1</td>
<td>($2\lambda + 3)/(2\lambda + 4)$</td>
<td>($\lambda + 2)/(\lambda + 3)$</td>
</tr>
<tr>
<td>$\nabla \partial_3 u_3$</td>
<td>1</td>
<td>1</td>
<td>($2\lambda + 3)/(2\lambda + 4)$</td>
<td>($\lambda + 2)/(\lambda + 3)$</td>
</tr>
<tr>
<td>$\nabla^2 u$</td>
<td>1</td>
<td>($\lambda + 1)/(\lambda + 2)$</td>
<td>($\lambda + 1)/(\lambda + 2)$</td>
<td>($\lambda + 1)/(\lambda + 3)$</td>
</tr>
</tbody>
</table>

The following table encodes the power in the $H^0(\Omega)$ interpolation estimate for derivatives of $p$.

<table>
<thead>
<tr>
<th>$X$</th>
<th>$E_{N+2,1}$</th>
<th>$D_{N+2,1}$</th>
<th>$E_{N+2,2}$</th>
<th>$D_{N+2,2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\partial_3 p$</td>
<td>1</td>
<td>1</td>
<td>($2\lambda + 3)/(2\lambda + 4)$</td>
<td>($\lambda + 2)/(\lambda + 3)$</td>
</tr>
<tr>
<td>$\nabla p$</td>
<td>1</td>
<td>($\lambda + 1)/(\lambda + 2)$</td>
<td>($\lambda + 1)/(\lambda + 2)$</td>
<td>($\lambda + 1)/(\lambda + 3)$</td>
</tr>
</tbody>
</table>

**Proof.** The powers are the same as those listed in Proposition 3.9 except for $\partial_3 u_3$, $\nabla \partial_3 u_3$, and $\partial_3 p$.

To arrive at the $\partial_3 p$ estimates, we again employ the estimate (3-37) of Proposition 3.9, except that now we use Lemmas 3.10 and 3.11 for estimates of $G^1$ and $\nabla G^2$ and Proposition 3.9 for the estimate of $D\nabla u$. The terms $\partial_i u$ and $D^2 u$ are still estimated with Lemma 3.2. The power in the $\partial_3 p$ estimate is determined by $D\nabla u$.

For the $\partial_3 u_3$ terms, we employ the equation $\text{div } u = G^2$ to bound

$$
\|\partial_3 u_3\|^2 \lesssim \|G^2\|^2 + \|Du\|^2 \quad \text{and} \quad \|\nabla \partial_3 u_3\|^2 \lesssim \|\nabla G^2\|^2 + \|D\nabla u\|^2.
$$

(3-40)
The estimates of $\partial_3 u_3$ and $\nabla \partial_3 u_3$ in the table follow from these bounds and Lemmas 3.9 and 3.11, with the power of the former determined by $Du$ and that of the latter determined by $D\nabla u$. \hfill $\Box$

**Bootstrapping: second iteration.** We now use the improved estimates of Theorem 3.14 to improve the estimates of $G^i$, $i = 1, 2$, recorded in Lemmas 3.10–3.11. We once again omit the proof.

**Theorem 3.15.** The following table encodes the power in the $H^0(\Omega)$ interpolation estimates for $G^{1,i}$, $i = 1, \ldots, 5$, and $G^1$ and their spatial derivatives.

<table>
<thead>
<tr>
<th>$X$</th>
<th>$E_{N+2,1}$</th>
<th>$D_{N+2,1}$</th>
<th>$E_{N+2,2}$</th>
<th>$D_{N+2,2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G^{1,1}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$(2\lambda + 2)/(\lambda + 3)$</td>
</tr>
<tr>
<td>$\nabla G^{1,1}, \nabla^2 G^{1,1}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$G^{1,2}, \nabla G^{1,2}, \nabla^2 G^{1,2}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$G^{1,3}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$(2\lambda + 2)/(\lambda + 3)$</td>
</tr>
<tr>
<td>$\nabla G^{1,3}, \nabla^2 G^3$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$G^{1,4}, \nabla G^{1,4}, \nabla^2 G^{1,4}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$G^{1,5}, \nabla G^{1,5}, \nabla^2 G^{1,5}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$G^1$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$(2\lambda + 2)/(\lambda + 3)$</td>
</tr>
<tr>
<td>$\nabla G^1, \nabla^2 G^1$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

The following table encodes the power in the $H^0(\Omega)$ interpolation estimates for $G^2$ and its spatial derivatives.

<table>
<thead>
<tr>
<th>$X$</th>
<th>$E_{N+2,1}$</th>
<th>$D_{N+2,1}$</th>
<th>$E_{N+2,2}$</th>
<th>$D_{N+2,2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G^2, \nabla G^2, \nabla^2 G^2$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Now we make final improvements to our estimates.

**Proposition 3.16.** The following table encodes the power in the $H^0(\Omega)$ interpolation estimates for $D\partial_3 u_i$ for $i = 1, 2$.

<table>
<thead>
<tr>
<th>$X$</th>
<th>$E_{N+2,1}$</th>
<th>$D_{N+2,1}$</th>
<th>$E_{N+2,2}$</th>
<th>$D_{N+2,2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D\partial_3 u_i, i = 1, 2$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$(\lambda + 2)/(\lambda + 3)$</td>
</tr>
</tbody>
</table>

The following table encodes the power in an $H^2(\Sigma)$ estimates for $Du_i$ for $i = 1, 2$.

<table>
<thead>
<tr>
<th>$X$</th>
<th>$E_{N+2,1}$</th>
<th>$D_{N+2,1}$</th>
<th>$E_{N+2,2}$</th>
<th>$D_{N+2,2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Du_i, i = 1, 2$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$(\lambda + 2)/(\lambda + 3)$</td>
</tr>
</tbody>
</table>

The following table encodes the power in the improved $H^0(\Sigma)$ interpolation estimates for $\partial_3 \eta$.

<table>
<thead>
<tr>
<th>$X$</th>
<th>$E_{N+2,1}$</th>
<th>$D_{N+2,1}$</th>
<th>$E_{N+2,2}$</th>
<th>$D_{N+2,2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\partial_3 \eta$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$(\lambda + 2)/(\lambda + 3)$</td>
</tr>
</tbody>
</table>
Proof. We may argue as in the derivation of (3-23) of Lemma 3.8 to bound
\[ \| D^2 p \|^2 \lesssim \| D^2 \eta \|^2 + \| D^2 \partial_t u \|^2 + \| D^4 u \|^2 + \| D^3 \nabla u \|^2 + \| D^2 G^1 \|^2 + \| D^2 G^2 \|^2 + \| D^2 \nabla G^2 \|^2 + \| D^2 G^3 \|^2. \] (3-41)
We may also argue as in the derivation of (3-30) of Proposition 3.9 to bound
\[ \| D \partial_3 u_i \|^2 \lesssim \| D \partial_t u \|^2 + \| D^3 u \|^2 + \| D^2 p \|^2 + \| D G^1 \|^2 + \| D G^2 \|^2 + \| D G^3 \|^2 \] (3-42)
for \( i = 1, 2 \). Combining (3-41) and (3-42) and employing Theorems 3.14 and 3.15 and Lemmas 3.12 and 3.13, we then find the \( H^0(\Omega) \) estimates for \( D \partial_3 u_i, i = 1, 2 \), listed in the table. The power is determined by \( D^2 \eta \).

We now turn to the \( \| Du_i \|^2_{H^2(\Sigma)} \) estimate for \( i = 1, 2 \). We employ trace theory and the Poincaré inequality to bound
\[ \| Du_i \|^2_{H^2(\Sigma)} \lesssim \| D \partial_3 u_i \|^2_0 \quad \text{and} \quad \| D^3 u_i \|^2_{H^0(\Sigma)} \lesssim \| D \partial_3 u_i \|^2_0, \] (3-43)
and then we utilize our new estimate for \( D \partial_3 u_i \) to deduce the \( H^2(\Sigma) \) estimates listed in the table. The power is determined by \( D \partial_3 u_i \) since \( D^3 \partial_3 u_i \) has four derivatives and hence has a power of 1.

Finally, for the \( \partial_t \eta \) estimate we use (2-23), trace theory, and Lemma A.13 to bound
\[ \| \partial_t \eta \|^2_{H^0(\Sigma)} \lesssim \| u_3 \|^2_{H^0(\Sigma)} + \| G^4 \|^2_{H^0(\Sigma)} \lesssim \| \nabla u_3 \|^2_0 + \| G^4 \|^2_{H^0(\Sigma)}. \] (3-44)
Then Theorem 3.14 and Lemma 3.13 provide the \( \partial_t \eta \) estimate for \( D_{N+2,2} \) listed in the table, with the power determined by \( \nabla u_3 \); the estimates for \( \mathcal{E}_{N+2,1}, \mathcal{E}_{N+2,2}, \mathcal{D}_{N+2,1} \) come from Lemma 3.1.

Now we record an interpolation estimate for \( \mathcal{H} \), as defined by (2-57).

**Lemma 3.17.** We have \( \mathcal{H} \lesssim \mathcal{E}_{N+2,2}^{(8+2\lambda)/(8+4\lambda)} \).

**Proof.** By definition, \( \mathcal{H} = \| \nabla u \|^2_{L^\infty} + \| \nabla^2 u \|^2_{L^\infty} + \sum_{i=1}^2 \| D u_i \|^2_{H^2(\Sigma)} \). We may now use the \( H^2(\Sigma) \) interpolation estimate of Proposition 3.16 and the \( L^\infty \) interpolation estimate of Proposition 3.9 with \( r = 2\lambda/(4 + \lambda) \) to bound \( \mathcal{H} \lesssim \mathcal{E}_{N+2,2}^{2/(2+r)} \). The choice of \( r \) implies that \( 2/(2 + r) = (8 + 2\lambda)/(8 + 4\lambda) \), and the result follows.

**Estimates at the high end.** Our analysis so far in Section 3 has dealt with the problems associated with estimating terms involving fewer derivatives than appear in \( \mathcal{E}_{N+2,m}, \mathcal{D}_{N+2,m} \). We now turn to the problem of estimating terms involving more derivatives than are controlled by \( \mathcal{D}_{N+2,m} \). We accomplish such an estimate by interpolating between \( \mathcal{D}_{N+2,m} \) and \( \mathcal{E}_{2N} \), which controls more derivatives since \( N \geq 5 \). Fortunately, the only term we must concern ourselves with is \( D^{2N+4} \eta \), and to simplify things we will only estimate it in terms of \( \mathcal{D}_{N+2,2} \). This suffices since \( \mathcal{D}_{N+2,2} \lesssim \mathcal{D}_{N+2,1} \).

**Lemma 3.18.** We have the estimate
\[ \| D^{2N+4} \eta \|^2_{1/2} + \| \nabla^{2N+5} \eta \|^2_0 \lesssim (\mathcal{E}_{2N})^{2/(4N-7)} (\mathcal{D}_{N+2,2})^{(4N-9)/(4N-7)}. \] (3-45)
Proof. According to Lemma A.5, with \( q = 2N + 5 \), we may bound
\[ \| \nabla^{2N+5} \eta \|_0^2 \lesssim \| \eta \|_{H^{2N+9/2}(\Sigma)}^2 \lesssim \| D_{2N+4} \eta \|_{1/2}^2, \]  
so it suffices to prove (3-45) with only the \( D_{2N+4} \eta \) term on the left side. To prove this, we will use a standard Sobolev interpolation inequality:
\[ \| f \|_s \lesssim \| f \|_{s-r}^{q/(r+q)} \| f \|_{s+r}^{r/(r+q)} \]  
for \( s, q > 0 \) and \( 0 \leq r \leq s \). Applying this to \( f = D_{3} \eta \) with \( s = 2N + 3/2, r = 1, \) and \( q = 2N - 9/2 \), we find that
\[ \| D_{2N+4} \eta \|_{1/2} \leq \| D_{3} \eta \|_{2N+3/2} \lesssim \| D_{3} \eta \|_{2N+1/2} \| D_{3} \eta \|_{2N-7}^{2/(4N-7)}. \]  
The desired inequality then follows by squaring and using the definitions of \( \mathcal{C}_{2N} \) and \( \mathcal{D}_{N+2,2} \).
\[ \square \]

Our next result utilizes Lemma 3.18 to estimate products such as \( u D_{2N+4} \eta \).

Lemma 3.19. Let \( P = P(K, \eta, D \eta) \) be a polynomial in \( K, \eta, D \eta \). Then there exists a \( \theta > 0 \) such that
\[ \| (D_{2N+4} \eta)u \|_{H^{1/2}(\Sigma)}^2 + \| (D_{2N+4} \eta) P \nabla u \|_{H^{1/2}(\Sigma)}^2 \lesssim \mathcal{C}_{2N} \mathcal{D}_{N+2,2}. \]  

Let \( Q = Q(K, \tilde{b}, \tilde{\eta}, \nabla \tilde{\eta}) \) be a polynomial in \( K, \tilde{b}, \tilde{\eta}, \nabla \tilde{\eta} \). Then there exists a \( \theta > 0 \) such that
\[ \| \nabla (\nabla^{2N+5} \eta) Q \|_{0}^2 \lesssim \mathcal{C}_{2N} \mathcal{D}_{N+2,2}. \]  

Proof. According to the bound (A-2) of Lemma A.1, we may bound
\[ \| (D_{2N+4} \eta)u \|_{H^{1/2}(\Sigma)}^2 + \| (D_{2N+4} \eta) P \nabla u \|_{H^{1/2}(\Sigma)}^2 \lesssim \| D_{2N+4} \eta \|_{H^{1/2}(\Sigma)}^2 \| u \|_{H^{2}(\Sigma)}^2 + \| D_{2N+4} \eta \|_{H^{1/2}(\Sigma)}^2 \| P \nabla u \|_{H^{2}(\Sigma)}^2. \]  

Trace theory and Lemma A.13 (both \( u \) and \( D^2 u \) vanish on \( \Sigma_b \)) imply that
\[ \| u \|_{H^{2}(\Sigma)}^2 + \| \nabla u \|_{H^{2}(\Sigma)}^2 \lesssim \| u \|_{H^{0}(\Sigma)}^2 + \| D^2 u \|_{H^{0}(\Sigma)}^2 + \| \nabla u \|_{H^{0}(\Sigma)}^2 + \| D^2 \nabla u \|_{H^{0}(\Sigma)}^2 \lesssim \| u \|_{0}^2 + \| D^2 u \|_{0}^2 + \| \nabla u \|_{0}^2 + \| D^2 \nabla u \|_{0}^2, \]  

but then an application of Theorem 3.14 to all the terms on the right side shows that
\[ \| u \|_{H^{2}(\Sigma)}^2 + \| \nabla u \|_{H^{2}(\Sigma)}^2 \lesssim (\mathcal{D}_{N+2,2})^{(1+\lambda)/(3+\lambda)}. \]  

It is easy to see, based on the terms controlled by \( \mathcal{C}_{2N} \) and the Sobolev embeddings, that \( \| P \|_{C^2(\Sigma)}^2 \lesssim 1 + \mathcal{C}_{2N} \lesssim 1 \). We may then combine this with (3-53) and the easy bound \( \| fg \|_{H^{2}(\Sigma)}^2 \lesssim \| f \|_{H^{2}(\Sigma)}^2 \| g \|_{C^2(\Sigma)}^2 \) to deduce that
\[ \| u \|_{H^{2}(\Sigma)}^2 + \| P \nabla u \|_{H^{2}(\Sigma)}^2 \lesssim \| u \|_{H^2(\Sigma)}^2 + \| \nabla u \|_{H^2(\Sigma)}^2 \lesssim (\mathcal{D}_{N+2,2})^{(1+\lambda)/(3+\lambda)}. \]  

Then this bound, (3-51), and Lemma 3.18 imply that
\[ \| (D_{2N+4} \eta)u \|_{H^{1/2}(\Sigma)}^2 + \| (D_{2N+4} \eta) P \nabla u \|_{H^{1/2}(\Sigma)}^2 \lesssim \mathcal{C}_{2N} \mathcal{D}_{N+2,2}. \]
for some $\theta > 0$ and for

$$\kappa = \frac{4N-9}{4N-7} + \frac{\lambda+1}{\lambda+3} = \frac{4N-9}{4N-7} + \frac{1}{3} = \frac{16N-34}{12N-21} \geq 1,$$

(3-56) since $N \geq 4$. Since $D_{N+2,2}^6 \lesssim \mathcal{C}_{2N} \leq 1$, we may bound $D_{N+2,2}^\kappa \lesssim D_{N+2,2}$ in (3-55), which then yields (3-49).

To derive (3-50), we first bound

$$\|(\nabla^{2N+5}\bar{\eta})Q\nabla u\|_0^2 \leq \|
abla^{2N+5}\bar{\eta}\|_0^2 \|
abla u\|_{L,\infty}^2 \|Q\|_{L,\infty}^2. \quad (3-57)$$

The first term on the right is controlled with Lemma 3.18. The second term satisfies

$$\|
abla u\|_{L,\infty}^2 \lesssim (D_{N+2,2})^{2/3} \quad (3-58)$$

by virtue of the $L^\infty$ estimates of Proposition 3.9. The third term satisfies $\|Q\|_{L,\infty}^2 \lesssim 1 + \mathcal{C}_{2N} \lesssim 1$ by Sobolev embeddings and the definition of $\mathcal{C}_{2N}$. The estimate (3-50) follows by combining these bounds as above. \qed

4. Nonlinear estimates

Estimates of $G^i$ at the $N+2$ level. We now provide estimates of $G^i$, defined by (2-24)–(2-31), in terms of $\mathcal{E}_{N+2,m}$ and $D_{N+2,m}$. Recall that, for sums of space-time derivatives, we use the notation $\bar{D}_m$ and $\nabla_m$, as described on page 1443.

**Theorem 4.1.** Let $m \in \{1, 2\}$. Then there exists a $\theta > 0$ such that

$$\|\nabla_m^{2(N+2) - 2} G^1\|_0^2 + \|\nabla_0^{2(N+2) - 2} G^2\|_1^2 + \|\bar{D}_m^{2(N+2) - 2} G^3\|_{1/2}^2 + \|\bar{D}_0^{2(N+2) - 2} G^4\|_{1/2}^2 \lesssim \mathcal{E}_{2N}^\theta \mathcal{E}_{N+2,m} \quad (4-1)$$

and

$$\|\nabla_m^{2(N+2) - 1} G^1\|_0^2 + \|\nabla_0^{2(N+2) - 1} G^2\|_1^2 + \|\bar{D}_m^{2(N+2) - 1} G^3\|_{1/2}^2 + \|\bar{D}_0^{2(N+2) - 1} G^4\|_{1/2}^2 \lesssim \mathcal{E}_{2N}^\theta D_{N+2,m}. \quad (4-2)$$

**Proof:** The estimates of these nonlinearities are fairly routine to derive: we note that all terms are quadratic or of higher order; then we apply the differential operator and expand using the Leibniz rule; each term in the resulting sum is also at least quadratic, and we estimate one term in $H^k$ ($k = 0, 1/2, 1$ or 1) depending on $G^i$ and the other term in $L^\infty$ or $H^m$ for $m$ depending on $k$, using Sobolev embeddings, trace theory, and Lemmas A.1 and A.5–A.8. The derivative count in the differential operators is chosen in order to allow estimation by $\mathcal{E}_{N+2,m}$ in (4-1) and by $D_{N+2,m}$ in (4-2). There is only one difficulty that arises. Because $\mathcal{E}_{N+2,m}$ and $D_{N+2,m}$ involve minimal derivative counts, there may be terms in the sum $\partial^\alpha G^i$ that cannot be directly estimated. To handle these terms, we invoke the interpolation results of Theorems 3.14 and 3.16 and Proposition 3.9, as well as the specialized interpolation results of Lemma 3.19. A detailed proof of the estimates is quite lengthy, so for the sake of brevity we present only a sketch.

Let $\alpha \in \mathbb{N}^{1+3}$ with $m \leq |\alpha| \leq 2(N+2) - 2$ and consider $\partial^\alpha G^1$. Since $G^1$ involves $\nabla p$ and $\partial^\beta u$, $\partial^\beta \bar{\eta}$ with $|\beta| \leq 2$, we find that $\partial^\alpha G^1$ involves at most (with parabolic counting) $2(N+2) - 1$ derivatives
of \( p \), and at most \( 2(N + 2) \) derivatives of \( u \) and \( \tilde{\eta} \). We have that \( G^1 \) is a linear combination of at least quadratic terms, and as such, so is \( \partial^a G^1 \). Let us consider a generic term in the sum \( \partial^a G^1 \), which we write as \( XY \) with \( X \) of the form \( \partial^\beta u \) or \( \partial^\beta \tilde{\eta} \) with \( |\beta| \leq 2(N + 2) \) or else \( \partial^\beta p \) with \( |\beta| \leq 2(N + 2) - 1 \), and \( Y \) a polynomial in lower-order derivatives. If \( |\beta| \) is sufficiently large with respect to \( m \), the minimal derivative count is exceeded and we may estimate \( \|X\|_0^2 \lesssim \mathcal{E}_{N+2,m}^\theta \). It is easy to verify, using Sobolev embeddings and Lemmas A.1 and A.5–A.8, that we always have \( \|Y\|_{L^\infty}^2 \lesssim \mathcal{E}_{2N}^\theta \) for some \( \theta > 0 \). Then

\[
\|XY\|_0^2 \leq \|X\|_0^2 \|Y\|_{L^\infty}^2 \lesssim \mathcal{E}_{N+2,m}^\theta \mathcal{E}_{2N}^\theta. \tag{4-3}
\]

On the other hand, if \( |\beta| \) is not large, we must resort to interpolation, using Theorems 3.14 and 3.16 and Proposition 3.9. In this case, it can be verified that we always get estimates of the form \( \|X\|_0^2 \lesssim (\mathcal{E}_{2N})^{1-\theta_1}(\mathcal{E}_{N+2,m})^{\theta_1} \) and \( \|Y\|_{L^\infty}^2 \lesssim (\mathcal{E}_{2N})^{\theta_2}(\mathcal{E}_{N+2,m})^{\theta_3} \) with \( \theta_1 \in (0, 1), \theta_2, \theta_3 \geq 0 \), and \( \theta_1 + \theta_3 \geq 1 \), so that

\[
\|XY\|_0^2 \leq \|X\|_0^2 \|Y\|_{L^\infty}^2 \lesssim \mathcal{E}_{N+2,m}^\theta \mathcal{E}_{2N}^\theta. \tag{4-4}
\]

for some \( \theta > 0 \). This analysis works for every \( XY \) appearing in \( \partial^a G^1 \), so

\[
\|\nabla^{2(N+2)-2} G^1\|_0^2 \lesssim \mathcal{E}_{N+2,m}^\theta \mathcal{E}_{2N}^\theta. \tag{4-5}
\]

for some \( \theta > 0 \). It can then be verified, through a straightforward but lengthy analysis like that used above, that all of the estimates in (4-1) hold. We note, though, that in order to estimate the \( G^3 \) terms, we must use Remark 2.4 to remove the appearance of \( (p - \eta) \) in \( G^3 \).

Now we sketch the proof of the estimates in (4-2). We may argue as above to estimate all terms that arise in \( \partial^a G^i \) with two exceptions: terms involving \( \nabla^{2N+5} \tilde{\eta} \) on \( \Omega \) or \( D^{2N+4} \eta \) on \( \Sigma \). These always have the form of the terms estimated in Lemma 3.19, so we may use that lemma for estimates in terms of \( \mathcal{E}_{2N}^\theta \mathcal{E}_{N+2,2} \), which suffice for (4-2) since \( \mathcal{D}_{N+2,2} \lesssim \mathcal{D}_{N+2,1} \). Then (4-2) follows by combining the estimates of the exceptional terms with the estimates of the terms as above.

**Estimates of \( G^i \) at the 2N level.** Now we derive estimates for the nonlinear \( G^i \) terms, defined by (2-24)–(2-31), at the 2N level. Recall that, for sums of space-time derivatives, we use the notation \( \tilde{D}_m^k \) and \( \overline{\nabla}_m^k \), as described on page 1443.

**Theorem 4.2.** Let \( m \in \{1, 2\} \). Then there exists a \( \theta > 0 \) such that

\[
\|\nabla_0^{4N-2} G^1\|_0^2 + \|\nabla_0^{4N-2} G^2\|_1^2 + \|\tilde{D}_0^{4N-2} G^3\|_{1/2}^2 + \|\overline{D}_0^{4N-2} G^4\|_{1/2}^2 \lesssim \mathcal{E}_{2N}^{1+\theta}. \tag{4-6}
\]

\[
\|\nabla_0^{4N-2} G^1\|_0^2 + \|\nabla_0^{4N-2} G^2\|_1^2 + \|\tilde{D}_0^{4N-2} G^3\|_{1/2}^2 + \|\overline{D}_0^{4N-2} G^4\|_{1/2}^2 + \|\nabla^{4N-3} \partial_t G^1\|_0^2 + \|\nabla^{4N-3} \partial_t G^2\|_1^2 + \|\tilde{D}_0^{4N-3} \partial_t G^3\|_{1/2}^2 + \|\overline{D}_0^{4N-3} \partial_t G^4\|_{1/2}^2 \lesssim \mathcal{E}_{2N}^\theta \mathcal{D}_{2N}, \tag{4-7}
\]

and

\[
\|\nabla^{4N-1} G^1\|_0^2 + \|\nabla^{4N-1} G^2\|_1^2 + \|D^{4N-1} G^3\|_{1/2}^2 + \|\tilde{D}^{4N-1} G^4\|_{1/2}^2 \lesssim \mathcal{E}_{2N}^\theta \mathcal{D}_{2N} + \mathcal{H} \mathcal{F}_{2N}. \tag{4-8}
\]

**Proof.** As explained in the proof of Theorem 4.1, the estimates are routine and lengthy, so we present only a sketch. The estimates in (4-6) are straightforward since \( \mathcal{E}_{2N} \) has no minimal derivative restrictions. They
may be derived using Sobolev embeddings, trace theory, and Lemmas A.1, A.5, and the $L^\infty$ estimates of Lemma A.6.

The only terms with minimal derivatives in $\mathfrak{D}_{2N}$ are $D_\eta$ and $\nabla p$. The latter presents no problem, since, owing to Remark 2.4, $p$ itself never appears in any of the $G^i$ terms. The former may be dealt with by using Lemmas A.6 and A.7 to produce interpolation estimates of $\tilde{\eta}$ and $\eta$ in terms of $D\eta$. Whenever interpolation is needed to estimate these terms, there are always other terms multiplying them that allow for the recovery of a power of 1 on $\mathfrak{D}_{2N}$. Using these estimates with Sobolev embeddings, trace theory, and Lemmas A.1, A.5, and A.6 then yields (4-7).

We now turn to the derivation of (4-8). Consider $\partial_\alpha G^i$ with $|\alpha| = 4N - 1$ and $\alpha_0 = 0$, that is, purely spatial derivatives, and expand $\partial_\alpha G^i$ using the Leibniz rule. With two exceptions, we may argue as in the derivation of (4-7) to estimate the desired norms of all of the resulting terms by $\varepsilon_{2N}^0 \mathfrak{D}_{2N}$ for $\theta > 0$. The exceptional terms are ones involving either $\nabla^{4N+1} \tilde{\eta}$ in $\Omega$ or $D^{4N} \eta$ on $\Sigma$. We will now show how to estimate the exceptional terms with $\mathfrak{K}\mathfrak{F}_{2N}$, as defined by (2-57) and (2-56). Identifying the product structure $\mathfrak{K}\mathfrak{F}_{2N}$ is one of the key difficulties in our analysis.

In $\nabla^{4N-1}G^1$ there are terms of the form $\partial_\beta \tilde{\eta} Q \partial^\gamma u$, with

$$Q = Q(A, B, J, \nabla A, \nabla B, \nabla J),$$

(4-9)
a polynomial, and $\beta, \gamma \in \mathbb{N}^3$ with $|\beta| = 4N + 1$ and $|\gamma| = 1$. To estimate such a term, we use Lemma A.5 to bound

$$\|\nabla^{4N+1} \tilde{\eta}\|_0^2 \lesssim \|D^{4N+1/2} \tilde{\eta}\|_0^2 \lesssim \mathfrak{F}_{2N}.$$  

(4-10)
Sobolev embeddings imply that $\|Q\|_{L^\infty} \lesssim 1 + \varepsilon_{2N}^0 \lesssim 1$ for some $\theta > 0$, so

$$\|\partial_\beta \tilde{\eta} Q \partial^\gamma u\|_0^2 \lesssim \|\nabla^{4N+1} \tilde{\eta}\|_0^2 \|\nabla u\|_0^2 \|Q\|_{L^\infty}^2 \lesssim \|D^{4N+1/2} \tilde{\eta}\|_0^2 \|\nabla u\|_0^2 \lesssim \mathfrak{F}_{2N}.$$  

(4-11)
This estimate then yields the $G^1$ estimate in (4-8).

In $\nabla^{4N-1}G^2$ there are terms of the form $\partial_\beta \tilde{\eta} Q \partial^\gamma u$ with $Q = Q(A, B, K)$, a polynomial, and $\beta, \gamma \in \mathbb{N}^3$ with $|\beta| = 4N, |\gamma| = 1$. Again, Sobolev embeddings imply that $\|Q\|_{C^1(\Omega)} \lesssim 1 + \varepsilon_{2N}^0 \lesssim 1$, so

$$\|\partial_\beta \tilde{\eta} Q \partial^\gamma u\|_1^2 \lesssim \|Q\|_{C^1(\Omega)}^2 \|\partial_\beta \tilde{\eta} \partial^\gamma u\|_1^2 \lesssim \|\partial_\beta \tilde{\eta} \nabla \partial^\gamma u\|_0^2 + \|\nabla \partial_\beta \tilde{\eta} \partial^\gamma u\|_0^2 \lesssim \|\nabla^{4N} \tilde{\eta}\|_0^2 \|\nabla u\|_0^2 + \|\nabla^{4N+1} \tilde{\eta}\|_0^2 \|\nabla u\|_0^2 \lesssim \|\eta\|_{4N-1/2}^2 \|\nabla u\|_3^2 + \mathfrak{K}\mathfrak{F}_{2N} \lesssim \varepsilon_{2N} \mathfrak{D}_{2N} + \mathfrak{K}\mathfrak{F}_{2N},$$  

(4-12)
where again we have used Lemma A.5 and Sobolev embeddings. This estimate yields the $G^2$ estimate in (4-8).

In $D^{4N-1}G^3$ there are terms of the form $\partial_\beta \eta Q \partial^\gamma u$, where $\beta \in \mathbb{N}^2$ with $|\beta| = 4N, \gamma \in \mathbb{N}^3$ with $|\gamma| = 1$, and $Q$ is a term for which we can estimate $\|Q\|_{C^1(\Sigma)} \lesssim 1 + \varepsilon_{2N}^0 \lesssim 1$. Then Lemma A.2 implies that

$$\|\partial_\beta \eta Q \partial^\gamma u\|_{H^{1/2}(\Sigma)}^2 \lesssim \|\partial_\beta \eta\|_{1/2}^2 \|Q \partial^\gamma u\|_{C^1(\Sigma)}^2 \lesssim \|\eta\|_{4N+1/2}^2 \|Q\|_{C^1(\Sigma)}^2 \|\nabla u\|_{C^1(\Sigma)}^2 \lesssim \mathfrak{F}_{2N}.$$  

(4-13)
where in the last inequality we have used $\|\nabla u\|_{C^1(\Sigma)} \lesssim \mathfrak{K}$, which follows since $\nabla u$ and $\nabla^2 u$ are continuous on the closure of $\Omega$. This estimate yields the $G^3$ estimate in (4-8).
In $D^{4N-1}G^4$ the exceptional terms are of the form $\partial^\beta \eta u_i$, where $\beta \in \mathbb{N}^2$ with $|\beta| = 4N$ and $i = 1, 2$. Then Lemma A.1 implies that
\[
\| \partial^\beta \eta u_1 \|^2_{H^{1/2}(\Sigma)} \lesssim \| \partial^\beta \eta \|^2_{1/2} \| u_1 \|^2_{H^2(\Sigma)} \lesssim \mathcal{F}_2 \mathcal{K}.
\] (4-14)
This estimate yields the $G^4$ estimate in (4-8).

Estimates of other nonlinearities. The next result provides estimates for $\mathcal{F}_\lambda G^i$ and its derivatives.

**Proposition 4.3.** We have
\[
\| \mathcal{F}_\lambda G^1 \|^2_2 + \| \mathcal{F}_\lambda \partial_\beta G^1 \|^2_0 + \| \mathcal{F}_\lambda G^2 \|^2_2 + \| \mathcal{F}_\lambda \partial_\beta G^2 \|^2_0 \lesssim \mathcal{E}_{2N} \min\{\mathcal{E}_{2N}, \mathcal{D}_{2N}\},
\] (4-15)
\[
\| \mathcal{F}_\lambda G^3 \|^2_2 + \| \mathcal{F}_\lambda G^4 \|^2_1 \lesssim \mathcal{E}_{2N} \min\{\mathcal{E}_{2N}, \mathcal{D}_{2N}\},
\] (4-16)
\[
\| \mathcal{F}_\lambda G^4 \|^2_0 \lesssim \mathcal{D}^2_{2N}.
\] (4-17)

**Proof.** For each $i = 1, 2$ and for $\alpha \in \mathbb{N}^{1+3}$ such that $|\alpha| \leq 2$, we can write $\partial^\alpha G^i = P^i_\alpha Q^i_\alpha$, where $P^i_\alpha$ is polynomial in the terms $\partial^\beta \tilde{b}, \partial^\beta K, \partial^\beta \eta$, and $\partial^\beta u$ for $\beta \in \mathbb{N}^{1+3}$ with $|\beta| \leq 4$, and $Q^i_\alpha$ is linear in the terms $\partial^\beta \nabla u, \partial^\beta \nabla^2 u, \partial^\beta \nabla p$ for $|\beta| \leq 2$. Then we may employ the bound (A-9) of Lemma A.3 to see that
\[
\| \partial^\alpha \mathcal{F}_\lambda G^i \|^2_0 \lesssim \| P^i_\alpha \|^2_0 (\| Q^i_\alpha \|^2_1 (\| D Q^i_\alpha \|^2_1))^{1-\lambda}.
\] (4-18)
It is then easily verified, using the Sobolev embedding, Lemmas A.1 and A.5–A.6, and the fact that $\mathcal{E}_{2N} \leq 1$, that
\[
\| P^i_\alpha \|^2_0 \lesssim \mathcal{E}_{2N} \quad \text{and} \quad \| Q^i_\alpha \|^2_1 \lesssim \min\{\mathcal{E}_{2N}, \mathcal{D}_{2N}\},
\] (4-19)
which, together with (4-18), implies (4-15).

For $i = 3, 4$ and $\alpha \in \mathbb{N}^2$ such that $|\alpha| \leq 1$, we may similarly decompose $\partial^\alpha G^i = P^i_\alpha Q^i_\alpha$. When $i = 3$ we must also employ Remark 2.4 to replace the $p - \eta$ term. We then argue as above, employing the bound (A-10) of Lemma A.3 as well as trace estimates, to deduce (4-16). The bound (4-17) also follows from Lemma A.3 and trace estimates, since
\[
\| \mathcal{F}_\lambda G^4 \|^2_0 \lesssim \| u \|^2_{H^2(\Sigma)} (\| \nabla \eta \|^2_0) (\| D^2 \eta \|^2_0)^{1-\lambda} \lesssim \mathcal{D}_{2N} \mathcal{G}_{2N} \mathcal{G}_{2N}^{1-\lambda} = \mathcal{D}^2_{2N}\] (4-20)

Now we provide some further estimates of product terms that will be useful later when we analyze the energy evolution for $\mathcal{F}_\lambda u$ and $\mathcal{F}_\lambda \eta$.

**Lemma 4.4.** Let $A, B, K$ be as defined in (1-8). We have
\[
\| \mathcal{F}_\lambda [(AK) \partial_3 u_1 + (BK) \partial_3 u_2] \|^2_0 + \sum_{i=1}^2 \| \mathcal{F}_\lambda [u \partial_3 K] \|^2_0 \lesssim \mathcal{D}^2_{2N}
\] (4-20)
and
\[
\| \mathcal{F}_\lambda [(1 - K) u] \|^2_0 \lesssim (\mathcal{E}_{2N})^{1/(1+\lambda)} (\mathcal{D}_{2N})^{(1+2\lambda)/(1+\lambda)}.
\] (4-21)
Also, if $G^2$ is as defined in (2-29), then
\[
\| \mathcal{F}_\lambda [(1 - K) G^2] \|^2_0 \lesssim \mathcal{E}_{2N} \mathcal{D}^2_{2N}.
\] (4-22)
Proof. We apply Lemma A.3, treating the \( AK, BK, \partial_i K \) terms as \( f \) and the \( u, \nabla u \) terms as \( g \), to bound

\[
\|\mathcal{F}_\lambda[(AK)\partial_3 u_1 + (BK)\partial_3 u_2]\|_0^2 + \sum_{i=1}^2 \|\mathcal{F}_\lambda[u\partial_i K]\|_0^2 \lesssim (\|AK\|_0^2 + \|BK\|_0^2 + \|DK\|_0^2)\|u\|_3^2. \tag{4-23}
\]

From Lemma 2.6, the fact that \( \partial_i K = -K^2\partial_i J \), and Lemma A.5, we know that

\[
\|AK\|_0^2 + \|BK\|_0^2 + \|DK\|_0^2 \lesssim \|\nabla \tilde{\eta}\|_1^2 \lesssim \|D\eta\|_1^2 \leq \mathcal{D}_{2N}. \tag{4-24}
\]

Then, since \( \|u\|_3^2 \leq \mathcal{D}_{2N} \), we know that (4-20) holds.

Now, since \( 1 - K = K(J - 1) \), we can again use Lemmas A.3 and 2.6 to see that

\[
\|\mathcal{F}_\lambda[(1 - K)u]\|_0^2 \lesssim \|K(1 - J)\|_0^2\|u\|_2^2 \lesssim \|\tilde{\eta}\|_1^2\|u\|_2^2. \tag{4-25}
\]

To control \( \tilde{\eta} \) we use Lemmas A.5 and A.7 to bound

\[
\|\tilde{\eta}\|_1^2 \lesssim \|\eta\|_0^2 + \|D\eta\|_0^2 \lesssim (\|\mathcal{F}_\lambda \eta\|_0^2)^{1/(1+\lambda)}(\|D\eta\|_0^2)^{\lambda/(1+\lambda)} + (\|D\eta\|_0^2)^{1/(1+\lambda)}(\|D\eta\|_0^2)^{\lambda/(1+\lambda)} \lesssim (\mathcal{E}_{2N})^{1/(1+\lambda)}(\mathcal{D}_{2N})^{\lambda/(1+\lambda)}. \tag{4-26}
\]

Then (4-21) follows from these two estimates and the fact that \( \|u\|_2^2 \leq \mathcal{D}_{2N} \).

For the estimate of the \( (1 - K)G^2 \) term, we once more use Lemma A.3 to see that

\[
\|\mathcal{F}_\lambda[(1 - K)G^2]\|_0^2 \lesssim \|G^2\|_0^2\|1 - K\|_2^2. \tag{4-27}
\]

By differentiating the equation \( JK = 1 \), we may compute the derivatives of \( K \) in terms of the derivatives of \( J \); this allows us to bound, by virtue of Lemmas 2.6 and A.5,

\[
\|1 - K\|_2^2 \lesssim \|\tilde{\eta}\|_3^2 \lesssim \|\eta\|_5^2 \lesssim \|\eta\|_0^2 + \|D\eta\|_{3/2}^2. \tag{4-28}
\]

Then we may argue as in (4-26) to estimate the right side of this inequality, and we deduce that

\[
\|1 - K\|_2^2 \lesssim (\mathcal{E}_{2N})^{1/(1+\lambda)}(\mathcal{D}_{2N})^{\lambda/(1+\lambda)}. \tag{4-29}
\]

On the other hand, from the definition of \( G^2 \) in (2-29), we see that

\[
\|G^2\|_0^2 \lesssim \|\nabla u\|_0^2(\|\tilde{\eta}\|_{L^\infty}^2 + \|\nabla \tilde{\eta}\|_{L^\infty}^2). \tag{4-30}
\]

We estimate the \( L^\infty \) norms by using (A-25) of Lemma A.6 first with \( q = 0, s = 1, r = \lambda^2 + \lambda \) and then with \( q = 1, s = 1, r = \lambda^2 + 2\lambda \) to see that

\[
\|\tilde{\eta}\|_{L^\infty}^2 + \|\nabla \tilde{\eta}\|_{L^\infty}^2 \lesssim (\|\mathcal{F}_\lambda \eta\|_0^2)^{\lambda/(\lambda+1)}(\|D\eta\|_0^2)^{1/(\lambda+1)} + (\|\mathcal{F}_\lambda \eta\|_0^2)^{\lambda/(\lambda+1)}(\|D^2\eta\|_0^2)^{1/(\lambda+1)} \leq (\mathcal{E}_{2N})^{\lambda/(\lambda+1)}(\mathcal{D}_{2N})^{1/(\lambda+1)}. \tag{4-31}
\]

Then, since \( \|\nabla u\|_0^3 \leq \mathcal{D}_{2N} \), we have

\[
\|G^2\|_0^2 \lesssim (\mathcal{E}_{2N})^{\lambda/(\lambda+1)}(\mathcal{D}_{2N})^{1+1/(\lambda+1)}, \tag{4-32}
\]

which yields (4-22) when combined with (4-27) and (4-29).
Now we provide an estimate of $\partial_t^j \mathcal{A}$ when $j = 2N + 1$ and when $j = N + 3$.

**Lemma 4.5.** Let $\mathcal{A}$ be given by (1-7). We have

$$\| \partial_t^{2N+1} \mathcal{A} \|_0^2 \lesssim \mathcal{D}_{2N}, \tag{4-33}$$

while for $m = 1, 2$,

$$\| \partial_t^{N+3} \mathcal{A} \|_0^2 \lesssim \mathcal{D}_{N+2,m}. \tag{4-34}$$

**Proof.** We will only prove (4-33); the bound (4-34) follows from similar analysis. Since $\| \partial_t^{2N+1} \eta \|_{1/2} \lesssim \mathcal{D}_{2N}$ and temporal derivatives commute with the Poisson integral, we may employ Lemma A.5 to bound

$$\| \partial_t^{2N+1} \tilde{\eta} \|_1^2 = \| \partial_t^{2N+1} \eta \|_0^2 + \| \nabla \partial_t^{2N+1} \tilde{\eta} \|_0^2 \lesssim \| \partial_t^{2N+1} \eta \|_{1/2}^2 \lesssim \mathcal{D}_{2N}. \tag{4-35}$$

From this we easily deduce that

$$\| \partial_t^{2N+1} F \|_0^2 + \| \partial_t^{2N+1} K \|_0^2 \lesssim \mathcal{D}_{2N}. \tag{4-36}$$

This, the previous bound, and the Sobolev embeddings then imply (4-33) since the components of $\mathcal{A}$ are either unity, $K$, $-\partial_1 \tilde{\eta} b K$, or $-\partial_2 \tilde{\eta} b K$.

\[ \Box \]

5. Energy evolution using the geometric form

**Estimates of the perturbations when $\partial^\alpha = \partial_t^{\alpha_0}$ is applied to (1-9).** We now present estimates of the perturbations $F^i$, defined by (2-13)–(2-22) when $\partial^\alpha = \partial_t^{2N}$.

**Theorem 5.1.** Let $\partial^\alpha = \partial_t^{2N}$ and let $F^1$, $F^2$, $F^3$, $F^4$ be defined by (2-13)–(2-22). Then

$$\| F^1 \|_0^2 + \| \partial_t (J F^2) \|_0^2 + \| F^3 \|_0^2 + \| F^4 \|_0^2 \lesssim \mathcal{C}_{2N} \mathcal{D}_{2N}. \tag{5-1}$$

**Proof.** We first consider the $F^1$ estimate. Each term in the sums that define $F^1$ is at least quadratic. It is straightforward to see that each such term can be written in the form $XY$, where $X$ involves fewer temporal derivatives than $Y$, and we may use the usual Sobolev embeddings and Lemmas A.1 and A.5 along with the definitions of $\mathcal{C}_{2N}$ and $\mathcal{D}_{2N}$ (given in (2-50) and (2-51), respectively) to estimate

$$\| X \|_0^2 \lesssim \mathcal{C}_{2N} \quad \text{and} \quad \| Y \|_0^2 \lesssim \mathcal{D}_{2N}. \tag{5-2}$$

Then $\| XY \|_0^2 \leq \| X \|_\infty^2 \| Y \|_0^2 \lesssim \mathcal{C}_{2N} \mathcal{D}_{2N}$, and the $F^1$ estimate in (5-1) follows by summing. A similar argument, also employing trace estimates, yields the $F^3$ and $F^4$ estimates in (5-1). Note though, that to estimate the $\beta = \alpha$ term in $F^{3,1}$ we use Remark 2.4 to replace $(p - \eta)$.

The same analysis also works for $\partial_t (J F^{2,1})$ and shows that $\| \partial_t (J F^{2,1}) \|_0^2 \lesssim \mathcal{C}_{2N} \mathcal{D}_{2N}$. To handle $\partial_t (J F^{2,2})$ we must also be able to estimate $\| \partial_t^{2N+1} \mathcal{A} \|_0 \lesssim \mathcal{D}_{2N}$, but this is possible due to Lemma 4.5. Then a similar splitting into $L^\infty$ and $H^0$ estimates shows that $\| \partial_t (J F^{2,2}) \|_0^2 \lesssim \mathcal{C}_{2N} \mathcal{D}_{2N}$, and then the $\partial_t (J F^2)$ estimate in (5-1) follows since $F^2 = F^{2,1} + F^{2,2}$. \[ \Box \]

We now present estimates for these perturbations when $\partial^\alpha = \partial_t^{N+2}$.
Theorem 5.2. Let $\partial^\alpha = \partial_t^{N+2}$ and let $F^1$, $F^2$, $F^3$, $F^4$ be defined by (2-13)–(2-22). Then, for $m = 1, 2$, we have

$$\|F^1\|_0^2 + \|\partial_t(F^2)\|_0^2 + \|F^3\|_0^2 + \|F^4\|_0^2 \lesssim \mathcal{E}_{2N}\mathcal{H}_{N+2,m}. \quad (5-3)$$

Also, if $N \geq 3$, there exists a $\theta > 0$ such that

$$\|F^2\|_0^2 \lesssim \mathcal{E}_{2N}\mathcal{E}_{N+2,m} \quad (5-4)$$

for $m = 1, 2$.

Proof. The proof of (5-3) is essentially the same as that of Theorem 5.1. For the $F^1$, $F^3$, and $F^4$ estimates we note that each term in their definition is of the form $XY$ where $X$ involves fewer temporal derivatives than $Y$, which involves at least two temporal derivatives. We estimate $\|X\|_{L^\infty}^2 \lesssim \mathcal{E}_N$ and $\|Y\|_0^2 \lesssim \mathcal{H}_{N+2,m}$ and then sum to get (5-3). Note that since $Y$ involves at least two temporal derivatives, there is no problem estimating it in terms of $\mathcal{H}_{N+2,m}$. The $\partial_t(F^2)$ estimate works similarly, except we must also use the bound (4-34) from Lemma 4.5. Note also that in estimating the $\beta = \alpha$ term in $F^3, 4$, we must employ Remark 2.4 to remove $(p-\eta)$.

We now turn to the proof of (5-4). Recall that $F^2 = F^{2,1} + F^{2,2}$, as defined in (2-19). Since the sum in $F^{2,1}$ runs over $1 \leq \beta \leq N + 1$, we may bound

$$\|F^{2,1}\|_0^2 \lesssim \sum_{1 \leq \beta \leq N+1} \|\partial_t^{\beta} s t\|_0^2 \|\partial_t^{N+2-\beta} u\|_1^2 \lesssim \sum_{1 \leq \beta \leq N+1} \mathcal{E}_{2N} \|\partial_t^{N+2-\beta} u\|_{2(N+2)-2(N+2-\beta)}^2 \lesssim \mathcal{E}_{2N}\mathcal{E}_{N+2,m}. \quad (5-5)$$

For $F^{2,2}$, a calculation reveals that

$$F^{2,2} = -\partial_t^{N+2}s_{ij}\partial_j u_i = -\partial_t^{N+2}s_{i3}\partial_3 u_i = \partial_t^{N+2}(\partial_1\tilde{\eta}\tilde{b}K)\partial_3 u_1 + \partial_t^{N+2}(\partial_2\tilde{\eta}\tilde{b}K)\partial_3 u_2 - \partial_t^{N+2}K\partial_3 u_3. \quad (5-6)$$

We may use the $L^\infty$ interpolation estimate of Proposition 3.9 to bound $\|\partial_t u_i\|_{L^\infty}^2 \lesssim \mathcal{E}_{N+2,m}$ for $i = 1, 2$ and $m = 1, 2$, which then implies that

$$\|\partial_t^{N+2}(\partial_1\tilde{\eta}\tilde{b}K)\partial_3 u_1 + \partial_t^{N+2}(\partial_2\tilde{\eta}\tilde{b}K)\partial_3 u_2\|_0^2 \lesssim \mathcal{E}_{2N}\mathcal{E}_{N+2,m} \quad (5-7)$$

if we estimate $\partial_3 u_i$ in $L^\infty$ and the $\partial_t^{N+1}$ terms in $H^0$. On the other hand, the relation $JK = 1$ (recall the definition in (1-8)), the Leibniz rule, and Lemma A.5 imply that

$$\|\partial_t^{N+2}K\|_0^2 \lesssim \sum_{1 \leq \gamma \leq N+2} \|\partial_t^{\gamma} J\|_0^2 \lesssim \sum_{1 \leq \gamma \leq N+2} \|\partial_t^{\gamma} \tilde{\eta}\|_1^2 \lesssim \sum_{1 \leq \gamma \leq N+2} \|\partial_t^{\gamma} \tilde{\eta}\|_{1/2}^2 = \sum_{1 \leq \gamma \leq N+1} \|\partial_t^{\gamma} \tilde{\eta}\|_{1/2}^2 + \|\partial_t^{N+2-\gamma} \tilde{\eta}\|_{1/2}^2 \lesssim \mathcal{E}_{N+2,m} + \|\partial_t^{N+2} \tilde{\eta}\|_{1/2}^2. \quad (5-8)$$

To handle the last term we must use the standard Sobolev interpolation (3-47) with $s = r = 1/2$ and $q = 2N - 9/2$:

$$\|\partial_t^{N+2} \tilde{\eta}\|_{1/2}^2 \lesssim (\|\partial_t^{N+2} \tilde{\eta}\|_0^2)^{\kappa} (\|\partial_t^{N+2} \tilde{\eta}\|_{2N-4}^2)^{1-\kappa} \lesssim (\mathcal{E}_{N+2,m})^\kappa (\mathcal{E}_N)^{1-\kappa}. \quad (5-9)$$
for $\kappa = (4N - 9)/(4N - 8)$. Then
\[
\|\partial_t^{N+2} K \partial_3 u_3\|_0^2 \leq \|\partial_t^{N+2} K\|_0^2 \|\partial_3 u_3\|_L^2 \lesssim \mathcal{E}_{N+2,m} \|\partial_3 u_3\|_L^2 \approx + (\mathcal{E}_{N+2,m})^\kappa (\mathcal{E}_2)^{1-\kappa} \|\partial_3 u_3\|_L^2. \tag{5-10}
\]
For the first term on the right we bound $\|\partial_3 u_3\|_L^{\infty} \lesssim \mathcal{E}_{2N}$, and for the second we use the $L^{\infty}$ interpolation bound of Proposition 3.9 with $r = 1/2$, so that $2/(2+r) = 4/5 \geq 1 - \kappa$ and $\|\partial_3 u_3\|_L^{\infty} \lesssim \mathcal{E}_{N+2,m}^{2/5} \lesssim \mathcal{E}_{N+2,m}^{1-\kappa}$. Then these estimates and (5-10) imply that
\[
\|\partial_t^{N+2} K \partial_3 u_3\|_0^2 \lesssim \mathcal{E}_{N+2,m} (\mathcal{E}_2)^{1-\kappa}. \tag{5-11}
\]
We then combine (5-6), (5-7), and (5-11) to see that
\[
\|F^{2,2}\|_0^2 \lesssim \mathcal{E}_{N+2,m} (\mathcal{E}_2)^{1-\kappa}. \tag{5-12}
\]
Then the estimate (5-4) follows from (5-5) and (5-12).

**Energy evolution with the highest and lowest count of temporal derivatives.** We now show the time-integrated evolution estimate for $2N$ temporal derivatives.

**Proposition 5.3.** There exists a $\theta > 0$ such that
\[
\|\partial_t^{2N} u(t)\|_0^2 + \|\partial_t^{2N} \eta(t)\|_0^2 + \int_0^t \|\|\partial_t^{2N} u\|_0^2 \approx \mathcal{E}_{2N}(0) + (\mathcal{E}_{2N}(t))^{3/2} + \int_0^t \mathcal{E}_{2N}^2(\partial_2^2 N). \tag{5-13}
\]

**Proof.** We apply $\partial^\alpha = \partial_t^{2N}$ to (1-9). Then $v = \partial_t^{2N} u$, $q = \partial_t^{2N} p$, and $\zeta = \partial_t^{2N} \eta$ solve (2-1) with $F^i$, $i = 1, 2, 3, 4$, given by (2-13)–(2-22). Applying Lemma 2.2 (and Remark 2.3) to these functions and then integrating in time from 0 to $t$ gives
\[
\frac{1}{2} \int_\Omega J |\partial_t^{2N} u(t)|^2 + \frac{1}{2} \int_\Sigma |\partial_t^{2N} \eta(t)|^2 + \frac{1}{2} \int_0^t \int_\Omega J |\|\partial_t^{2N} u\|_0^2 | = \frac{1}{2} \int_\Omega J |\partial_t^{2N} u(0)|^2 + \frac{1}{2} \int_\Sigma |\partial_t^{2N} \eta(0)|^2 + \int_0^t \int_\Omega J (\partial_t^{2N} u \cdot F^1 + \partial_t^{2N} p F^2 ) + \int_0^t \int_\Sigma -\partial_t^{2N} u \cdot F^3 + \partial_t^{2N} \eta F^4. \tag{5-14}
\]
Here, because of Remark 2.3, we understand that this formula actually holds with
\[
\int_0^t \int_\Omega \partial_t^{2N} p J F^2 := - \int_0^t \int_\Omega \partial_t^{2N-1} p \partial_t (J F^2) + \int_\Omega (\partial_t^{2N-1} p J F^2)(t) - \int_\Omega (\partial_t^{2N-1} p J F^2)(0). \tag{5-15}
\]
We will estimate all of the terms involving $F^i$ on the right side of this equation.

We begin with the $F^1$ term. According to Theorem 5.1 and Lemma 2.6, we may bound
\[
\int_0^t \int_\Omega J \partial_t^{2N} u \cdot F^1 \leq \int_0^t \|\partial_t^{2N} u\|_0 \|J\|_{L^\infty} \|F^1\|_0 \approx \int_0^t \sqrt{\mathcal{E}_2} \sqrt{\mathcal{E}_2^2 \mathcal{E}_2^2} = \int_0^t \sqrt{\mathcal{E}_2} \sqrt{\mathcal{E}_2^2 \mathcal{E}_2^2}. \tag{5-16}
\]
Similarly, we use Theorem 5.1 and trace theory to handle the $F^3$ and $F^4$ terms:
\[
\int_\Sigma \int_0^t -\partial_t^{2N} u \cdot F^3 + \partial_t^{2N} \eta F^4 \leq \int_0^t \|\partial_t^{2N} u\|_{H^0(\Sigma)} \|F^3\|_0 + \|\partial_t^{2N} \eta\|_0 \|F^4\|_0 \approx \int_0^t (\|\partial_t^{2N} u\|_1 + \|\partial_t^{2N} \eta\|_0) \sqrt{\mathcal{E}_2} \sqrt{\mathcal{E}_2^2 \mathcal{E}_2^2} \approx \int_0^t \sqrt{\mathcal{E}_2^2 \mathcal{E}_2^2}. \tag{5-17}
\]
According to Theorem 5.1 we may estimate
\[
- \int_0^t \int_\Omega \partial_t^{2N-1} p \partial_t (J F^2) \lesssim \int_0^t \|\partial_t^{2N-1} p\|_0 \|\partial_t (J F^2)\|_0 \lesssim \int_0^t \sqrt{\mathcal{B}_2 N} \sqrt{\mathcal{B}_2 N} \int_0^t \sqrt{\mathcal{B}_2 N} \mathcal{D}_2 N. \quad (5-18)
\]
On the other hand, it is easy to verify using the Sobolev embeddings that
\[
\int_\Omega (\partial_t^{2N-1} p J F^2)(t) - \int_\Omega (\partial_t^{2N-1} p J F^2)(0) \lesssim \mathcal{E}_2 N(0) + (\mathcal{E}_2 N(t))^{3/2}. \quad (5-19)
\]
Hence
\[
\int_0^t \int_\Omega \partial_t^{2N} p J F^2 \lesssim \mathcal{E}_2 N(0) + (\mathcal{E}_2 N(t))^{3/2} + \int_0^t \sqrt{\mathcal{B}_2 N} \mathcal{D}_2 N. \quad (5-20)
\]

Now we combine (5-16), (5-17), and (5-20) to deduce that
\[
\frac{1}{2} \int_\Omega J |\partial_t^{2N} u(t)|^2 + \frac{1}{2} \int_\Omega |\partial_t^{2N} \eta(t)|^2 + \frac{1}{2} \int_0^t \int_\Omega J |\mathcal{D}_{\partial_t} \partial_t^{2N} u|^2 \lesssim \mathcal{E}_2 N(0) + (\mathcal{E}_2 N(t))^{3/2} + \int_0^t \sqrt{\mathcal{B}_2 N} \mathcal{D}_2 N. \quad (5-21)
\]

We now seek to replace \( J |\mathcal{D}_{\partial_t} \partial_t^{2N} u|^2 \) with \( |\mathcal{D}_{\partial_t} \partial_t^{2N} u|^2 \) and \( J |\partial_t^{2N} u(t)|^2 \) with \( |\partial_t^{2N} u(t)|^2 \) in (5-21). To this end, we write
\[
J |\mathcal{D}_{\partial_t} \partial_t^{2N} u|^2 = |\mathcal{D}_{\partial_t} \partial_t^{2N} u|^2 + (J - 1) |\mathcal{D}_{\partial_t} \partial_t^{2N} u|^2 + J (\mathcal{D}_{\partial_t} \partial_t^{2N} u + \mathcal{D}_{\partial_t} \partial_t^{2N} u) : (\mathcal{D}_{\partial_t} \partial_t^{2N} u - \mathcal{D}_{\partial_t} \partial_t^{2N} u) \quad (5-22)
\]
and estimate the last three terms on the right side. For the last term we note that
\[
(\mathcal{D}_{\partial_t} \partial_t^{2N} u + \mathcal{D}_{\partial_t} \partial_t^{2N} u)_{ij} = (\mathcal{A}_{ik} \pm \delta_{ik}) \partial_k \partial_t^{2N} u_j + (\mathcal{A}_{jk} \pm \delta_{jk}) \partial_k \partial_t^{2N} u_i, \quad (5-23)
\]
so that Sobolev embeddings and Lemma A.5 provide the bounds
\[
|\mathcal{D}_{\partial_t} \partial_t^{2N} u - \mathcal{D}_{\partial_t} \partial_t^{2N} u| \lesssim \sqrt{\mathcal{B}_2 N} |\nabla \partial_t^{2N} u| \quad \text{and} \quad |\mathcal{D}_{\partial_t} \partial_t^{2N} u + \mathcal{D}_{\partial_t} \partial_t^{2N} u| \lesssim (1 + \sqrt{\mathcal{B}_2 N}) |\nabla \partial_t^{2N} u|. \quad (5-24)
\]

We then get
\[
\int_0^t \int_\Omega |J (\mathcal{D}_{\partial_t} \partial_t^{2N} u + \mathcal{D}_{\partial_t} \partial_t^{2N} u) : (\mathcal{D}_{\partial_t} \partial_t^{2N} u - \mathcal{D}_{\partial_t} \partial_t^{2N} u)| \lesssim \int_0^t (\sqrt{\mathcal{B}_2 N} + \mathcal{B}_2 N) \int_\Omega |\nabla \partial_t^{2N} u|^2 \lesssim \int_0^t \sqrt{\mathcal{B}_2 N} \mathcal{D}_2 N. \quad (5-25)
\]
Similarly,
\[
\int_0^t \int_\Omega |J - 1||\mathcal{D}_{\partial_t} \partial_t^{2N} u|^2 \lesssim \int_0^t \sqrt{\mathcal{B}_2 N} \mathcal{D}_2 N \quad \text{and} \quad \int_\Omega |J - 1||\partial_t^{2N} u(t)|^2 \lesssim (\mathcal{E}_2 N(t))^{3/2}. \quad (5-26)
\]
We may then use (5-22) and (5-25)–(5-26) to replace in (5-21) and derive the bound (5-13). \( \square \)

Now we prove a similar result for when \( \partial_t^{N+2} \) is applied. This time, however, we do not want an inequality that is integrated in time, so we are forced to introduce an error term involving \( \partial_t^{N+1} p \).
**Proposition 5.4.** Let $F^2$ be given by (2-19) with $\partial^\alpha = \partial_i^{N+2}$. Then

$$\partial_t \left( \| \sqrt{J} \partial_t^{N+2} \|_0^2 + \| \partial_t^{N+2} \eta \|_0^2 - 2 \int_\Omega J \partial_t^{N+1} p F^2 \right) + \| \mathcal{D} \partial_t^{N+2} u \|_0^2 \lesssim \sqrt{\mathcal{D}}_{N+2,m}. \quad (5-27)$$

**Proof.** We apply $\partial^\alpha = \partial_i^{N+2}$ to (1-9). Then $v = \partial_i^{N+2} u$, $q = \partial_i^{N+2} p$, and $\zeta = \partial_i^{N+2} \zeta$ solve (2-1) with $F^i$, $i = 1, 2, 3, 4$, given by (2-13)–(2-22). Applying Lemma 2.2 to these functions gives

$$\partial_t \left( \frac{1}{2} \int_\Omega J |\partial_t^{N+2} u|^2 + \frac{1}{2} \int_\Sigma |\partial_t^{N+2} \eta|^2 \right) + \frac{1}{2} \int_\Sigma J |\mathcal{D} \partial_t^{N+2} u|^2 = \int_\Omega J (\partial_t^{N+2} u \cdot F^1 + \partial_t^{N+2} p F^2) + \int_\Sigma -\partial_t^{N+2} u \cdot F^3 + \partial_t^{N+2} \eta F^4. \quad (5-28)$$

We will estimate all of the terms involving $F^i$ on the right side of this equation as in Proposition 5.3.

We begin with the $F^1$ term. According to Theorem 5.2 and Lemma 2.6, we may bound

$$\int_\Omega J \partial_t^{N+2} u \cdot F^1 \leq \| \partial_t^{N+2} u \|_0 \| J \|_{L^\infty} \| F^1 \|_0 \lesssim \sqrt{\mathcal{D}}_{N+2,m} \sqrt{\mathcal{E}}_{2N} \mathcal{D}_{N+2,m} = \sqrt{\mathcal{E}}_{2N} \mathcal{D}_{N+2,m}. \quad (5-29)$$

Similarly, we use Theorem 5.2 and trace theory to handle the $F^3$ and $F^4$ terms:

$$\int_\Sigma -\partial_t^{N+2} u \cdot F^3 + \partial_t^{N+2} \eta F^4 \leq \| \partial_t^{N+2} u \|_{H^1(\Sigma)} \| F^3 \|_0 + \| \partial_t^{N+2} \eta \|_0 \| F^4 \|_0$$

$$\lesssim (\| \partial_t^{N+2} u \|_1 + \| \partial_t^{N+2} \eta \|_0) \sqrt{\mathcal{E}}_{2N} \mathcal{D}_{N+2,m} \lesssim \sqrt{\mathcal{E}}_{2N} \mathcal{D}_{N+2,m}. \quad (5-30)$$

For the term $\partial_t^{N+2} p F^2$, there is one more time derivative on $p$ than can be controlled by $\mathcal{D}_{N+2,m}$. We are then forced to pull out a time derivative:

$$\int_\Omega \partial_t^{N+2} p J F^2 = \partial_t \int_\Omega \partial_t^{N+1} p J F^2 - \int_\Omega \partial_t^{N+1} p \partial_t (J F^2). \quad (5-31)$$

Then, according to Theorem 5.2, we may estimate

$$- \int_\Omega \partial_t^{N+1} p \partial_t (J F^2) \leq \| \partial_t^{N+1} p \|_0 \| \partial_t (J F^2) \|_0 \lesssim \sqrt{\mathcal{D}}_{N+2,m} \sqrt{\mathcal{E}}_{2N} \mathcal{D}_{N+2,m} = \sqrt{\mathcal{E}}_{2N} \mathcal{D}_{N+2,m}. \quad (5-32)$$

Hence

$$\int_0^t \int_\Omega \partial_t^{N+1} p J F^2 \lesssim \partial_t \int_\Omega \partial_t^{N+1} p J F^2 + \sqrt{\mathcal{E}}_{2N} \mathcal{D}_{N+2,m}. \quad (5-33)$$

Now we combine (5-28)–(5-30) and (5-33) to deduce that

$$\partial_t \left( \frac{1}{2} \int_\Omega J |\partial_t^{N+2} u|^2 + \frac{1}{2} \int_\Sigma |\partial_t^{N+2} \eta|^2 - \int_\Omega \partial_t^{N+1} p J F^2 \right) + \frac{1}{2} \int_\Omega J \| \mathcal{D} \partial_t^{N+2} u \|^2 \lesssim \sqrt{\mathcal{E}}_{2N} \mathcal{D}_{N+2,m}. \quad (5-34)$$

We may argue as in (5-22)–(5-26) of Proposition 5.3 to show that

$$\frac{1}{2} \int_\Omega \| \mathcal{D} \partial_t^{N+2} u \|^2 \lesssim \frac{1}{2} \int_\Omega J \| \mathcal{D} \partial_t^{N+2} u \|^2 + \sqrt{\mathcal{E}}_{2N} \mathcal{D}_{N+2,m}. \quad (5-35)$$

Then (5-27) follows from (5-34) and (5-35). □
Finally, we record the basic energy estimate when no derivatives are applied.

**Proposition 5.5.** We have

$$\partial_t \left( \frac{1}{2} \int_{\Omega} |J|^2 + \frac{1}{2} \int_{\Sigma} |\eta|^2 \right) + \frac{1}{2} \int_{\Omega} J|D_{\alpha}u|^2 = 0. \quad (5-36)$$

In particular,

$$\|u(t)\|_0^2 + \|\eta(t)\|_0^2 + \int_0^t \|Du\|_0^2 \lesssim \epsilon_2 N(0) + \int_0^t \sqrt{\epsilon_2 N D_{2N}}. \quad (5-37)$$

**Proof.** Setting $v = u$, $q = p$, $\xi = \eta$, and $F^i = 0$ for $i = 1, 2, 3, 4$ in **Lemma 2.2** yields (5-36). We may argue as in (5-22)–(5-26) of Proposition 5.3 to estimate

$$\frac{1}{4} \int_\Omega |u|^2 \lesssim \frac{1}{2} \int_\Omega |J|^2. \quad (5-39)$$

Now we may integrate (5-36) in time from 0 to $t$ and use these two estimates to derive (5-37). \hfill \square

### 6. Energy evolution in the perturbed linear form

**Energy evolution for horizontal derivatives.** We now estimate how the evolution of the horizontal energy is coupled to the horizontal dissipation and the full energy and dissipation. Recall that $\mathcal{F}_{2N}$ is as defined in (2-56) and $\mathcal{H}$ is as defined in (2-57).

**Lemma 6.1.** Let $\alpha \in \mathbb{N}^2$ be such that $|\alpha| = 4N$, that is, let $\partial^\alpha$ be $4N$ spatial derivatives in the $x_1, x_2$ directions. Let $G^4$ be as defined by (2-31). Then

$$\left| \int_S \partial^\alpha \eta \partial^\alpha G^4 \right| \lesssim \sqrt{\epsilon_{2N} D_{2N}} + \sqrt{D_{2N} \mathcal{H} \mathcal{F}_{2N}}. \quad (6-1)$$

**Proof.** Throughout the proof $\beta$ will always denote an element of $\mathbb{N}^2$, and we will write

$$Df \cdot \partial^\beta u = \partial_1 f \partial^\beta u_1 + \partial_2 f \partial^\beta u_2$$

for a function $f$ defined on $\Sigma$. Then by the Leibniz rule, we have

$$-\partial^\alpha G^4 = \partial^\alpha (D\eta \cdot u) = D\partial^\alpha \eta \cdot u + \sum_{0 < \beta \leq \alpha \atop |\beta| = 1} C_{\alpha, \beta} D\partial^{\alpha-\beta} \eta \cdot \partial^\beta u + \sum_{0 < \beta \leq \alpha \atop |\beta| \geq 2} C_{\alpha, \beta} D\partial^{\alpha-\beta} \eta \cdot \partial^\beta u \quad (6-2)$$

for constants $C_{\alpha, \beta}$ depending on $\alpha$ and $\beta$. We will analyze each of the three terms on the right separately.

For the first term, we integrate by parts to see that

$$\int_S \partial^\alpha \eta \partial^\alpha \eta \cdot u = \frac{1}{2} \int_S D|\partial^\alpha \eta|^2 \cdot u = -\frac{1}{2} \int_S \partial^\alpha \eta \partial^\alpha \eta \partial u (\partial_1 u_1 + \partial_2 u_2). \quad (6-3)$$
This then allows us to use (A-3) of Lemma A.1 to bound
\[
\left| \int_{\Sigma} \partial^\alpha \eta D \partial^\alpha \eta \cdot u \right| \lesssim \| \partial^\alpha \eta \|_{1/2} \| \partial^\alpha \eta (\partial_1 u_1 + \partial_2 u_2) \|_{H^{-1/2}(\Sigma)} \\
\lesssim \| \eta \|_{4N+1/2} \| \partial^\alpha \eta \|_{-1/2} \| \partial_1 u_1 + \partial_2 u_2 \|_{H^2(\Sigma)} \\
\lesssim \| \eta \|_{4N+1/2} \| D \eta \|_{4N-3/2} \| \partial_1 u_1 + \partial_2 u_2 \|_{H^2(\Sigma)} \leq \sqrt{F_2 N D_2 N H}. \quad (6-4)
\]

Similarly, for the second term we estimate
\[
\left| \int_{\Sigma} \partial^\alpha \eta \sum_{0 < \beta \leq \alpha \atop |\beta| = 1} C_{\alpha, \beta} D \partial^\alpha - \beta \eta \cdot \partial^\beta u \right| \lesssim \| D^{4N} \eta \|_{1/2} \| D^{4N} \eta \|_{-1/2} \sum_{i=1}^2 \| Du_i \|_{H^2(\Sigma)} \\
\lesssim \| \eta \|_{4N+1/2} \| D \eta \|_{4N-3/2} \sum_{i=1}^2 \| Du_i \|_{H^2(\Sigma)} \leq \sqrt{F_2 N D_2 N H}. \quad (6-5)
\]

For the third term we first note that \( \| \partial^\alpha \eta \|_{-1/2} \lesssim \| D \eta \|_{4N-3/2} \leq \sqrt{D_2 N} \), which allows us to bound
\[
\left| \int_{\Sigma} \partial^\alpha \eta D \partial^\alpha - \beta \eta \cdot \partial^\beta u \right| \leq \| \partial^\alpha \eta \|_{-1/2} \| D \partial^\alpha - \beta \eta \cdot \partial^\beta u \|_{H^{1/2}(\Sigma)} \lesssim \sqrt{D_2 N} \| D \partial^\alpha - \beta \eta \cdot \partial^\beta u \|_{H^{1/2}(\Sigma)}. \quad (6-6)
\]

We estimate the last term on the right using Lemma A.1 and trace theory, but in different ways depending on \( |\beta| \):
\[
\| D \partial^\alpha - \beta \eta \cdot \partial^\beta u \|_{H^{1/2}(\Sigma)} \lesssim \begin{cases} \| D \partial^\alpha - \beta \eta \|_{1/2} \| \partial^\beta u \|_{H^2(\Sigma)} & \text{for } 2 \leq |\beta| \leq 2N, \\
\| D \partial^\alpha - \beta \eta \|_{2} \| \partial^\beta u \|_{H^{1/2}(\Sigma)} & \text{for } 2N+1 \leq |\beta| \leq 4N \\
\| D \eta \|_{4N-3/2} \| u \|_{2N+3} & \text{for } 2 \leq |\beta| \leq 2N, \\
\| D \eta \|_{2N+1} \| u \|_{4N+1} & \text{for } 2N+1 \leq |\beta| \leq 4N, \end{cases} \quad (6-7)
\]
so that \( \| D \partial^\alpha - \beta \eta \cdot \partial^\beta u \|_{H^{1/2}(\Sigma)} \lesssim \sqrt{E_2 N D_2 N} \) for all \( 0 < \beta \leq \alpha \) with \( |\beta| \geq 2 \). Hence
\[
\left| \int_{\Sigma} \partial^\alpha \eta \sum_{0 < \beta \leq \alpha \atop |\beta| \geq 2} C_{\alpha, \beta} D \partial^\alpha - \beta \eta \cdot \partial^\beta u \right| \lesssim \sqrt{D_2 N} \sqrt{E_2 N D_2 N} = \sqrt{E_2 N D_2 N}. \quad (6-8)
\]

The estimate (6-1) then follows from (6-4), (6-5), and (6-8). \( \square \)

Now we prove an estimate for horizontal derivatives up to order \( 2N \), excluding \( \partial^\alpha = \partial_i^{2N} \) and no derivatives. Recall that we use the conventions for sums of derivatives described on page 1443.

**Proposition 6.2.** Suppose that \( \alpha \in \mathbb{N}^{1+2} \) is such that \( \alpha_0 \leq 2N - 1 \) and \( 1 \leq |\alpha| \leq 4N \). Then there exists a \( \theta > 0 \) such that
\[
\partial_t \left( \frac{1}{2} \int_{\Omega} |\partial^\alpha u|^2 + \frac{1}{2} \int_{\Sigma} |\partial^\alpha \eta|^2 \right) + \frac{1}{2} \int_{\Omega} |\nabla \partial^\alpha u|^2 \lesssim \varepsilon_2 N D_2 N + \sqrt{D_2 N H F_2 N}, \quad (6-9)
\]
and, in particular,
\[
\|\bar{D}^{4N-1}u(t)\|^2_0 + \|D\bar{D}^{4N-1}u(t)\|^2_0 + \|\bar{D}^{4N-1}_1\eta(t)\|^2_0 + \|D\bar{D}^{4N-1}_1\eta(t)\|^2_0 \\
+ \int_0^t \|\bar{D}^{4N-1}_1\eta(t)\|^2_0 + \|D\bar{D}^{4N-1}_1\eta(t)\|^2_0 \lesssim \bar{E}_{2N}(0) + \int_0^t \bar{E}_{2N}^\theta \bar{D}_{2N} + \sqrt{\bar{D}_{2N} \mathcal{K}_{2N}}.
\] (6-10)

**Proof.** Let \(\alpha \in \mathbb{N}^{1+2}\) satisfy \(\alpha_0 \leq 2N - 1\) and \(1 \leq |\alpha| \leq 4N\). Note that the constraint on \(\alpha_0\) implies that we do not exceed the number of temporal derivatives of \(p\) that we can control. An application of Lemma 2.5 to \(v = \partial^\alpha u, q = \partial^\alpha p, \zeta = \partial^\alpha \eta\) with \(\Phi^1 = \partial^\alpha G^1, \Phi^2 = \partial^\alpha G^2, \Phi^3 = \partial^\alpha G^3, \Phi^4 = \partial^\alpha G^4\), and \(a = 1\) reveals that
\[
\partial_t \left( \frac{1}{2} \int_\Omega |\partial^\alpha u|^2 + \frac{1}{2} \int_{\Sigma} |\partial^\alpha \eta|^2 \right) + \frac{1}{2} \int_\Omega |D\partial^\alpha u|^2 \\
= \int_\Omega \partial^\alpha u \cdot (\partial^\alpha G^1 - \nabla \partial^\alpha G^2) + \partial^\alpha p \partial^\alpha G^2 + \int_{\Sigma} -\partial^\alpha u \cdot \partial^\alpha G^3 + \partial^\alpha \eta \partial^\alpha G^4. \quad (6-11)
\]

Assume initially that \(1 \leq |\alpha| \leq 4N - 1\). Then according to the estimates (4-7) and (4-8) of Theorem 4.2 and the definition of \(\bar{D}_{2N}\), we have
\[
\int_\Omega \partial^\alpha u \cdot (\partial^\alpha G^1 - \nabla \partial^\alpha G^2) + \partial^\alpha p \partial^\alpha G^2 \leq \|\partial^\alpha u\|_0 (\|\partial^\alpha G^1\|_0 + \|\partial^\alpha G^2\|_1) + \|\partial^\alpha p\|_0 \|\partial^\alpha G^2\|_0 \\
\lesssim \sqrt{\bar{D}_{2N}} \sqrt{\bar{E}_{2N}^\theta \bar{D}_{2N} + \mathcal{K}_{2N}} \lesssim \bar{E}_{2N}^\kappa \bar{D}_{2N} + \sqrt{\bar{D}_{2N} \mathcal{K}_{2N}},
\] (6-12)

where in the last equality we have written \(\kappa = \theta/2\) for \(\theta > 0\) the number provided by Theorem 4.2. Similarly, we may use Theorem 4.2 along with the trace estimate \(\|\partial^\alpha u\|_{H^\theta(\Sigma)} \lesssim \|\partial^\alpha u\|_1 \leq \sqrt{\bar{D}_{2N}}\) to get
\[
\int_{\Sigma} -\partial^\alpha u \cdot \partial^\alpha G^3 + \partial^\alpha \eta \partial^\alpha G^4 \leq \|\partial^\alpha u\|_{H^\theta(\Sigma)} \|\partial^\alpha G^3\|_0 + \|\partial^\alpha \eta\|_0 \|\partial^\alpha G^4\|_0 \\
\lesssim \sqrt{\bar{D}_{2N}} \sqrt{\bar{E}_{2N}^\theta \bar{D}_{2N} + \mathcal{K}_{2N}} \lesssim \bar{E}_{2N}^\kappa \bar{D}_{2N} + \sqrt{\bar{D}_{2N} \mathcal{K}_{2N}}.
\] (6-13)

Now assume that \(|\alpha| = 4N\). Since \(\alpha_0 \leq 2N - 1\), we may write \(\alpha = \beta + (\alpha - \beta)\) for some \(\beta \in \mathbb{N}^2\) with \(|\beta| = 1\), that is, \(\partial^\alpha\) involves at least one spatial derivative. Since \(|\alpha - \beta| = 4N - 1\), we can then integrate by parts and use (4-7) and (4-8) of Theorem 4.2 to see that
\[
\int_\Omega \partial^\alpha u \cdot (\partial^\alpha G^1 - \nabla \partial^\alpha G^2) = \int_\Omega \partial^{a+\beta} u \cdot (\partial^{a-\beta} G^1 - \nabla \partial^{a-\beta} G^2) \\
\leq \|\partial^{a+\beta} u\|_0 (\|\partial^{a-\beta} G^1\|_0 + \|\partial^{a-\beta} G^2\|_1) \leq \|\partial^\alpha u\|_1 (\|\nabla^{4N-1} G^1\|_0 + \|\nabla^{4N-1} G^2\|_1) \\
\lesssim \sqrt{\bar{D}_{2N}} \sqrt{\bar{E}_{2N}^\theta \bar{D}_{2N} + \mathcal{K}_{2N}} \lesssim \bar{E}_{2N}^\kappa \bar{D}_{2N} + \sqrt{\bar{D}_{2N} \mathcal{K}_{2N}}.
\] (6-14)

For the pressure term we do not need to integrate by parts; Theorem 4.2 provides the estimate
\[
\int_\Omega \partial^\alpha p \partial^\alpha G^2 \leq \|\partial^\alpha p\|_0 \|\partial^{a-\beta} \partial^\beta G^2\|_0 \leq \|\partial^\alpha p\|_0 \|\nabla^{4N-1} G^2\|_1 \\
\lesssim \sqrt{\bar{D}_{2N}} \sqrt{\bar{E}_{2N}^\theta \bar{D}_{2N} + \mathcal{K}_{2N}} \lesssim \bar{E}_{2N}^\kappa \bar{D}_{2N} + \sqrt{\bar{D}_{2N} \mathcal{K}_{2N}}.
\] (6-15)
Next, we integrate by parts, employ Theorem 4.2, and use the trace estimate $H^1(\Omega) \hookrightarrow H^{1/2}(\Sigma)$ to get
\[
\left| \int_{\Sigma} \partial^\alpha u \cdot \partial^\alpha G^3 \right| = \left| \int_{\Sigma} \partial^{\alpha+\beta} u \cdot \partial^{\alpha-\beta} G^3 \right| \leq \left\| \partial^{\alpha+\beta} u \right\|_{H^{1/2}(\Sigma)} \left\| \partial^{\alpha-\beta} G^3 \right\|_{1/2} \\
\lesssim \left\| \partial^\alpha u \right\|_{H^{1/2}(\Sigma)} \left\| \bar{D}^{4N-1} G^3 \right\|_{1/2} \lesssim \left\| \partial^\alpha u \right\|_1 \left\| \bar{D}^{4N-1} G^3 \right\|_{1/2} \\
\lesssim \sqrt{D_2N} \sqrt{\mathcal{E}_2N} \bar{D}_2N + \mathcal{H}_2N \lesssim \mathcal{E}^\kappa_2N \bar{D}_2N + \sqrt{D_2N} \mathcal{H}_2N. 
\] (6-16)

For the term $\partial^\alpha \eta \partial^\alpha G^4$ we must split into two cases: $\alpha_0 \geq 1$ and $\alpha_0 = 0$. In the former case, there is at least one temporal derivative in $\partial^\alpha$, so $\left\| \partial^\alpha \eta \right\|_{1/2} \leq \sqrt{D_2N}$, and hence Theorem 4.2 allows us to bound
\[
\left| \int_{\Sigma} \partial^\alpha \eta \partial^\alpha G^4 \right| = \left| \int_{\Sigma} \partial^{\alpha+\beta} \eta \partial^{\alpha-\beta} G^4 \right| \leq \left\| \partial^{\alpha+\beta} \eta \right\|_{-1/2} \left\| \partial^{\alpha-\beta} G^4 \right\|_{1/2} \lesssim \left\| \partial^\alpha \eta \right\|_{1/2} \left\| \bar{D}^{4N-1} G^4 \right\|_{1/2} \\
\lesssim \sqrt{D_2N} \sqrt{\mathcal{E}^\theta_2N} \bar{D}_2N + \mathcal{H}_2N \lesssim \mathcal{E}^\kappa_2N \bar{D}_2N + \sqrt{D_2N} \mathcal{H}_2N. 
\] (6-17)

In the latter case, $\alpha_0 = 0$, so that $\partial^\alpha$ involves only spatial derivatives; in this case we use Lemma 6.1 to bound
\[
\left| \int_{\Sigma} \partial^\alpha \eta \partial^\alpha G^4 \right| \lesssim \sqrt{\mathcal{E}_2N} \bar{D}_2N + \sqrt{D_2N} \mathcal{H}_2N. 
\] (6-18)

Now, in light of (6-11)–(6-18), we know that (6-9) holds. The bound (6-10) follows by applying (6-9) to all $1 \leq |\alpha| \leq 4N$ with $\alpha_0 \leq 2N - 1$, summing, and integrating in time from 0 to $t$. □

Our next result provides some preliminary interpolation estimates for $G^2$ and $G^4$ in terms of $\mathcal{D}_{N+2,m}$, as defined in (2-54) and (2-55), but with a power greater than 1.

**Lemma 6.3.** Let $G^4$ be as defined in (2-31). We have the estimate
\[
\left\| D^{2N+3} G^4 \right\|_{1/2} \lesssim (\mathcal{D}_{N+2,2})^{1+2/(4N-7)}. 
\] (6-19)

Also, there exists a $\theta > 0$ such that
\[
\left\| DG^4 \right\|_0^2 \lesssim \mathcal{E}^\theta_2N (\mathcal{D}_{N+2,1})^{1+1/(\lambda+2)} \quad \text{and} \quad \left\| \bar{D}^2 G^4 \right\|_0^2 \lesssim \mathcal{E}^\theta_2N (\mathcal{D}_{N+2,2})^{1+1/(\lambda+3)}. 
\] (6-20)

Finally,
\[
\left\| DG^2 \right\|_{L^1}^2 \lesssim \mathcal{E}^\theta_2N (\mathcal{D}_{N+2,1})^{1+\lambda/(\lambda+2)} \quad \text{and} \quad \left\| \bar{D}^2 G^2 \right\|_{L^1}^2 \lesssim \mathcal{E}^\theta_2N (\mathcal{D}_{N+2,2})^{1+\lambda/(\lambda+3)}. 
\] (6-21)

**Proof.** Let $\alpha \in \mathbb{N}^2$ be such that $|\alpha| = 2(N + 2) - 1$. The Leibniz rule, Lemma A.1, and trace theory imply
\[
\left\| \partial^\alpha G^4 \right\|_{1/2} \lesssim \sum_{\beta \leq \alpha \atop |\beta| \leq N+2} \left\| D \partial^\beta \eta \right\|_2 \left\| \partial^{\alpha-\beta} u \right\|_{H^{1/2}(\Sigma)} + \sum_{\beta \leq \alpha \atop N+3 \leq |\beta| \leq 2N+3} \left\| D \partial^\beta \eta \right\|_{1/2} \left\| \partial^{\alpha-\beta} u \right\|_{H^2(\Sigma)} \\
\lesssim \left\| D \eta \right\|_{N+4} \left\| D^{2N+3} G^4 \right\|_1 + \left\| D^3 \eta \right\|_{2(N+2)-5/2} \left\| u \right\|_{H^{N+2}(\Sigma)}. 
\] (6-22)
Trace theory, Poincaré’s inequality, the $H^0(\Omega)$ interpolation result for $\nabla u$ of Theorem 3.14, and the fact that $\|D^{N+2}u\|_1^2 \leq \min\{\mathcal{E}_{2N}, \mathcal{D}_{N+2,2}\}$ imply that
\[
\|u\|_{H^{N+2}(\Sigma)}^2 \lesssim \|u\|_{H^0(\Sigma)}^2 + \|D^{N+2}u\|_{H^0(\Sigma)}^2 \lesssim \|\nabla u\|_0^2 + \|D^{N+2}u\|_1^2 \\
\lesssim \mathcal{D}_{N+2,2}^{(\lambda+1)/(\lambda+3)} + (\mathcal{E}_{2N})^{2/(\lambda+3)}(\mathcal{D}_{N+2,2})^{(\lambda+1)/(\lambda+3)} \lesssim \mathcal{D}_{N+2,2}^{(\lambda+1)/(\lambda+3)}.
\] (6-23)

Let us now choose $q$ so that
\[
\frac{\lambda+1}{\lambda+3} + \frac{q}{q+1} = 1 + \frac{2}{4N-7}. 
\] (6-24)

Since $N \geq 5$ and $\lambda \in (0, 1)$, we may find such a $q = q(\lambda)$ with $dq(\lambda)/d\lambda \leq 0$ for $\lambda \in (0, 1)$:
\[
q = \frac{8N+2\lambda-8}{4N(1+\lambda) - 9\lambda - 13} \in \left[\frac{8N-6}{8N-22}, \frac{8N-8}{4N-13}\right] \subset [1, 2N-9/2].
\] (6-25)

Using this $q$, $r = 1$, and $s = 2(N+2) - 5/2$ in the standard Sobolev interpolation inequality (3-47), we find that
\[
\|D^3\eta\|_{2(N+2)-5/2}^2 \lesssim (\|D^3\eta\|_{2(N+2)-7/2}^2)^{q/(1+q)}(\|D^3\eta\|_{2(N+2)-5/2+q}^2)^{1/(1+q)} \\
\lesssim (\mathcal{D}_{N+2,2})^{q/(1+q)}(\mathcal{E}_{2N})^{1/(1+q)} \lesssim (\mathcal{D}_{N+2,2})^{q/(1+q)}.
\] (6-26)

Now (6-23), (6-26), and the choice of $q$ imply that
\[
\|D^3\eta\|_{2(N+2)-5/2}^2 \lesssim \mathcal{D}_{N+2,2}^{1+2/(4N-7)}.
\] (6-27)

The fact that $\|D^3\eta\|_{N+2}^2 \leq \min\{\mathcal{E}_{2N}, \mathcal{D}_{N+2,2}\}$ and the $H^0(\Sigma)$ interpolation result for $D\eta$ of Lemma 3.1 imply that
\[
\|D\eta\|_{N+4}^2 \lesssim \|D\eta\|_0^2 + \|D^3\eta\|_{N+2}^2 \\
\lesssim (\mathcal{D}_{N+2,2})^{(\lambda+1)/(\lambda+3)} + (\|D\eta\|_{N+2}^2)^{2/(\lambda+3)}(\|D^3\eta\|_{N+2}^2)^{(\lambda+1)/(\lambda+3)} \\
\lesssim (\mathcal{D}_{N+2,2})^{(\lambda+1)/(\lambda+3)} + (\mathcal{E}_{2N})^{2/(\lambda+3)}(\mathcal{D}_{N+2,2})^{(\lambda+1)/(\lambda+3)} \lesssim \mathcal{D}_{N+2,2}^{(\lambda+1)/(\lambda+3)}.
\] (6-28)

On the other hand, using the same $q$ as above, we have
\[
\|D_{N+1}^{2N+3}u\|_1^2 = (\|D_{N+1}^{2N+3}u\|_{1}^2)^{q/(q+1)}(\|D_{N+1}^{2N+3}u\|_{1}^2)^{1/(q+1)} \\
\lesssim (\mathcal{D}_{N+2,2})^{q/(1+q)}(\mathcal{E}_{2N})^{1/(1+q)} \leq (\mathcal{D}_{N+2,2})^{q/(1+q)}.
\] (6-29)

Then (6-28) and (6-29) imply that
\[
\|D\eta\|_{N+4}^2 \|D_{N+1}^{2N+3}u\|_1^2 \lesssim (\mathcal{D}_{N+2,2})^{1+2/(4N-7)}.
\] (6-30)

We then combine (6-22), (6-27), and (6-30) to deduce (6-19).

We now turn to the proof of the bounds (6-20) and (6-21). The bounds (6-20) may be deduced by applying an operator $\partial^\alpha$ with $\alpha \in \mathbb{N}^{1+2}$ satisfying either $|\alpha| = 1$ or $|\alpha| = 2$ to $G^4$, and then estimating the resulting products with one norm taken in $H^0$ and the others in $L^\infty$, employing the $H^0$ and $L^\infty$ interpolation estimates for $\eta$, $u$ and their derivatives recorded in Lemma 3.1, Proposition 3.9, and Theorem 3.14. The bounds (6-21) may be deduced similarly except that at least two terms in the resulting products must
be estimated in $H^0$ to deduce the resulting $L^1$ bounds. This presents no problem since $G^2$ is a linear combination of products of two or more terms.

With this lemma in place, we may record the estimates for the evolution of the energy at the $N + 2$ level.

**Proposition 6.4.** Suppose that $m \in \{1, 2\}$ and $\alpha \in \mathbb{N}^{1+2}$ is such that $\alpha_0 \leq N + 1$ and $m \leq |\alpha| \leq 2(N + 2)$. Then there exists a $\theta > 0$ such that

$$
\partial_t (\| \partial^\alpha u \|_0^2 + \| \partial^\alpha \eta \|_0^2) + \| D \partial^\alpha u \|_0^2 \lesssim \mathcal{E}_{2N, D, N+2, m}. \tag{6-31}
$$

In particular,

$$
\partial_t (\| D_m^{2N+3} u \|_0^2 + \| D D_m^{2N+3} u \|_0^2 + \| D_m^{2N+3} \eta \|_0^2 + \| D D_m^{2N+3} \eta \|_0^2) + \| D D_m^{2N+3} u \|_0^2 \lesssim \mathcal{E}_{2N, D, N+2, m}. \tag{6-32}
$$

**Proof.** For $m \in \{1, 2\}$ and $\alpha \in \mathbb{N}^{1+2}$ such that $\alpha_0 \leq N + 1$ and $m \leq |\alpha| \leq 2(N + 2)$, we argue as in Proposition 6.2 to deduce that (6-11) holds. Let $X_\alpha$ denote the right side of (6-11) for our range of $\alpha$. To bound $X_\alpha$, we break to three cases.

If $m + 1 \leq |\alpha| \leq 2(N + 2) - 1$ or $|\alpha| = 2(N + 2)$ with $1 \leq \alpha_0 \leq N + 1$, we know from trace theory and the definitions of $D_{N+2, m}$ that

$$
\| \partial^\alpha u \|_0^2 + \| \partial^\alpha p \|_0^2 + \| \partial^\alpha u \|_{H^{1/2}(\Sigma)}^2 + \| \partial^\alpha \eta \|_{1/2}^2 \lesssim \mathcal{D}_{N+2, m}. \tag{6-33}
$$

This allows us to argue as in Proposition 6.2, employing Theorem 4.1 in place of Theorem 4.2, to bound

$$
|X_\alpha| \lesssim \mathcal{E}_{2N, D, N+2, m} \tag{6-34}
$$

for some $\theta > 0$.

Now consider $|\alpha| = 2(N + 2)$ with $\alpha_0 = 0$. In this case we know from the definitions (2-54) and (2-55) that there is a deficit of half a derivative that prevents us from bounding $\| \partial^\alpha \eta \|_{1/2}^2 \lesssim \mathcal{D}_{N+2, m}$, but we may still estimate

$$
\| \partial^\alpha u \|_1^2 + \| \partial^\alpha p \|_0^2 + \| \partial^\alpha u \|_{H^{1/2}(\Sigma)}^2 \lesssim \mathcal{D}_{N+2, m}. \tag{6-35}
$$

We may then argue as in Proposition 6.2, integrating by parts and using these bounds as well as those from Theorem 4.1 to show that the first, second, and third integrals in the definition of $X_\alpha$ are bounded by $\mathcal{E}_{2N, D, N+2, m}$. For the fourth integral, we control $\| \partial^\alpha \eta \|_{1/2}^2$ through the interpolation estimate of Lemma 3.18:

$$
\| \partial^\alpha \eta \|_{1/2}^2 \leq \| D^{2N+4} \eta \|_{1/2}^2 \lesssim (\mathcal{E}_{2N})^{2/(4N-7)}(\mathcal{D}_{N+2, 2})^{(4N-9)/(4N-7)}. \tag{6-36}
$$

Then we may integrate by parts with $\alpha = \beta + (\alpha - \beta)$, $|\beta| = 1$ and employ this estimate along with (6-19) of Lemma 6.3 to see that
\[
\left| \int_{\Sigma} \partial^\alpha \eta \partial^\alpha G^4 \right| = \left| \int_{\Sigma} \partial^{\alpha+\beta} \eta \partial^{\alpha-\beta} G^4 \right| \leq \| \partial^{\alpha+\beta} \eta \|_1 \| \partial^{\alpha-\beta} G^4 \|_{1/2} \lesssim \| \partial^\alpha \eta \|_1 \| D^{2N+3} G^4 \|_{1/2} \\
\lesssim \sqrt{\left( \mathcal{E}_2 N \right)^{2(4N-7)} \mathcal{D}_{N+2,2} (4N-9)/(4N-7)} \sqrt{\left( \mathcal{Y}_{N+2,2} \right)^{1+2(4N-7)}} \\
= (\mathcal{E}_2 N)^{(4N-7)} \mathcal{D}_{N+2,2} \leq \mathcal{E}_2 N \mathcal{D}_{N+2,m}.
\] (6-37)

Hence, when \(|\alpha| = 2(N + 2)\) with \(\alpha_0 = 0\), there is a \(\theta > 0\) such that
\[
|X_\alpha| \lesssim \mathcal{E}_2 N \mathcal{D}_{N+2,m}.
\] (6-38)

Finally, we consider the case of \(|\alpha| = m\) for \(m = 1, 2\). In this case we only know that
\[
\| \partial^\alpha u \|^2 + \| \partial^\alpha u \|^2_{H^{1/2}(\Sigma)} \lesssim \mathcal{D}_{N+2,m}.
\] (6-39)

so only the first and third integrals of \(X_\alpha\) may be handled directly as above to be bounded by \(\mathcal{E}_2 N \mathcal{D}_{N+2,m}\).

For the fourth term in \(X_\alpha\) we first use the \(H^0(\Sigma)\) interpolation results of Lemma 3.1 and Proposition 3.16 to bound
\[
\| D\eta \|_{0}^2 \lesssim \left( \mathcal{D}_{N+2,1} \right)^{(\lambda+1)/(\lambda+2)} \quad \text{and} \quad \| D^2 \eta \|_{0}^2 + \| \partial r \eta \|_{0}^2 \lesssim \left( \mathcal{D}_{N+2,2} \right)^{(\lambda+2)/(\lambda+3)}.
\] (6-40)

Then by (6-20) of Lemma 6.3, we know that
\[
\left| \int_{\Sigma} \partial^\alpha \eta \partial^\alpha G^4 \right| \leq \| \partial^\alpha \eta \|_0 \| \partial^\alpha G^4 \|_0 \\
\lesssim \left\{ \sqrt{\left( \mathcal{D}_{N+2,1} \right)^{(\lambda+1)/(\lambda+2)} \mathcal{E}_2 N \mathcal{D}_{N+2,1}} \right\}^{1+1/(\lambda+2)} \quad \text{for } m = 1, \\
\left\{ \sqrt{\left( \mathcal{D}_{N+2,2} \right)^{(\lambda+2)/(\lambda+3)} \mathcal{E}_2 N \mathcal{D}_{N+2,2}} \right\}^{1+1/(\lambda+3)} \quad \text{for } m = 2 \\
\leq \mathcal{E}_2 N \mathcal{D}_{N+2,m}.
\] (6-41)

For the second term in \(X_\alpha\) we first use the \(L^\infty\) interpolation estimates of Lemma 3.3 with \(r = \lambda/2\) when \(m = 1\) and with \(r = \lambda/3\) when \(m = 2\) to bound
\[
\| Dp \|_{L^\infty}^2 \lesssim \left( \mathcal{D}_{N+2,1} \right)^{2/(\lambda+2)} \quad \text{and} \quad \| D^2 p \|_{L^\infty}^2 + \| \partial_r p \|_{L^\infty}^2 \lesssim \left( \mathcal{D}_{N+2,2} \right)^{3/(\lambda+3)}.
\] (6-42)

Then, by (6-21) of Lemma 6.3, we know that
\[
\left| \int_{\Omega} \partial^\alpha p \partial^\alpha G^2 \right| \leq \| \partial^\alpha p \|_{L^\infty} \| \partial^\alpha G^2 \|_{L^1} \\
\lesssim \left\{ \sqrt{\left( \mathcal{D}_{N+2,1} \right)^{(\lambda+2)/(\lambda+3)} \mathcal{E}_2 N \mathcal{D}_{N+2,1}} \right\}^{1+\lambda/(\lambda+2)} \quad \text{for } m = 1, \\
\left\{ \sqrt{\left( \mathcal{D}_{N+2,2} \right)^{(\lambda+3)/(\lambda+3)} \mathcal{E}_2 N \mathcal{D}_{N+2,2}} \right\}^{1+\lambda/(\lambda+3)} \quad \text{for } m = 2 \\
\leq \mathcal{E}_2 N \mathcal{D}_{N+2,m}.
\] (6-43)

Hence, when \(|\alpha| = m\) for \(m = 1, 2\), we also have
\[
|X_\alpha| \lesssim \mathcal{E}_2 N \mathcal{D}_{N+2,m}.
\] (6-44)
Now, by (6-34), (6-38), and (6-44), we know that (6-31) holds. The bound (6-32) follows by summing (6-31) over the specified range of $\alpha$.

\[ \Box \]

**Energy evolution for $\mathcal{F}_\lambda u$ and $\mathcal{F}_\lambda \eta$.** Before we can analyze the energy evolution for $\mathcal{F}_\lambda u$ and $\mathcal{F}_\lambda \eta$, we must first prove a lemma that provides control of $\mathcal{F}_\lambda p$.

**Lemma 6.5.** We have

\[
\| \mathcal{F}_\lambda p \|_0^2 \lesssim \mathcal{E}_N. \tag{6-45}
\]

\[
\| \mathcal{F}_\lambda Dp \|_0^2 \lesssim (\mathcal{E}_N)^{\lambda/(1+\lambda)} (\mathcal{D}_N)^{1/(1+\lambda)}. \tag{6-46}
\]

**Proof.** Let $\alpha \in \mathbb{N}^2$ be such that $|\alpha| \in \{0, 1\}$. We may apply Lemma A.10 to see that

\[
\| \partial^\alpha \mathcal{F}_\lambda p \|_0^2 \lesssim \| \partial^\alpha \mathcal{F}_\lambda \eta \|_0^2 + \| \partial^\alpha \mathcal{F}_\lambda \partial_3 u_3 \|_0^2 \lesssim \| \partial^\alpha \mathcal{F}_\lambda G^2 \|_0^2. \tag{6-47}
\]

In order to estimate each term on the right, we will use the structure of (2-23). Indeed, using the boundary condition, we find that

\[
\| \partial^\alpha \mathcal{F}_\lambda \partial_3 u_3 \|_0^2 \lesssim \| \partial^\alpha \mathcal{F}_\lambda \partial_3 u_3 \|_1^2 + \| \partial^\alpha \mathcal{F}_\lambda \partial_3 u_3 \|_3^2 + \| \partial^\alpha \mathcal{F}_\lambda \partial_3 u_3 \|_1^2. \tag{6-48}
\]

Trace theory and the divergence equation in (2-23) allow us to bound

\[
\| \partial^\alpha \mathcal{F}_\lambda \partial_3 u_3 \|_0^2 \lesssim \| \partial^\alpha \mathcal{F}_\lambda \partial_3 u_3 \|_1^2 + \| \partial^\alpha \mathcal{F}_\lambda Du \|_1^2 \lesssim \| \mathcal{F}_\lambda Du \|_2^2 + \| \mathcal{F}_\lambda G^2 \|_2^2. \tag{6-49}
\]

regardless of whether $|\alpha| = 0$ or 1. To estimate this $\mathcal{F}_\lambda Du$ term we apply Lemmas A.4 and A.13 to get

\[
\| \mathcal{F}_\lambda Du \|_2^2 \lesssim \sum_{k=1}^2 \| \mathcal{F}_\lambda D\nabla^k u \|_0^2 \lesssim \sum_{k=1}^2 \| \nabla^k u \|_3^2 \lesssim \| u \|_3^2. \tag{6-50}
\]

By chaining together the bounds (6-48)–(6-50) and employing the $G^i$ estimates of Proposition 4.3, we deduce that

\[
\| \partial^\alpha \mathcal{F}_\lambda p \|_0^2 \lesssim \| \partial^\alpha \mathcal{F}_\lambda \eta \|_0^2 + \| u \|_3^2 + \mathcal{E}_N \min \{ \mathcal{E}_N, \mathcal{D}_N \}. \tag{6-51}
\]

Now we estimate $\partial_3 \partial^\alpha \mathcal{F}_\lambda p$ by using the first equation in (2-23) to bound

\[
\| \partial^\alpha \mathcal{F}_\lambda \partial_3 p \|_0^2 \lesssim \| \partial^\alpha \mathcal{F}_\lambda \partial_3 u_3 \|_0^2 + \| \partial^\alpha \mathcal{F}_\lambda D^2 u \|_0^2 + \| \partial^\alpha \mathcal{F}_\lambda \partial_3^2 u_3 \|_0^2. \tag{6-52}
\]

When $|\alpha| = 1$, we can use Lemma A.4 to see that

\[
\| \partial^\alpha \mathcal{F}_\lambda \partial_3 u_3 \|_0^2 \lesssim \| \mathcal{F}_\lambda D\partial_3 u_3 \|_0^2 \lesssim \| \partial_3 u_3 \|_0^2 \lesssim \| \partial_3 u_3 \|_1^2. \tag{6-53}
\]

When $|\alpha| = 0$, we cannot use Lemma A.4 directly, so we first use Lemma A.11 and the divergence equation in (2-23), and then use Lemma A.4:

\[
\| \mathcal{F}_\lambda \partial_3 u_3 \|_0^2 \lesssim \| \partial_3 \mathcal{F}_\lambda \partial_3 u_3 \|_0^2 \lesssim \| \mathcal{F}_\lambda \partial_3 G^2 \|_0^2 + \| \mathcal{F}_\lambda \partial_3 D\partial_3 u_3 \|_0^2 \lesssim \| \mathcal{F}_\lambda \partial_3 G^2 \|_0^2 + \| \partial_3 u_3 \|_1^2. \tag{6-54}
\]

Then (6-53) and (6-54) imply that, regardless of whether $|\alpha| = 0$ or 1, we may bound

\[
\| \partial^\alpha \mathcal{F}_\lambda \partial_3 u_3 \|_0^2 \lesssim \| \mathcal{F}_\lambda \partial_3 G^2 \|_0^2 + \| \partial_3 u_3 \|_1^2. \tag{6-55}
\]
The term $\partial^\alpha \mathcal{F}_\lambda D^2 u$ may be estimated as in (6-50):
\[ \| \partial^\alpha \mathcal{F}_\lambda D^2 u \|_0^2 \lesssim \| u \|_3^2. \] (6-56)

To estimate the term $\partial^\alpha \mathcal{F}_\lambda \partial_3^2 u_3$, we again use the divergence equation to bound
\[ \| \partial^\alpha \mathcal{F}_\lambda \partial_3^2 u_3 \|_0^2 \lesssim \| \partial^\alpha \mathcal{F}_\lambda \partial_3 G^2 \|_0^2 + \| \partial^\alpha \mathcal{F}_\lambda \partial_3 Du \|_0^2 \lesssim \| \partial^\alpha \mathcal{F}_\lambda \partial_3 G^2 \|_0^2 + \| u \|_3^2, \] (6-57)
where in the second inequality we have again argued as in (6-50). Then (6-52) and (6-55)–(6-57), together with Proposition 4.3, imply that
\[ \| \partial^\alpha \mathcal{F}_\lambda \partial_3 p \|_0^2 \lesssim \| u \|_3^2 + \| \partial_t u \|_1^2 + \mathcal{E}_{2N} \min\{\mathcal{E}_{2N}, D_{2N}\}. \] (6-58)

The estimates (6-51) and (6-58) may be combined with (6-47) to show that
\[ \| \partial^\alpha \mathcal{F}_\lambda p \|_0^2 \lesssim \| \partial^\alpha \mathcal{F}_\lambda \eta \|_0^2 + \| u \|_3^2 + \| \partial_t u \|_1^2 + \mathcal{E}_{2N} \min\{\mathcal{E}_{2N}, D_{2N}\}. \] (6-59)

When $|\alpha| = 0$ we bound the first three terms on the right side of (6-59) by $\mathcal{E}_{2N}$ and use the fact that $\mathcal{E}_{2N}^2 \leq \mathcal{E}_{2N} \leq 1$ to deduce (6-45). When $|\alpha| = 1$, we first use Lemma A.7 with $q = 1 - \lambda$ and $s = \lambda$ to bound
\[ \| \partial^\alpha \mathcal{F}_\lambda \eta \|_0^2 \leq \| D \mathcal{F}_\lambda \eta \|_0^2 \lesssim \| D^{1-\lambda} \eta \|_0^2 \lesssim \left( \| \mathcal{F}_\lambda \eta \|_0^2 \right)^{\lambda/(1+\lambda)} \left( \| D \eta \|_0^2 \right)^{1/(1+\lambda)} \lesssim \left( \mathcal{E}_{2N} \right)^{\lambda/(1+\lambda)} \left( D_{2N} \right)^{1/(1+\lambda)}, \] (6-60)
where, in the second inequality, $D^{1-\lambda}$ denotes the usual fractional derivative of order $1 - \lambda$. Then we use the fact that $\mathcal{E}_{2N} \leq 1$ to bound
\[ \mathcal{E}_{2N} \min\{\mathcal{E}_{2N}, D_{2N}\} \leq \left( \min\{\mathcal{E}_{2N}, D_{2N}\} \right)^{\lambda/(1+\lambda)} \left( \min\{\mathcal{E}_{2N}, D_{2N}\} \right)^{1/(1+\lambda)} \leq \left( \mathcal{E}_{2N} \right)^{\lambda/(1+\lambda)} \left( D_{2N} \right)^{1/(1+\lambda)}. \] (6-61)

Similarly, since $\| u \|_3^2 + \| \partial_t u \|_1^2 \leq \min\{\mathcal{E}_{2N}, D_{2N}\}$, we have
\[ \| u \|_3^2 + \| \partial_t u \|_1^2 \leq \left( \mathcal{E}_{2N} \right)^{\lambda/(1+\lambda)} \left( D_{2N} \right)^{1/(1+\lambda)}. \] (6-62)

We then combine (6-59) with (6-60)–(6-62) to deduce (6-46). 

Our next lemma provides a bound for the integral of the product $\mathcal{F}_\lambda p \mathcal{F}_\lambda G^2$. The estimate is essential to analyzing the energy evolution of $\mathcal{F}_\lambda u$ and $\mathcal{F}_\lambda \eta$.

**Lemma 6.6.** Let $G^2$ be given by (2-29). We have
\[ \left| \int_{\Omega} \mathcal{F}_\lambda p \mathcal{F}_\lambda G^2 \right| \lesssim \sqrt{\mathcal{E}_{2N} D_{2N}}. \] (6-63)

**Proof.** We begin by writing
\[ \int_{\Omega} \mathcal{F}_\lambda p \mathcal{F}_\lambda G^2 = I + II \] (6-64)
for
\[ I := \int_{\Omega} \mathcal{F}_\lambda p \mathcal{F}_\lambda [(AK) \partial_3 u_1 + (BK) \partial_3 u_2] \quad \text{and} \quad II := \int_{\Omega} \mathcal{F}_\lambda p \mathcal{F}_\lambda [(1 - K) \partial_3 u_3]. \] (6-65)
The term I is straightforward to estimate because of the bounds \((4-20)\) of Lemma 4.4 and \((6-45)\) of Lemma 6.5:

\[
|I| \leq \|\mathcal{F}_\lambda p\|_0 \|\mathcal{F}_\lambda[(AK)\partial_3 u_1 + (BK)\partial_3 u_2]\|_0 \lesssim \sqrt{\varepsilon_{2N} D_{2N}}.
\]  \hspace{1cm} (6-66)

To estimate the term II, we must first use the divergence equation in \((2-23)\) to rewrite

\[(1 - K)\partial_3 u_3 = (1 - K)[G^2 - \partial_1 u_1 - \partial_2 u_2],\]  \hspace{1cm} (6-67)

so that

\[II = \int_\Omega \mathcal{F}_\lambda \partial_1 p \mathcal{F}_\lambda[(1 - K)G^2] - \int_\Omega \mathcal{F}_\lambda p \mathcal{F}_\lambda[(1 - K)(\partial_1 u_1 + \partial_2 u_2)] =: II_1 + II_2.\]  \hspace{1cm} (6-68)

For the term \(II_1\) we use the estimates \((6-45)\) of Lemma 6.5 and \((4-22)\) of Lemma 4.4 to bound

\[|II_1| \leq \|\mathcal{F}_\lambda p\|_0 \|\mathcal{F}_\lambda[(1 - K)G^2]\|_0 \lesssim \sqrt{\varepsilon_{2N}} \sqrt{\varepsilon_{2N} D_{2N}} = \varepsilon_{2N} D_{2N}.\]  \hspace{1cm} (6-69)

In order to control the term \(II_2\) we first integrate by parts:

\[II_2 = \int_\Omega \mathcal{F}_\lambda \partial_1 p \mathcal{F}_\lambda[(1 - K)u_1] + \mathcal{F}_\lambda \partial_2 p \mathcal{F}_\lambda[(1 - K)u_2] - \mathcal{F}_\lambda p \mathcal{F}_\lambda[u_1 \partial_1 K + u_2 \partial_2 K].\]  \hspace{1cm} (6-70)

Then we use Lemmas 6.5 and 4.4 to estimate

\[|II_2| \lesssim \|\mathcal{F}_\lambda Dp\|_0 \|\mathcal{F}_\lambda[(1 - K)u]\|_0 + \|\mathcal{F}_\lambda p\|_0 \sum_{i=1}^2 \|\mathcal{F}_\lambda[u \partial_i K]\|^2_0 \lesssim \sqrt{(\varepsilon_{2N})^{\lambda/(1+\lambda)}(D_{2N})^{1/(1+\lambda)}} \sqrt{(\varepsilon_{2N})^{1/(1+\lambda)}(D_{2N})^{(1+2\lambda)/(1+\lambda)}} + \sqrt{\varepsilon_{2N} D_{2N}} \lesssim \sqrt{\varepsilon_{2N} D_{2N}}.\]  \hspace{1cm} (6-71)

Since \(\varepsilon_{2N} \leq 1\), we can combine \((6-69)\) and \((6-71)\) to find that \(|II| \lesssim \sqrt{\varepsilon_{2N} D_{2N}}\), which yields \((6-63)\) when combined with \((6-66)\). \(\square\)

With these two lemmas in hand, we can now estimate how the energies of \(\mathcal{F}_\lambda u\) and \(\mathcal{F}_\lambda \eta\) evolve.

**Proposition 6.7.** We have

\[\partial_t \left( \frac{1}{2} \int_\Omega |\mathcal{F}_\lambda u|^2 + \frac{1}{2} \int_\Sigma |\mathcal{F}_\lambda \eta|^2 \right) + \frac{1}{2} \int_\Omega |D\mathcal{F}_\lambda u|^2 \lesssim \sqrt{\varepsilon_{2N} D_{2N}}.\]  \hspace{1cm} (6-72)

In particular,

\[\frac{1}{2} \int_\Omega |\mathcal{F}_\lambda u(t)|^2 + \frac{1}{2} \int_\Sigma |\mathcal{F}_\lambda \eta(t)|^2 + \frac{1}{2} \int_0^t \int_\Omega |D\mathcal{F}_\lambda u|^2 \lesssim \varepsilon_{2N}(0) + \int_0^t \sqrt{\varepsilon_{2N} D_{2N}}.\]  \hspace{1cm} (6-73)

**Proof.** We apply \(\mathcal{F}_\lambda\) to the equations \((2-23)\) and then use Lemma 2.5 to see that

\[
\partial_t \left( \frac{1}{2} \int_\Omega |\mathcal{F}_\lambda u|^2 + \frac{1}{2} \int_\Sigma |\mathcal{F}_\lambda \eta|^2 \right) + \frac{1}{2} \int_\Omega |D\mathcal{F}_\lambda u|^2 = \int_\Omega \mathcal{F}_\lambda u \cdot (\mathcal{F}_\lambda G^1 - \nabla \mathcal{F}_\lambda G^2) + \mathcal{F}_\lambda p \mathcal{F}_\lambda G^2 + \int_\Sigma -\mathcal{F}_\lambda u \cdot \mathcal{F}_\lambda G^3 + \mathcal{F}_\lambda \eta \mathcal{F}_\lambda G^4.\]  \hspace{1cm} (6-74)
We will estimate each term on the right side of the equation. First we use trace theory and (4-15) and (4-16) of Proposition 4.3 to bound the first and third terms:

\[
\left| \int_{\Omega} \mathcal{F}_\lambda u \cdot (\mathcal{F}_\lambda G^1 - \nabla \mathcal{F}_\lambda G^2) \right| + \left| \int_{\Sigma} \mathcal{F}_\lambda u \cdot \mathcal{F}_\lambda G^3 \right| \\
\lesssim \| \mathcal{F}_\lambda u \|_0 (\| \mathcal{F}_\lambda G^1 \|_0 + \| \mathcal{F}_\lambda G^2 \|_1) + \| \mathcal{F}_\lambda u \|_1 \| \mathcal{F}_\lambda G^3 \|_0 \lesssim \sqrt{\mathcal{D}_2N} \sqrt{\mathcal{E}_2N \mathcal{D}_2N} = \sqrt{\mathcal{E}_2N \mathcal{D}_2N}. \tag{6-75}
\]

For the third term we use Lemma 6.6 for

\[
\left| \int_{\Omega} \mathcal{F}_\lambda p \mathcal{F}_\lambda G^2 \right| \lesssim \sqrt{\mathcal{E}_2N \mathcal{D}_2N}. \tag{6-76}
\]

Finally, for the fourth term we use (4-17) of Proposition 4.3:

\[
\int_{\Sigma} \mathcal{F}_\lambda \eta \mathcal{F}_\lambda G^4 \leq \| \mathcal{F}_\lambda \eta \|_0 \| \mathcal{F}_\lambda G^4 \|_0 \lesssim \sqrt{\mathcal{E}_2N} \sqrt{\mathcal{D}_2N} = \sqrt{\mathcal{E}_2N \mathcal{D}_2N}. \tag{6-77}
\]

The bound (6-72) follows by combining (6-74)–(6-77), and then (6-73) follows from (6-72) by integrating in time from 0 to \( t \).

### 7. Energy evolution estimates

We now assemble the estimates of the previous two sections into an estimate for the evolution of \( \mathcal{E}_2N \) and \( \mathcal{D}_2N \).

**Theorem 7.1.** There exists a \( \theta > 0 \) such that

\[
\mathcal{E}_2N(t) + \int_0^t \mathcal{D}_2N(r) \, dr \\
\lesssim \mathcal{E}_2N(0) + (\mathcal{E}_2N(t))^{3/2} + \int_0^t (\mathcal{E}_2N(r))^{\theta/2} \mathcal{D}_2N(r) \, dr + \int_0^t \sqrt{\mathcal{D}_2N(r) \mathcal{H}(r) \mathcal{F}_2N(r)} \, dr. \tag{7-1}
\]

**Proof.** The result follows by summing the estimates of Propositions 5.3, 5.5, 6.2, and 6.7 and recalling the definitions of \( \mathcal{E}_2N \) and \( \mathcal{D}_2N \) given by (2-48) and (2-49), respectively. \qed

We can also assemble the estimates of the previous two sections into a similar estimate for the evolution of \( \mathcal{E}_{N+2,m} \) and \( \mathcal{D}_{N+2,m} \).

**Theorem 7.2.** Let \( F^2 \) be given by (2-19) with \( \partial^\alpha = \partial_t^{N+2} \). There exists a \( \theta > 0 \) such that

\[
\partial_t \left( \mathcal{E}_{N+2,m} - 2 \int_{\Omega} J \partial_t^{N+1} p F^2 \right) + \mathcal{D}_{N+2,m} \lesssim \mathcal{E}_2N \mathcal{D}_{N+2,m}. \tag{7-2}
\]

**Proof.** The result follows by summing the estimates of Propositions 5.4 and 6.4 and recalling the definitions of \( \mathcal{E}_{N+2,m} \) and \( \mathcal{D}_{N+2,m} \) given by (2-45) and (2-47), respectively. \qed

### 8. Comparison results

We now prove a pair of estimates that compare the full dissipation and energy to the horizontal dissipation and energy. We show that, up to some error terms, the instantaneous energy \( \mathcal{E}_2N, (2-50) \), is comparable...
to the horizontal energy $\mathcal{E}_{2N}$, (2-48), and that the dissipation rate $\mathcal{D}_{2N}$, (2-51), is comparable to the horizontal dissipation rate $\mathcal{D}_{2N}$, (2-49). We also prove similar results for $\mathcal{E}_{N+2,m}$ and $\mathcal{D}_{N+2,m}$ defined by (2-45) and (2-47), respectively. To prove results for both $2N$ and $N + 2$, we first prove general estimates involving $\mathcal{D}_{n}$ and $\mathcal{E}_{n}$, and then we specialize to the cases $n = N + 2$ and $n = 2N$. The dissipation estimates are more involved, so we begin with them.

**Dissipation.** We first consider the dissipation rate.

**Theorem 8.1.** Let $m \in \{1, 2\}$ and

$$
\mathcal{Y}_{n,m} := \|\nabla_m^{2n-1} G^1\|_0^2 + \|\nabla_m^{2n-1} G^2\|_1^2 + \|\nabla_m^{2n-1} G^3\|_{1/2}^2 + \|\nabla_m^{2n-1} G^4\|_{1/2}^2 + \|\nabla_m^{2n-2} \partial_j G^4\|_{1/2}^2.
$$

(8-1)

If $m = 1$, then

$$
\|\nabla^3 u\|_{2n-2}^2 + \sum_{j=1}^n \|\partial_t^j u\|_{2n-2j+1}^2 + \|\nabla^2 p\|_{2n-2}^2 + \sum_{j=1}^{n-1} \|\partial_t^j p\|_{2n-2j}^2
$$

$$
+ \|D^2 \eta\|_{2n-5/2}^2 + \|\partial_t \eta\|_{2n-1/2}^2 + \sum_{j=2}^{n+1} \|\partial_t^j \eta\|_{2n-2j+5/2}^2 \lesssim \mathcal{D}_{n,m} + \mathcal{Y}_{n,m}.
$$

(8-2)

If $m = 2$, then

$$
\|\nabla^4 u\|_{2n-3}^2 + \sum_{j=1}^n \|\partial_t^j u\|_{2n-2j+1}^2 + \|\nabla^3 p\|_{2n-3}^2 + \|\partial_t \nabla p\|_{2n-3}^2 + \sum_{j=2}^{n-1} \|\partial_t^j p\|_{2n-2j}^2
$$

$$
+ \|D^3 \eta\|_{2n-7/2}^2 + \|D \partial_t \eta\|_{2n-3/2}^2 + \sum_{j=2}^{n+1} \|\partial_t^j \eta\|_{2n-2j+5/2}^2 \lesssim \mathcal{D}_{n,m} + \mathcal{Y}_{n,m}.
$$

(8-3)

**Proof.** In this proof we must use a separate counting for spatial and temporal derivatives, so unlike elsewhere in the paper, we now only use $\alpha \in \mathbb{N}^2$ to refer to spatial derivatives. In order to compactly write our estimates, throughout the proof we write

$$
\mathcal{X} := \mathcal{D}_{n,m} + \mathcal{Y}_{n,m}.
$$

(8-4)

The proof is divided into several steps.

**Step 1: application of Korn’s inequality.** Since any horizontal or temporal derivative of $u$ vanishes on the lower boundary $\Sigma_b$, we may apply Lemma A.12 to derive the bound

$$
\|\nabla_m^{2n} u\|_{1}^2 \lesssim \|\nabla_m^{2n} \nabla u\|_{0}^2 = \mathcal{D}_{n,m}.
$$

(8-5)

This $H^1(\Omega)$ bound will be more useful in what follows than an $H^0(\Omega)$ estimate of the symmetric gradient.

**Step 2: initial estimates of the pressure and improvement of $u$ estimates.** Let $0 \leq j \leq n - 1$ and $\alpha \in \mathbb{N}^2$ be such that

$$
m \leq 2j + |\alpha| \leq 2n - 1.
$$

(8-6)
Note that if \( 2j + |\alpha| = 2n - 1 \), the condition \( j \leq n - 1 \) implies that \( |\alpha| \geq 1 \). This means that we are free to use (8-5) to bound
\[
\| \partial^\alpha \partial_i^{j+1} u \|_0^2 \leq \| D_m^{2n} u \|^2_1 \lesssim \mathcal{X}. \tag{8-7}
\]
To extract further information, we apply the operator \( \partial_i^j \partial^\alpha \) to the first two equations in (2-23) to find that
\[
\partial^\alpha \partial_i^{j+1} u - \Delta \partial^\alpha \partial_i^j u + \nabla \partial^\alpha \partial_i^j p = \partial^\alpha \partial_i^j G^1, \tag{8-8}
\]
\[
\text{div} \partial^\alpha \partial_i^j u = \partial^\alpha \partial_i^j G^2. \tag{8-9}
\]
Because of the constraints on \( j, \alpha \) given by (8-6), we may control
\[
\| \partial^\alpha \partial_i^j G^1 \|_0^2 + \| \partial^\alpha \partial_i^j G^2 \|^2_1 \leq \| D_m^{2n-1} G^1 \|^2_0 + \| D_m^{2n-1} G^2 \|_1^2 \lesssim \mathcal{X}. \tag{8-10}
\]
We utilize the structure of (8-8)–(8-9) in conjunction with (8-7) and (8-10) to improve our estimates.

We will begin by utilizing (8-9) to control one of the terms in the third component of (8-8). We have
\[
\partial^\alpha \partial_i^j (\partial_3 u_3) = \partial^\alpha \partial_i^j (-\partial_1 u_1 - \partial_2 u_2 + G^2), \tag{8-11}
\]
so that (8-5) and (8-10) imply
\[
\| \partial_3^2 \partial^\alpha \partial_i^j u_3 \|_0^2 \lesssim \| D_m^{2n} u \|^2_1 + \| D_m^{2n-1} G^2 \|_1^2 \lesssim \mathcal{X}. \tag{8-12}
\]
A further application of (8-5) to control \((\partial_1^2 + \partial_2^2) \partial^\alpha \partial_i^j u_3\) then provides the estimate
\[
\| \Delta \partial^\alpha \partial_i^j u_3 \|_0^2 \lesssim \mathcal{X}. \tag{8-13}
\]
Applying the bounds (8-7), (8-10), and (8-13) to the third component of (8-8), we arrive at a partial bound for the pressure:
\[
\| \partial_3 \partial^\alpha \partial_i^j p \|_0^2 \lesssim \mathcal{X}. \tag{8-14}
\]
It remains to control the terms \( \partial_i \partial^\alpha \partial_i^j p \) and \( \partial_3^2 \partial^\alpha \partial_i^j u_i \) for \( i = 1, 2 \). To accomplish this, we employ an elliptic estimate of \( \text{curl} \ u = \omega \). Taking the curl of (8-8) eliminates the pressure gradient and yields
\[
\partial^\alpha \partial_i^{j+1} \omega = \Delta \partial^\alpha \partial_i^j \omega + \text{curl}(\partial^\alpha \partial_i^j G^1). \tag{8-15}
\]
We only need the first two components \( \omega_1 = \partial_2 u_3 - \partial_3 u_2, \omega_2 = \partial_3 u_1 - \partial_1 u_3 \), for which we use the \( \Sigma \) boundary condition in (2-23)
\[
\partial_i u_3 + \partial_3 u_i = \mathbb{D} u e_3 \cdot e_i = -G^3 \cdot e_i \quad \text{for} \quad i = 1, 2 \tag{8-16}
\]
to derive the boundary conditions
\[
\begin{cases}
\omega_1 = 2\partial_2 u_3 + G^3 \cdot e_2 & \text{on } \Sigma, \\
\omega_2 = -2\partial_1 u_3 - G^3 \cdot e_1 & \text{on } \Sigma. \tag{8-17}
\end{cases}
\]
No similar boundary condition is available on \( \Sigma_b \), so we must resort to a localization using a cutoff function \( \chi = \chi(x_3) \) given by \( \chi \in C_c^\infty(\mathbb{R}) \) with \( \chi(x_3) = 1 \) for \( x_3 \in \Omega_1 := [-2b/3, 0] \) and \( \chi(x_3) = 0 \) for \( x_3 \notin (-3b/4, 1/2) \).
The functions $\chi \omega_i, i = 1, 2$, satisfy

$$\Delta \partial^\alpha \partial_i^j (\chi \omega_i) = \chi (\partial^\alpha \partial_i^{j+1} \omega_i) + 2(\partial_3 \chi)(\partial_3 \partial^\alpha \partial_i^j \omega_i) + (\partial_3^2 \chi)(\partial^\alpha \partial_i^j \omega_i) - \chi \text{ curl}(\partial^\alpha \partial_i^j G^1)$$

(8-18)

in $\Omega$ as well as the boundary conditions

$$\begin{align*}
\partial^\alpha \partial_i^j (\chi \omega_1) &= 2\partial_2 \partial^\alpha \partial_i^j u_3 + \partial^\alpha \partial_i^j G^3 \cdot e_2 \quad \text{on } \Sigma, \\
\partial^\alpha \partial_i^j (\chi \omega_2) &= -2\partial_1 \partial^\alpha \partial_i^j u_3 - \partial^\alpha \partial_i^j G^3 \cdot e_1 \quad \text{on } \Sigma, \\
\partial^\alpha \partial_i^j (\chi \omega_1) &= \partial^\alpha \partial_i^j (\chi \omega_2) = 0 \quad \text{on } \Sigma_b.
\end{align*}$$

(8-19)

In order to employ an elliptic estimate of $\partial^\alpha \partial_i^j (\chi \omega_i)$, we must first prove two auxiliary estimates.

First we derive an estimate of the $H^{-1}(\Omega) = (H^1_0(\Omega))^*$ norm of each term on the right side of (8-18). Let $\varphi \in H^1_0(\Omega)$. When $\alpha \neq 0$, we may write $\alpha = \beta + (\alpha - \beta)$ with $|\beta| = 1$ and integrate by parts to bound

$$\left| \int_\Omega \varphi \chi \partial^\alpha \partial_i^{j+1} \omega_i \right| = \left| \int_\Omega \partial^\beta \varphi \chi \partial^{\alpha-\beta} \partial_i^{j+1} \omega_i \right| \leq \| \varphi \|_1 \| \chi \bar{D}_m^2 \omega_i \|_0,$$

(8-20)

since $2(j + 1) + |\alpha - \beta| = 2j + |\alpha| + 1 \in [m + 1, 2n]$. We may use (8-5) for

$$\| \chi \bar{D}_m^2 \omega_i \|^2_0 \lesssim \| \bar{D}_m^2 u \|^2_1 \lesssim \mathcal{X}.$$  

(8-21)

Chaining these inequalities together when $\alpha \neq 0$ and taking the supremum over all $\varphi$ such that $\| \varphi \|_1 \leq 1$, we get

$$\| \partial^\alpha \partial_i^{j+1} \omega_i \|^2_{H^{-1}} \lesssim \mathcal{X}.$$  

(8-22)

A similar argument without an integration by parts shows that (8-22) is also true when $\alpha = 0$, since, in this case, the condition $j \leq n - 1$ implies that $m + 2 \leq 2(j + 1) \leq 2n$. Similarly, integrating by parts with $\partial_3$ in the dual-pairing, we may estimate the second term on the right side of (8-18):

$$\| 2(\partial_3 \chi)(\partial_3 \partial^\alpha \partial_i^j \omega_i) \|^2_{H^{-1}} \lesssim (\| \partial_3 \chi \|^2_{L^\infty} + \| \partial^2_3 \chi \|^2_{L^\infty}) \| \bar{D}_m^2 \omega_i \|^2_0 \lesssim \| \bar{D}_m^2 u \|^2_1 \lesssim \mathcal{X}.$$  

(8-23)

The third term may be estimated without integration by parts in the dual-pairing:

$$\| (\partial^2_3 \chi)(\partial^\alpha \partial_i^j \omega_i) \|^2_{H^{-1}} \lesssim \| \partial^2_3 \chi \|^2_{L^\infty} \| \bar{D}_m^2 \omega_i \|^2_0 \lesssim \| \bar{D}_m^2 u \|^2_1 \lesssim \mathcal{X}.$$  

(8-24)

The fourth term is estimated by integrating by parts with the curl operator and using (8-10):

$$\| \chi \text{ curl}(\partial^\alpha \partial_i^j G^1) \|^2_{H^{-1}} \lesssim (\| \chi \|^2_{L^\infty} + \| \partial_3 \chi \|^2_{L^\infty}) \| \bar{D}_m^{2n-1} G^1 \|^2_0 \lesssim \mathcal{X}.$$  

(8-25)

Combining these four estimates of the right side of (8-18) yields

$$\| \Delta \partial^\alpha \partial_i^j (\chi \omega_i) \|^2_{H^{-1}} \lesssim \mathcal{X} \quad \text{for } i = 1, 2.$$  

(8-26)

Next, to complete the elliptic estimate of $\partial^\alpha \partial_i^j (\chi \omega_i)$, we also need $H^{1/2}(\Sigma)$ estimates for the boundary terms on the right side of the first two equations in (8-19). We may estimate the $\partial_i u_3, i = 1, 2$, terms with the embedding $H^1(\Omega) \hookrightarrow H^{1/2}(\Sigma)$:

$$\| \partial^\alpha \partial_i^j \partial_i u_3 \|^2_{H^{1/2}(\Sigma)} + \| \partial^\alpha \partial_i^j \partial_2 u_3 \|^2_{H^{1/2}(\Sigma)} \lesssim \| \bar{D}_m^2 u \|^2_1 \lesssim \mathcal{X}.$$  

(8-27)
On the other hand, estimates of $G^3$ are already built into $\mathcal{F}$:

$$\|\partial^\alpha \partial_i^j G^3\|_{1/2}^2 \leq \|\mathcal{D}^{2m-1}_m G^3\|_{1/2}^2 \leq \mathcal{Y}_{n,m} \leq \mathcal{F}.$$  \hspace{1cm} (8-28)

Since $\chi \omega_i = 0$ on $\Sigma_b$ for $i = 1, 2$, we then deduce that

$$\|\partial^\alpha \partial_i^j (\chi \omega_i)\|^2_{H^{1/2}(\Omega)} \leq \mathcal{F} \quad \text{for } i = 1, 2.$$  \hspace{1cm} (8-29)

Now, according to (8-26), (8-29), standard elliptic estimates, and the fact that $\chi = 1$ on $\Omega_1 = [-2b/3, 0]$, we have

$$\|\partial^\alpha \partial_i^j \omega_i\|^2_{H^1(\Omega_1)} \leq \|\partial^\alpha \partial_i^j (\chi \omega_i)\|^2_{1} \leq \mathcal{F} \quad \text{for } i = 1, 2.$$  \hspace{1cm} (8-30)

We may then rewrite

$$\partial^2 \partial^\alpha \partial_i^j u_1 = \partial_3 \partial^\alpha \partial_i^j (\omega_2 + \partial_1 u_3) \quad \text{and} \quad \partial^2 \partial^\alpha \partial_i^j u_2 = \partial_3 \partial^\alpha \partial_i^j (\partial_2 u_3 - \omega_1)$$

and deduce from (8-30) and (8-5) that, for $i = 1, 2$, we have

$$\|\partial^2 \partial^\alpha \partial_i^j u_1\|^2_{H^0(\Omega_1)} \leq \|\mathcal{D}_m^{2n} u_3\|^2_1 + \sum_{k=1}^2 \|\partial^\alpha \partial_i^j \omega_k\|^2_{H^1(\Omega_1)} \leq \mathcal{F}.$$  \hspace{1cm} (8-32)

We then apply this estimate along with (8-5) and (8-10) to the first two components of (8-8) to find that

$$\|\partial_1 \partial^\alpha \partial_i^j p\|^2_{H^0(\Omega_1)} \leq \mathcal{F} \quad \text{for } i = 1, 2.$$  \hspace{1cm} (8-33)

Now we sum the estimates (8-5), (8-12), (8-14), (8-32), and (8-33) over all $j \leq n - 1$ and $\alpha \in \mathbb{N}^2$ with $m \leq 2j + |\alpha| \leq 2n - 1$ to deduce that

$$\|\mathcal{D}_m^{2n-1} u\|^2_{H^2(\Omega_1)} + \|\mathcal{D}_m^{2n-1} \nabla p\|^2_{H^0(\Omega_1)} \leq \mathcal{F}.$$  \hspace{1cm} (8-34)

**Step 3: bootstrapping, $\eta$ estimates, and improved pressure estimates.** Now we make use of Lemma 8.2 to bootstrap from (8-5) and (8-34) to

$$\|\nabla^{2+m} u\|^2_{H^{2n-m-1}(\Omega_1)} + \|\mathcal{D}^m u\|^2_{H^{2n-m+1}(\Omega_1)} + \sum_{j=1}^n \|\partial^\alpha \partial_i^j u\|^2_{H^{2n-2j+1}(\Omega_1)} + \|\nabla^{1+m} p\|^2_{H^{2n-m-1}(\Omega_1)}$$

$$+ \sum_{j=1}^{n-1} \|\partial^\alpha \partial_i^j \nabla p\|^2_{H^{2n-2j+1}(\Omega_1)} \leq \mathcal{F}.$$  \hspace{1cm} (8-35)

With this estimate in hand, we may derive some estimates for $\eta$ on $\Sigma$ by employing the boundary conditions of (2-23):

$$\eta = p - 2\partial_3 u_3 - G^3_3,$$  \hspace{1cm} (8-36)

$$\partial_1 \eta = u_3 + G^4.$$  \hspace{1cm} (8-37)

Then (8-35) allows us to differentiate (8-36) to find that

$$\|\mathcal{D}_m^{1+m} \eta\|^2_{2n-m-3/2} \leq \|\mathcal{D}_m^{1+m} p\|^2_{H^{2n-m-3/2}(\Sigma)} + \|\mathcal{D}_m^{1+m} \partial_3 u_3\|^2_{H^{2n-m-3/2}(\Sigma)} + \|\mathcal{D}_m^{1+m} G^3_3\|^2_{2n-m-3/2}$$

$$\leq \|\nabla^{1+m} p\|^2_{H^{2n-m-1}(\Omega_1)} + \|\nabla^{2+m} u\|^2_{H^{2n-m-1}(\Omega_1)} + \|\mathcal{D}_m^{2n-1} G^3_3\|^2_{1/2} \leq \mathcal{F}.$$  \hspace{1cm} (8-38)
Similarly, for \( j = 2, \ldots, n + 1 \), we may apply \( \partial_t^{j-1} \) to (8-37) and estimate
\[
\| \partial_t^j \eta \|_{2n-2j+5/2}^2 \lesssim \| \partial_t^{j-1} u_3 \|_{H^{2n-2j+5/2} (\Sigma)}^2 + \| \partial_t^{j-1} G^4 \|_{2n-2j+5/2}^2 \\
\lesssim \| \partial_t^{j-1} u \|_{H^{2n-2(j-1)+1/2} (\Omega)}^2 + \| \partial_t^{j-1} G^4 \|_{2n-2(j-1)+1/2}^2 \lesssim \mathcal{X}. \tag{8-39}
\]

It remains only to consider \( \partial_t \eta \); in this case we must consider \( m = 1 \) and \( m = 2 \) separately. For \( m = 1 \), we again use (8-37) to see that
\[
\| \partial_t \eta \|_{2n-1/2}^2 \lesssim \| u_3 \|_{H^{2n-1/2} (\Sigma)}^2 + \| G^4 \|_{2n-1/2}^2 \lesssim \| u_3 \|_{H^{2n-1/2} (\Sigma)}^2 + \mathcal{X}, \tag{8-40}
\]
but now we use Lemma A.11, trace theory, and the second equation in (2-23) for the estimate
\[
\| u_3 \|_{H^{2n-1/2} (\Sigma)}^2 \lesssim \| u_3 \|_{H^0 (\Sigma)}^2 + \| Du_3 \|_{H^{2n-3/2} (\Sigma)}^2 \lesssim \| u_3 \|_{H^0 (\Omega)}^2 + \| Du_3 \|_{H^{2n-1} (\Omega)}^2 \\
\lesssim \| G^2 \|_0^2 + \| Du \|_0^2 + \| Du \|_{H^{2n-1} (\Omega)}^2 \lesssim \mathcal{X}. \tag{8-41}
\]
by (8-10) and (8-35). Chaining (8-40)–(8-41) together implies that
\[
\| \partial_t \eta \|_{2n-1/2}^2 \lesssim \mathcal{X} \quad \text{when } m = 1. \tag{8-42}
\]

For \( m = 2 \), we differentiate (8-37) for the bound
\[
\| D \partial_t \eta \|_{2n-3/2}^2 \lesssim \| Du_3 \|_{H^{2n-3/2} (\Sigma)}^2 + \| DG^4 \|_{2n-3/2}^2 \lesssim \| Du_3 \|_{H^{2n-3/2} (\Sigma)}^2 + \mathcal{X}, \tag{8-43}
\]
but then the analogue of (8-41) is
\[
\| Du_3 \|_{H^{2n-3/2} (\Sigma)}^2 \lesssim \| DG^2 \|_0^2 + \| D^2 u \|_0^2 + \| D^2 u \|_{H^{2n-2} (\Omega)}^2 \lesssim \mathcal{X}. \tag{8-44}
\]
Hence
\[
\| D \partial_t \eta \|_{2n-3/2}^2 \lesssim \mathcal{X} \quad \text{when } m = 2. \tag{8-45}
\]

Summing estimates (8-38), (8-39), (8-42), and (8-45) over \( j = 0, \ldots, n + 1 \) yields
\[
\| D^2 \eta \|_{2n-5/2}^2 + \| \partial_t \eta \|_{2n-1/2}^2 + \sum_{j=2}^{n+1} \| \partial_t^j \eta \|_{2n-2j+5/2}^2 \lesssim \mathcal{X} \quad \text{for } m = 1, \tag{8-46}
\]
\[
\| D^3 \eta \|_{2n-7/2}^2 + \| D \partial_t \eta \|_{2n-3/2}^2 + \sum_{j=2}^{n+1} \| \partial_t^j \eta \|_{2n-2j+5/2}^2 \lesssim \mathcal{X} \quad \text{for } m = 2. \tag{8-47}
\]

The \( \eta \) estimates (8-46)–(8-47) now allow us to improve our estimates of \( \nabla \partial_t^j p \) to estimates for \( \partial_t^j p \) for certain values of \( j \). Indeed, for \( j = m, \ldots, n - 1 \) we may use Lemma A.10 and (8-36) to bound
\[
\| \partial_t^j p \|_{H^0 (\Omega)}^2 \lesssim \| \partial_t^j \eta \|_0^2 + \| \partial_t^3 \partial_t^j u_3 \|_{H^0 (\Sigma)}^2 + \| \partial_t^j G^3 \|_0^2 + \| \partial_t^j \nabla p \|_{H^0 (\Omega)}^2 \lesssim \| \partial_t^j u_3 \|_{H^2 (\Omega)}^2 + \mathcal{X} \lesssim \mathcal{X}. \tag{8-48}
\]
This, (8-35), and (8-46)–(8-47) allow us to improve (8-35); when \( m = 1 \), we find that

\[
\| \nabla^3 u \|^2_{H^{2n-2}(\Omega_1)} + \| Du \|^2_{H^{2n-1}(\Omega_1)} + \sum_{j=1}^{n-1} \| \partial_t^j u \|^2_{H^{2n-2j+1}(\Omega_1)} + \| \nabla^2 p \|^2_{H^{2n-2}(\Omega_1)} \\
+ \sum_{j=1}^{n} \| \partial_t^j p \|^2_{H^{2n-2j}(\Omega_1)} + \| D^2 \eta \|^2_{2n-5/2} + \| \partial_t \eta \|^2_{2n-1/2} + \sum_{j=2}^{n+1} \| \partial_t^j \eta \|^2_{2n-2j+5/2} \lesssim \mathcal{F},
\]  

(8-49)

and when \( m = 2 \), we get the estimate

\[
\| \nabla^4 u \|^2_{H^{2n-3}(\Omega_1)} + \| D^2 u \|^2_{H^{2n-1}(\Omega_1)} + \sum_{j=1}^{n} \| \partial_t^j u \|^2_{H^{2n-2j+1}(\Omega_1)} + \| \nabla^3 p \|^2_{H^{2n-3}(\Omega_1)} + \| \partial_t \nabla p \|^2_{H^{2n-3}(\Omega_1)} \\
+ \sum_{j=2}^{n+1} \| \partial_t^j p \|^2_{H^{2n-2j}(\Omega_1)} + \| D^3 \eta \|^2_{2n-7/2} + \| D \partial_t \eta \|^2_{2n-3/2} + \sum_{j=2}^{n+1} \| \partial_t^j \eta \|^2_{2n-2j+5/2} \lesssim \mathcal{F}.
\]  

(8-50)

**Step 4: estimates in \( \Omega_2 \).** We now extend our estimates to the lower part of the domain, that is, \( \Omega_2 := [-b, -b/3] \), by applying Lemma 8.3 to deduce that (8-97) holds when \( m = 1 \) and (8-98) holds when \( m = 2 \). We will now show that \( \mathcal{X}_{n,m} \), defined by (8-96), can be controlled by \( \mathcal{F} \). The key to this is that, by construction, \( \text{supp}(\nabla \chi_2) \subset \Omega_1 \), which implies that the \( H^1 \) and \( H^2 \) defined in the lemma satisfy \( \text{supp}(H^1) \cup \text{supp}(H^2) \subset \Omega_1 \). This allows us to use the estimates (8-49) in the case \( m = 1 \) and (8-50) in the case \( m = 2 \) to bound

\[
\sum_{k=m+1}^{2n-1} \| \bar{D}^k \nabla H^1 \|^2_{2n-k-1} + \| \bar{D}^k \nabla H^2 \|^2_{2n-k} \lesssim \mathcal{F}.
\]  

(8-51)

In order to estimate \( \partial_t H^1 \cdot e_i \) for \( i = 1, 2 \), we note that it does not involve the pressure:

\[
\partial_t H^1 \cdot e_i = -(\partial_3 \chi_2) \partial_3 \partial_t u_i - (\partial_3^2 \chi_2) \partial_t u_i.
\]  

(8-52)

Then we may again use (8-49)–(8-50) to see that

\[
\sum_{i=1}^{2} \| \partial_t H^1 \cdot e_i \|^2_{2n-3} \lesssim \mathcal{F},
\]  

(8-53)

so that \( \mathcal{X}_{n,m} \lesssim \mathcal{F} \). Replacing in (8-97) and (8-98), we then find that

\[
\| \nabla^3 u \|^2_{H^{2n-2}(\Omega_2)} + \sum_{j=1}^{n} \| \partial_t^j u \|^2_{H^{2n-2j+1}(\Omega_2)} + \| \nabla^2 p \|^2_{H^{2n-2}(\Omega_2)} + \sum_{j=1}^{n-1} \| \partial_t^j p \|^2_{H^{2n-2j}(\Omega_2)} \lesssim \mathcal{F}
\]  

(8-54)

for \( m = 1 \), while, for \( m = 2 \),

\[
\| \nabla^4 u \|^2_{H^{2n-3}(\Omega_2)} + \sum_{j=1}^{n} \| \partial_t^j u \|^2_{H^{2n-2j+1}(\Omega_2)} + \| \nabla^3 p \|^2_{H^{2n-3}(\Omega_2)} \\
+ \| \partial_t \nabla p \|^2_{H^{2n-3}(\Omega_2)} + \sum_{j=2}^{n-1} \| \partial_t^j p \|^2_{H^{2n-2j}(\Omega_2)} \lesssim \mathcal{F}.
\]  

(8-55)
Step 5: synthesis and conclusion. To conclude, we note that $\Omega = \Omega_1 \cup \Omega_2$, which allows us to add the localized estimates (8-49) and (8-54) to deduce (8-2), and to add (8-50) to (8-55) to deduce (8-3). □

We now present the key bootstrap estimate used in the proof of Theorem 8.1.

Lemma 8.2. Let $\mathcal{Y}_{n,m}$ be defined by (8-1) and $\Omega_1 = [-2b/3, 0]$. Suppose that
\begin{equation}
\| \overline{D}_m^{2n-2r+2}u \|_{H^{2r-1}(\Omega_1)}^2 + \| \overline{D}_m^{2n-2r+1}u \|_{H^{2r}(\Omega_1)}^2 + \| \overline{D}_m^{2n-2r+1}\nabla p \|_{H^{2r-2}(\Omega_1)}^2 \lesssim \mathcal{Y}_{n,m} \cup \mathcal{Y}_{n,m}
\end{equation}
for an integer $r \in [1, \ldots, n - (m + 1)/2]$. Then
\begin{equation}
\| \overline{D}_m^{2n-2r}u \|_{H^{2r+1}(\Omega_1)}^2 + \| \overline{D}_m^{2n-2r}\nabla p \|_{H^{2r-1}(\Omega_1)}^2 + \| \overline{D}_m^{2n-2(2r+1)}u \|_{H^{2r+2}(\Omega_1)}^2 + \| \overline{D}_m^{2n-2(r+1)+1}\nabla p \|_{H^{2r}(\Omega_1)}^2 \lesssim \mathcal{Y}_{n,m} \cup \mathcal{Y}_{n,m}.
\end{equation}
Moreover, if (8-56) holds with $r = 1$, then, for $m = 1, 2$, we have
\begin{equation}
\| \nabla^{2+m}u \|_{H^{2n-1}(\Omega_1)}^2 + \| D^m u \|_{H^{2n+1}(\Omega_1)}^2 + \sum_{j=1}^{n} \| \partial^{j} u \|_{H^{2n-2j+1}(\Omega_1)}^2 + \| \nabla^{1+m} p \|_{H^{2n-1}(\Omega_1)}^2 + \sum_{j=1}^{n-1} \| \partial^{j} \nabla p \|_{H^{2n-2j-1}(\Omega_1)}^2 \lesssim \mathcal{Y}_{n,m} + \mathcal{Y}_{n,m}.
\end{equation}

Proof. Throughout the proof we write $\mathcal{X} := \mathcal{Y}_{n,m} + \mathcal{Y}_{n,m}$. We divide the proof into steps.

Step 1: Proof of (8-57). Let $\ell \in \{1, 2\}$ and take $0 \leq j \leq n - r$ and $\alpha \in \mathbb{N}^2$ such that
\begin{equation}
m \leq 2j + |\alpha| \leq 2n - 2r + 1 - \ell.
\end{equation}
We apply the differential operator $\partial_3^{2r-2+\ell} \partial^{\alpha} \partial^j_i$ to the first equation in (2-23) and split into separate equations for its third and first two components; after some rearrangement, these read
\begin{equation}
\partial_3^{2r-1+\ell} \partial^{\alpha} \partial^j_i \ p = - \partial_3^{2r-2+\ell} \partial^{\alpha} \partial^j_{i+1} u_3 + \Delta \partial_3^{2r-2+\ell} \partial^{\alpha} \partial^j_i u_3 + \partial_3^{2r-2+\ell} \partial^{\alpha} \partial^j_i G_3^1,
\end{equation}
\begin{equation}
\Delta \partial_3^{2r-2+\ell} \partial^{\alpha} \partial^j_i u_i = \partial_3^{2r-2+\ell} \partial^{\alpha} \partial^j_{i+1} u_i + \partial^j_i \partial_3^{2r-2+\ell} \partial^{\alpha} \partial^j_i p - \partial_3^{2r-2+\ell} \partial^{\alpha} \partial^j_i G_3^1
\end{equation}
for $i = 1, 2$. Notice that the constraints on $r, j, |\alpha|$ imply that $m \leq |\alpha| + (2r - 2 + \ell) + 2j \leq 2n - 1$, so we may use the definition of $\mathcal{Y}_{n,m}$ in (8-1) to estimate
\begin{equation}
\| \partial_3^{2r-2+\ell} \partial^{\alpha} \partial^j_i G_1 \|_{L^2}^2 + \| \partial_3^{2r-2+\ell} \partial^{\alpha} \partial^j_i G_2 \|_{L^2}^2 \lesssim \mathcal{Y}_{n,m} \leq \mathcal{X}.
\end{equation}
Since $2r - 2 + \ell \geq 0$, we know that
\begin{equation}
\| \partial_3^{2r-2+\ell} \partial^{\alpha} \partial^j_{i+1} u \|_{H^{0}(\Omega_1)}^2 \lesssim \| \partial^{\alpha} \partial^j_{i+1} u \|_{H^{2r-2+\ell}(\Omega_1)}^2.
\end{equation}
If $\ell = 2$ then $m \leq |\alpha| + 2(j + 1) \leq 2n - 2r + 1$, so that
\begin{equation}
\| \partial^{\alpha} \partial^j_{i+1} u \|_{H^{2r-2+\ell}(\Omega_1)}^2 = \| \partial^{\alpha} \partial^j_{i+1} u \|_{H^{2r}(\Omega_1)}^2 \lesssim \| \overline{D}_m^{2n-2r+1}u \|_{H^{2r}(\Omega_1)}^2 \lesssim \mathcal{X}.
\end{equation}
On the other hand, if $\ell = 1$, then $m \leq |\alpha| + 2(j + 1) \leq 2n - 2r + 2$, and hence
\begin{equation}
\| \partial^{\alpha} \partial^j_{i+1} u \|_{H^{2r-2+\ell}(\Omega_1)}^2 = \| \partial^{\alpha} \partial^j_{i+1} u \|_{H^{2r-1}(\Omega_1)}^2 \lesssim \| \overline{D}_m^{2n-2r+2}u \|_{H^{2r-1}(\Omega_1)}^2 \lesssim \mathcal{X}.
\end{equation}
Then, in either case,
\[ \| \partial_3^{2r-2+\ell} \partial^\alpha \partial_t^j u \|_{H^0(\Omega_1)}^2 \lesssim \mathcal{X}. \]  \hspace{1cm} (8-66)

We have written the equations (8-60)–(8-61) in this form so as to be able to employ the estimates (8-56), (8-62), and (8-66) to derive (8-57). We must consider the cases of \( \ell = 1 \) and \( \ell = 2 \) separately, starting with \( \ell = 1 \).

Let \( \ell = 1 \). According to the equation \( \text{div } u = G^2 \) (the second of (2-23)), the constraint (8-59), and the bounds (8-56) and (8-62), we may estimate
\[ \| \partial_3^{2r+1} \partial_t^j u_3 \|_{H^0(\Omega_1)}^2 = \| \partial_3^{2r} \partial_t^j (G^2 - \partial_1 u_1 - \partial_2 u_2) \|_{H^0(\Omega_1)}^2 \lesssim \| \partial_3^{2r-1} \partial_t^j G^2 \|_1^2 + \| \partial_t^j (\partial_1 u_1 + \partial_2 u_2) \|_{H^2(\Omega_1)}^2 \lesssim \mathcal{X}, \]  \hspace{1cm} (8-67)
and hence (again using the constraint (8-59))
\[ \| \Delta (\partial_3^{2r-1} \partial_t^j u_3) \|_{H^0(\Omega_1)}^2 \lesssim \| \partial_t^{2r+1} \partial_t^j u_3 \|_{H^0(\Omega_1)}^2 + \| \partial_3^{2r-1} (\partial_1^2 + \partial_2^2) \partial_t^j u_3 \|_{H^0(\Omega_1)}^2 \lesssim \mathcal{X}. \]  \hspace{1cm} (8-68)
We may then use (8-62), (8-66), and (8-68) in (8-60) for the pressure estimate
\[ \| \partial_3^{2r} \partial_t^j p \|_{H^0(\Omega_1)}^2 \lesssim \mathcal{X}. \]  \hspace{1cm} (8-69)

Turning now to the \( i = 1, 2 \) components, we note that, by (8-56) and the constraint (8-59),
\[ \| \partial_1 \partial_3^{2r-1} \partial_t^j p \|_{H^0(\Omega_1)}^2 + \| (\partial_1^2 + \partial_2^2) \partial_3^{2r-1} \partial_t^j u_1 \|_{H^0(\Omega_1)}^2 \lesssim \| \bar{D}_m^{2n-2r+1} \nabla p \|_{H^{2r-2}(\Omega_1)}^2 + \| \bar{D}_m^{2n-2r+1} u_1 \|_{H^{2r}(\Omega_1)}^2 \lesssim \mathcal{X}. \]  \hspace{1cm} (8-70)
for \( i = 1, 2 \). Plugging this, (8-62), and (8-66) into (8-61) then shows that
\[ \| \partial_3^{2r+1} \partial_t^j u_i \|_{H^0(\Omega_1)}^2 \lesssim \mathcal{X} \quad \text{for } i = 1, 2. \]  \hspace{1cm} (8-71)

Upon summing (8-67), (8-69), and (8-71) over \( 0 \leq j \leq n - r \) and \( \alpha \) satisfying \( m \leq 2j + |\alpha| \leq 2n - 2r \), we deduce that
\[ \| \partial_3^{2r+1} \bar{D}_m^{2n-2r} u \|_{H^0(\Omega_1)}^2 + \| \partial_3^{2r} \bar{D}_m^{2n-2r} p \|_{H^0(\Omega_1)}^2 \lesssim \mathcal{X}. \]  \hspace{1cm} (8-72)

Then, in light of (8-56) and (8-72), we have
\[ \| \bar{D}_m^{2n-2r} u \|_{H^{2r+1}(\Omega_1)}^2 + \| \bar{D}_m^{2n-2r} \nabla p \|_{H^{2r-1}(\Omega_1)}^2 \lesssim \| \bar{D}_m^{2n-2r+1} u \|_{H^{2r}(\Omega_1)}^2 + \| \bar{D}_m^{2n-2r+1} \nabla p \|_{H^{2r-2}(\Omega_1)}^2 + \| \partial_3^{2r+1} \bar{D}_m^{2n-2r} u \|_{H^0(\Omega_1)}^2 + \| \partial_3^{2r} \bar{D}_m^{2n-2r} p \|_{H^0(\Omega_1)}^2 \lesssim \mathcal{X}. \]  \hspace{1cm} (8-73)

In the case \( \ell = 2 \) we may argue as in the case \( \ell = 1 \), utilizing both (8-56) and (8-73) to derive the bound
\[ \| \bar{D}_m^{2n-2r-1} u \|_{H^{2r+2}(\Omega_1)}^2 + \| \bar{D}_m^{2n-2r-1} \nabla p \|_{H^{2r}(\Omega_1)}^2 \lesssim \mathcal{X}. \]  \hspace{1cm} (8-74)
Then we may add (8-73) to (8-74) to deduce (8-57).
Step 2: The proof of (8-58), part 1. Now we turn to the proof of (8-58), assuming that (8-56) holds with \( r = 1 \). By (8-57) we may iterate with \( r = 2, r = 3, \) etc., until

\[
r = \begin{cases} 
  n - 1 & \text{if } m = 1, \\
  n - 2 & \text{if } m = 2,
\end{cases}
\]

so that \( 2n - 2(r + 1) + 1 = \begin{cases} 1 & \text{if } m = 1, \\
  3 & \text{if } m = 2. \end{cases} \) (8-75)

Summing the resulting bounds and adding (8-5) (to pick up the \( \partial^n u \) term) yields the estimates

\[
\| D^1 u \|^2_{H^{2n}(\Omega_1)} + \sum_{j=1}^n \| \partial_j^i u \|^2_{H^{2n-j+1}(\Omega_1)} + \| D^1 \nabla p \|^2_{H^{2n-2}(\Omega_1)} + \sum_{j=1}^{n-1} \| \partial_j^i \nabla p \|^2_{H^{2n-j-1}(\Omega_1)} \lesssim \mathcal{X}
\]

in the case \( m = 1 \), and

\[
\| D^1_2 u \|^2_{H^{2n-2}(\Omega_1)} + \| D^1_0 \partial_t u \|^2_{H^{2n-2}(\Omega_1)} + \sum_{j=2}^n \| \partial_j^i u \|^2_{H^{2n-j+1}(\Omega_1)}
\]

\[
+ \| D^3_2 \nabla p \|^2_{H^{2n-4}(\Omega_1)} + \| D^1_0 \partial_t \nabla p \|^2_{H^{2n-4}(\Omega_1)} + \sum_{j=2}^{n-1} \| \partial_j^i \nabla p \|^2_{H^{2n-j-1}(\Omega_1)} \lesssim \mathcal{X}
\]

in the case \( m = 2 \).

Next, we improve the estimate (8-77). Let \( 0 \leq j \) and \( \alpha \in \mathbb{N}^2 \) be such that \( 2j + |\alpha| = 2 \), and apply the operator \( \partial_3^{2n-3} \partial^\alpha \partial^j_t \) to the first equation of (2-23) and split into components as above to get

\[
\partial_3^{2n-2} \partial^\alpha \partial^j_t p = -\partial_3^{2n-3} \partial^\alpha \partial^j_t u_3 + \Delta \partial_3^{2n-3} \partial^\alpha \partial^j_t u_3 + \partial_3^{2n-3} \partial^\alpha \partial^j_t G^1_3,
\]

\[
\Delta \partial_3^{2n-3} \partial^\alpha \partial^j_t u_i = \partial_3^{2n-3} \partial^\alpha \partial^j_t u_i + \partial_3^{2n-3} \partial^\alpha \partial^j_t p - \partial_3^{2n-3} \partial^\alpha \partial^j_t G^1_i
\]

for \( i = 1, 2 \). We may then argue as above, utilizing (8-77), to deduce the bounds

\[
\| \partial_3^{2n-1} \partial^\alpha \partial^j_t u_3 \|^2_{H^{0}(\Omega_1)} + \| \partial_3^{2n-3} \partial^\alpha \partial^j_t u_3 \|^2_{H^{0}(\Omega_1)} + \| \partial_3^{2n-3} \partial^\alpha \partial^j_t u_i \|^2_{H^{0}(\Omega_1)} \lesssim \mathcal{X},
\]

which, when combined with (8-78) and (8-79), imply that

\[
\| \partial_3^{2n-2} \partial^\alpha \partial^j_t p \|^2_{H^{0}(\Omega_1)} + \| \partial_3^{2n-1} \partial^\alpha \partial^j_t u_i \|^2_{H^{0}(\Omega_1)} \lesssim \mathcal{X}
\]

for \( i = 1, 2 \). We may then use (8-80) and (8-81) with (8-77) to deduce that

\[
\| D^2_2 u \|_{H^{2n-1}(\Omega_1)} + \sum_{j=1}^n \| \partial_j^i u \|^2_{H^{2n-j+1}(\Omega_1)} + \| D^2 \nabla p \|^2_{H^{2n-3}(\Omega_1)} + \sum_{j=1}^{n-1} \| \partial_j^i \nabla p \|^2_{H^{2n-j-1}(\Omega_1)} \lesssim \mathcal{X}
\]

in the case \( m = 2 \).

Step 3: The proof of (8-58), part 2. Now we claim that if for \( m = 1, \) 2 we have the inequality

\[
\| D^m u \|^2_{H^{2n-m+1}(\Omega_1)} + \sum_{j=1}^n \| \partial_j^i u \|^2_{H^{2n-j+1}(\Omega_1)} + \| D^m \nabla p \|^2_{H^{2n-m-1}(\Omega_1)} + \sum_{j=1}^{n-1} \| \partial_j^i \nabla p \|^2_{H^{2n-j-1}(\Omega_1)} \lesssim \mathcal{X},
\]

the inequality

\[
\| \nabla^{2+m} u \|^2_{H^{2n-m-1}(\Omega_1)} + \| \nabla^{1+m} p \|^2_{H^{2n-m-1}(\Omega_1)} \lesssim \mathcal{X}
\]

(8-84)
also holds, which establishes the desired bound, (8-58), because of our inequalities (8-76) in the case \( m = 1 \) and (8-82) in the case \( m = 2 \). We begin the proof of the claim by noting that, since \( 2 \geq m \), we may use (8-83) to bound

\[
\| \partial_3^m D^2 u \|^2_{H^{2n-m-1}(\Omega_1)} + \| \partial_3^{m-1} D \tilde{D}_2^2 u \|^2_{H^{2n-m-1}(\Omega_1)} + \| \partial_3^{m-1} D^2 p \|^2_{H^{2n-m-1}(\Omega_1)} \lesssim \mathcal{F}.
\]  

(8-85)

Now we let \( |\alpha| = 1 \) and apply \( \partial_3^m \partial \alpha \) to the second equation of (2-23) to find that

\[
\| \partial_3^{m+1} \partial \alpha u_3 \|^2_{H^{2n-m-1}(\Omega_1)} \lesssim \| \partial_3^m DG^2 \|^2_{H^{2n-m-1}(\Omega_1)} + \| \partial_3^m D^2 u \|^2_{H^{2n-m-1}(\Omega_1)} \lesssim \mathcal{F}.
\]  

(8-86)

Then we apply \( \partial_3^{m-1} \partial \alpha \) to the first equation of (2-23) to bound

\[
\| \partial_3^m \partial \alpha p \|^2_{H^{2n-m-1}(\Omega_1)} \lesssim \| \partial_3^{m+1} \partial \alpha u_3 \|^2_{H^{2n-m-1}(\Omega_1)} + \| \partial_3^{m-1} \partial \alpha \tilde{D}_2^2 u_3 \|^2_{H^{2n-m-1}(\Omega_1)} + \| \partial_3^{m-1} \partial \alpha G \|^2_{H^{2n-m-1}(\Omega_1)} \lesssim \mathcal{F}
\]  

(8-87)

and

\[
\| \partial_3^{m+1} \partial \alpha u_i \|^2_{H^{2n-m-1}(\Omega_1)} \lesssim \| \partial_3^{m-1} \partial \alpha \tilde{D}_2^2 u \|^2_{H^{2n-m-1}(\Omega_1)} + \| \partial_3^{m-1} \partial \alpha Dp \|^2_{H^{2n-m-1}(\Omega_1)} + \| \partial_3^{m-1} \partial \alpha G \|^2_{H^{2n-m-1}(\Omega_1)} \lesssim \mathcal{F}
\]  

(8-88)

for \( i = 1, 2 \). Summing (8-86)–(8-88) over all \( |\alpha| = 1 \) then yields the inequality

\[
\| \partial_3^{m+1} Du \|^2_{H^{2n-m-1}(\Omega_1)} + \| \partial_3^m Dp \|^2_{H^{2n-m-1}(\Omega_1)} \lesssim \mathcal{F}.
\]  

(8-89)

Now we use (8-89) to improve to one more \( \partial_3 \) and one fewer horizontal derivative. We apply \( \partial_3^{m+1} \) to the second equation of (2-23) to find that

\[
\| \partial_3^{m+2} u_3 \|^2_{H^{2n-m-1}(\Omega_1)} \lesssim \| \partial_3^{m+1} G \|^2_{H^{2n-m-1}(\Omega_1)} + \| \partial_3^m Du \|^2_{H^{2n-m-1}(\Omega_1)} \lesssim \mathcal{F}.
\]  

(8-90)

Then we apply \( \partial_3^m \) to the first equation of (2-23) to bound

\[
\| \partial_3^{m+1} p \|^2_{H^{2n-m-1}(\Omega_1)} \lesssim \| \partial_3^{m+2} u_3 \|^2_{H^{2n-m-1}(\Omega_1)} + \| \partial_3^m \tilde{D}_2^2 u_3 \|^2_{H^{2n-m-1}(\Omega_1)} + \| \partial_3^m G \|^2_{H^{2n-m-1}(\Omega_1)} \lesssim \mathcal{F},
\]  

(8-91)

\[
\| \partial_3^{m+2} u_i \|^2_{H^{2n-m-1}(\Omega_1)} \lesssim \| \partial_3^m \tilde{D}_2^2 u \|^2_{H^{2n-m-1}(\Omega_1)} + \| \partial_3^m Dp \|^2_{H^{2n-m-1}(\Omega_1)} + \| \partial_3^m G \|^2_{H^{2n-m-1}(\Omega_1)} \lesssim \mathcal{F}
\]  

(8-92)

for \( i = 1, 2 \). Summing (8-90)–(8-92) then yields the inequality

\[
\| \partial_3^{m+2} u \|^2_{H^{2n-m-1}(\Omega_1)} + \| \partial_3^{m+1} p \|^2_{H^{2n-m-1}(\Omega_1)} \lesssim \mathcal{F}.
\]  

(8-93)

Finally, to complete the proof of the claim, we note that

\[
\| \nabla^{2+m} u \|^2_{H^{2n-m-1}(\Omega_1)} + \| \nabla^{1+m} p \|^2_{H^{2n-m-1}(\Omega_1)} \lesssim \| D^m u \|^2_{H^{2n-m+1}(\Omega_1)} + \| D^m \nabla p \|^2_{H^{2n-m-1}(\Omega_1)} + \sum_{\ell=0}^{m-1} \| \partial_3^{m+2-\ell} D^\ell u \|^2_{H^{2n-m-1}(\Omega_1)} + \| \partial_3^{m+1-\ell} D^\ell p \|^2_{H^{2n-m-1}(\Omega_1)}.
\]

(8-94)

This and the bounds (8-83), (8-89), and (8-93) prove the claim.

The following result allows for control of the dissipation rate in the lower domain.
Lemma 8.3. Let $\chi_2 \in C_c^\infty(\mathbb{R})$ be such that $\chi_2(x_3) = 1$ for $x_3 \in \Omega_2 := [-b, -b/3]$ and $\chi_2(x_3) = 0$ for $x_3 \notin (-2b, -b/6)$. Let

$$H^1 = \partial_3 \chi_2(p e_3 - 2 \partial_3 u) - (\partial_3^2 \chi_2)u \quad \text{and} \quad H^2 = \partial_3 \chi_2 u_3.$$  (8-95)

Define

$$H_{n,m} = \sum_{k=m+1}^{2n-1} \| \bar{D}^k H^1 \|_{2n-k}^2 + \| \bar{D}^k H^2 \|_{2n-k}^2 + \sum_{i=1}^2 \| \partial_i H^1 \cdot e_i \|_{2n-3}^2,$$  (8-96)

and let $\mathcal{Y}_{n,m}$ be as defined in (8-1). If $m = 1$, then

$$\| \nabla^3 u \|_{H^{2n-2}(\Omega_2)}^2 + \sum_{j=1}^n \| \partial_j^2 u \|_{H^{2n-2j+1}(\Omega_2)}^2 + \| \nabla^2 p \|_{H^{2n-4}(\Omega_2)}^2 + \sum_{j=1}^{n-1} \| \partial_j^2 p \|_{H^{2n-2j}(\Omega_2)}^2 \lesssim \mathcal{T}_{n,m} + \mathcal{Y}_{n,m} + \mathcal{X}_{n,m}. \quad (8-97)$$

If $m = 2$, then

$$\| \nabla^4 u \|_{H^{2n-3}(\Omega_2)}^2 + \sum_{j=1}^n \| \partial_j^2 u \|_{H^{2n-2j+1}(\Omega_2)}^2 + \| \nabla^3 p \|_{H^{2n-3}(\Omega_2)}^2 + \| \partial_j \nabla p \|_{H^{2n-3}(\Omega_2)}^2 + \sum_{j=2}^{n-1} \| \partial_j^2 p \|_{H^{2n-2j}(\Omega_2)}^2 \lesssim \mathcal{T}_{n,m} + \mathcal{Y}_{n,m} + \mathcal{X}_{n,m}. \quad (8-98)$$

Proof. When we localize with $\chi_2$, we find that $\chi_2 u$ and $\chi_2 p$ solve

$$\begin{cases} -\Delta (\chi_2 u) + \nabla (\chi_2 p) = -\partial_t (\chi_2 u) + \chi_2 G^1 + H^1 & \text{in } \Omega, \\ \text{div}(\chi_2 u) = \chi_2 G^2 + H^2 & \text{in } \Omega, \\ ((\chi_2 p)I - \bar{D}(\chi_2 u))e_3 = 0 & \text{on } \Sigma, \\ \chi_2 u = 0 & \text{on } \Sigma_b. \end{cases} \quad (8-99)$$

Let $0 \leq j \leq n - 1$ and $\alpha \in \mathbb{N}^2$ be such that

$$m + 1 \leq |\alpha| + 2j \leq 2n - 1.$$  (8-100)

Then we may apply Lemma A.14 and use the definition of $\mathcal{Y}_{n,m}$ given in (8-1) to see that

$$\| \partial_\alpha \partial_t^j (\chi_2 u) \|_{2n-|\alpha|-2j+1}^2 + \| \partial_\alpha \partial_t^j (\chi_2 p) \|_{2n-|\alpha|-2j}^2 \lesssim \| \partial_\alpha \partial_t^{j+1} (\chi_2 u) \|_{2n-|\alpha|-2j+1}^2 + \| \partial_\alpha \partial_t^{j} (\chi_2 G^1 + H^1) \|_{2n-|\alpha|-2j-1}^2 + \| \partial_\alpha \partial_t^{j} (\chi_2 G^2 + H^2) \|_{2n-|\alpha|-2j}^2 \lesssim \mathcal{Y}_{n,m} + \mathcal{X}_{n,m}. \quad (8-101)$$

We first use estimate (8-101) and a finite induction to arrive at initial estimates for $\chi_2 u$ and $\chi_2 p$; we then use the structure of the equations (2-23) to improve these estimates.

Our finite induction will be performed on $\ell \in [1, 2n - m - 1]$ with $|\alpha| + 2j = 2n - \ell$, starting with the first two initial values, $\ell = 1$ and $\ell = 2$. We use the definition of $\mathcal{T}_{n,m}$ given in (2-47) and Lemma A.12...
in conjunction with the bounds on $j$, $|\alpha|$ given in (8-100) to see that
\[
\|\partial^\alpha \partial_t^{j+1}(\chi u)\|_0^2 \lesssim \|\partial^\alpha \partial_t^{j+1} u\|_0^2 \lesssim \mathcal{D}_{n,m}.
\]

Then (8-101) with $|\alpha| + 2j = 2n - 1 = 2n - \ell$ implies that
\[
\|\partial^\alpha \partial_t^{j}(\chi u)\|_2^2 + \|\partial^\alpha \partial_t^{j}(\chi p)\|_1^2 \lesssim \|\partial^\alpha \partial_t^{j+1}(\chi u)\|_0^2 + \mathcal{Y}_{n,m} + \mathcal{X}_{n,m} \lesssim \mathcal{D}_{n,m} + \mathcal{Y}_{n,m} + \mathcal{X}_{n,m}.
\]

Applying this bound for all $\alpha$ and $j$ satisfying $|\alpha| + 2j = 2n - 1$ and summing, we find
\[
\|\mathcal{D}_{2n-1}(\chi u)\|_2^2 + \|\mathcal{D}_{2n-1}(\chi p)\|_1^2 \lesssim \mathcal{D}_{n,m} + \mathcal{Y}_{n,m} + \mathcal{X}_{n,m}.
\]

When $\ell = 2$ and $|\alpha| + 2j = 2n - \ell = 2n - 2$, a similar application of Lemma A.12 implies
\[
\|\partial^\alpha \partial_t^{j+1}(\chi u)\|_1^2 \lesssim \mathcal{D}_{n,m}
\]
so that
\[
\|\partial^\alpha \partial_t^{j}(\chi u)\|_3^2 + \|\partial^\alpha \partial_t^{j}(\chi p)\|_2^2 \lesssim \|\partial^\alpha \partial_t^{j+1}(\chi u)\|_1^2 + \mathcal{Y}_{n,m} + \mathcal{X}_{n,m} \lesssim \mathcal{D}_{n,m} + \mathcal{Y}_{n,m} + \mathcal{X}_{n,m}.
\]

This may be summed over $2j + |\alpha| = 2n - 2$ for the estimate
\[
\|\mathcal{D}_{2n-2}(\chi u)\|_3^2 + \|\mathcal{D}_{2n-2}(\chi p)\|_2^2 \lesssim \mathcal{D}_{n,m} + \mathcal{Y}_{n,m} + \mathcal{X}_{n,m}.
\]

Then (8-104) and (8-107) imply that
\[
\|\mathcal{D}_{2n-1}(\chi u)\|_2^2 + \|\mathcal{D}_{2n-2}(\chi u)\|_3^2 + \|\mathcal{D}_{2n-1}(\chi p)\|_1^2 + \|\mathcal{D}_{2n-2}(\chi p)\|_2^2 \lesssim \mathcal{D}_{n,m} + \mathcal{Y}_{n,m} + \mathcal{X}_{n,m}.
\]

Now suppose that the inequality
\[
\sum_{\ell=1}^{\ell_0} \|\mathcal{D}_{2n-\ell}(\chi u)\|_{\ell+1}^2 + \|\mathcal{D}_{2n-\ell}(\chi p)\|_{\ell}^2 \lesssim \mathcal{D}_{n,m} + \mathcal{Y}_{n,m} + \mathcal{X}_{n,m}
\]
holds for $2 \leq \ell_0 < 2n - m - 1$. We claim that (8-109) holds with $\ell_0$ replaced by $\ell_0 + 1$. Suppose $|\alpha| + 2j = 2n - (\ell_0 + 1)$ and apply (8-101) to see that
\[
\|\partial^\alpha \partial_t^{j}(\chi u)\|_{\ell_0+2}^2 + \|\partial^\alpha \partial_t^{j}(\chi p)\|_{\ell_0+1}^2 \lesssim \|\partial^\alpha \partial_t^{j+1}(\chi u)\|_{\ell_0}^2 + \mathcal{Y}_{n,m} + \mathcal{X}_{n,m} \lesssim \mathcal{D}_{n,m} + \mathcal{Y}_{n,m} + \mathcal{X}_{n,m},
\]
where in the last inequality we have invoked (8-109) with
\[
|\alpha| + 2(j + 1) = 2n - (\ell_0 + 1) + 2 = 2n - (\ell_0 - 1).
\]

This proves the claim, so, by finite induction, the bound (8-109) holds for all $\ell_0 = 2, \ldots, 2n - m - 1$. Choosing $\ell_0 = 2n - m - 1$ yields the estimate
\[
\sum_{\ell=1}^{2n-m-1} \|\mathcal{D}_{2n-\ell}(\chi u)\|_{\ell+1}^2 + \|\mathcal{D}_{2n-\ell}(\chi p)\|_{\ell}^2 \lesssim \mathcal{D}_{n,m} + \mathcal{Y}_{n,m} + \mathcal{X}_{n,m},
\]

which implies, by virtue of the fact that \( \chi_2 = 1 \) on \( \Omega_2 \), that

\[
2^{n-1} \sum_{k=m+1}^{2n-1} \| \bar{D}^k u \|_{H^{2n-k+1}(\Omega_2)}^2 + \| \bar{D}^k p \|_{H^{2n-k}(\Omega_2)}^2 = \sum_{\ell=1}^{2n-m-1} \| \bar{D}^{2n-\ell} u \|_{H^{2n-\ell+1}(\Omega_2)}^2 + \| \bar{D}^{2n-\ell} p \|_{H^{2n-\ell}(\Omega_2)}^2 \lesssim \mathscr{D}_{n,m} + \mathscr{Y}_{n,m} + \mathscr{X}_{n,m}. \tag{8-112}
\]

Now we will improve the estimate (8-112) by using the equations (2-23), considering the cases \( m = 1, 2 \) separately. Let \( m = 1 \). Since \( m + 1 = 2 \), the bound (8-112) already covers all temporal derivatives of order 1 to \( n - 1 \). Since \( \| \partial_1^\alpha u \|_1^2 \) is already controlled in \( \mathscr{D}_{n,m} \), we must only improve spatial derivatives. First note that (8-112) implies that

\[
\| \partial_3 \bar{D}^2 u \|_{H^{2n-2}(\Omega_2)}^2 + \| D^2 p \|_{H^{2n-2}(\Omega_2)}^2 \lesssim \mathscr{D}_{n,m} + \mathscr{Y}_{n,m} + \mathscr{X}_{n,m}. \tag{8-113}
\]

Then we may apply the operator \( \partial_3 D \) to the divergence equation in (2-23) to bound

\[
\| \partial_3^2 D u_3 \|_{H^{2n-2}(\Omega_2)}^2 \lesssim \| \partial_3 D G^2 \|_{H^{2n-2}(\Omega_2)}^2 + \| \partial_3 D^2 u \|_{H^{2n-2}(\Omega_2)}^2 \lesssim \mathscr{D}_{n,m} + \mathscr{Y}_{n,m} + \mathscr{X}_{n,m}. \tag{8-114}
\]

Then applying the operator \( D \) to the first equation in (2-23) implies that

\[
\| \partial_3 D p \|_{H^{2n-2}(\Omega_2)}^2 + \| \partial_3^2 D u_t \|_{H^{2n-2}(\Omega_2)}^2 \lesssim \| D G^1 \|_{H^{2n-2}(\Omega_2)}^2 + \| D^2 p \|_{H^{2n-2}(\Omega_2)}^2 + \| D \bar{D}^2 u \|_{H^{2n-2}(\Omega_2)}^2 + \| \partial_3^2 D u_3 \|_{H^{2n-2}(\Omega_2)}^2 \lesssim \mathscr{D}_{n,m} + \mathscr{Y}_{n,m} + \mathscr{X}_{n,m}. \tag{8-115}
\]

for \( i = 1, 2 \). We can then iterate this process, applying \( \partial_3^2 \) to the divergence equation, then \( \partial_3 \) to the first equation in (2-23), and using all of the bounds derived from the previous step, to deduce that

\[
\| \partial_3^2 u \|_{H^{2n-2}(\Omega_2)}^2 + \| \partial_3 u \|_{H^{2n-2}(\Omega_2)}^2 \lesssim \mathscr{D}_{n,m} + \mathscr{Y}_{n,m} + \mathscr{X}_{n,m}. \tag{8-116}
\]

Combining (8-113)–(8-116) yields the estimate

\[
\| \nabla^3 u \|_{H^{2n-2}(\Omega_2)}^2 + \| \nabla^2 p \|_{H^{2n-2}(\Omega_2)}^2 \lesssim \mathscr{D}_{n,m} + \mathscr{Y}_{n,m} + \mathscr{X}_{n,m}. \tag{8-117}
\]

which together with (8-112) and the bound \( \| \partial_1^\alpha u \|_{H^{1}(\Omega_2)}^2 \lesssim \| \partial_1^\alpha u \|_{1}^2 \lesssim \mathscr{D}_{n,m} \) implies (8-97).

In the case \( m = 2 \), we can argue as in the case \( m = 1 \) to control the spatial derivatives. That is, we first control \( \partial_3 D^3 u, D^3 p \), then iteratively apply operators with an increasing number of \( \partial_3 \) powers to arrive at the bound

\[
\| \nabla^4 u \|_{H^{2n-3}(\Omega_2)}^2 + \| \nabla^3 p \|_{H^{2n-3}(\Omega_2)}^2 \lesssim \mathscr{D}_{n,m} + \mathscr{Y}_{n,m} + \mathscr{X}_{n,m}. \tag{8-118}
\]

Since \( m + 1 = 3 \) it remains to control \( \partial_i u \) and \( \partial_i \nabla p \). For the latter we apply \( \partial_3 \partial_i \) to the divergence equation and use (8-1) and (8-12) to bound

\[
\| \partial_3^2 \partial_i u_3 \|_{H^{2n-3}(\Omega_2)}^2 \lesssim \| \partial_3 \partial_i G^2 \|_{H^{2n-3}(\Omega_2)}^2 + \| \partial_3 \partial_i D u \|_{H^{2n-3}(\Omega_2)}^2 \lesssim \mathscr{D}_{n,m} + \mathscr{Y}_{n,m} + \mathscr{X}_{n,m}. \tag{8-119}
\]
Then applying $\partial_t$ to the third component of the first equation in (2-23) shows that
\[
\|\partial_3 \partial_t p\|^2_{L^2_{H^{2n-3}}(\Omega_2)} \lesssim \|\partial_t G^1\|^2_{L^2_{H^{2n-3}}(\Omega_2)} + \|\partial_t \bar{D}^2 u\|^2_{L^2_{H^{2n-3}}(\Omega_2)} + \|\partial_3^2 \partial_t u_3\|^2_{L^2_{H^{2n-3}}(\Omega_2)} 
\lesssim \tilde{\mathcal{F}}_{n,m} + \mathcal{Y}_{n,m} + \mathcal{X}_{n,m},
\] (8-120)
which in turn implies that
\[
\|\nabla \partial_t p\|^2_{L^2_{H^{2n-3}}(\Omega_2)} \lesssim \|\partial_3 \partial_t p\|^2_{L^2_{H^{2n-3}}(\Omega_2)} + \|D \partial_t p\|^2_{L^2_{H^{2n-3}}(\Omega_2)} \lesssim \tilde{\mathcal{F}}_{n,m} + \mathcal{Y}_{n,m} + \mathcal{X}_{n,m}.
\] (8-121)
We may control $\partial_t u_3$ by applying $\partial_t$ to the divergence equation in (2-23) to find that
\[
\|\partial_3 \partial_t u_3\|^2_{L^2_{H^{2n-2}}(\Omega_2)} \lesssim \|\partial_t G^2\|^2_{L^2_{H^{2n-2}}(\Omega_2)} + \|\bar{D}^3 u\|^2_{L^2_{H^{2n-2}}(\Omega_2)} \lesssim \tilde{\mathcal{F}}_{n,m} + \mathcal{Y}_{n,m} + \mathcal{X}_{n,m},
\] (8-122)
but then, since $\partial_t u_3 = 0$ on $\Sigma$, we can use Poincaré’s inequality (Lemma A.13) to bound
\[
\|\partial_t u_3\|^2_{L^2_{H^{2n-1}}(\Omega_2)} \lesssim \|\nabla \partial_t u_3\|^2_{L^2_{H^{2n-1}}(\Omega_2)} + \|\nabla \partial_t u_3\|^2_{L^2_{H^{2n-2}}(\Omega_2)} \lesssim \|\nabla \partial_t u_3\|^2_{L^2_{H^{2n-2}}(\Omega_2)} \lesssim \tilde{\mathcal{F}}_{n,m} + \mathcal{Y}_{n,m} + \mathcal{X}_{n,m}.
\] (8-123)
Control of the terms $\partial_t u_i$, $i = 1, 2$, is slightly more delicate; for it we appeal to the first of the localized equations (8-99) rather than (2-23). The reason for this is that using (8-99) will allow us to control $\partial_3^2 \partial_t (\chi_2 u_i)$ in all of $\Omega$, giving us control of $\partial_t (\chi_2 u_i)$ in all of $\Omega$ via Poincaré and hence control of $\partial_t u_i$ in $\Omega_2$. If instead we used (2-23), control of $\partial_3^2 \partial_t u_i$ in $\Omega_2$ would not yield the desired control of $\partial_t u_i$ in $\Omega_2$ because we could not apply Poincaré’s inequality. We apply $\partial_t$ to the $i = 1, 2$ components of the first localized equation in (8-99) and use (8-111) to see that
\[
\|\partial_3^2 \partial_t (\chi_2 u_i)\|^2_{L^2_{H^{2n-3}}(\Omega)} \lesssim \|\partial_t H^1 \cdot e_i\|^2_{L^2_{H^{2n-3}}(\Omega)} + \|\chi_2 \partial_t G^1\|^2_{L^2_{H^{2n-3}}(\Omega)} + \|\partial_t D(\chi_2 p)\|^2_{L^2_{H^{2n-3}}(\Omega)} + \|\partial_t \bar{D}^2(\chi_2 u)\|^2_{L^2_{H^{2n-3}}(\Omega)} 
\lesssim \tilde{\mathcal{F}}_{n,m} + \mathcal{Y}_{n,m} + \mathcal{X}_{n,m}.
\] (8-124)
Now, since $\partial_t (\chi_2 u_i)$ and $\partial_3 \partial_t (\chi_2 u_i)$ both vanish in an open set near $\Sigma$, we may apply Poincaré’s inequality twice and use (8-124) to find that
\[
\|\partial_t u_i\|^2_{L^2_{H^{2n-1}}(\Omega_2)} \lesssim \|\partial_3 \partial_t (\chi_2 u_i)\|^2_{L^2_{H^{2n-1}}(\Omega_2)} \lesssim \|\partial_3^2 \partial_t (\chi_2 u_i)\|^2_{L^2_{H^{2n-1}}(\Omega_2)} \lesssim \tilde{\mathcal{F}}_{n,m} + \mathcal{Y}_{n,m} + \mathcal{X}_{n,m}.
\] (8-125)
To conclude the analysis for $m = 2$, we sum (8-112), (8-118), (8-121), (8-123), (8-125), and the bound $\|\partial_t^m u\|^2_{L^2_{H^1}(\Omega_2)} \leq \|\partial_t^m u\|^2_{L^1_{H^1}(\Omega_2)} \lesssim \tilde{\mathcal{F}}_{n,m}$ to derive (8-98).

**Instantaneous energy.** Now we estimate the instantaneous energy. The proof is based on an argument very similar to the one used in the proof of Lemma 8.3. Recall that $\tilde{\mathcal{F}}_{n,m}$ is defined by (2-45).

**Theorem 8.4.** Define
\[
\mathcal{W}_{n,m} = \|\nabla_{m}^{2n-2} G^1\|^2_0 + \|\nabla_{0}^{2n-2} G^2\|^2_1 + \|\bar{D}_{m}^{2n-2} G^3\|^2_{1/2} + \|\bar{D}_{0}^{2n-2} G^4\|^2_{1/2}.
\] (8-126)
If \( m = 1 \), then
\[
\| \nabla^2 u \|_{2n-2}^2 + \sum_{j=1}^{n} \| \partial^j u \|_{2n-2-j}^2 + \| \nabla p \|_{2n-2}^2 + \sum_{j=1}^{n-1} \| \partial^j p \|_{2n-2-j-1}^2 + \| D \eta \|_{2n-1}^2 + \sum_{j=1}^{n} \| \partial^j \eta \|_{2n-2-j}^2 \lesssim \mathcal{E}_{n,m} + W_{n,m}.
\]  
(8-127)

If \( m = 2 \), then
\[
\| \nabla^3 u \|_{2n-3}^2 + \sum_{j=1}^{n} \| \partial^j u \|_{2n-2-j}^2 + \| \nabla^2 p \|_{2n-3}^2 + \sum_{j=1}^{n-1} \| \partial^j p \|_{2n-2-j-1}^2 + \| D^2 \eta \|_{2n-2}^2 + \sum_{j=1}^{n} \| \partial^j \eta \|_{2n-2-j}^2 \lesssim \mathcal{E}_{n,m} + W_{n,m}.
\]  
(8-128)

**Proof.** The proof is quite similar to that of Lemma 8.3, so we do not fill in all of the details. Throughout the proof we employ the notation \( \mathcal{E} := \mathcal{E}_{n,m} + W_{n,m} \).

Let \( 0 \leq j \leq n - 1 \) and \( \alpha \in \mathbb{N}^2 \) satisfy \( m \leq |\alpha| + 2j \leq 2n - 2 \). To begin, we utilize the equations (2-23) with the elliptic estimate Lemma A.14 to bound
\[
\| \partial^\alpha \partial^j u \|_{2n-|\alpha|-2j}^2 + \| \partial^\alpha \partial^j p \|_{2n-|\alpha|-2j-1}^2 \lesssim \| \partial^\alpha \partial^{j+1} u \|_{2n-|\alpha|-2j-2}^2 + \| \partial^\alpha \partial^{j+1} G^1 \|_{2n-|\alpha|-2j-2}^2 + \| \partial^\alpha \partial^j G^1 \|_{2n-|\alpha|-2j-2}^2 + \| \partial^\alpha \partial^j G^2 \|_{2n-|\alpha|-2j-1}^2 + \| \partial^\alpha \partial^j \eta \|_{2n-|\alpha|-2j-3/2}^2 + \| \partial^\alpha \partial^j G^3 \|_{2n-|\alpha|-2j-3/2}^2.
\]  
(8-129)

The constraints on \( j, \alpha \) allow us to bound
\[
\| \partial^\alpha \partial^j G^1 \|_{2n-|\alpha|-2j-2}^2 + \| \partial^\alpha \partial^j G^2 \|_{2n-|\alpha|-2j-1}^2 + \| \partial^\alpha \partial^j G^3 \|_{2n-|\alpha|-2j-3/2}^2 \lesssim W_{n,m},
\]  
(8-130)

and similarly
\[
\| \partial^\alpha \partial^j \eta \|_{2n-|\alpha|-2j-3/2}^2 \lesssim \mathcal{E}_{n,m},
\]  
(8-131)

so that (8-129)–(8-131) imply that
\[
\| \partial^\alpha \partial^j u \|_{2n-|\alpha|-2j}^2 + \| \partial^\alpha \partial^j p \|_{2n-|\alpha|-2j-1}^2 \lesssim \mathcal{E} + \| \partial^\alpha \partial^{j+1} u \|_{2n-|\alpha|-2j-2}^2.
\]  
(8-132)

As in Lemma 8.3, we argue with a finite induction on \( \ell \in [2, 2n - m] \), beginning with \( \ell = 2, 3 \). When \( \ell = 2 \) and \( |\alpha| + 2j = 2n - 2 = 2n - \ell \), the definition of \( \mathcal{E}_{n,m} \) implies that
\[
\| \partial^\alpha \partial^j u \|_{0}^2 \lesssim \mathcal{E}_{n,m},
\]  
(8-133)

which may be inserted into (8-132) for
\[
\| \partial^\alpha \partial^j u \|_{2}^2 + \| \partial^\alpha \partial^j p \|_{1}^2 \lesssim \mathcal{E}.
\]  
(8-134)

Summing over all \( \alpha \) and \( j \) satisfying \( |\alpha| + 2j = 2n - 2 \) shows that
\[
\| D^{2n-2} u \|_{2}^2 + \| D^{2n-2} p \|_{1}^2 \lesssim \mathcal{E}.
\]  
(8-135)
For \( \ell = 3 \) we note that \( |\alpha| + 2j = 2n - 3 \) implies that \( j \leq n - 2 \), so that \( |\alpha| \geq 1 \). This allows us to write \( \alpha = (\alpha - \beta) + \beta \) for \( |\beta| = 1 \) and to use (8-135) to see that
\[
\| \partial^\alpha_t j^{i+1} u \|_1^2 \leq \| \partial^\alpha - \beta \partial^\beta_t j^{i+1} u \|_2^2 \leq \| \bar{D}^{2n-2} u \|_2^2 \lesssim X. \quad (8-136)
\]
Then we can plug this into (8-132) for each \( |\alpha| + 2j = 2n - 3 \) and sum to arrive at the bound
\[
\| \bar{D}^{2n-3} u \|_3^2 + \| \bar{D}^{2n-3} p \|_2^2 \lesssim X. \quad (8-137)
\]
Now we may use finite induction as in (8-109)–(8-112) of Lemma 8.3 to ultimately deduce the estimate
\[
\sum_{k=m}^{2n-2} \| \bar{D}^k u \|_{2n-k}^2 + \| \bar{D}^k p \|_{2n-k-1}^2 = \sum_{\ell=2}^{2n-m} \| \bar{D}^{2n-\ell} u \|_{\ell}^2 + \| \bar{D}^{2n-\ell} p \|_{\ell-1}^2 \lesssim X. \quad (8-138)
\]
Now we improve the estimate (8-138) by utilizing the structure of the equations (2-23), again arguing as in Lemma 8.3. The energy bound (8-138) in the case \( m = 2 \) is structurally similar to the bound (8-112) for the dissipation in the case \( m = 1 \), so we may argue as in (8-113)–(8-116), differentiating the equations (2-23) (with obvious modifications to the Sobolev indices and number of derivatives applied) and bootstrapping until we arrive at the bound
\[
\| \nabla^3 u \|_{2n-3}^2 + \| \nabla^2 p \|_{2n-3}^2 \lesssim X. \quad (8-139)
\]
Then (8-138), (8-139), and the bound \( \| \partial^\alpha_t u \|_0^2 \leq \bar{E}_{n,m} \) imply the bound (8-128).

In the case \( m = 1 \) we apply \( \partial_3 \) to the divergence equation in (2-23) to see that
\[
\| \partial^3_3 u_3 \|_{2n-2} \lesssim \| \partial_3 G \|_{2n-2}^2 + \| \partial_3 D u \|_{2n-2} \lesssim X. \quad (8-140)
\]
We then use the first equation in (2-23) to bound
\[
\| \partial_3 p \|_{2n-2}^2 + \sum_{i=1}^{2n-2} \| \partial^3_3 u_i \|_{2n-2}^2 \lesssim \| G \|_{2n-2}^2 + \| \bar{D}^2 u \|_{2n-2}^2 + \| \partial^2_3 u_3 \|_{2n-2}^2 + \| D p \|_{2n-2} \lesssim X. \quad (8-141)
\]
Then (8-138), (8-140), and (8-141) imply that
\[
\| \nabla^2 u \|_{2n-2}^2 + \| \nabla p \|_{2n-2}^2 \lesssim X, \quad (8-142)
\]
which, when added to (8-138) and the bound \( \| \partial^\alpha_t u \|_0^2 \leq \bar{E}_{n,m} \), yields (8-127).

**Specialization: estimates at the 2N and N + 2 levels.** We now specialize the general results contained in Theorems 8.1 and 8.4 to the specific case of \( n = 2N \) with no minimal derivative restriction, and to the case \( n = N + 2 \) with minimal derivative count \( m = 1, 2 \).

**Theorem 8.5.** There exists a \( \theta > 0 \) such that
\[
\mathcal{D}_{2N} \lesssim \mathcal{D}_{2N}^\theta \mathcal{D}_{2N} + \mathcal{E}_{2N}^\theta \mathcal{D}_{2N} + \mathcal{H}_{2N}. \quad (8-143)
\]
Proof. We apply Theorem 8.1 with \( n = 2N \) and \( m = 1 \) to see that (8-2) holds. Theorem 4.2 provides an estimate of \( \mathcal{Y}_{2N,1} \), as defined in (8-1):

\[
\mathcal{Y}_{2N,1} \lesssim \mathcal{E}_2^{\theta} \mathcal{D}_{2N} + \mathcal{H}\mathcal{F}_{2N}
\]  

(8-144)

for some \( \theta > 0 \). We may then use this in (8-2) to find that

\[
\| \nabla^3 u \|_{4N-2}^2 + \sum_{j=1}^{2N} \| \partial_j^i u \|_{4N-2-j+1}^2 + \| \nabla^2 p \|_{4N-2}^2 + \sum_{j=1}^{2N-1} \| \partial_j^i p \|_{4N-2-j}^2
\]

\[
+ \| D^2 \eta \|_{4N-5/2}^2 + \| \partial_t \eta \|_{4N-1/2}^2 + \sum_{j=2}^{2N+1} \| \partial_j^i \eta \|_{4N-2-j+5/2}^2 \lesssim \mathcal{D}_{2N} + \mathcal{E}_2^{\theta} \mathcal{D}_{2N} + \mathcal{H}\mathcal{F}_{2N}.
\]  

(8-145)

We can improve the estimate for \( u \) in (8-145) by using the fact that \( \mathcal{D}_{2N} \) does not have a minimal derivative count. Indeed, by the definition (2-49) and Lemma A.12, we know that

\[
\| \mathcal{F}_\lambda u \|_1^2 + \| u \|_1^2 \lesssim \mathcal{D}_{2N}.
\]  

(8-146)

Now, since \( \Omega \) satisfies the uniform cone property, we can apply Corollary 4.16 of [Adams 1975] to bound

\[
\| u \|_{4N+1}^2 \lesssim \| u \|_0^2 + \| \nabla^{4N+1} u \|_0^2 \lesssim \| u \|_1^2 + \| \nabla^3 u \|_{4N-2}^2.
\]  

(8-147)

Then (8-145)–(8-147) imply that

\[
\| \mathcal{F}_\lambda u \|_1^2 + \| u \|_{4N+1}^2 \lesssim \mathcal{D}_{2N} + \mathcal{E}_2^{\theta} \mathcal{D}_{2N} + \mathcal{H}\mathcal{F}_{2N}.
\]  

(8-148)

We can use this improved estimate of \( u \) to improve the estimate of \( p \) by employing the first equation of (2-23) to bound

\[
\| \nabla p \|_{4N-1}^2 \lesssim \| \partial_t u \|_{4N-1}^2 + \| \Delta u \|_{4N-1}^2 + \| G^1 \|_{4N-1}^2.
\]  

(8-149)

The bounds (8-145) and (8-148) imply that

\[
\| \partial_t u \|_{4N-1}^2 + \| \Delta u \|_{4N-1}^2 \lesssim \mathcal{D}_{2N} + \mathcal{E}_2^{\theta} \mathcal{D}_{2N} + \mathcal{H}\mathcal{F}_{2N},
\]  

(8-150)

while (4-7)–(4-8) of Theorem 4.2 imply that

\[
\| G^1 \|_{4N-1}^2 \lesssim \mathcal{E}_2^{\theta} \mathcal{D}_{2N} + \mathcal{H}\mathcal{F}_{2N}.
\]  

(8-151)

Hence (8-148)–(8-151) combine to show that

\[
\| \nabla p \|_{4N-1}^2 \lesssim \mathcal{D}_{2N} + \mathcal{E}_2^{\theta} \mathcal{D}_{2N} + \mathcal{H}\mathcal{F}_{2N}.
\]  

(8-152)

Finally, we improve the estimate for \( \eta \). We use the boundary condition on \( \Sigma \) of (2-23) to bound

\[
\| D \eta \|_{4N-3/2}^2 \lesssim \| D p \|_{H^{4N-3/2}}^2 + \| D \partial_3 u_3 \|_{H^{4N-3/2}}^2 + \| D G^3 \|_{4N-3/2}^2
\]

\[
\lesssim \| D p \|_{4N-1}^2 + \| D \partial_3 u_3 \|_{4N-1}^2 + \| D G^3 \|_{4N-3/2}^2 \lesssim \mathcal{D}_{2N} + \mathcal{E}_2^{\theta} \mathcal{D}_{2N} + \mathcal{H}\mathcal{F}_{2N}.
\]  

(8-153)

In the last inequality we have used (8-148), (8-152), and Theorem 4.2. Now (8-143) follows from (8-145), (8-148), (8-152), and (8-153).  

\( \square \)
Now we perform a similar analysis for the energy at the $2N$ level.

**Theorem 8.6.** There exists a $\theta > 0$ such that

$$\mathcal{E}_{2N} \lesssim \mathcal{E}_{2N} + \mathcal{E}^{1+\theta}_{2N}. \quad (8-154)$$

**Proof.** We apply Theorem 8.4 with $n = 2N$ and $m = 1$ to see that (8-127) holds. Theorem 4.2 provides an estimate of $\mathcal{W}_{2N,1}$, as defined by (8-126):

$$\mathcal{W}_{2N,1} \lesssim \mathcal{E}^{1+\theta}_{2N} \quad (8-155)$$

for some $\theta > 0$. Replacing in (8-127) shows that

$$\|\nabla^2 u\|_{4N-2}^2 + \sum_{j=1}^{2N} \|\partial_j^i u\|_{4N-2j}^2 + \|\nabla p\|_{4N-2}^2 + \sum_{j=1}^{2N-1} \|\partial_j^i p\|_{4N-2j-1}^2 + \|D\eta\|_{4N-1}^2 + \sum_{j=1}^{2N} \|\partial_j^i \eta\|_{4N-2j}^2 \lesssim \mathcal{E}_{2N} + \mathcal{E}^{1+\theta}_{2N}. \quad (8-156)$$

The definition of $\mathcal{E}_{2N}$ implies that

$$\|\mathcal{J}_\lambda u\|_0^2 + \|u\|_0^2 + \|\mathcal{J}_\lambda \eta\|_0^2 + \|\eta\|_0^2 \leq \mathcal{E}_{2N}. \quad (8-157)$$

We may then sum the previous two bounds and employ Corollary 4.16 of [Adams 1975] as in the proof of Theorem 8.5 to find that

$$\|\mathcal{J}_\lambda u\|_0^2 + \sum_{j=0}^{2N} \|\partial_j^i u\|_{4N-2j}^2 + \|\nabla p\|_{4N-2}^2 + \sum_{j=1}^{2N-1} \|\partial_j^i p\|_{4N-2j-1}^2 + \|\mathcal{J}_\lambda \eta\|_0^2 + \sum_{j=0}^{2N} \|\partial_j^i \eta\|_{4N-2j}^2 \lesssim \mathcal{E}_{2N} + \mathcal{E}^{1+\theta}_{2N}. \quad (8-158)$$

It remains only to estimate $\|p\|_{4N-1}^2$; since Lemma A.10 implies that

$$\|p\|_{4N-1}^2 \lesssim \|p\|_0^2 + \|\nabla p\|_{4N-2}^2 \lesssim \|p\|_{H^0(S)}^2 + \|\nabla p\|_{4N-2}^2, \quad (8-159)$$

it suffices to estimate $\|p\|_{H^0(S)}^2$. We do this by using the boundary condition in (2-23), trace theory, and estimate (4-6) of Theorem 4.2:

$$\|p\|_{H^0(S)}^2 \lesssim \|\eta\|_0^2 + \|G^3\|_0^2 + \|\partial_3 u_3\|_{H^0(S)}^2 \lesssim \|\eta\|_0^2 + \|u\|_{4N}^2 + \mathcal{E}^{1+\theta}_{2N}. \quad (8-160)$$

Then the estimate (8-154) easily follows from (8-158)–(8-160).

We now consider the dissipation at the $N+2$ level.

**Theorem 8.7.** For $m = 1, 2$ there exists a $\theta > 0$ such that

$$\mathcal{D}_{N+2,m} \lesssim \mathcal{D}_{N+2,m} + \mathcal{D}^{\theta}_{N+2,m} \quad (8-161)$$

**Proof.** We apply Theorem 8.1 with $n = N+2$ to see that (8-2) holds for $m = 1$ and (8-3) holds for $m = 2$. Theorem 4.1 provides an estimate for $\mathcal{Y}_{N+2,m}$, as defined by (8-1):

$$\mathcal{Y}_{N+2,m} \lesssim \mathcal{E}^{\theta}_{2N} \mathcal{D}_{N+2,m} \quad (8-162)$$
for some $\theta > 0$. The bound (8-161) follows from using this in (8-2)–(8-3).

We now consider the energy at the $N + 2$ level.

**Theorem 8.8.** For $m = 1, 2$ there exists a $\theta > 0$ such that

$$
E_{N+2,m} \lesssim E_{N+2,m} + E_{2N}^\theta E_{N+2,m}.
$$

(8-163)

**Proof.** We apply Theorem 8.4 with $n = N + 2$ to see that (8-127) holds when $m = 1$ and (8-128) holds when $m = 2$. Theorem 4.1 provides an estimate for $\mathcal{W}_{N+2,m}$, as defined by (8-126):

$$
\mathcal{W}_{N+2,m} \lesssim E_{2N} E_{N+2,m}
$$

(8-164)

for some $\theta > 0$. The bound (8-163) follows from using this in (8-127)–(8-128).

9. A priori estimates

In this section we will combine the energy evolution estimates and the comparison estimates to derive a priori estimates for the total energy, $\mathcal{E}_{2N}$, defined by (2-58).

**Estimates involving $\mathcal{F}_{2N}$ and $\mathcal{H}$.** Recall that $\mathcal{F}_{2N}$ is defined by (2-56) and $\mathcal{H}$ is defined by (2-57). We begin with an estimate for $\mathcal{F}_{2N}$.

**Lemma 9.1.** There exists a universal $C > 0$ such that

$$
sup_{0 \leq r \leq t} \mathcal{F}_{2N}(r) \lesssim \exp \left( C \int_0^t \sqrt{\mathcal{H}(r)} \, dr \right) \left[ \mathcal{F}_{2N}(0) + t \int_0^t (1 + \mathcal{E}_{2N}(r)) \mathcal{D}_{2N}(r) \, dr + \left( \int_0^t \sqrt{\mathcal{H}(r) \mathcal{F}_{2N}(r)} \, dr \right)^2 \right].
$$

(9-1)

**Proof.** Throughout this proof we write $u = \tilde{u} + u_3 e_3$, that is, we write $\tilde{u}$ for the part of $u$ parallel to $\Sigma$. Then $\eta$ solves the transport equation $\partial_t \eta + \tilde{u} \cdot D\eta = u_3$ on $\Sigma$. We may then use Lemma A.9 with $s = 1/2$ to estimate

$$
sup_{0 \leq r \leq t} \| \eta(r) \|_{1/2} \leq \exp \left( C \int_0^t \| \mathcal{D}\tilde{u}(r) \|_{H^{3/2}(\Sigma)} \, dr \right) \left[ \| \eta_0 \|_{1/2} + \int_0^t \| u_3(r) \|_{H^{3/2}(\Sigma)} \, dr \right].
$$

(9-2)

By the definition of $\mathcal{H}$, (2-57), we may bound $\| \mathcal{D}\tilde{u}(r) \|_{H^{3/2}(\Sigma)} \leq \sqrt{\mathcal{H}(r)}$, but we may also use trace theory to bound $\| u_3(r) \|_{H^{3/2}(\Sigma)} \lesssim \mathcal{D}_{2N}(r)$. This allows us to square both sides of (9-2) and utilize Cauchy–Schwarz to deduce that

$$
sup_{0 \leq r \leq t} \| \eta(r) \|^2_{1/2} \lesssim \exp \left( 2C \int_0^t \sqrt{\mathcal{K}(r)} \, dr \right) \left[ \| \eta_0 \|^2_{1/2} + t \int_0^t \mathcal{D}_{2N}(r) \, dr \right].
$$

(9-3)

To go to higher regularity, we let $\alpha \in \mathbb{N}^2$ with $|\alpha| = 4N$. Then we apply the operator $\partial^\alpha$ to the equation $\partial_t \eta + \tilde{u} \cdot D\eta = u_3$ to see that $\partial^\alpha \eta$ solves the transport equation

$$
\partial_t (\partial^\alpha \eta) + \tilde{u} \cdot D(\partial^\alpha \eta) = \partial^\alpha u_3 - \sum_{0 < \beta \leq \alpha} C_{\alpha,\beta} \tilde{u} \cdot D\partial^{\alpha-\beta} \eta =: G^\alpha
$$

(9-4)
We will now estimate $\|\partial^\alpha \eta_0\|_{1/2}$ and using the fact that $\|G\|_{1/2}$.

The only remaining term in $G$ is $\|\partial^\alpha \eta\|_{1/2}$ follows by summing (9-12) over all $\alpha$. This and trace theory then imply that

$$\sup_{0 \leq r \leq t} \|\partial^\alpha \eta (r)\|_{1/2} \leq \exp \left( C \int_0^t \|D\tilde{u}(r)\|_{H^{3/2}(\Sigma)} \, dr \right) \left[ \|\partial^\alpha \eta_0\|_{1/2} + \int_0^t \|G^\alpha (r)\|_{1/2} \, dr \right]. \quad (9-5)$$

We will now estimate $\|G^\alpha\|_{1/2}$.

For $\beta \in \mathbb{N}$ satisfying $2N + 1 \leq |\beta| \leq 4N$ we may apply (A-2) of Lemma A.1 with $s_1 = r = 1/2$ and $s_2 = 2$ to bound

$$\|\partial^\beta \tilde{u} D\partial^\alpha - \beta \eta\|_{1/2} \lesssim \|\partial^\beta \tilde{u}\|_{H^{1/2}(\Sigma)} \|D\partial^\alpha - \beta \eta\|_2. \quad (9-6)$$

This and trace theory then imply that

$$\sum_{0 \leq \beta \leq \alpha, 2N + 1 \leq |\beta| \leq 4N} \|C_{\alpha,\beta} \partial^\beta \tilde{u} \cdot D\partial^\alpha - \beta \eta\|_{1/2} \lesssim \|D_2^{2N} u\|_1 \|D_1^{2N} \eta\|_2 \lesssim \sqrt{\mathcal{E}_2} \sqrt{\mathcal{F}_2}. \quad (9-7)$$

On the other hand, if $\beta$ satisfies $1 \leq |\beta| \leq 2N$, we again use Lemma A.1 to bound

$$\|\partial^\beta \tilde{u} D\partial^\alpha - \beta \eta\|_{1/2} \lesssim \|\partial^\beta \tilde{u}\|_{H^2(\Sigma)} \|D\partial^\alpha - \beta \eta\|_1, \quad (9-8)$$

so that

$$\sum_{0 \leq \beta \leq \alpha, 1 \leq |\beta| \leq 2N} \|C_{\alpha,\beta} \partial^\beta \tilde{u} \cdot D\partial^\alpha - \beta \eta\|_{1/2} \lesssim \|D_1^{2N} u\|_3 \|D_2^{2N} \eta\|_1 + \|D\tilde{u}\|_{H^2(\Sigma)} \|D^4\eta\|_1 \lesssim \sqrt{\mathcal{E}_2} + \sqrt{\mathcal{F}_2}. \quad (9-9)$$

The only remaining term in $G^\alpha$ is $\partial^\alpha u_3$, which we estimate with trace theory:

$$\|\partial^\alpha u_3\|_{H^{1/2}(\Sigma)} \lesssim \|D^4 u_3\|_1 \lesssim \sqrt{\mathcal{D}_2}. \quad (9-10)$$

We may then combine (9-7), (9-9), and (9-10) for

$$\|G^\alpha\|_{1/2} \lesssim (1 + \sqrt{\mathcal{E}_2}) \sqrt{\mathcal{D}_2} + \sqrt{\mathcal{F}_2}. \quad (9-11)$$

Returning now to (9-5), we square both sides and employ (9-11) and our previous estimate of the term in the exponential to find that

$$\sup_{0 \leq r \leq t} \|\partial^\alpha \eta (r)\|_{1/2}^2 \leq \exp \left( 2C \int_0^t \sqrt{\mathcal{F}(r)} \, dr \right) \left[ \|\partial^\alpha \eta_0\|_{1/2}^2 + t \int_0^t (1 + \mathcal{E}_2 (r)) \mathcal{D}_2 (r) \, dr + \left( \int_0^t \sqrt{\mathcal{F}(r)} \mathcal{F}_2 (r) \, dr \right)^2 \right]. \quad (9-12)$$

Then the estimate (9-1) follows by summing (9-12) over all $|\alpha| = 4N$, adding the resulting inequality to (9-3), and using the fact that $\|\eta\|_{4N+1/2}^2 \lesssim \|\eta\|_{1/2}^2 + \|D^4 \eta\|_1^2$. \hfill \qed

Now we use this result and the $\mathcal{F}$ estimate of Lemma 3.17 to derive a stronger result.

**Proposition 9.2.** Let $\mathcal{G}_{2N}$ be defined by (2-58). There exists a universal constant $0 < \delta < 1$ such that if $\mathcal{G}_{2N}(T) \leq \delta$, then for all $0 \leq t \leq T$,

$$\sup_{0 \leq r \leq t} \mathcal{F}_{2N} (r) \lesssim \mathcal{F}_{2N} (0) + t \int_0^t \mathcal{D}_{2N} (r). \quad (9-13)$$
Proof. Suppose \( g_{2N}(T) \leq \delta \leq 1 \), for \( \delta \) to be chosen later. Fix \( 0 \leq t \leq T \). Then, according to Lemma 3.17, we have \( \Xi \lesssim e^{(8+2\lambda)/(8+4\lambda)} \), which means that

\[
\int_0^t \sqrt{\Xi(r)} \, dr \lesssim \int_0^t \left( e^{N_{2,2}(r)} \right) \frac{(8+2\lambda)/(16+8\lambda)}{1+r} \, dr \leq \delta^{(8+2\lambda)/(16+8\lambda)} \int_0^t \frac{1}{(1+r)^{1+\lambda/4}} \, dr
\]

\[
\leq \delta^{(8+2\lambda)/(16+8\lambda)} \int_0^\infty \frac{1}{(1+r)^{1+\lambda/4}} \, dr = \frac{4}{\lambda} \delta^{(8+2\lambda)/(16+8\lambda)}. \tag{9-14}
\]

Since \( \delta \leq 1 \), this implies that for any constant \( C > 0 \),

\[
\exp \left( C \int_0^t \sqrt{\Xi(r)} \, dr \right) \lesssim 1. \tag{9-15}
\]

Similarly,

\[
\left( \int_0^t \sqrt{\Xi(r)} F_{2N}(r) \, dr \right)^2 \lesssim \left( \sup_{0 \leq r \leq t} F_{2N}(r) \right) \left( \int_0^t \sqrt{\Xi(r)} \, dr \right)^2 \lesssim \left( \sup_{0 \leq r \leq t} F_{2N}(r) \right) \delta^{(8+2\lambda)/(8+4\lambda)}. \tag{9-16}
\]

Then (9-14)–(9-16) and Lemma 9.1 imply that

\[
\sup_{0 \leq r \leq t} F_{2N}(r) \leq C \left( F_{2N}(0) + t \int_0^t \mathcal{D}_{2N} \right) + C \delta^{(8+2\lambda)/(8+4\lambda)} \left( \sup_{0 \leq r \leq t} F_{2N}(r) \right), \tag{9-17}
\]

for some universal \( C > 0 \). Then if \( \delta \) is small enough that \( C \delta^{(8+2\lambda)/(8+4\lambda)} \leq 1/2 \), we may absorb the right-hand \( F_{2N} \) term onto the left and deduce (9-13).

This bound on \( F_{2N} \) allows us to estimate the integral of \( \sqrt{\Xi F_{2N}} \) and \( \sqrt{D_{2N} \Xi F_{2N}} \).

**Corollary 9.3.** There exists a universal constant \( 0 < \delta < 1 \) such that if \( g_{2N}(T) \leq \delta \), then

\[
\int_0^t \Xi(r) F_{2N}(r) \, dr \lesssim \delta^{(8+2\lambda)/(8+4\lambda)} F_{2N}(0) + \delta^{(8+2\lambda)/(8+4\lambda)} \int_0^t \mathcal{D}_{2N}(r) \, dr \tag{9-18}
\]

and

\[
\int_0^t \sqrt{D_{2N}(r) \Xi(r) F_{2N}(r)} \, dr \lesssim F_{2N}(0) + \delta^{(8+2\lambda)/(16+8\lambda)} \int_0^t \mathcal{D}_{2N}(r) \, dr \tag{9-19}
\]

for \( 0 \leq t \leq T \).

**Proof.** Let \( g_{2N}(T) \leq \delta \) with \( \delta \) as small as in Proposition 9.2, so that estimate (9-13) holds. Lemma 3.17 implies that

\[
\Xi(r) \lesssim \left( e^{N_{2,2}(r)} \right) \frac{(8+2\lambda)/(8+4\lambda)}{(1+r)^{2+\lambda/2}}. \tag{9-20}
\]
This and (9-13) then imply that
\[
\frac{1}{\delta^{(8+2\lambda)/(8+4\lambda)}} \int_0^t \mathcal{H}(r) \mathcal{F}_{2N}(r) \, dr \lesssim \mathcal{F}_{2N}(0) \int_0^t \frac{dr}{(1+r)^{2+\lambda/2}} + \int_0^t \frac{r}{(1+r)^{2+\lambda/2}} \left( \int_0^r \mathcal{D}_{2N}(s) \, ds \right) \, dr
\]
\[
\lesssim \mathcal{F}_{2N}(0) \int_0^t \frac{dr}{(1+r)^{2+\lambda/2}} + \left( \int_0^t \mathcal{D}_{2N}(r) \, dr \right) \left( \int_0^t \frac{dr}{(1+r)^{1+\lambda/2}} \right)
\]
\[
\lesssim \mathcal{F}_{2N}(0) + \int_0^t \mathcal{D}_{2N}(r) \, dr,
\]
which is estimate (9-18). The estimate (9-19) follows from (9-18), Cauchy–Schwarz, and the fact that \( \delta \leq 1 \):
\[
\int_0^t \sqrt{\mathcal{D}_{2N}(r) \mathcal{H}(r) \mathcal{F}_{2N}(r)} \, dr
\]
\[
\leq \left( \int_0^t \mathcal{D}_{2N}(r) \, dr \right)^{1/2} \left( \int_0^t \mathcal{H}(r) \mathcal{F}_{2N}(r) \, dr \right)^{1/2}
\]
\[
\lesssim \left( \int_0^t \mathcal{D}_{2N}(r) \, dr \right)^{1/2} \left( \delta^{(8+2\lambda)/(8+4\lambda)} \mathcal{F}_{2N}(0) \right)^{1/2} + \delta^{(8+2\lambda)/(16+8\lambda)} \int_0^t \mathcal{D}_{2N}(r) \, dr
\]
\[
\lesssim \mathcal{F}_{2N}(0) + \delta^{(8+2\lambda)/(16+8\lambda)} \int_0^t \mathcal{D}_{2N}(r) \, dr.
\]

**Boundedness at the 2N level.** We now show bounds at the 2N level in terms of the initial data.

**Theorem 9.4.** Let \( \mathcal{E}_{2N} \) be defined by (2-58). There exists a universal constant \( 0 < \delta < 1 \) such that if \( \mathcal{E}_{2N}(T) \leq \delta \), then
\[
\sup_{0 \leq r \leq t} \mathcal{E}_{2N}(r) + \int_0^t \mathcal{D}_{2N} + \sup_{0 \leq r \leq t} \mathcal{F}_{2N}(r) \lesssim \mathcal{E}_{2N}(0) + \mathcal{F}_{2N}(0)
\]
for all \( 0 \leq t \leq T \).

**Proof.** Combining the energy evolution estimate of Theorem 7.1 with the comparison estimates of Theorems 8.5 and 8.6, we find that
\[
\mathcal{E}_{2N}(t) + \int_0^t \mathcal{D}_{2N}(r) \, dr \lesssim \mathcal{E}_{2N}(0) + \left( \mathcal{E}_{2N}(t) \right)^{1+\theta} + \int_0^t \left( \mathcal{E}_{2N}(r) \right)^{\theta} \mathcal{D}_{2N}(r) \, dr
\]
\[
+ \int_0^t \sqrt{\mathcal{D}_{2N}(r) \mathcal{H}(r) \mathcal{F}_{2N}(r)} \, dr + \int_0^t \mathcal{H}(r) \mathcal{F}_{2N}(r) \, dr
\]
for some \( \theta > 0 \). Let us assume initially that \( \delta \leq 1 \) is as small as in Lemma 2.6, Proposition 9.2, and Corollary 9.3, so that their conclusions hold. We may estimate the last two integrals in (9-23) with Corollary 9.3, using the fact that \( \delta \leq 1 \):
\[
\int_0^t \sqrt{\mathcal{D}_{2N}(r) \mathcal{H}(r) \mathcal{F}_{2N}(r)} \, dr + \int_0^t \mathcal{H}(r) \mathcal{F}_{2N}(r) \, dr \lesssim \mathcal{F}_{2N}(0) + \delta^{(8+2\lambda)/(16+8\lambda)} \int_0^t \mathcal{D}_{2N}(r) \, dr.
\]
On the other hand, $\sup_{0 \leq r \leq t} \mathcal{E}_{2N}(r) \leq \mathcal{G}_{2N}(T) \leq \delta$, so

$$(\mathcal{E}_{2N}(t))^{1+\theta} + \int_0^t (\mathcal{E}_{2N}(r))^\theta \mathcal{D}_{2N}(r) dr \leq \delta^\theta \mathcal{E}_{2N}(t) + \delta^\theta \int_0^t \mathcal{D}_{2N}(r) dr.$$  \hspace{1cm} (9-25)

We may then combine (9-23)–(9-25) and write

$$\psi = \min\{\theta, (8+2\lambda)/(16+8\lambda)\} > 0$$  \hspace{1cm} (9-26)

to deduce the bound

$$\mathcal{E}_{2N}(t) + \int_0^t \mathcal{D}_{2N}(r) dr \leq C (\mathcal{E}_{2N}(0) + \mathcal{F}_{2N}(0)) + C \delta^\theta \mathcal{E}_{2N}(t) + C \delta^\psi \int_0^t \mathcal{D}_{2N}(r) dr$$  \hspace{1cm} (9-27)

for a universal constant $C > 0$. Then if $\delta$ is sufficiently small so that $C \delta^\theta \leq 1/2$ and $C \delta^\psi \leq 1/2$, we may absorb the last two terms on the right side of (9-27) into the left, which then yields the estimate

$$\sup_{0 \leq r \leq t} \mathcal{E}_{2N}(r) + \int_0^t \mathcal{D}_{2N}(r) dr \lesssim \mathcal{E}_{2N}(0) + \mathcal{F}_{2N}(0).$$  \hspace{1cm} (9-28)

We then use this and Proposition 9.2 to estimate

$$\sup_{0 \leq r \leq t} \frac{\mathcal{F}_{2N}(r)}{1+r} \lesssim \sup_{0 \leq r \leq t} \frac{\mathcal{F}_{2N}(0)}{(1+r)} + \sup_{0 \leq r \leq t} \frac{r}{(1+r)} \int_0^r \mathcal{D}_{2N}(s) ds$$

$$\lesssim \mathcal{F}_{2N}(0) + \int_0^t \mathcal{D}_{2N}(r) dr \lesssim \mathcal{E}_{2N}(0) + \mathcal{F}_{2N}(0).$$  \hspace{1cm} (9-29)

Then (9-22) follows by summing (9-28) and (9-29).

\[\square\]

**Decay at the $N+2$ level.** Before showing the decay estimates, we first need an interpolation result.

**Proposition 9.5.** There exists a universal $0 < \delta < 1$ such that if $\mathcal{G}_{2N}(T) \leq \delta$, then

$$\mathcal{D}_{N+2,m}(t) \lesssim \mathcal{G}_{N+2,m}(t), \quad \mathcal{E}_{N+2,m}(t) \lesssim \mathcal{E}_{N+2,m}(t)$$  \hspace{1cm} (9-30)

and

$$\mathcal{E}_{N+2,m}(t) \lesssim (\mathcal{E}_{2N}(t))^{1/(m+\lambda+1)} (\mathcal{D}_{N+2,m}(t))^{(m+\lambda)/(m+\lambda+1)}$$  \hspace{1cm} (9-31)

for $m = 1, 2$ and $0 \leq t \leq T$.

**Proof:** The bound $\mathcal{G}_{2N}(T) \leq \delta$ and Theorems 8.7 and 8.8 imply that

$$\mathcal{D}_{N+2,m} \leq C \mathcal{G}_{N+2,m} + C \mathcal{E}_{2N}^\theta \mathcal{D}_{N+2,m} \leq C \mathcal{G}_{N+2,m} + C \delta^\theta \mathcal{D}_{N+2,m}$$  \hspace{1cm} (9-32)

and

$$\mathcal{E}_{N+2,m} \leq C \mathcal{E}_{N+2,m} + C \mathcal{E}_{2N}^\theta \mathcal{E}_{N+2,m} \leq C \mathcal{E}_{N+2,m} + C \delta^\theta \mathcal{E}_{N+2,m}$$  \hspace{1cm} (9-33)

for constants $C > 0$ and $\theta > 0$. Then if $\delta$ is small enough so that $C \delta^\theta \leq 1/2$, we may absorb the second term on the right side of (9-32) and (9-33) into the left to deduce the bounds in (9-30).

We now turn to the proof of (9-31). According to Remark 2.8, we have

$$\mathcal{E}_{N+2,m} \lesssim \|D_m^n u\|_0^2 + \|D_m^n \eta\|_0^2,$$  \hspace{1cm} (9-34)
and by Lemma A.12, we also know that
\[
\| \mathcal{D}^{2N+4}_{m} u \|_0^2 \lesssim \| \mathcal{D}^{2N+4}_{m} \mathcal{D}u \|_0^2 = \mathcal{D}_{N+2,m}.
\] (9-35)

On the other hand, the definition of $\mathcal{D}_{N+2,m}$, given by (2-54) when $m = 1$ and (2-55) when $m = 2$, together with (9-30) implies that
\[
\| \mathcal{D}^{2N+4}_{m+1} \eta \|_0^2 \leq \mathcal{D}_{N+2,m} + \| D^{2N+4} \eta \|_0^2 \lesssim \mathcal{D}_{N+2,m} + \| D^{2N+4} \eta \|_0^2.
\] (9-36)

We may then combine (9-34)–(9-36) to see that
\[
\mathcal{E}_{N+2,m} \lesssim \mathcal{D}_{N+2,m} + \| \mathcal{D}^m \eta \|_0^2 + \| D^{2N+4} \eta \|_0^2. 
\] (9-37)

We first estimate the last term in (9-37). The standard Sobolev interpolation inequality (3-47) with $s = 2N + 3 - m$, $r = 1/2$, and $q = 2N - 4$ allows us to estimate
\[
\| D^{2N+4} \eta \|_0^2 \leq \| D^{m+1} \eta \|_{2N+3-m}^2
\lesssim \left( \| D^{m+1} \eta \|_{2N+5/2-m}^2 \right)^{(4N-8)/(4N-7)} \left( \| D^{m+1} \eta \|_{4N-2-m-1}^2 \right)^{(1/(4N-7)}
\lesssim \left( \mathcal{D}_{N+2,m} \right)^{(4N-8)/(4N-7)} \left( \mathcal{E}_{2N} \right)^{1/(4N-7)}.
\] (9-38)

Since $N \geq 3$, $m \in \{1, 2\}$, and $\lambda \in (0, 1)$, we have $(4N-8)/(4N-7) > (m+\lambda)/(m+\lambda+1)$. Then this bound, the estimate (9-38), and the bound $\mathcal{D}_{N+2,m} \lesssim \mathcal{E}_{2N}$ from Lemma 2.10 imply that
\[
\| D^{2N+4} \eta \|_0^2 \lesssim \left( \mathcal{D}_{N+2,m} \right)^{(m+\lambda)/(m+\lambda+1)} \left( \mathcal{E}_{2N} \right)^{1/(m+\lambda+1)}.
\] (9-39)

Now we turn to the $D^m \eta$ term in (9-37). In the case $m = 1$ we use the $H^0$ interpolation estimates of Lemma 3.1 to bound
\[
\| \mathcal{D}^m \eta \|_0^2 = \| D \eta \|_0^2 \lesssim \left( \mathcal{E}_{2N} \right)^{1/(2+\lambda)} \left( \mathcal{D}_{N+2,1} \right)^{(1+\lambda)/(2+\lambda)}.
\] (9-40)

In the case $m = 2$ we use the $H^0$ interpolation estimates of $D^2 \eta$ from Lemma 3.1 and the $H^0$ estimate of $\partial_t \eta$ from Proposition 3.16 to bound
\[
\| \mathcal{D}^m \eta \|_0^2 = \| D^2 \eta \|_0^2 + \| \partial_t \eta \|_0^2 \lesssim \left( \mathcal{E}_{2N} \right)^{1/(3+\lambda)} \left( \mathcal{D}_{N+2,2} \right)^{(2+\lambda)/(3+\lambda)}.
\] (9-41)

Together, (9-40) and (9-41) may be written as
\[
\| \mathcal{D}^m \eta \|_0^2 \lesssim \left( \mathcal{E}_{2N} \right)^{1/(m+\lambda+1)} \left( \mathcal{D}_{N+2,m} \right)^{(m+\lambda)/(m+\lambda+1)}.
\] (9-42)

Now, according to Lemma 2.10, we can bound
\[
\mathcal{D}_{N+2,m} \leq \mathcal{D}_{N+2,m} \lesssim \left( \mathcal{E}_{2N} \right)^{1/(m+\lambda+1)} \left( \mathcal{D}_{N+2,m} \right)^{(m+\lambda)/(m+\lambda+1)}.
\] (9-43)

Then we use the estimates (9-39), (9-42), and (9-43) to bound the right side of (9-37); the bound (9-31) follows from the resulting inequality and (9-30).

Now we show that the extra integral term appearing in Theorem 7.2 can essentially be absorbed into $\mathcal{E}_{N+2,m}$.
Lemma 9.6. Let $F^2$ be defined by (2-19) with $\partial^\alpha = \partial_t^{N+2}$. There exists a universal $0 < \delta < 1$ such that if $\mathcal{G}_{2N}(T) \leq \delta$, then
\[
\frac{2}{3} \mathcal{E}_{N+2,m}(t) \leq \mathcal{E}_{N+2,m}(t) - 2 \int_\Omega J(t) \partial_t^{N+1} p(t) F^2(t) \leq \frac{4}{3} \mathcal{E}_{N+2,m}(t) \tag{9-44}
\]
for all $0 \leq t \leq T$.

Proof. Suppose that $\delta$ is as small as in Proposition 9.5. Then we combine estimate (5-4) of Theorem 5.2, Lemma 2.6, and estimate (9-30) of Proposition 9.5 to see that
\[
\|J\|_{L^\infty} \||\partial_t^{N+1} p\|_0 \|F^2\|_0 \lesssim \sqrt{\mathcal{E}_{N+2,m}} \sqrt{\mathcal{E}_{2N}^{\theta/2} \mathcal{E}_{N+2,m}} \lesssim \mathcal{E}_{2N}^{\theta/2} \mathcal{E}_{N+2,m} \lesssim \delta^{\theta/2} \mathcal{E}_{N+2,m} \tag{9-45}
\]
for some $\theta > 0$. This estimate and Cauchy–Schwarz then imply that
\[
\left| 2 \int_\Omega J \partial_t^{N+1} p F^2 \right| \leq 2 \|J\|_{L^\infty} \|\partial_t^{N+1} p\|_0 \|F^2\|_0 \leq C \delta^{\theta/2} \mathcal{E}_{N+2,m} \leq \frac{1}{3} \mathcal{E}_{N+2,m} \tag{9-46}
\]
if $\delta$ is small enough. The bound (9-44) then follows easily from (9-46).

Now we prove decay at the $N + 2$ level.

Theorem 9.7. Let $\mathcal{G}_{2N}$ be defined by (2-58). There exists a universal constant $0 < \delta < 1$ such that if $\mathcal{G}_{2N}(T) \leq \delta$, then
\[
\sup_{0 \leq r \leq t} (1 + r)^{m+\lambda} \mathcal{E}_{N+2,m}(r) \lesssim \mathcal{E}_{2N}(0) + \mathcal{F}_{2N}(0) \tag{9-47}
\]
for all $0 \leq t \leq T$ and for $m \in \{1, 2\}$.

Proof. Let $\delta$ be as small as in Lemma 2.6, Theorem 9.4, Proposition 9.5, and Lemma 9.6. Theorem 7.2 and the estimate (9-30) of Proposition 9.5 imply that
\[
\partial_t \left( \mathcal{E}_{N+2,m} - 2 \int_\Omega J \partial_t^{N+1} p F^2 \right) + \mathcal{F}_{N+2,m} \leq C \mathcal{E}_{2N}^{\theta} \mathcal{E}_{N+2,m} \leq C \delta^{\theta} \mathcal{E}_{N+2,m} \leq \frac{1}{2} \mathcal{E}_{N+2,m} \tag{9-48}
\]
if $\delta$ is small enough (here $\theta > 0$). On the other hand, Theorem 9.4, (9-31) of Proposition 9.5, and (9-44) of Lemma 9.6 imply that
\[
0 \leq \frac{2}{3} \mathcal{E}_{N+2,m} - \mathcal{E}_{N+2,m} - 2 \int_\Omega J \partial_t^{N+1} p F^2 \leq \frac{4}{3} \mathcal{E}_{N+2,m} \leq C (\mathcal{E}_{2N})^{1/(m+\lambda+1)} (\mathcal{F}_{N+2,m})^{(m+\lambda)/(m+\lambda+1)} \leq C_0 \mathcal{F}_0^{1/(m+\lambda+1)} (\mathcal{F}_{N+2,m})^{(m+\lambda)/(m+\lambda+1)} \tag{9-49}
\]
for all $0 \leq t \leq T$, where we have written $\mathcal{F}_0 := \mathcal{E}_{2N}(0) + \mathcal{F}_{2N}(0)$, and $C_0$ is a universal constant which we may assume satisfies $C_0 \geq 1$. Let us write
\[
h(t) \equiv \mathcal{E}_{N+2,m}(t) - 2 \int_\Omega J(t) \partial_t^{N+1} p(t) F^2(t) \geq 0, \tag{9-50}
\]
as well as
\[
s = \frac{1}{m+\lambda} \quad \text{and} \quad C_1 = \frac{1}{2C_0^{1+s} \mathcal{F}_0^s}. \tag{9-51}
\]
In these three terms we should distinguish between the cases $m = 1$ and $m = 2$, but to avoid notational clutter we will abuse notation and only write $h(t)$, $s$, and $C_1$. We may then combine (9-48) with (9-49) and use our new notation to derive the differential inequality

$$\partial_t h(t) + C_1(h(t))^{1+s} \leq 0 \quad (9-52)$$

for $0 \leq t \leq T$.

Since $h(t) \geq 0$, we may integrate (9-52) to find that, for any $0 \leq r \leq T$,

$$h(r) \leq \frac{h(0)}{[1 + s C_1(h(0))^s r]^{1/s}}. \quad (9-53)$$

Notice that Remark 2.8 implies that $\mathcal{E}_{N+2,m} \leq \frac{3}{2} \mathcal{E}_{2N}$. Then (9-49) implies that $h(0) \leq \frac{4}{3} \mathcal{E}_{N+2,m}(0) \leq 2 \mathcal{E}_{2N}(0) \leq 2 \mathcal{F}_0$, which in turn implies that

$$s C_1(h(0))^s = \frac{s}{2 C_0^{1+s}} \frac{h(0)^s}{\mathcal{F}_0} \leq \frac{s}{2 C_0^{1+s}} 2^s = \frac{s}{C_0^{1+s}} 2^{s-1} \leq 1 \quad (9-54)$$

since $0 < s < 1$ and $C_0 \geq 1$. A simple computation shows that

$$\sup_{r \geq 0} \frac{(1+r)^{1/s}}{(1+Mr)^{1/s}} = \frac{1}{M^{1/s}} \quad (9-55)$$

when $0 \leq M \leq 1$ and $s > 0$. This, (9-53), and (9-54) then imply that

$$(1+r)^{1/s} h(r) \leq h(0) \frac{(1+r)^{1/s}}{[1 + s C_1(h(0))^s r]^{1/s}} \leq h(0) \left( \frac{2 C_0^{1+s}}{s} \frac{\mathcal{F}_0}{h(0)} \right)^{1/s} = \left( \frac{2 C_0^{1+s}}{s} \right)^{1/s} \mathcal{F}_0. \quad (9-56)$$

Now we use (9-30) of Proposition 9.5 together with (9-49) to bound

$$\mathcal{E}_{N+2,m}(r) \lesssim \mathcal{E}_{N+2,m}(r) \lesssim h(r) \quad \text{for } 0 \leq r \leq T. \quad (9-57)$$

The estimate (9-47) then follows from (9-56), (9-57), and the fact that

$$s = 1/(m + \lambda) \quad \text{and} \quad \mathcal{F}_0 = \mathcal{E}_{2N}(0) + \mathcal{F}_{2N}(0). \quad \square$$

**A priori estimates for $\mathcal{G}_{2N}$**. We now collect the results of Theorems 9.4 and 9.7 into a single bound on $\mathcal{G}_{2N}$, as defined by (2-58). The estimate recorded specifically names the constant in the inequality with $C_1 > 0$ so that it can be referenced later.

**Theorem 9.8.** There exists a universal $0 < \delta < 1$ such that if $\mathcal{G}_{2N}(T) \leq \delta$, then

$$\mathcal{G}_{2N}(t) \leq C_1(\mathcal{E}_{2N}(0) + \mathcal{F}_{2N}(0)) \quad (9-58)$$

for all $0 \leq t \leq T$, where $C_1 > 0$ is a universal constant.

**Proof.** Let $\delta$ be as small as in Theorems 9.4 and 9.7. Then the conclusions of the theorems hold, and we may sum them to deduce (9-58).  \square
10. Specialized local well-posedness

**Propagation of \( \mathcal{I}_\lambda \) bounds.** To prove Theorem 1.3, we will combine our a priori estimates, Theorem 9.8, with a local well-posedness result. Theorem 1.1 is not quite enough since it does not address the boundedness of \( \|\mathcal{I}_\lambda u(t)\|_0^2, \|\mathcal{I}_\lambda \eta(t)\|_0^2 \), and \( \|\mathcal{I}_\lambda p(t)\|_0^2 \) for \( t > 0 \). In order to prove these bounds, we first study the cutoff operators \( \mathcal{I}_\lambda^m \), which we define now. Let \( m \geq 1 \) be an integer. For a function \( f \) defined on \( \Omega \), we define the cutoff Riesz potential \( \mathcal{I}_\lambda^m f \) by

\[
\mathcal{I}_\lambda^m f(x', x_3) = \int_{|\xi| \geq 1/m} \hat{f}(\xi, x_3)|\xi|^{-\lambda} e^{2\pi i x' \cdot \xi} d\xi, \tag{10-1}
\]

where \( \hat{\cdot} \) denotes the Fourier transform in the \((x_1, x_2)\) variables. Similarly, for \( f \) defined on \( \Sigma \), we set

\[
\mathcal{I}_\lambda^m f(x') = \int_{|\xi| \geq 1/m} \hat{f}(\xi)|\xi|^{-\lambda} e^{2\pi i x' \cdot \xi} d\xi. \tag{10-2}
\]

The operator \( \mathcal{I}_\lambda^m \) is clearly bounded on \( H^0(\Omega) \) and \( H^0(\Sigma) \), which allows us to apply it to our solutions and then study the evolution of \( \mathcal{I}_\lambda^m u \) and \( \mathcal{I}_\lambda^m \eta \).

Before doing so, we record some estimates for terms involving \( \mathcal{I}_\lambda^m \) that are analogous to the \( \mathcal{I}_\lambda \) estimates in Propositions Proposition 4.3 and 6.7 and in Lemmas 4.4, 4.5, 6.5, 6.6, A.3 and A.4. We begin with the analogues of the last two lemmas, which were the starting point for our \( \mathcal{I}_\lambda \) estimates.

Lemma 10.1. If \( \mathcal{I}_\lambda h \in H^0(\Omega) \), then \( \|\mathcal{I}_\lambda^m h\|_0^2 \leq \|\mathcal{I}_\lambda h\|_0^2 \). A similar estimate holds if \( \mathcal{I}_\lambda h \in H^0(\Sigma) \). As a consequence, the results of Lemmas A.3 and A.4 hold with \( \mathcal{I}_\lambda \) replaced by \( \mathcal{I}_\lambda^m \) and with the constants in the inequalities independent of \( m \).

**Proof.** Suppose that \( \mathcal{I}_\lambda h \in H^0(\Omega) \) for some \( h \). Then, writing \( \hat{\cdot} \) for the horizontal Fourier transform, we easily see that

\[
\|\mathcal{I}_\lambda^m h\|_0^2 = \int_{-b}^b \int_{|\xi| \geq 1/m} |\hat{h}(\xi, x_3)|^2 |\xi|^{-2\lambda} d\xi dx_3 \leq \|\mathcal{I}_\lambda h\|_0^2. \tag{10-3}
\]

The corresponding estimate in case \( \mathcal{I}_\lambda h \in H^0(\Sigma) \) follows similarly. Then the estimates of Lemmas A.3 and A.4 may be combined with these inequalities to replace \( \mathcal{I}_\lambda \) with \( \mathcal{I}_\lambda^m \). \( \square \)

We do not want our estimates for \( \mathcal{I}_\lambda^m \) to be given in terms of \( \mathcal{E}_{2N} \) since this energy contains \( \mathcal{I}_\lambda \) terms. Instead, we desire estimates in terms of a modified energy, which we write as

\[
\mathcal{E}_{2N} := \mathcal{E}_{2N} - \|\mathcal{I}_\lambda u\|_0^2 - \|\mathcal{I}_\lambda \eta\|_0^2. \tag{10-4}
\]

Lemma 10.1 allows us to prove the following modification of Proposition 4.3. The proof is a simple adaptation of the one for Proposition 4.3, and is thus omitted.

**Proposition 10.2.** Assume that \( \mathcal{E}_{2N} \leq 1 \). We have

\[
\|\mathcal{I}_\lambda^m G^1\|_1^2 + \|\mathcal{I}_\lambda^m G^2\|_2^2 + \|\mathcal{I}_\lambda^m \partial_t G^2\|_0^2 + \|\mathcal{I}_\lambda^m G^3\|_1^2 + \|\mathcal{I}_\lambda^m G^4\|_1^2 \lesssim \mathcal{E}_{2N}^2. \tag{10-5}
\]

Here the constant in the inequality does not depend on \( m \).
We may similarly modify the proof of Lemma 4.4, removing the interpolation arguments and simply estimating with $\mathcal{E}_{2N}$ instead. This provides us with the following lemma, whose proof we omit.

**Lemma 10.3.** Assume that $\mathcal{E}_{2N} \leq 1$. We have

\[
\|\mathcal{J}^m \left[(AK)\partial_3 u_1 + (BK)\partial_3 u_2\right]\|_0^2 + \sum_{i=1}^2 \|\mathcal{J}^m u \partial_i K\|_0^2 \lesssim \mathcal{E}_{2N}^2, \tag{10-6}
\]

\[
\|\mathcal{J}^m [(1-K)u]\|_0^2 + \|\mathcal{J}^m [(1-K)G^2]\|_0^2 \lesssim \mathcal{E}_{2N}^2. \tag{10-7}
\]

Here the constants in the inequalities do not depend on $m$.

**Lemma 10.3** leads to a modification of **Lemma 6.5**.

**Lemma 10.4.** Assume that $\mathcal{E}_{2N} \leq 1$. We have

\[
\|\mathcal{J}^m p\|_0^2 \lesssim \|\mathcal{J}^m \eta\|_0^2 + \mathcal{E}_{2N} \quad \text{and} \quad \|\mathcal{J}^m Dp\|_0^2 \lesssim \mathcal{E}_{2N}. \tag{10-8}
\]

Here the constants in the inequalities do not depend on $m$.

**Proof.** We may argue as in **Lemma 6.5**, employing **Lemma 10.1** in place of Lemmas A.3 and A.4 as well as **Proposition 10.2** and **Lemma 10.3** in place of **Proposition 4.3** and **Lemma 4.4**, to deduce the estimate $\|\partial^\alpha \mathcal{J}^m p\|_0^2 \lesssim \|\partial^\alpha \mathcal{J}^m \eta\|_0^2 + \|u\|_3^2 + \|\partial_1 u\|_1^2 + \mathcal{E}_{2N}^2$ for $\alpha \in \mathbb{N}^2$ with $|\alpha| \in \{0, 1\}$. We may bound $\|u\|_3^2 + \|\partial_1 u\|_1^2 \leq \mathcal{E}_{2N}$. When $|\alpha| = 1$ we use **Lemma 10.1** to estimate $\|\partial^\alpha \mathcal{J}^m \eta\|_0 \lesssim (\|\eta\|_0^2)(\|D\eta\|_0^2)^{1-\lambda} \lesssim \mathcal{E}_{2N}$. The desired estimates then follow from these estimates and the fact that $\mathcal{E}_{2N} \leq 1$. \(\square\)

In turn, **Lemma 10.4** gives a variant of **Lemma 6.6**. The proof is an easy modification of that of **Lemma 6.6**, using the above $\mathcal{J}^m$ results in place of $\mathcal{J}$ results, and is thus omitted.

**Lemma 10.5.** Assume that $\mathcal{E}_{2N} \leq 1$. We have

\[
\left| \int_{\Omega} \mathcal{J}^m p \mathcal{J}^m G^2 \right| \lesssim \mathcal{E}_{2N} \|\mathcal{J}^m \eta\|_0 + \mathcal{E}_{2N}. \tag{10-9}
\]

Here the constant in the inequality does not depend on $m$.

These results now allow us to study the boundedness of $\mathcal{J}_\lambda u$, etc. We first apply the operator $\mathcal{J}^m$ to the equations (2-23), which is possible since $\mathcal{J}^m$ is bounded on $H^0(\Omega)$ and $H^0(\Sigma)$. Then the energy evolution for $\mathcal{J}^m u$ and $\mathcal{J}^m \eta$ allows us to derive bounds for these quantities, which yield bounds for $\mathcal{J}_\lambda u$ and $\mathcal{J}_\lambda \eta$ after passing to the limit $m \to \infty$.

**Proposition 10.6.** Suppose that $(u, p, \eta)$ are solutions on the time interval $[0, T]$ and that $\|\mathcal{J}_\lambda u_0\|_0^2 + \|\mathcal{J}_\lambda \eta_0\|_0^2 < \infty$ and $\sup_{0 \leq t \leq T} \mathcal{E}_{2N}(t) \leq 1$. Then

\[
\sup_{0 \leq t \leq T} \left( \|\mathcal{J}_\lambda u(t)\|_0^2 + \|\mathcal{J}_\lambda p(t)\|_0^2 + \|\mathcal{J}_\lambda \eta(t)\|_0^2 \right) + \int_0^T \|\mathcal{J}_\lambda u(t)\|_0^2 dt \lesssim e^T (\|\mathcal{J}_\lambda u_0\|_0^2 + \|\mathcal{J}_\lambda \eta_0\|_0^2) + e^T \sup_{0 \leq t \leq T} \mathcal{E}_{2N}(t). \tag{10-10}
\]
Proof. Since \( \mathcal{F}_\lambda^m \) is a bounded operator on \( H^0(\Omega) \) and \( H^0(\Sigma) \), we are free to apply it to the equations (2-23). After doing so, we use Lemma 2.5 to see that
\[
\partial_t \left( \frac{1}{2} \int_\Omega |\mathcal{F}_\lambda^m u|^2 + \frac{1}{2} \int_\Sigma |\mathcal{F}_\lambda^m \eta|^2 \right) + \frac{1}{2} \int_\Omega |\mathbb{D}\mathcal{F}_\lambda^m u|^2 \\
= \int_\Omega \mathcal{F}_\lambda^m u \cdot (\mathcal{F}_\lambda^m G^1 - \nabla \mathcal{F}_\lambda^m G^2) + \mathcal{F}_\lambda^m p \mathcal{F}_\lambda^m G^2 + \int_\Sigma -\mathcal{F}_\lambda^m u \cdot \mathcal{F}_\lambda^m G^3 + \mathcal{F}_\lambda^m \eta \mathcal{F}_\lambda^m G^4. \tag{10-11}
\]
We will estimate each term on the right side of this equation. First, we use Cauchy–Schwarz and Proposition 10.2 to estimate the first and fourth terms:
\[
\left| \int_\Omega \mathcal{F}_\lambda^m u \cdot (\mathcal{F}_\lambda^m G^1 - \nabla \mathcal{F}_\lambda^m G^2) \right| + \left| \int_\Sigma \mathcal{F}_\lambda^m \eta \mathcal{F}_\lambda^m G^4 \right| \\
\leq \| \mathcal{F}_\lambda^m u \|_0 (\| \mathcal{F}_\lambda^m G^1 \|_0 + \| \mathcal{F}_\lambda^m G^2 \|_1) + \| \mathcal{F}_\lambda^m \eta \|_0 \| \mathcal{F}_\lambda^m G^4 \|_0 \\
\leq \frac{1}{2} \| \mathcal{F}_\lambda^m u \|^2_0 + \frac{1}{4} \| \mathcal{F}_\lambda^m \eta \|^2_0 + \frac{1}{2} (\| \mathcal{F}_\lambda^m G^1 \|_0 + \| \mathcal{F}_\lambda^m G^2 \|_1)^2 + \| \mathcal{F}_\lambda^m G^4 \|^2_0 \\
\leq \frac{1}{2} \| \mathcal{F}_\lambda^m u \|^2_0 + \frac{1}{4} \| \mathcal{F}_\lambda^m \eta \|^2_0 + C \mathcal{E}_2^2, \tag{10-12}
\]
for \( C > 0 \) independent of \( m \). For the second term we use Lemma 10.5 and Cauchy’s inequality for
\[
\left| \int_\Omega \mathcal{F}_\lambda^m p \mathcal{F}_\lambda^m G^2 \right| \leq C \| \mathcal{F}_\lambda^m \eta \|_0 \mathcal{E}_2 N + C \mathcal{E}_2 N \leq \frac{1}{4} \| \mathcal{F}_\lambda^m \eta \|^2_0 + C (\mathcal{E}_2 N + \mathcal{E}_2^2), \tag{10-13}
\]
where again \( C > 0 \) is independent of \( m \). Finally, for the third term we use trace theory, Proposition 10.2, and Lemma A.12 to bound
\[
\left| \int_\Sigma \mathcal{F}_\lambda^m u \cdot \mathcal{F}_\lambda^m G^3 \right| \leq \| \mathcal{F}_\lambda^m u \|_{H^0(\Sigma)} \| \mathcal{F}_\lambda^m G^3 \|_0 \leq C \| \mathcal{F}_\lambda^m u \|_1 \| \mathcal{F}_\lambda^m G^3 \|_0 \\
\leq C \| \mathbb{D}\mathcal{F}_\lambda^m u \|_0 \mathcal{E}_2 N \leq \frac{1}{4} \| \mathbb{D}\mathcal{F}_\lambda^m u \|^2_0 + C \mathcal{E}_2^2, \tag{10-14}
\]
with \( C > 0 \) independent of \( m \). Now we use (10-12)–(10-14) to estimate the right side of (10-11); after rearranging the resulting bound, we find that
\[
\partial_t (\| \mathcal{F}_\lambda^m u \|^2_0 + \| \mathcal{F}_\lambda^m \eta \|^2_0) + \frac{1}{2} \| \mathbb{D}\mathcal{F}_\lambda^m u \|^2_0 \leq \| \mathcal{F}_\lambda^m u \|^2_0 + \| \mathcal{F}_\lambda^m \eta \|^2_0 + C (\mathcal{E}_2 N + \mathcal{E}_2^2) \tag{10-15}
\]
for a constant \( C > 0 \) that does not depend on \( m \).

The inequality (10-15) may be viewed as the differential inequality
\[
\partial_t \mathcal{E}_{\lambda,m} + \frac{1}{2} \mathcal{D}_{\lambda,m} \leq \mathcal{E}_{\lambda,m} + C (\mathcal{E}_2 N + \mathcal{E}_2^2), \tag{10-16}
\]
where we have written \( \mathcal{E}_{\lambda,m} = \| \mathcal{F}_\lambda^m u \|^2_0 + \| \mathcal{F}_\lambda^m \eta \|^2_0 \) and \( \mathcal{D}_{\lambda,m} = \| \mathbb{D}\mathcal{F}_\lambda^m u \|^2_0 \). Applying Gronwall’s lemma to (10-16) and using the fact that \( \mathcal{E}_2 N(t) \leq 1 \) then shows that
\[
\mathcal{E}_{\lambda,m}(t) \leq \mathcal{E}_{\lambda,m}(0) e^t + C \int_0^t e^{-s} \mathcal{E}_2 N(s) \, ds \\
\leq \mathcal{E}_{\lambda,m}(0) e^t + C (e^t - 1) \sup_{0 \leq s \leq t} \mathcal{E}_2 N(s), \tag{10-17}
\]
where again $C > 0$ is independent of $m$. It is a simple matter to verify, using the definitions of $\mathcal{F}_\lambda^m$ and $\mathcal{G}_\lambda$, Parseval’s theorem for the Fourier transform in $(x_1, x_2)$, and the monotone convergence theorem, that, as $m \to \infty$,

$$
\mathcal{E}_{\lambda,m}(s) = \|\mathcal{F}_\lambda^m u(s)\|_0^2 + \|\mathcal{F}_\lambda^m \eta(s)\|_0^2 \to \|\mathcal{G}_\lambda(u(s)\|_0^2 + \|\mathcal{G}_\lambda(\eta(s)\|^2_0
$$

(10-18)

for both $s = 0$ and $s = t$, and

$$
\int_0^t \mathcal{D}_{\lambda,m}(s) \, ds \to \int_0^t \|\mathcal{G}_\lambda(u(s)\|_0^2 \, ds.
$$

(10-19)

Now, according to these two convergence results, we may pass to the limit $m \to \infty$ in (10-17); the resulting estimate and Lemma A.12 then imply that

$$
\sup_{0 \leq t \leq T} (\|\mathcal{G}_\lambda u(t)\|_0^2 + \|\mathcal{G}_\lambda(\eta(t)\|_0^2 + \int_0^T \|\mathcal{G}_\lambda u(t)\|_0^2 \, dt \\
\lesssim (\|\mathcal{G}_\lambda u(0)\|_0^2 + \|\mathcal{G}_\lambda \eta(0)\|_0^2) e^T + (e^T - 1) \sup_{0 \leq t \leq T} \mathcal{E}_{2N}(t).
$$

(10-20)

On the other hand, from Lemma 10.4, we know that

$$
\|\mathcal{G}_\lambda^m p(t)\|_0^2 \lesssim \|\mathcal{G}_\lambda^m \eta(t)\|_0^2 + \mathcal{E}_{2N}(t).
$$

(10-21)

We may then argue as above, employing the monotone convergence theorem, to pass to the limit $m \to \infty$ in this estimate. We then find that

$$
\sup_{0 \leq t \leq T} \|\mathcal{G}_\lambda p(t)\|_0^2 \lesssim \sup_{0 \leq t \leq T} \|\mathcal{G}_\lambda \eta(t)\|_0^2 + \sup_{0 \leq t \leq T} \mathcal{E}_{2N}(t).
$$

(10-22)

The estimate (10-10) then follows by combining (10-20) and (10-22).

**Local well-posedness.** We now record the specialized version of the local well-posedness theorem. We include estimates for $\mathcal{G}_\lambda u$, $\mathcal{G}_\lambda \eta$, and $\mathcal{G}_\lambda p$. We also separate estimates for $\mathcal{E}_{2N}$ and $\mathcal{D}_{2N}$ from estimates for $\mathcal{F}_{2N}$ and $\mathcal{E}_{2N}$, the latter of which is defined by (10-4).

**Theorem 10.7.** Suppose that initial data are given satisfying the compatibility conditions of Theorem 1.1 and $\|u(0)\|_{2N}^2 + \|\eta(0)\|_{2N+1/2}^2 + \|\mathcal{G}_\lambda u(0)\|_0^2 + \|\mathcal{G}_\lambda \eta(0)\|_0^2 < \infty$. Let $\varepsilon > 0$. There exists a $\delta_0 = \delta_0(\varepsilon) > 0$ and a

$$
T_0 = C(\varepsilon) \min \left\{ 1, \frac{1}{\|\eta(0)\|_{2N+1/2}^2} \right\} > 0
$$

(10-23)

where $C(\varepsilon) > 0$ is a constant depending on $\varepsilon$, such that if $0 < T \leq T_0$ and $\|u(0)\|_{2N}^2 + \|\eta(0)\|_{2N}^2 \leq \delta_0$, there exists a unique solution $(u, p, \eta)$ to (1-9) on the interval $[0, T]$ that achieves the initial data. The solution obeys the estimates

$$
\sup_{0 \leq t \leq T} \mathcal{E}_{2N}(t) + \sup_{0 \leq t \leq T} \|\mathcal{G}_\lambda p(t)\|_0^2 + \int_0^T \mathcal{D}_{2N}(t) \, dt + \|\partial_t^{2N+1}u\|_{(s,T)}^2 \\
\quad \leq C_2(\varepsilon + \|\mathcal{G}_\lambda u(0)\|_0^2 + \|\mathcal{G}_\lambda \eta(0)\|_0^2),
$$

(10-24)
We record this estimate now.\(^{H5107}\) we must be able to estimate Remark 10.8. The finiteness of the terms in (10-24) and (10-25) justifies all of the computations leading to Theorem 10.7. The result follows directly from Proposition 10.6 and Theorem 1.1. □

Remark 10.8. The finiteness of the terms in (10-24) and (10-25) justifies all of the computations leading to Theorem 9.8. In particular, it shows that \(\partial_t^2 u\) and \(\partial_t^2 p\) are well-defined.

Remark 10.9. We could have recorded a version of Theorem 10.7 in which \(\varepsilon\) is replaced by various terms depending on the initial data in (10-24)–(10-25). We have chosen to introduce the \(\varepsilon\) term for convenience in our proof of Theorem 11.2.

11. Global well-posedness and decay: proof of Theorem 1.3

In order to combine the local existence result, Theorem 10.7, with the a priori estimates of Theorem 9.8, we must be able to estimate \(\mathcal{E}_{2N}\), defined by (2-58), in terms of the estimates given in (10-24) and (10-25). We record this estimate now.

Proposition 11.1. Let \(\mathcal{E}_{2N}\) be as defined by (10-4). There exists a universal constant \(C_3 > 0\) with the following properties.

1. If \(0 \leq T\), we have the estimate

\[
\mathcal{G}_{2N}(T) \leq \sup_{0 \leq t \leq T} \mathcal{E}_{2N}(t) + \int_0^T \mathcal{D}_{2N}(t) \, dt + \sup_{0 \leq t \leq T} \mathcal{F}_{2N}(t) + C_3(1 + T)^{2+\lambda} \sup_{0 \leq t \leq T} \mathcal{E}_{2N}(t). \tag{11-1}
\]

2. If \(0 < T_1 \leq T_2\) and \(\sup_{T_1 \leq t \leq T_2} \|\eta(t)\|_{\frac{5}{3}}^2 \leq \delta\), where \(\delta > 0\) is as in Lemma 2.6, we have the estimate

\[
\mathcal{G}_{2N}(T_2) \leq C_3 \mathcal{G}_{2N}(T_1) + \sup_{T_1 \leq t \leq T_2} \mathcal{E}_{2N}(t) + \int_{T_1}^{T_2} \mathcal{D}_{2N}(t) \, dt + \frac{1}{(1+T_1)} \sup_{T_1 \leq t \leq T_2} \mathcal{F}_{2N}(t) + C_3(T_2 - T_1)^2(1 + T_2)^{2+\lambda} \sup_{T_1 \leq t \leq T_2} \mathcal{E}_{2N}(t). \tag{11-2}
\]

Proof: We begin with the proof of the estimate (11-2). The definition of \(\mathcal{G}_{2N}(T_2)\) in (2-58) allows us to estimate

\[
\mathcal{G}_{2N}(T_2) \leq \mathcal{G}_{2N}(T_1) + \sup_{T_1 \leq t \leq T_2} \mathcal{E}_{2N}(t) + \int_{T_1}^{T_2} \mathcal{D}_{2N}(t) \, dt + \sup_{T_1 \leq t \leq T_2} \frac{\mathcal{F}_{2N}(t)}{(1+t)} + \sum_{m=1}^{2} \sup_{T_1 \leq t \leq T_2} (((1+t)^{m+\lambda}) \mathcal{E}_{N+2,m}(t)). \tag{11-3}
\]

Since \(N \geq 3\), it is easy to verify that

\[
\sum_{j=0}^{N+2} \|\partial_t^{j+1} u\|_{2(N+2)-2j}^2 + \|\partial_t^{j} u\|_{2(N+2)-2j}^2 + \|\partial_t^{j+1} \eta\|_{2(N+2)-2j}^2 + \|\partial_t^{j} \eta\|_{2(N+2)-2j}^2 \lesssim \mathcal{E}_{2N} \tag{11-4}
\]
We will use (11-4), (11-5), and an integration argument to estimate the last term in (11-3).

For $j = 1, \ldots, N + 2$ and $m = 1, 2$ we may integrate $\partial_t [(1 + t)^{(m+\lambda)/2}\partial_t^j u(t)]$ in time from $T_1$ to $t \in [T_1, T_2]$ and use the estimates in (11-4) to deduce the bound

$$
\|(1 + t)^{(m+\lambda)/2}\partial_t^j u(t)\|_{2N+4-2j} \leq \|(1 + T_1)^{(m+\lambda)/2}\partial_t^j u(T_1)\|_{2N+4-2j} + \int_{T_1}^{T_2} (1 + s)^{(m+\lambda)/2}\|\partial_t^j u(s)\|_{2N+4-2j} ds
$$

$$
\lesssim \sqrt{\varrho_{2N}(T_1)} + (T_2 - T_1)(1 + T_1)^{1+\lambda/2} \sqrt{\sup_{T_1 \leq t \leq T_2} \mathcal{E}_{2N}(t)}.
$$

(11-6)

Squaring both sides of this, summing over $j = 1, \ldots, N + 2$, taking the supremum, and then summing over $m = 1, 2$ then yields the bound

$$
\sum_{m=1}^{N+2} \sup_{T_1 \leq t \leq T_2} \left( (1 + t)^{(m+\lambda/2)\sum_{j=1}^{N+2}\|\partial_t^j u(t)\|_{2(N+2)-2j}} \right) \lesssim \varrho_{2N}(T_1) + (T_2 - T_1)^{2}(1 + T_2)^{2+\lambda} \sup_{T_1 \leq t \leq T_2} \mathcal{E}_{2N}(t).
$$

(11-7)

We may also integrate $\partial_t [(1 + t)^{(m+\lambda)/2}\partial^\alpha u(t)]$ for $\alpha \in \mathbb{N}^3$ with $|\alpha| = m + 1$ and argue as above, again employing the estimate (11-4), to deduce the bound (after summing over all such $\alpha$)

$$
\sum_{m=1}^{N+2} \sup_{T_1 \leq t \leq T_2} \left( (1 + t)^{(m+\lambda)}\|\nabla^{m+1} u(t)\|_{2(N+2)-m-1} \right) \lesssim \varrho_{2N}(T_1) + (T_2 - T_1)^{2}(1 + T_2)^{2+\lambda} \sup_{T_1 \leq t \leq T_2} \mathcal{E}_{2N}(t).
$$

(11-8)

Similarly, we may integrate $\partial_t [(1 + t)^{(m+\lambda)/2}\partial^\alpha u(t)]$ for $\alpha \in \mathbb{N}^{1+2}$ with $m \leq |\alpha| \leq 2N + 4$, argue as above with (11-4), and then employ the bound $\|\widetilde{D}^{2N+4}_m u(t)\|_0^2 \lesssim \mathcal{E}_{N+2,m}$ from Remark 2.8 (which holds for $t \in [T_1, T_2]$) because of our assumption on the size of $\|\eta\|_{2,\lambda}^2$, to deduce the bound (again after summing over all such $\alpha$)

$$
\sum_{m=1}^{2N+2} \sup_{T_1 \leq t \leq T_2} \left( (1 + t)^{(m+\lambda)}\|\widetilde{D}^{2N+4}_m u(t)\|_0^2 \right) \lesssim \varrho_{2N}(T_1) + (T_2 - T_1)^{2}(1 + T_2)^{2+\lambda} \sup_{T_1 \leq t \leq T_2} \mathcal{E}_{2N}(t).
$$

(11-9)

Together, the estimates (11-7)–(11-9) account for all of the $u$ terms appearing in $\mathcal{E}_{N+2,m}$, as defined in (2-52) for $m = 1$ and (2-53) for $m = 2$.

Now we turn to the terms in $\mathcal{E}_{N+2,m}$ involving $\eta$ and $p$. We may use the $\eta$ estimates in (11-4) and the $p$ estimates in (11-5) in a trio of integration arguments like those used above in (11-7)–(11-9). These yield the estimates

$$
\sum_{m=1}^{N+2} \sup_{T_1 \leq t \leq T_2} \left( (1 + t)^{(m+\lambda)} \left[ \sum_{j=1}^{N+1}\|\partial_t^j p(t)\|_{2(N+2)-2j-1} + \sum_{j=1}^{N+2}\|\partial_t^j \eta(t)\|_{2(N+2)-2j} \right] \right) \lesssim \varrho_{2N}(T_1) + (T_2 - T_1)^{2}(1 + T_2)^{2+\lambda} \sup_{T_1 \leq t \leq T_2} \mathcal{E}_{2N}(t).
$$

(11-10)
\[
\sum_{m=1}^{2} \sup_{T_{1} \leq t \leq T_{2}} \left( (1 + t)^{m + \lambda} \left[ \| \nabla^{m} p(t) \|_{2(N+2) - m - 1}^{2} + \| D^{m} \eta(t) \|_{2(N+2) - m}^{2} \right] \right) \\
\lesssim \mathcal{G}_{2N}(T_{1}) + (T_{2} - T_{1})^{2}(1 + T_{2})^{2 + \lambda} \sup_{T_{1} \leq t \leq T_{2}} \mathcal{E}_{2N}(t), \quad (11-11)
\]

and
\[
\sum_{m=1}^{2} \sup_{T_{1} \leq t \leq T_{2}} \left( (1 + t)^{m + \lambda} \| D_{m}^{2N+4} \eta(t) \|_{0}^{2} \right) \lesssim \mathcal{G}_{2N}(T_{1}) + (T_{2} - T_{1})^{2}(1 + T_{2})^{2 + \lambda} \sup_{T_{1} \leq t \leq T_{2}} \mathcal{E}_{2N}(t). \quad (11-12)
\]

Now we sum (11-7)–(11-12) and use the bound \( \mathcal{E}_{N+2,m} \lesssim \| D_{m}^{2N+4} u \|_{0}^{2} + \| D_{m}^{2N+4} \eta \|_{0}^{2} \) from Remark 2.8 to find that
\[
\sum_{m=1}^{2} \sup_{T_{1} \leq t \leq T_{2}} ((1 + t)^{m + \lambda} \mathcal{E}_{N+2,m}(t)) \lesssim \mathcal{G}_{2N}(T_{1}) + (T_{2} - T_{1})^{2}(1 + T_{2})^{2 + \lambda} \sup_{T_{1} \leq t \leq T_{2}} \mathcal{E}_{2N}(t). \quad (11-13)
\]

Then (11-2) follows from (11-3), (11-13), and the trivial bound
\[
\sup_{T_{1} \leq t \leq T_{2}} \mathcal{F}_{2N}(t) \leq \frac{1}{(1 + T_{1})} \sup_{T_{1} \leq t \leq T_{2}} \mathcal{F}_{2N}(t). \quad (11-14)
\]

Now we turn to the proof of (11-1). It is easy to see that \( \mathcal{E}_{N+2,m}(t) \lesssim \mathcal{E}_{2N}(t) \), which leads us to the simple bound
\[
\sum_{m=1}^{2} \sup_{0 \leq t \leq T} ((1 + t)^{m + \lambda} \mathcal{E}_{N+2,m}(t)) \lesssim (1 + T)^{2 + \lambda} \sup_{0 \leq t \leq T} \mathcal{E}_{2N}(t). \quad (11-15)
\]

Then this, (11-14) with \( T_{1} \) replaced by 0 and \( T_{2} \) replaced by \( T \), and the definition of \( \mathcal{G}_{2N} \) in (2-58) imply (11-1). \( \square \)

We now turn to our main result.

**Theorem 11.2.** Suppose the initial data \((u_{0}, \eta_{0})\) satisfy the compatibility conditions of Theorem 11.1. Let \( \mathcal{E}_{2N}, \mathcal{F}_{2N}, \) and \( \mathcal{G}_{2N} \) be defined by (2-50), (2-56), and (2-58), respectively. There exists a \( \kappa > 0 \) such that if \( \mathcal{E}_{2N}(0) + \mathcal{F}_{2N}(0) < \kappa \), there exists a unique solution \((u, p, \eta)\) to (1-9) on the interval \([0, \infty)\) that achieves the initial data. The solution obeys the estimate
\[
\mathcal{G}_{2N}(\infty) \leq C_{1}(\mathcal{E}_{2N}(0) + \mathcal{F}_{2N}(0)) < C_{1}\kappa, \quad (11-16)
\]
where \( C_{1} > 0 \) is given by Theorem 9.8.

**Proof.** Let \( 0 < \delta < 1 \) and \( C_{1} > 0 \) be the constants from Theorem 9.8, \( C_{2} > 0 \) the constant from Theorem 10.7, and \( C_{3} > 0 \) the constant from Proposition 11.1. According to (11-1) of Proposition 11.1, if a solution exists on the interval \([0, T]\) with \( T < 1 \) and obeys the estimates (10-24) and (10-25), then
\[
\mathcal{G}_{2N}(T) \leq C_{2}\kappa + \varepsilon[C_{2} + 1 + C_{3}2^{2+\lambda}] \quad (11-17)
\]
If \( \varepsilon \) is chosen so that the latter term in (11-17) equals \( \delta/2 \), we may choose \( \kappa \) sufficiently small that \( C_{2}\kappa < \delta/2 \) and \( \kappa < \delta_{0}(\varepsilon) \) (with \( \delta_{0}(\varepsilon) \) given by Theorem 10.7); then Theorem 10.7 provides a unique
solution on \([0, T]\) obeying the estimates (10-24) and (10-25), and hence \(\mathcal{G}_{2N}(T) \leq \delta\). According to Remark 10.8, all of the computations leading to Theorem 9.8 are justified by the estimates (10-24) and (10-25).

Let us now define

\[ T_*(\kappa) = \sup \{ T > 0 \mid \text{for every choice of initial data satisfying the compatibility conditions and } \mathcal{E}_{2N}(0) + \mathcal{F}_{2N}(0) < \kappa, \text{there exists a unique solution on } [0, T] \text{ that achieves the data and satisfies } \mathcal{G}_{2N}(T) \leq \delta \}. \quad (11-18) \]

By the above analysis, \(T_*(\kappa)\) is well-defined and satisfies \(T_*(\kappa) > 0\) if \(\kappa\) is small enough, that is, there is a \(\kappa_1 > 0\) such that \(T_* : (0, \kappa_1] \to (0, \infty]\). It is easily verified that \(T_*\) is nonincreasing on \((0, \kappa_1]\). Let us now set

\[ \varepsilon = \frac{\delta}{3} \min \left\{ \frac{1}{1 + C_2}, \frac{1}{C_3} \right\} \quad (11-19) \]

and then define \(\kappa_0 \in (0, \kappa_1]\) by

\[ \kappa_0 = \min \left\{ \frac{\delta}{3C_1(C_3 + 2C_2)}, \frac{\delta_0(\varepsilon)}{C_1}, \kappa_1 \right\}, \quad (11-20) \]

where \(\delta_0(\varepsilon)\) is given by Theorem 10.7 with \(\varepsilon\) given by (11-19). We claim that \(T_*(\kappa_0) = \infty\). Once the claim is established, the proof of the theorem is complete, since then \(T_*(\kappa) = \infty\) for all \(0 < \kappa \leq \kappa_0\).

Suppose, by way of contradiction, that \(T_*(\kappa_0) < \infty\). We will show that solutions can actually be extended past \(T_*(\kappa_0)\) and that these solutions satisfy \(\mathcal{G}_{2N}(T_2) \leq \delta\) for \(T_2 > T_*(\kappa_0)\), contradicting the definition of \(T_*(\kappa_0)\). We begin by extending the solutions. By the definition of \(T_*(\kappa_0)\), we know that, for every \(0 < T_1 < T_*(\kappa_0)\) and any choice of data satisfying the compatibility conditions and the bound \(\mathcal{E}_{2N}(0) + \mathcal{F}_{2N}(0) < \kappa_0\), there exists a unique solution on \([0, T_1]\) that achieves the initial data and satisfies \(\mathcal{G}_{2N}(T_1) \leq \delta\). Then, by Theorem 9.8, we know that, actually,

\[ \mathcal{G}_{2N}(T_1) \leq C_1(\mathcal{E}_{2N}(0) + \mathcal{F}_{2N}(0)) < C_1\kappa_0. \quad (11-21) \]

In particular, this and (11-20) imply that

\[ \mathcal{E}_{2N}(T_1) + \frac{\mathcal{F}_{2N}(T_1)}{(1 + T_1)} < C_1\kappa_0 \leq \delta_0(\varepsilon) \quad \text{for all } 0 < T_1 < T_*(\kappa_0), \quad (11-22) \]

where \(\varepsilon\) is given by (11-19). We view \((u(T_1), p(T_1), \eta(T_1))\) as initial data for a new problem; since \((u, p, \eta)\) are already solutions, they satisfy the compatibility conditions needed to use them as data. Then, since \(\mathcal{E}_{2N}(T_1) < \delta_0(\varepsilon)\), we can use Theorem 10.7 with \(\varepsilon\) given by (11-19) to extend solutions to \([T_1, T_2]\) for any \(T_2\) satisfying

\[ 0 < T_2 - T_1 \leq T_0 = C(\varepsilon) \min \{1, \mathcal{F}_{2N}(T_1)^{-1}\}. \quad (11-23) \]

In light of (11-22), we may bound

\[ \bar{T} := C(\varepsilon) \min \left\{ 1, \frac{1}{\delta_0(\varepsilon)(1 + T_*(\kappa_0))} \right\} \leq T_0. \quad (11-24) \]
Notice that $\bar{T}$ depends on $\varepsilon$ (given by (11-19)) and $T_*(\kappa_0)$, but is independent of $T_1$. Let

$$\gamma = \min\left\{ \bar{T}, T_*(\kappa_0), \frac{1}{1+2T_*(\kappa_0)} \right\}, \quad (11-25)$$

and then let us choose $T_1 = T_*(\kappa_0) - \gamma/2$ and $T_2 = T_*(\kappa_0) + \gamma/2$. The choice of $\gamma$ implies that

$$0 < T_1 < T_*(\kappa_0) < T_2 < 2T_*(\kappa_0) \quad \text{and} \quad 0 < \gamma = T_2 - T_1 \leq \bar{T} \leq T_0. \quad (11-26)$$

Then Theorem 10.7 allows us to extend solutions to the interval $[0, T_2]$, and it provides estimates on the extended interval $[T_1, T_2]$:

$$\sup_{T_1 \leq t \leq T_2} \mathcal{E}_{2N}(t) + \sup_{T_1 \leq t \leq T_2} \| \mathcal{F}_\lambda u(t) \|_0^2 + \int_{T_1}^{T_2} \mathcal{D}_{2N}(t) \, dt + (\| \mathcal{F}_\lambda^2 u \|_{(\mathcal{I}(T_1, T_2))^*})^2 \leq C_2(\varepsilon + \| \mathcal{F}_\lambda u(T_1) \|_0^2 + \| \mathcal{F}_\lambda \eta(T_1) \|_0^2), \quad (11-27)$$

and

$$\sup_{T_1 \leq t \leq T_2} \mathcal{E}_{2N}(t) \leq \varepsilon \quad \text{and} \quad \sup_{T_1 \leq t \leq T_2} \mathcal{F}_{2N}(t) \leq C_2 \mathcal{F}_{2N}(T_1) + \varepsilon. \quad (11-28)$$

Here, in (11-27), we understand that $\mathcal{I}(T_1, T_2)$ is defined as in (1-11) except on the temporal interval $(T_1, T_2)$ rather than $(0, T)$.

Having extended the existence interval, we will now show that $\mathcal{E}_{2N}(T_2) \leq \delta$. Note that the constant $\delta$, which comes from Theorem 9.8, is already smaller than the $\delta$ appearing in Lemma 2.6. Then the first estimate in (11-28) and the bound $\varepsilon \leq \delta$ (a consequence of (11-19)) imply that $\sup_{T_1 \leq t \leq T_2} \| \eta(t) \|_{\ell_1}^2$ is smaller than the $\delta$ in Lemma 2.6, which means we may use the second estimate in Proposition 11.1. We then combine the estimates (11-27)–(11-28) with (11-21)–(11-22) and the bound (11-2) of Proposition 11.1 to see that

$$\mathcal{E}_{2N}(T_2) \leq C_1 C_3 \kappa_0 + C_2(\varepsilon + C_1 \kappa_0) + \frac{C_1 C_2 \kappa_0(1 + T_1) + \varepsilon}{1 + T_1} + \varepsilon C_3(T_2 - T_1)^2(1 + T_2)^{2+\lambda} \leq \kappa_0 C_1(C_3 + 2C_2) + \varepsilon(1 + C_2) + \varepsilon C_3 \gamma^2(1 + 2T_*(\kappa_0))^{2+\lambda} \leq \frac{\delta}{3} + \frac{\delta}{3} + \frac{\delta}{3} = \delta, \quad (11-29)$$

where the second inequality follows from (11-26) and the third follows from the choice of $\varepsilon$, $\kappa_0$, and $\gamma$ given in (11-19), (11-20), and (11-25), respectively. Hence $\mathcal{E}_{2N}(T_2) \leq \delta$, contradicting the definition of $T_*(\kappa_0)$. We then deduce that $T_*(\kappa_0) = \infty$, which completes the proof of the claim and the theorem. \( \square \)

With this result in hand, it is a simple matter to prove Theorem 1.3.

Proof of Theorem 1.3. We set $N = 5$ in Theorem 11.2 to deduce all of the conclusions of Theorem 1.3 except the estimates (1-20)–(1-21). Proposition 3.9 implies that

$$\| u \|_{C^2(\Omega)}^2 \leq C(r)(\mathcal{E}_{10})^{r/(2+r)}(\mathcal{E}_{7,2})^{2/(2+r)}, \quad (11-30)$$

for any $r \in (0, 1)$, where $C(r) > 0$ is a constant depending on $r$. Let $0 \leq \rho < \lambda$ and then choose $r \in (0, 1)$ such that

$$0 < r \leq \frac{2+\lambda}{2+\rho} - 2, \quad \text{or equivalently} \quad (2+\rho) \leq (2+\lambda) \frac{2}{2+r}. \quad (11-31)$$
Then \( C(r) = C(\rho) \) and the bound \( \mathcal{G}_{10}(\infty) \leq C_1(\mathcal{E}_{10}(0) + \mathcal{F}_{10}(0)) \) implies that

\[
\sup_{t \geq 0} (1 + t)^{2 + \rho} \| u(t) \|_{C^2(\Omega)}^2 \leq C(\rho) C_1(\mathcal{E}_{10}(0) + \mathcal{F}_{10}(0)) \sup_{t \geq 0} (1 + t)^{2 + \rho} \left( \frac{1}{(1 + t)^{2 + \rho}} \right)^{2/(2 + \rho)} \leq C(\rho) C_1(\mathcal{E}_{10}(0) + \mathcal{F}_{10}(0)), \tag{11-32}
\]

which is (1-20). The estimate (1-21) follows similarly by using the interpolation estimates of Lemma 3.1 for the \( \eta \) terms and the interpolation estimates of Theorem 3.14 for \( \| u \|_{L^2} \). In this case, though, no use of \( r \in (0, 1) \) is necessary because it does not appear in the interpolations. \( \square \)

### Appendix: Analytic tools

**Products in Sobolev spaces.** We will need some estimates of the product of functions in Sobolev spaces.

**Lemma A.1.** Let \( U \) denote either \( \Sigma \) or \( \Omega \).

1. Let \( 0 \leq r \leq s_1 \leq s_2 \) be such that \( s_1 > n/2 \). Let \( f \in H^{s_1}(U) \), \( g \in H^{s_2}(U) \). Then \( fg \in H^r(U) \) and

\[
\| fg \|_{H^r} \lesssim \| f \|_{H^{s_1}} \| g \|_{H^{s_2}}. \tag{A-1}
\]

2. Let \( 0 \leq r \leq s_1 \leq s_2 \) be such that \( s_2 > r + n/2 \). Let \( f \in H^{s_1}(U) \), \( g \in H^{s_2}(U) \). Then \( fg \in H^r(U) \) and

\[
\| fg \|_{H^r} \lesssim \| f \|_{H^{s_1}} \| g \|_{H^{s_2}}. \tag{A-2}
\]

3. Let \( 0 \leq r \leq s_1 \leq s_2 \) be such that \( s_2 > r + n/2 \). Let \( f \in H^{-r}(\Sigma) \), \( g \in H^{s_2}(\Sigma) \). Then \( fg \in H^{-s_1}(\Sigma) \) and

\[
\| fg \|_{-s_1} \lesssim \| f \|_{-r} \| g \|_{s_2}. \tag{A-3}
\]

**Proof.** The proofs of (A-1) and (A-2) are standard; the bounds are first proved in \( \mathbb{R}^n \) with the Fourier transform, and then the bounds in sufficiently nice subsets of \( \mathbb{R}^n \) are deduced by use of an extension operator. To prove (A-3) we argue by duality. For \( \varphi \in H^{s_1}(\Sigma) \) we use (A-2) to bound

\[
\int_\Sigma \varphi f g \lesssim \| \varphi g \|_{L^r} \| f \|_{-r} \lesssim \| \varphi \|_{s_1} \| g \|_{s_2} \| f \|_{-r}, \tag{A-4}
\]

so that upon taking the supremum over \( \varphi \) with \( \| \varphi \|_{s_1} \leq 1 \) we get (A-3). \( \square \)

We will also need the following variant.

**Lemma A.2.** Suppose that \( f \in C^1(\Sigma) \) and \( g \in H^{1/2}(\Sigma) \). Then

\[
\| fg \|_{1/2} \lesssim \| f \|_{C^1} \| g \|_{1/2}. \tag{A-5}
\]

**Proof:** Consider the operator \( F : H^k \to H^k \) given by \( F(g) = fg \) for \( k = 0, 1 \). It is a bounded operator for \( k = 0, 1 \) since

\[
\| fg \|_0 \leq \| f \|_{C^1} \| g \|_0 \quad \text{and} \quad \| fg \|_1 \lesssim \| f \|_{C^1} \| g \|_1. \tag{A-6}
\]

Then the theory of interpolation of operators implies that \( F \) is bounded from \( H^{1/2} \) to itself, with operator norm less than a constant times \( \sqrt{\| f \|_{C^1}} \sqrt{\| f \|_{C^1}} = \| f \|_{C^1} \), which is the desired result. \( \square \)
Estimates of the Riesz potential $\mathcal{F}_\lambda$. Consider $\Omega = \mathbb{R}^2 \times (-b, 0)$ for $b > 0$. For a function $f$, defined on $\Omega$, we define the Riesz potential $\mathcal{F}_\lambda f$ by

$$\mathcal{F}_\lambda f(x', x_3) = \int_{\mathbb{R}^2} \hat{f}(\xi, x_3)|\xi|^{-\lambda} e^{2\pi i x' \cdot \xi} \, d\xi,$$  \hspace{1cm} (A-7)

where $\hat{}$ denotes the Fourier transform in $(x_1, x_2)$. Similarly, for $f$ defined on $\Sigma$, we set

$$\mathcal{F}_\lambda f(x') = \int_{\mathbb{R}^2} \hat{f}(\xi)|\xi|^{-\lambda} e^{2\pi i x' \cdot \xi} \, d\xi.$$  \hspace{1cm} (A-8)

We have a product estimate that is a fractional analogue of the Leibniz rule.

Lemma A.3. Let $\lambda \in (0, 1)$. If $f \in H^0(\Omega)$ and $g$, $Dg \in H^1(\Omega)$, then

$$\|\mathcal{F}_\lambda(fg)\|_0 \lesssim \|f\|_0 \|g\|^{1/2} \|Dg\|^{1-\lambda}_1.$$  \hspace{1cm} (A-9)

If $f \in H^0(\Sigma)$ and $g \in H^1(\Sigma)$, then

$$\|\mathcal{F}_\lambda(fg)\|_{H^0(\Sigma)} \lesssim \|f\|_{H^0(\Sigma)} \|g\|^{1/2}_{H^0(\Sigma)} \|Dg\|^{1-\lambda}_{H^0(\Sigma)}.$$  \hspace{1cm} (A-10)

Proof. The Hardy–Littlewood–Sobolev inequality (see, for example, Theorem 4.3 of [Lieb and Loss 2001]) implies that $\mathcal{F}_\lambda : L^{2/(1+\lambda)}(\mathbb{R}^2) \to L^2(\mathbb{R}^2)$ is a bounded linear operator for $\lambda \in (0, 1)$. We may then employ Fubini’s theorem and apply this result to each slice $\{x_3 = z\}$ for $z \in (-b, 0)$ to estimate

$$\int_\Omega |\mathcal{F}_\lambda(fg)|^2 = \int^{-b}_0 \int_{\mathbb{R}^2} |\mathcal{F}_\lambda(fg)|^2 \, dx'dx_3 \lesssim \int^{-b}_0 \left( \int_{\mathbb{R}^2} |fg|^{2/(1+\lambda)} \, dx' \right)^{1+\lambda} \, dx_3 \leq \int^{-b}_0 \left( \int_{\mathbb{R}^2} |f|^2 \, dx' \right)^{\lambda/2} \left( \int_{\mathbb{R}^2} |g|^2 \, dx' \right)^{\lambda/2} \, dx_3 \leq \sup_{-b \leq x_3 \leq 0} \|g(\cdot, x_3)\|_{L^{2/(\lambda)}(\mathbb{R}^2)}^2 \int_\Omega |f|^2,$$  \hspace{1cm} (A-11)

where, in the second inequality, we have applied Hölder’s inequality. By the Gagliardo–Nirenberg interpolation inequality on $\mathbb{R}^2$ we may bound

$$\|g(\cdot, x_3)\|_{L^{2/(\lambda)}(\mathbb{R}^2)} \lesssim \|g(\cdot, x_3)\|_{L^2(\mathbb{R}^2)}^{1/2} \|Dg(\cdot, x_3)\|_{L^2(\mathbb{R}^2)}^{1-\lambda},$$  \hspace{1cm} (A-12)

but, by trace theory, we also have

$$\|g(\cdot, x_3)\|_{L^2(\mathbb{R}^2)} \lesssim \|g\|_1 \quad \text{and} \quad \|Dg(\cdot, x_3)\|_{L^2(\mathbb{R}^2)} \lesssim \|Dg\|_1,$$  \hspace{1cm} (A-13)

so that

$$\sup_{-b \leq x_3 \leq 0} \|g(\cdot, x_3)\|_{L^{2/(\lambda)}(\mathbb{R}^2)}^2 \lesssim \|g\|_1^2 \|Dg\|^{1-\lambda}_1.$$  \hspace{1cm} (A-14)

Chaining together (A-11) and (A-14) then yields the estimate (A-9). A similar argument, not employing Fubini’s theorem or trace theory, provides the estimate (A-10). \hfill $\Box$

Our next result shows how $\mathcal{F}_\lambda$ interacts with horizontal derivatives in $\Omega$.

Lemma A.4. Let $\lambda \in (0, 1)$. If $f \in H^k(\Omega)$ for $k \geq 1$ an integer, then

$$\|\mathcal{F}_\lambda D^k f\|_0 \lesssim \|D^{k-1} f\|_0 \|D^k f\|^{1-\lambda}_1.$$  \hspace{1cm} (A-15)
Although with respect to $x$, which means we are free to bound the right side of (A-20) by either This is (A-18). To deduce (A-19) from (A-18), we simply note that

\[
\int_{\mathbb{R}^2} |\mathcal{F}_x D^k f (x', x_3)|^2 \, dx' \lesssim \int_{\mathbb{R}^2} |\xi|^{2(k-1)} |\hat{f} (\xi, x_3)|^2 \, d\xi = \int_{\mathbb{R}^2} (|\xi|^{2(k-1)} |\hat{f} (\xi, x_3)|^2)^\lambda (|\xi|^{2k} |\hat{f} (\xi, x_3)|^2)^{1-\lambda} \, d\xi \lesssim \left( \int_{\mathbb{R}^2} |D^{k-1} f (x', x_3)|^2 \, dx' \right)^\lambda \left( \int_{\mathbb{R}^2} |D^k f (x', x_3)|^2 \, dx' \right)^{1-\lambda}.
\] (A-16)

Here, in the second inequality, we have used Hölder and Parseval. Integrating both sides of this inequality with respect to $x_3 \in (-b, 0)$ and again applying Hölder’s inequality yields the estimate (A-15). \qed

**Lemma A.5.** Let $\mathcal{P} f$ be the Poisson integral of a function $f$ that is either in $\dot{H}^q (\Sigma)$ or $\dot{H}^{q-1/2} (\Sigma)$ for $q \in \mathbb{N}$ (here $\dot{H}^s$ is the usual homogeneous Sobolev space of order $s$). Then

\[
\| \nabla^q \mathcal{P} f \|_0^2 \lesssim \int_{\mathbb{R}^2} |\xi|^{2q} |\hat{f} (\xi)|^2 \left( 1 - \frac{e^{-4\pi b |\xi|}}{|\xi|} \right) \, d\xi,
\] (A-18)

and in particular

\[
\| \nabla^q \mathcal{P} f \|_0^2 \lesssim \| f \|_{\dot{H}^q (\Sigma)}^2 \quad \text{and} \quad \| \nabla^q \mathcal{P} f \|_0^2 \lesssim \| f \|_{\dot{H}^{q-1/2} (\Sigma)}^2.
\] (A-19)

**Proof.** Employing Fubini, the horizontal Fourier transform, and Parseval, we may bound

\[
\| \nabla^q \mathcal{P} f \|_0^2 \lesssim \int_{\mathbb{R}^2} \int_{-b}^0 \left| \xi \right|^{2q} \left| \hat{f} (\xi) \right|^2 e^{4\pi |\xi| x_3} \, dx_3 \, d\xi \leq \int_{\mathbb{R}^2} \left| \xi \right|^{2q} \left| \hat{f} (\xi) \right|^2 \left( \int_{-b}^0 e^{4\pi |\xi| x_3} \, dx_3 \right) \, d\xi \lesssim \int_{\mathbb{R}^2} \left| \xi \right|^{2q} \left| \hat{f} (\xi) \right|^2 \left( 1 - \frac{e^{-4\pi b |\xi|}}{|\xi|} \right) \, d\xi.
\] (A-20)

This is (A-18). To deduce (A-19) from (A-18), we simply note that

\[
\frac{1 - e^{-4\pi b |\xi|}}{|\xi|} \leq \min \left\{ 4\pi b, \frac{1}{|\xi|} \right\},
\] (A-21)

which means we are free to bound the right side of (A-20) by either $\| f \|_{\dot{H}^{q-1/2} (\Sigma)}^2$ or $\| f \|_{\dot{H}^q (\Sigma)}^2$. \qed
Interpolation estimates. Assume that $\Sigma = \mathbb{R}^2$ and $\Omega = \Sigma \times (-b, 0)$. We begin with an interpolation result for Poisson integrals, as defined by (A-17).

Lemma A.6. Let $\mathcal{P} f$ be the Poisson integral of $f$, defined on $\Sigma$. Let $\lambda \geq 0$, $q \in \mathbb{N}$, $s \geq 0$, and $r \geq 0$.

1. Let
\[
\theta = \frac{s}{q+s+\lambda} \quad \text{and} \quad 1 - \theta = \frac{q+\lambda}{q+s+\lambda}.
\]

Then
\[
\|\nabla^q \mathcal{P} f\|_0^2 \lesssim (\|\mathcal{J}_{\lambda} f\|_0^2)^\theta (\|D^{q+s} f\|_0^2)^{1-\theta}.
\]

2. Let $r+s > 1$,
\[
\theta = \frac{r+s-1}{q+s+r+\lambda}, \quad \text{and} \quad 1 - \theta = \frac{q+\lambda+1}{q+s+r+\lambda}.
\]

Then
\[
\|\nabla^q \mathcal{P} f\|_L^2 \lesssim (\|\mathcal{J}_{\lambda} f\|_0^2)^\theta (\|D^{q+s} f\|_L^2)^{1-\theta}.
\]

3. Let $s > 1$. Then
\[
\|\nabla^q \mathcal{P} f\|_L^2 \lesssim \|D^q f\|_L^2.
\]

Proof: Employing Fubini, the horizontal Fourier transform, and Parseval, we may bound
\[
\|\nabla^q \mathcal{P} f\|_0^2 \lesssim \int_{\mathbb{R}^2} \int_{-b}^0 |\xi|^{2q} |\hat{f}(\xi)|^2 e^{i\xi |x_3|} dx_3 d\xi \lesssim \int_{\mathbb{R}^2} |\xi|^{2q} |\hat{f}(\xi)|^2 d\xi.
\]
\[
= \int_{\mathbb{R}^2} (|\xi|^{2(q+s)} |\hat{f}(\xi)|^2)^{1-\theta} (|\xi|^{-2\lambda} |\hat{f}(\xi)|^2)^\theta d\xi
\]
for $\theta$ and $1 - \theta$ defined by (A-22). An application of Hölder’s inequality and a second application of Parseval’s theorem then provides the estimate (A-23).

For the $L^\infty$ estimate (A-25), we use the definition of $\mathcal{P} f$ in conjunction with the trivial estimate $\exp(2\pi |\xi| x_3) \leq 1$ in $\Omega$ to bound
\[
\|\nabla^q \mathcal{P} f\|_{L^\infty} \lesssim \int_{\mathbb{R}^2} |\xi|^{q} |\hat{f}(\xi)| d\xi.
\]

We write $B_R$ for the open ball of radius $R$, $B_R^c$ for its complement, and $\langle \xi \rangle = \sqrt{1 + |\xi|^2}$. For $R > 0$ we split into high and low frequencies to see that
\[
\int_{\mathbb{R}^2} |\xi|^{q} |\hat{f}(\xi)| d\xi = \int_{B_R} |\xi|^{q+\lambda} |\xi|^{-\lambda} |\hat{f}(\xi)| d\xi + \int_{B_R^c} |\xi|^{q+s} (\xi) \langle \xi \rangle |\hat{f}(\xi)| d\xi
\]
\[
\lesssim \left( \int_{B_R} |\xi|^{2(q+\lambda)} d\xi \right)^{1/2} \|\mathcal{J}_{\lambda} f\|_0 + \left( \int_{B_R^c} |\xi|^{-2s} (\xi)^{-r} d\xi \right)^{1/2} \|D^{q+s} f\|_r
\]
\[
\lesssim R^{q+\lambda+1} \|\mathcal{J}_{\lambda} f\|_0 + R^{-(r+s-1)} \|D^{q+s} f\|_r.
\]

The condition $r+s > 1$ guarantees that the integral over $B_R^c$ is finite. Minimizing the right side with respect to $R \in (0, \infty)$ then yields (A-25).
The estimate (A-26) follows from the easy bound
\[
\int_{\mathbb{R}^2} |\xi|^q |\hat{f}(\xi)| \, d\xi \lesssim \|D^q f\|_s \left( \int_{\mathbb{R}^2} \langle \xi \rangle^{-2s} \, d\xi \right)^{1/2} \lesssim \|D^q f\|_s,
\tag{A-30}
\]
which holds when \( s > 1 \).

The next result is a similar interpolation result for functions defined only on \( \Sigma \).

**Lemma A.7.** Let \( f \) be defined on \( \Sigma \). Let \( \lambda \geq 0 \).

1. Let \( q, s \in [0, \infty) \) and
   \[
   \theta = \frac{s}{q+s+\lambda} \quad \text{and} \quad 1 - \theta = \frac{q + \lambda}{q + s + \lambda}.
   \tag{A-31}
   \]
   Then
   \[
   \|D^q f\|_0^2 \lesssim (\|\mathcal{F}_{\lambda} f\|_0^2)^\theta (\|D^{q+s} f\|_0^2)^{1-\theta}.
   \tag{A-32}
   \]

2. Let \( q, s \in \mathbb{N}, r \geq 0, r + s > 1 \),
   \[
   \theta = \frac{r+s-1}{q+s+r+\lambda}, \quad \text{and} \quad 1 - \theta = \frac{q + \lambda + 1}{q + s + r + \lambda}.
   \tag{A-33}
   \]
   Then
   \[
   \|D^q f\|_{L^\infty}^2 \lesssim (\|\mathcal{F}_{\lambda} f\|_0^2)^\theta (\|D^{q+s} f\|_r^2)^{1-\theta}.
   \tag{A-34}
   \]

**Proof.** For the \( H^0 \) estimate we use
\[
\|D^q f\|_0^2 \lesssim \int_{\mathbb{R}^2} |\xi|^{2q} |\hat{f}(\xi)|^2 \, d\xi
\tag{A-35}
\]
and argue as in Lemma A.6. For the \( L^\infty \) estimate we bound
\[
\|D^q f\|_{L^\infty} \lesssim \int_{\mathbb{R}^2} |\xi|^q |\hat{f}(\xi)| \, d\xi
\tag{A-36}
\]
and again argue as in Lemma A.6.

Now we record a similar result for functions defined on \( \Omega \) that are not Poisson integrals. The result follows from estimates on fixed horizontal slices.

**Lemma A.8.** Let \( f \) be a function on \( \Omega \). Let \( \lambda \geq 0, q, s \in \mathbb{N}, \) and \( r \geq 0 \).

1. Let
   \[
   \theta = \frac{s}{q+s+\lambda} \quad \text{and} \quad 1 - \theta = \frac{q + \lambda}{q + s + \lambda}.
   \tag{A-37}
   \]
   Then
   \[
   \|D^q f\|_0^2 \lesssim (\|\mathcal{F}_{\lambda} f\|_0^2)^\theta (\|D^{q+s} f\|_0^2)^{1-\theta}.
   \tag{A-38}
   \]

2. Let \( r + s > 1 \),
   \[
   \theta = \frac{r+s-1}{q+s+r+\lambda}, \quad \text{and} \quad 1 - \theta = \frac{q + \lambda + 1}{q + s + r + \lambda}.
   \tag{A-39}
   \]
Then
\[ \| D^q f \|_{L^\infty}^2 \lesssim (\| \mathcal{J}_\lambda f \|_{H^1}^2)^\theta (\| D^{q+s} f \|_{r+1}^2)^{1-\theta} \] (A-40)
and
\[ \| D^q f \|_{L^\infty(S)}^2 \lesssim (\| \mathcal{J}_\lambda f \|_{H^1}^2)^\theta (\| D^{q+s} f \|_{r+1}^2)^{1-\theta}. \] (A-41)

Proof. We employ the horizontal Fourier transform and Parseval in conjunction with Fubini to bound
\[ \| D^q f \|_0^2 \lesssim \int_{-b}^0 \int_{\mathbb{R}^2} |\xi|^{2q} |\hat{f}(\xi, x_3)|^2 \, d\xi \, dx_3. \] (A-42)

For a fixed \( x_3 \) we may argue as in Lemma A.6 to show that
\[ \int_{\mathbb{R}^2} |\xi|^{2q} |\hat{f}(\xi, x_3)|^2 \, d\xi \leq (\| \mathcal{J}_\lambda f (\cdot, x_3) \|_0^2)^\theta (\| D^{q+s} f (\cdot, x_3) \|_0^2)^{1-\theta} \] (A-43)
for \( \theta \) and \( 1 - \theta \) given by (A-37). Combining these two inequalities with Hölder’s inequality then shows that
\[ \| D^q f \|_0^2 \lesssim \int_{-b}^0 (\| \mathcal{J}_\lambda f (\cdot, x_3) \|_0^2)^\theta (\| D^{q+s} f (\cdot, x_3) \|_0^2)^{1-\theta} \, dx_3 \leq (\| \mathcal{J}_\lambda f \|_0^2)^\theta (\| D^{q+s} f \|_0^2)^{1-\theta}, \] (A-44)
which is (A-38).

Now, for the \( L^\infty \) estimate, we first work on a horizontal slice \( \{ x_3 = z \} \) for some \( z \in [-b, 0] \). Indeed, using the horizontal Fourier transform on the slice, we have
\[ \| D^q f (\cdot, x_3) \|_{L^\infty} \lesssim \int_{\mathbb{R}^2} |\xi|^q |\hat{f}(\xi, x_3)| \, d\xi. \] (A-45)

We may then argue as in Lemma A.6 to show that
\[ \int_{\mathbb{R}^2} |\xi|^q |\hat{f}(\xi, x_3)| \, d\xi \lesssim (\| \mathcal{J}_\lambda f (\cdot, x_3) \|_0)^\theta (\| D^{q+s} f (\cdot, x_3) \|_r)^{1-\theta} \] (A-46)
for \( \theta \) and \( 1 - \theta \) given by (A-39). By the usual trace theory
\[ \| \mathcal{J}_\lambda f (\cdot, x_3) \|_0 \lesssim \| \mathcal{J}_\lambda f \|_1 \quad \text{and} \quad \| D^{q+s} f (\cdot, x_3) \|_r \lesssim \| D^{q+s} f \|_{r+1}. \] (A-47)
Combining (A-45)–(A-47) and taking the supremum over \( x_3 \in [-b, 0] \) then gives (A-40). A similar argument yields (A-41).

\[ \square \]

Transport estimate. Consider the equation
\[
\begin{cases}
\partial_t \eta + u \cdot D\eta = g & \text{in } \Sigma \times (0, T), \\
\eta(t = 0) = \eta_0
\end{cases}
\] (A-48)
with \( T \in (0, \infty) \) and \( \Sigma = \mathbb{R}^2 \). We have the following estimate of the transport of regularity for solutions to (A-48), which is a particular case of a more general result proved in [Danchin 2005].
Lemma A.9 [Danchin 2005, Proposition 2.1]. Let $\eta$ be a solution to (A-48). Then there is a universal constant $C > 0$ such that, for any $0 \leq s < 2$,

$$\sup_{0 \leq r \leq t} \|\eta(r)\|_{H^s} \leq \exp(C \int_0^t \|Du(r)\|_{H^{3/2}} dr) \left(\|\eta_0\|_{H^s} + \int_0^t \|g(r)\|_{H^s} dr\right).$$

(A-49)

Proof. Use $p = p_2 = 2$, $N = 2$, and $\sigma = s$ in Proposition 2.1 of [Danchin 2005] along with the embedding $H^{3/2} \hookrightarrow B^1_{2,\infty} \cap L^\infty$.

\[ \square \]

\textbf{Poincaré-type inequalities.} Let $\Sigma$ and $\Omega$ be as before.

\textbf{Lemma A.10.} We have

$$\|f\|_{L^2(\Omega)}^2 \lesssim \|f\|_{L^2(\Sigma)}^2 + \|\partial_3 f\|_{L^2(\Omega)}^2$$

(A-50)

for all $f \in H^1(\Omega)$. Also, if $f \in W^{1,\infty}(\Omega)$, then

$$\|f\|_{L^\infty(\Omega)}^2 \lesssim \|f\|_{L^\infty(\Sigma)}^2 + \|\partial_3 f\|_{L^\infty(\Omega)}^2.$$  

(A-51)

Proof. By density we may assume that $f$ is smooth. Writing $x = (x', x_3)$ for $x' \in \Sigma$ and $x_3 \in (-b, 0)$, we have

$$|f(x', x_3)|^2 \leq |f(x', 0)|^2 - 2 \int_{-b}^0 f(x', z) \partial_3 f(x', z) dz \leq |f(x', 0)|^2 + 2 \int_{-b}^0 |f(x', z)| |\partial_3 f(x', z)| dz.$$  

(A-52)

We may integrate this with respect to $x_3 \in (-b, 0)$ to get

$$\int_{-b}^0 |f(x', x_3)|^2 dx_3 \lesssim |f(x', 0)|^2 + 2 \int_{-b}^0 |f(x', z)| |\partial_3 f(x', z)| dz.$$  

(A-53)

Now we integrate over $x' \in \Sigma$ to find

$$\int_\Omega |f(x)|^2 dx \leq C \|f\|_{L^2(\Sigma)}^2 + 2C \int_\Omega |f(x)| |\partial_3 f(x)| dx \leq C \|f\|_{L^2(\Sigma)}^2 + C \|f\|_{L^2(\Sigma)}^2 + \frac{C}{\epsilon} \|\partial_3 f\|_{L^2(\Omega)}^2$$

(A-54)

for any $\epsilon > 0$. Choosing $\epsilon > 0$ sufficiently small then yields (A-50). The estimate (A-51) follows similarly, taking suprema rather than integrating.

\[ \square \]

A simple modification of the proof of Lemma A.10 yields the following estimates.

\textbf{Lemma A.11.} We have $\|f\|_{H^0(\Sigma)} \lesssim \|\partial_3 f\|_{H^0(\Omega)}$ for $f \in H^1(\Omega)$ such that $f = 0$ on $\Sigma_b$. Moreover, $\|f\|_{L^\infty(\Sigma)} \lesssim \|\partial_3 f\|_{L^\infty(\Omega)}$ for $f \in W^{1,\infty}(\Omega)$ such that $f = 0$ on $\Sigma_b$.

We will need a version of Korn’s inequality, which is proved, for instance, in Lemma 2.7 of [Beale 1981].

\textbf{Lemma A.12.} We have $\|u\|_1 \lesssim \|\nabla u\|_0$ for all $u \in H^1(\Omega; \mathbb{R}^3)$ such that $u = 0$ on $\Sigma_b$.

We also record the standard Poincaré inequality, which applies for functions taking either vector or scalar values.

\textbf{Lemma A.13.} We have $\|f\|_0 \lesssim \|f\|_1 \lesssim \|\nabla f\|_0$ for all $f \in H^1(\Omega)$ such that $f = 0$ on $\Sigma_b$. Also, $\|f\|_{L^\infty(\Omega)} \lesssim \|f\|_{W^{1,\infty}(\Omega)} \lesssim \|\nabla f\|_{L^\infty(\Omega)}$ for all $f \in W^{1,\infty}(\Omega)$ such that $f = 0$ on $\Sigma_b$. 


An elliptic estimate. The proof of the following estimate may be found in [Beale 1981].

Lemma A.14. Suppose \((u, p)\) solve

\[
\begin{align*}
-\Delta u + \nabla p &= \phi \in H^{r-2}(\Omega), \\
\text{div} u &= \psi \in H^{r-1}(\Omega), \\
(pI - \mathbb{D}(u))e_3 &= \alpha \in H^{r-3/2}(\Sigma), \\
|u|_{\Sigma_b} &= 0.
\end{align*}
\] (A-55)

Then, for \(r \geq 2\),

\[
\|u\|_{H^r}^2 + \|p\|_{H^{r-1}}^2 \lesssim \|\phi\|_{H^{r-2}}^2 + \|\psi\|_{H^{r-1}}^2 + \|\alpha\|_{H^{r-3/2}}^2.
\] (A-56)
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