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We consider the nonlinear Hartree equation for an interacting gas containing infinitely many particles and we investigate the large-time stability of the stationary states of the form $f(-\Delta)$, describing a homogeneous quantum gas. Under suitable assumptions on the interaction potential and on the momentum distribution $f$, we prove that the stationary state is asymptotically stable in dimension 2. More precisely, for any initial datum which is a small perturbation of $f(-\Delta)$ in a Schatten space, the system weakly converges to the stationary state for large times.

1. Introduction

This article is the continuation of [Lewin and Sabin 2014], where we considered the nonlinear Hartree equation for infinitely many particles. However, the main result of the present article does not rely on that paper.

The Hartree equation can be written using the formalism of density matrices as

\[
\begin{align*}
\left\{ i \frac{\partial}{\partial t} \gamma = [-\Delta + w * \rho_{\gamma} - \gamma], \\
\gamma(0) = \gamma_0.
\end{align*}
\]

Here $\gamma(t)$ is the one-particle density matrix of the system, which is a bounded nonnegative self-adjoint operator on $L^2(\mathbb{R}^d)$ with $d \geq 1$, and $\rho_{\gamma}(t, x) = \gamma(t, x, x)$ is the density of particles in the system at time $t$. Also, $w$ is the interaction potential between the particles, which we assume to be smooth and rapidly decaying at infinity.
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The starting point of [Lewin and Sabin 2014] was the observation that (1) has many stationary states. Indeed, if $f \in L^\infty(\mathbb{R}_+, \mathbb{R})$ is such that
\[
\int_{\mathbb{R}^d} |f(|k|^2)| \, dk < +\infty,
\]
then the operator
\[
\gamma_f := f(-\Delta)
\]
(the Fourier multiplier by $k \mapsto f(|k|^2)$) is a bounded self-adjoint operator which commutes with $-\Delta$ and whose density
\[
\rho_{\gamma_f}(x) = (2\pi)^{-d} \int_{\mathbb{R}^d} f(|k|^2) \, dk \quad \text{for all } x \in \mathbb{R}^d
\]
is constant. Hence, for $w \in L^1(\mathbb{R}^d)$, $w \ast \rho_{\gamma_f}$ is also constant, and $[w \ast \rho_{\gamma_f}, \gamma_f] = 0$. Therefore $\gamma(t) \equiv \gamma_f$ is a stationary solution to (1). The purpose of [Lewin and Sabin 2014] and of this article is to investigate the stability of these stationary states, under “local perturbations”. We do not necessarily think of small perturbations in norm, but we typically think of $\gamma(0) - \gamma_f$ as being compact.

The simplest choice is $f \equiv 0$, which corresponds to the vacuum case. We are interested here in the case of $f \neq 0$, describing an infinite, homogeneous gas containing infinitely many particles and with positive constant density $\rho_{\gamma_f} > 0$. Four important physical examples are:

- **Fermi gas at zero temperature**:
  \[
  \gamma_f = \mathbb{1}(-\Delta \leq \mu), \quad \mu > 0; \quad (2)
  \]

- **Fermi gas at positive temperature $T > 0$**:
  \[
  \gamma_f = \frac{1}{e^{(-\Delta-\mu)/T} + 1}, \quad \mu \in \mathbb{R}; \quad (3)
  \]

- **Bose gas at positive temperature $T > 0$**:
  \[
  \gamma_f = \frac{1}{e^{(-\Delta-\mu)/T} - 1}, \quad \mu < 0; \quad (4)
  \]

- **Boltzmann gas at positive temperature $T > 0$**:
  \[
  \gamma_f = e^{(\Delta+\mu)/T}, \quad \mu \in \mathbb{R}. \quad (5)
  \]

In the density matrix formalism, the number of particles in the system is given by $\text{Tr} \gamma$. It is clear that $\text{Tr} \gamma_f = +\infty$ in the previous examples, since $\gamma_f$ is a translation-invariant (hence noncompact) operator. Because they contain infinitely many particles, these systems also have infinite energy. In [Lewin and Sabin 2014], we proved the existence of global solutions to (1) in the defocusing case $\hat{w} \geq 0$, when the initial datum $\gamma_0$ has a finite relative energy counted with respect to the stationary states $\gamma_f$ given in (2)–(5), in dimensions $d = 1, 2, 3$. We also proved the orbital stability of $\gamma_f$.

In this work, we are interested in the asymptotic stability of $\gamma_f$. As usual for Schrödinger equations, we cannot expect strong convergence in norm and we will instead prove that $\gamma(t) \rightharpoonup \gamma_f$ weakly as $t \to \pm \infty$, if the initial datum $\gamma_0$ is close enough to $\gamma_f$. Physically, this means that a small defect added to the
translation-invariant state $\gamma_f$ disappears for large times due to dispersive effects, and the system locally relaxes towards the homogeneous gas. More precisely, we are able to describe the exact behavior of $\gamma(t)$ for large times, by proving that

$$e^{-it\Delta}(\gamma(t) - \gamma_f) e^{it\Delta} \rightarrow Q_\pm$$

strongly in a Schatten space (hence, for instance, for the operator norm). This nonlinear scattering result means that the perturbation $\gamma(t) - \gamma_f$ of the homogeneous gas evolves for large times as in the case of free particles:

$$\gamma(t) - \gamma_f \approx e^{it\Delta} Q_\pm e^{-it\Delta} \rightarrow 0.$$

If $f \equiv 0$ and $\gamma_0 = |u_0\rangle\langle u_0|$ is a rank-one orthogonal projection, then (1) reduces to the well-known Hartree equation for one function

$$\begin{cases}
i \partial_t u = (-\Delta + w * |u|^2)u, \\
u(0) = u_0.
\end{cases} \quad (6)$$

There is a large literature about scattering for the nonlinear equation (6), for instance [Ginibre and Velo 1980; 2000; Strauss 1981; Hayashi and Tsutsumi 1987; Mochizuki 1989; Nakanishi 1999]. The intuitive picture is that the nonlinear term is negligible for small $u$, since $(w * |u|^2)u$ is formally of order 3. It is important to realize that this intuition does not apply in the case $f \neq 0$ considered in this paper. Indeed the nonlinear term is not small and it behaves linearly with respect to the small parameter $\gamma - \gamma_f$:

$$[w * \rho_\gamma, \gamma] = [w * \rho_{\gamma - \gamma_f}, \gamma] \simeq [w * \rho_{\gamma - \gamma_f}, \gamma_f] \neq 0. \quad (7)$$

One of the main purposes of this paper is to rigorously study the linear response of the homogeneous Hartree gas $\gamma_f$ (the last term in (7)), which is a very important object in the physical literature called the Lindhard function [Lindhard 1954; Giuliani and Vignale 2005, Chapter 4]. For a general $f$, our main result requires that the interaction potential $w$ be small enough, in order to control the linear term. Under the natural assumption that $f$ is strictly decreasing (as it is in the three physical examples (3)–(5)), the condition can be weakened in the defocusing case $\hat{w} \geq 0$.

The paper is organized as follows. In the next section we state our main result and make several comments. In Section 3 we study the linear response in detail, before turning to the higher-order terms in the expansion of the wave operator in Section 4. Apart from the linear response, our method requires us to treat separately the next $d - 1$ terms of this expansion, in spacial dimension $d$. Even if all the other estimates are valid in any dimension, in this paper we only deal with the second order in dimension $d = 2$.

2. Main result

In the whole paper, we denote by $\mathfrak{B}(\mathcal{H})$ the space of bounded operators on the Hilbert space $\mathcal{H}$. The corresponding operator norm is $\|A\|$. We use the notation $\mathfrak{S}^p(\mathcal{H})$ for the Schatten space of all the compact operators $A$ on $\mathcal{H}$ such that $\text{Tr} |A|^p < \infty$, with $|A| = \sqrt{A^* A}$, and use the norm $\|A\|_{\mathfrak{S}^p(\mathcal{H})} := (\text{Tr} |A|^p)^{1/p}$. We refer to [Simon 1977] for the properties of Schatten spaces. The spaces $\mathfrak{S}^2(\mathcal{H})$ and $\mathfrak{S}^1(\mathcal{H})$ correspond
to Hilbert–Schmidt and trace-class operators. We often use the shorthand notation \( \mathcal{B} \) and \( \mathcal{S}^p \) when the Hilbert space \( \mathcal{H} \) is clear from the context.

Our main result is the following.

**Theorem 1** (dispersion and scattering in 2D). Let \( f : \mathbb{R}_+ \to \mathbb{R} \) be such that
\[
\int_0^\infty (1 + r^{\frac{4}{3}}) |f^{(k)}(r)| \, dr < \infty \quad \text{for } k = 0, \ldots, 4
\]
and \( \gamma_f := f(-\Delta) \). Denote by \( \hat{g} \) the Fourier inverse on \( \mathbb{R}^2 \) of \( g(k) = f(|k|^2) \). Let \( w \in W^{1,1}(\mathbb{R}^2) \) be such that
\[
\| \hat{g} \|_{L^1(\mathbb{R}^2)} \| \hat{w} \|_{L^\infty(\mathbb{R}^2)} < 4\pi
\]
or, if \( f' < 0 \) a.e. on \( \mathbb{R}_+ \), such that
\[
\max (\varepsilon_g \hat{w}(0)_+, \| \hat{g} \|_{L^1(\mathbb{R}^2)} \| (\hat{w})_\sigma \|_{L^\infty(\mathbb{R}^2)}) < 4\pi,
\]
where \( (\hat{w})_\sigma \) is the negative part of \( \hat{w} \) and \( 0 \leq \varepsilon_g \leq \| \hat{g} \|_{L^1(\mathbb{R}^2)} \) is a constant depending only on \( g \) (defined later in Section 3).

Then, there exists a constant \( \varepsilon_0 > 0 \) (depending only on \( w \) and \( f \)) such that, for any \( \gamma_0 \in \gamma_f + \mathcal{S}^{4/3} \) with
\[
\| \gamma_0 - \gamma_f \|_{\mathcal{S}^{4/3}} \leq \varepsilon_0,
\]
there exists a unique solution \( \gamma \in \gamma_f + C^0_t(\mathbb{R}, \mathcal{S}^2) \) to the Hartree equation (1) with initial datum \( \gamma_0 \), such that
\[
\rho_{\gamma} - \rho_{\gamma_f} \in L^2_t(\mathbb{R} \times \mathbb{R}^2).
\]
Furthermore, \( \gamma(t) \) scatters around \( \gamma_f \) at \( t = \pm \infty \), in the sense that there exists \( Q_\pm \in \mathcal{S}^4 \) such that
\[
\lim_{t \to \pm \infty} \| e^{-it\Delta} (\gamma(t) - \gamma_f)e^{it\Delta} - Q_\pm \|_{\mathcal{S}^4} = \lim_{t \to \pm \infty} \| \gamma(t) - \gamma_f - e^{it\Delta} Q_\pm e^{-it\Delta} \|_{\mathcal{S}^4} = 0.
\]

Before explaining our strategy to prove Theorem 1, we make some comments.

First, we notice that the gases at positive temperature, (3), (4) and (5), are all covered by the theorem with condition (10), since the corresponding \( f \) is smooth, strictly decreasing and exponentially decaying at infinity. Our result does not cover the Fermi gas at zero temperature (2), however. We show in Section 3 that its linear response is unbounded and it is a challenging task to better understand its dynamical stability.

The next remark concerns the assumption (9), which says that the interactions must be small or, equivalently, that the gas must contain few particles having a small momentum (if \( \hat{g} \geq 0 \), then the condition can be written as \( f(0)\| \hat{w} \|_{L^\infty(\mathbb{R}^2)} < 2 \) and hence \( f(|k|^2) \) must be small for small \( k \)). Our method does not work without condition (9) if no other information on \( w \) and \( f \) is provided. However, under the natural additional assumption that \( f \) is strictly decreasing, we can replace condition (9) by the weaker condition (10). The latter says that the negative part of \( \hat{w} \) and the value at zero of the positive part should be small (with a better constant for the latter). We will explain later where condition (10) comes from, but we mention already that we are not able to deal with an arbitrary large potential \( \hat{w} \) in a neighborhood of the origin, even in the defocusing case. We also recall that the focusing or defocusing
character of our equation is governed by the sign of \( \hat{w} \) and not of \( w \), as it is for (6). This is seen from the sign of the nonlinear term

\[
\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} w(x-y) \rho_{\gamma - \gamma_f}(x) \rho_{\gamma - \gamma_f}(y) \, dx \, dy = (2\pi)^\frac{d}{2} \int_{\mathbb{R}^d} \hat{w}(k) |\hat{\rho}_{\gamma - \gamma_f}(k)|^2 \, dk,
\]

which appears in the relative energy of the system [Lewin and Sabin 2014, Equations (9)–(10)].

Then, we note that in our previous article [Lewin and Sabin 2014] we proved the existence of global solutions under the assumption that the initial state \( \gamma_0 \) has a finite relative entropy with respect to \( \gamma_f \) (and for \( f \) being one of the physical examples (2)–(5)). By the Lieb–Thirring inequality [Frank et al. 2011; 2013; Lewin and Sabin 2014], this implies that \( \rho_{\gamma(t)} - \rho_{\gamma_f} \in L^\infty_t(L^2_x) \). By interpolation, we therefore get that \( \rho_{\gamma(t)} - \rho_{\gamma_f} \in L^p_t(L^2_x) \) for every \( 2 \leq p \leq \infty \). This requires, of course, that the initial perturbation \( \gamma_0 - \gamma_f \) be small in \( \mathcal{S}^{4/3} \). Our method does not allow us to replace this condition by the fact that \( \gamma_0 \) has a small relative entropy with respect to \( \gamma_f \).

Let us finally mention that our results hold for small initial data, where the smallness is not only qualitative (meaning that \( \gamma_0 - \gamma_f \in \mathcal{S}^{4/3} \), for instance) but also quantitative, since we need that \( \|\gamma_0 - \gamma_f\|_{\mathcal{S}^{4/3}} \) be small enough. This is a well-known restriction, coming from our method of proof, based on a fixed-point argument. The literature on nonlinear Schrödinger equations suggests that in order to remove this smallness assumption one would need some assumption on \( w \) like \( \hat{w} \geq 0 \), as well as some additional (almost) conservation laws [Cazenave 2003]. Our study of the linear response operator however indicates that the situation is involved and more information on the momentum distribution \( f \) is certainly also necessary.

We now explain our strategy for proving Theorem 1. The idea of the proof relies on a fixed-point argument, in the spirit of [Lewin and Sabin 2014, Section 5]. If we can prove that \( \rho_{\gamma(t)} - \rho_{\gamma_f} \in L^2_{t,x}(\mathbb{R}_+ \times \mathbb{R}^2) \), then we deduce from [Yajima 1987; Frank et al. 2014] that there exists a family of unitary operators \( U_{\gamma}(t) \in C_t^1(\mathbb{R}_+, \mathbb{R}) \) on \( L^2(\mathbb{R}^2) \) such that

\[
\gamma(t) = U_{\gamma}(t) \gamma_0 U_{\gamma}(t)^*,
\]

for all \( t \in \mathbb{R}_+ \). We furthermore have

\[
U_{\gamma}(t) = e^{it\Delta} W_{\gamma}(t),
\]

where \( W_{\gamma}(t) \) is the wave operator. By iterating Duhamel’s formula, we can expand the latter in a series as

\[
W_{\gamma}(t) = 1 + \sum_{n=1}^{\infty} W_{\gamma}^{(n)}(t),
\]

with

\[
W_{\gamma}^{(n)}(t) := (-i)^n \int_0^t dt_n \int_0^{t_n} dt_{n-1} \cdots \int_0^{t_2} dt_1 e^{-i t_n \Delta} V(t_n) e^{i(t_n-t_{n-1}) \Delta} \cdots e^{i(t_2-t_1) \Delta} V(t_1) e^{i(t_1) \Delta}.
\]

The idea is to find a solution to the nonlinear equation

\[
\rho_Q(t) = \rho[e^{it\Delta} W_{w*\rho_{Q}}(t)(\gamma_f + Q_0) W_{w*\rho_{Q}}(t)^* e^{-it\Delta}] - \rho_{\gamma_f},
\]

by a fixed-point argument on the variable \( \rho_Q \in L^2_{t,x}(\mathbb{R} \times \mathbb{R}^2) \), where \( Q := \gamma - \gamma_f \) and \( Q_0 = \gamma_0 - \gamma_f \).
Inserting the expansion (12) of the wave operator $W_V$, the nonlinear equation (13) may be written as

$$\rho Q = \rho[e^{it\Delta} Q_0 e^{-it\Delta}] - \mathcal{L}(\rho Q) + \mathcal{R}(\rho Q),$$

(14)

where $\mathcal{L}$ is linear and $\mathcal{R}(\rho Q)$ contains higher-order terms. The sign convention for $\mathcal{L}$ is motivated by the stationary case [Frank et al. 2013]. The linear operator $\mathcal{L}$ can be written

$$\mathcal{L} = \mathcal{L}_1 + \mathcal{L}_2,$$

where

$$\mathcal{L}_1(\rho Q) = -\rho[e^{it\Delta} (W_w \ast \rho Q)(t) \gamma f + \gamma f W_w \ast \rho Q(t)] e^{-it\Delta}$$

and

$$\mathcal{L}_2(\rho Q) = -\rho[e^{it\Delta} (W_w \ast \rho Q)(t) Q_0 + Q_0 W_w \ast \rho Q(t)] e^{-it\Delta}.$$

Note that $\mathcal{L}_2$ depends on $Q_0$ and it can always be controlled by adding suitable assumptions on $Q_0$. On the other hand, the other linear operator $\mathcal{L}_1$ does not depend on the studied solution; it only depends on the functions $w$ and $f$.

In Section 3, we study the linear operator $\mathcal{L}_1$ in detail, and we prove that it is a space-time Fourier multiplier of the form $\hat{w}(k)m_f(\omega, k)$ where $m_f$ is a famous function in the physics literature called the Lindhard function [Lindhard 1954; Mihaila 2011; Giuliani and Vignale 2005], which only depends on $f$ and $d$. In particular, we investigate the question of when $\mathcal{L}_1$ is bounded on $L^p_{t,x}(\mathbb{R} \times \mathbb{R}^2)$, and we show this is the case when $w$ and $f$ are sufficiently smooth. For the Fermi sea (2), we prove that $\mathcal{L}_1$ is unbounded on $L^2_{t,x}$.

The next step is to invert the linear part by rewriting (14) in the form

$$\rho Q = (1 + \mathcal{L})^{-1}(\rho[e^{it\Delta} Q_0 e^{-it\Delta}] + \mathcal{R}(\rho Q))$$

(15)

and applying a fixed-point method. In the time-independent case, a similar technique was used for the Dirac sea in [Hainzl et al. 2005]. In order to be able to invert the Fourier multiplier $\mathcal{L}_1$, we need that

$$\min_{(\omega,k)\in\mathbb{R}\times\mathbb{R}^2} |\hat{w}(k)m_f(\omega, k) + 1| > 0.$$

(16)

Then $1 + \mathcal{L} = 1 + \mathcal{L}_1 + \mathcal{L}_2$ is invertible if $Q_0$ is small enough. In Section 3 we prove the simple estimate

$$|m_f(k, \omega)| \leq (4\pi)^{-1}\|\tilde{g}\|_{L^1(\mathbb{R}^2)}$$

and this leads to our condition (9). If $f$ is strictly decreasing, then we are able to prove that the imaginary part of $m_f(k, \omega)$ is never 0 if $k \neq 0$ or $\omega \neq 0$. Since $m_f(\omega, k)$ has a fixed sign for $\omega = 0$ and $k = 0$, everything boils down to investigating the properties of $m_f$ at $(\omega, k) = (0, 0)$. At this point $m_f$ will usually not be continuous, and it can take both positive and negative values. We have

$$\limsup_{k \to 0, \omega \to 0} \mathbb{R} m_f(\omega, k) = (4\pi)^{-1}\|\tilde{g}\|_{L^1(\mathbb{R}^2)}$$

and we set

$$\liminf_{k \to 0, \omega \to 0} \mathbb{R} m_f(\omega, k) = -(4\pi)^{-1}\varepsilon_0.$$
leading to our condition (10). It is well known in the physics literature that the imaginary part of the Lindhard function plays a crucial role in the dynamics of the homogeneous Fermi gas. In our rigorous analysis it is used to invert the linear response operator outside of the origin. The behavior of \( m_f(\omega, k) \) for \( (\omega, k) \to (0, 0) \) is, however, involved and \( 1 + \mathcal{L}_1 \) is not invertible if \( \hat{\omega}(0) > \epsilon_g/(4\pi) \) or \( \hat{\omega}(0) < -\|\mathbf{k}\|_{L^1(\mathbb{R}^2)}/(4\pi) \).

For the Fermi gas at zero temperature (2) we will prove that the minimum in (16) is always zero, except when \( \hat{\omega} \) vanishes sufficiently quickly at the origin; this means that \( 1 + \mathcal{L}_1 \) is never invertible. It is an interesting open question to understand the asymptotic stability of the Fermi sea.

Once the linear response \( \mathcal{L} \) has been inverted, it remains to study the zeroth-order term \( \rho [e^{it\Delta} Q_0 e^{-it\Delta}] \) and the higher-order terms contained in \( \mathcal{R}(\rho Q) \). At this step we use a recent Strichartz estimate in Schatten spaces due to Frank, Lieb, Seiringer and the first author.

**Theorem 2** (Strichartz estimate on wave operator [Frank et al. 2014, Theorem 3]). Fix \( d \geq 1 \) and \( q \) such that \( 1 + d/2 \leq q < \infty \), and \( p \) such that \( 2/p + d/q = 2 \). Let also \( 0 < \epsilon < 1/p \). There exists \( C = C(d, p, \epsilon) > 0 \) such that for any \( V \in L^p_2(\mathbb{R}, L^q_2(\mathbb{R}^d)) \) and any \( t \in \mathbb{R}, \) we have the estimates

\[
\left\| \mathcal{W}^{(1)}_V(t) \right\|_{\mathcal{S}^2q} \leq C \| V \|_{L^p_1 L^q_2} \tag{17}
\]

and

\[
\left\| \mathcal{W}^{(n)}_V(t) \right\|_{\mathcal{S}^{2[q/n]}} \leq \frac{C^n}{(n!)^{1/q}} \| V \|_{L^p_1 L^q_2}^{n} \quad \text{for all } n \geq 2. \tag{18}
\]

The estimate (17) is the dual version of

\[
\left\| \rho e^{it\Delta A \rho e^{-it\Delta}} \right\|_{L^p(\mathbb{R}, L^q(\mathbb{R}^d))} \leq C \| A \|_{\mathcal{S}^{2q/1+1}} \tag{19}
\]

for any \( (p, q) \) such that \( 2/p + d/q = d \) and \( 1 \leq q \leq 1 + 2/d \); see [Frank et al. 2014, Theorem 1]. The estimate (19) is useful to deal with the first-order term involving \( Q_0 \) in (15), leading to the natural condition that \( Q_0 \in \mathcal{S}^{4/3} \) in dimension \( d = 2 \) with \( p = q = 2 \).

In dimension \( d \), it seems natural to prove that \( \rho Q \in L^{1+2/d}_{1,x} (\mathbb{R} \times \mathbb{R}^d) \). The estimate (18) turns out to be enough to deal with the terms of order at least \( d + 1 \) but it does not seem to help for the terms of order \( d \) and lower, because the wave operators \( \mathcal{W}^{(n)}_V \) with small \( n \) belong to a Schatten space with a too-large exponent. Apart from the linear response, we are therefore left with \( d - 1 \) terms for which a more detailed computation is necessary. We are not able to do this in any dimension (the number of such terms grows with \( d \)), but we can deal with the second-order term in dimension \( d = 2 \),

\[
\rho [e^{it\Delta} \mathcal{W}^{(2)}_w(\rho Q)(t) \gamma_f + \mathcal{W}^{(1)}_w(\rho Q)(t) \gamma_f \mathcal{W}^{(1)}_w(\rho Q)(t)^* + \gamma_f \mathcal{W}^{(2)}_w(\rho Q)(t)^*) \rho e^{-it\Delta}] \tag{20}
\]

which then finishes the proof of the theorem in this case. The second-order term is the topic of Section 5.

Even if our final result only covers the case \( d = 2 \), we have several estimates in any dimension \( d \geq 2 \). With the results of this paper, only the terms of orders from 2 to \( d \) remain to be studied to obtain a result similar to Theorem 1 (with \( \rho \gamma - \rho \gamma_f \in L^{1+2/d}_{1,x} (\mathbb{R} \times \mathbb{R}^d) \)) in dimensions \( d \geq 3 \).
3. Linear response theory

3.1. Computation of the linear response operator. As we have explained before, we deal here with the linear response \( \mathcal{L}_1 \) associated with the homogeneous state \( \gamma_f \). The first order in Duhamel’s formula is defined by

\[
Q_1(t) := -i \int_0^t e^{i(t-t')\Delta} [w * \rho_Q(t'), \gamma_f] e^{i(t'-t)\Delta} \, dt'.
\]

We see that it is a linear expression in \( \rho_Q \), and we compute its density as a function of \( \rho_Q \).

**Proposition 1** (uniform bound on \( \mathcal{L}_1 \)). Let \( d \geq 1, f \in L^\infty(\mathbb{R}_+, \mathbb{R}) \) such that \( \int_{\mathbb{R}^d} |f(k^2)| \, dk < +\infty \), and \( w \in L^1(\mathbb{R}^d) \). The linear operator \( \mathcal{L}_1 \) defined for all \( \varphi \in \mathcal{D}(\mathbb{R}_+ \times \mathbb{R}^d) \) by

\[
\mathcal{L}_1(\varphi)(t) := -\rho[Q_1(t)] = \rho \left[ \int_0^t e^{i(t-t')\Delta} [w * \varphi(t'), \gamma_f] e^{i(t'-t)\Delta} \, dt' \right]
\]

is a space-time Fourier multiplier by the kernel \( K^{(1)}(\omega, k) = \hat{\varphi}(k) m_f(\omega, k) \), where

\[
|\mathcal{F}_{\omega}^{-1}m_f|(t, k) := 2 \mathbb{1}_{t \geq 0} \sqrt{2\pi} \sin(t|k|^2) \hat{g}(2tk)
\]

(we recall that \( g(k) := f(k^2) \) and that \( \hat{g} \) is its Fourier inverse). This means that for all \( \varphi \in \mathcal{D}(\mathbb{R}_+ \times \mathbb{R}^d) \) we have

\[
\mathcal{F}_{t,x}[\mathcal{L}_1(\varphi)](\omega, k) = \hat{\varphi}(k)m_f(\omega, k)[\mathcal{F}_{t,x}\varphi](\omega, k) \text{ for all } (\omega, k) \in \mathbb{R} \times \mathbb{R}^d,
\]

where \( \mathcal{F}_{t,x} \) is the space-time Fourier transform. Furthermore, if \( \int_0^\infty |x|^{2-d} |\hat{g}(x)| \, dx < \infty \), then \( m_f \in L^\infty_{\omega,k}(\mathbb{R} \times \mathbb{R}^d) \) and we have the explicit estimates

\[
||m_f||_{L^\infty_{\omega,k}} \leq \frac{1}{2|\mathbb{S}^{d-1}|} \left( \int_{\mathbb{R}^d} \frac{|\hat{g}(x)|}{|x|^{d-2}} \, dx \right)
\]

and

\[
\|\mathcal{L}_1\|_{L^2_{t,x} \to L^2_{t,x}} \leq \frac{||\hat{g}||_{L^\infty}}{2|\mathbb{S}^{d-1}|} \left( \int_{\mathbb{R}^d} \frac{|\hat{g}(x)|}{|x|^{d-2}} \, dx \right).
\]

**Proof.** Let \( \varphi \in \mathcal{D}(\mathbb{R}_+ \times \mathbb{R}^d) \). In order to compute \( \mathcal{L}(\varphi) \), we use the relation

\[
\int_0^\infty \text{Tr}[W(t, x) Q_1(t)] \, dt = \int_0^\infty \int_{\mathbb{R}^d} W(t, x) \rho Q_1(t, x) \, dx \, dt.
\]

valid for any function \( W \in \mathcal{D}(\mathbb{R}_+ \times \mathbb{R}^d) \). This leads to

\[
\int_0^\infty \int_{\mathbb{R}^d} W(t, x) \rho Q_1(t, x) \, dx \, dt
\]

\[
= \frac{-i}{(2\pi)^d} \int_0^\infty \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} e^{-2i(t-t')k \cdot \ell} \hat{\varphi}(t, -k) \hat{V}(t', k) \left( g(\ell - \frac{1}{2}k) - g(\ell + \frac{1}{2}k) \right) \, d\ell \, dk \, dt' \, dt,
\]

where \( g(k) := f(k^2) \) and \( V = w * \varphi \). Computing the \( \ell \)-integral gives

\[
\int_{\mathbb{R}^d} e^{-2i(t-t')k \cdot \ell} \left( g(\ell - \frac{1}{2}k) - g(\ell + \frac{1}{2}k) \right) \, d\ell = -(2\pi)^d 2i \sin((t-t')|k|^2) \hat{g}(2(t-t')k).
\]
Hence, using that $\tilde{\gamma} = (2\pi)^{d/2} \hat{\gamma} \hat{\varphi}$, we find that
\[
\int_0^\infty \int_{\mathbb{R}^d} W(t,x) \rho \varphi_1(t,x) \, dx \, dt = -2 \int_0^\infty \int_0^t \int_{\mathbb{R}^d} \sin((t-t')|k|^2) \hat{\gamma}(2(t-t')k) \hat{\varphi}(k) \hat{\varphi}(-k) \hat{\varphi}(t',k) \, dk \, dt' \, dt.
\]
Since $g$ is radial, $\tilde{g}$ is also radial and we have
\[
|m_f(\omega, k)| \leq 2 \int_0^\infty |\sin(|k|^2)| |\tilde{g}(2t|k|)| \, dt \leq 2 \int_0^\infty |\sin(|k|^2)| |\tilde{g}(2t)| \, dt \leq \frac{1}{2} \int_0^\infty r |\tilde{g}(r)| \, dr. \quad \square
\]

We now make several remarks about the previous result.

First, the physical examples for $g$ are
\[
g(k) = \begin{cases} 
\mathds{1}(|k|^2 \leq \mu), & \mu > 0, \\
e^{-|k|^2-\mu}/T, & T > 0, \ \mu \in \mathbb{R}, \\
1, & T > 0, \ \mu \in \mathbb{R}, \\
\frac{1}{e^{(|k|^2-\mu)/T} + 1}, & T > 0, \ \mu < 0.
\end{cases}
\]

In the last three choices, $g$ is a Schwartz function, hence $\tilde{g} \in L^1(\mathbb{R}^d)$. For the first choice of $g$ (Fermi sea at zero temperature), we have $\tilde{g}(r) \sim r^{-1} \sin r$, which obviously does not satisfy $r |\tilde{g}(r)| \in L^1(0, +\infty)$.

Then, we remark that (21) is optimal without more assumptions on $f$. Indeed, for $\omega = 0$ and small $k$, we find
\[
m_f(0, k) = 2 \int_0^\infty \sin(|k|^2) \tilde{g}(2tk) \, dt \rightarrow \frac{1}{2} \int_0^\infty r \tilde{g}(r) \, dr = \frac{1}{2} \int_{\mathbb{R}^d} \tilde{g}(x) |x|^{d-2} \, dx.
\]
We conclude that (21) is optimal if $\tilde{g}$ has a constant sign (for instance if $f$ is decreasing, as in the physical examples (3)–(5)). Similarly, (22) is optimal if both $\tilde{g}$ and $w$ have a constant sign (then $|\hat{\varphi}(0)| = \|\hat{\varphi}\|_{L^\infty}$).

In general the function $m_f$ is complex-valued and it is not an easy task to determine when $\hat{\varphi}(k)m_f(\omega, k)$ stays far from $-1$. Since the stationary linear response is real ($\Im m_f(0, k) = 0$), the condition should at least involve the maximum or the minimum of $m_f$ on the set $\{\omega = 0\}$, depending on the sign of $\hat{\varphi}$. Even if the function $m_f$ is bounded on $\mathbb{R} \times \mathbb{R}^d$ by (21), it will usually not be continuous at the point $(0, 0)$. Under the additional condition that $f$ is strictly decreasing, we are able to prove that
\[
\{\Im m_f(\omega, k) = 0\} = \{\omega = 0\} \cup \{k = 0\}
\]
and this can be used to replace the assumption on $\hat{\varphi}$ by one on $(\hat{\varphi})_-$ and $\hat{\varphi}(0)_+$. In order to explain this, we first compute $m_f$ in the case of a Fermi gas at zero temperature, $f(k^2) = \mathds{1}(|k|^2 \leq \mu)$.

**Proposition 2** (linear response at zero temperature). Let $d \geq 1$ and $\mu > 0$. Then, for the Fermi sea at zero temperature $\gamma_f = \mathds{1}(-\Delta \leq \mu)$, the corresponding Fourier multiplier $m_f(\omega, k) := m_{dF}^f(\mu, \omega, k)$ of
the linear response operator in dimension \(d\) is given by

\[
m^F_d(\mu, \omega, k) = \frac{1}{2\sqrt{2\pi} |k|} \log \left( \frac{|k|^2 + 2|k| \sqrt{\mu} - \omega^2}{|k|^2 - 2|k| \sqrt{\mu} - \omega^2} \right)
+ i \frac{\pi}{4\sqrt{2\pi} |k|} \left( \mathbb{1}(|\omega - |k|^2| \leq 2\sqrt{\mu}|k|) - \mathbb{1}(|\omega + |k|^2| \leq 2\sqrt{\mu}|k|) \right)
\]  \quad (23)

for \(d = 1\); by

\[
m^F_d(\mu, \omega, k) = \frac{\pi}{2\sqrt{2}} \left( 2 - \frac{\text{sgn}(|k|^2 + \omega)}{|k|^2} \right) \left( (|k|^2 + \omega)^2 - 4\mu|k|^2 \right)^{1/2} + \frac{\pi}{2\sqrt{2} |k|^2} \left( (|k|^2 - \omega)^2 - 4\mu|k|^2 \right)^{1/2}
+ i \frac{\pi}{2\sqrt{2} |k|^2} \left( (|k|^2 - \omega)^2 - 4\mu|k|^2 \right)^{1/2} - \left( (|k|^2 + \omega)^2 - 4\mu|k|^2 \right)^{1/2}. \quad (24)
\]

for \(d = 2\); and by

\[
m^F_d(\mu, \omega, k) = \frac{\pi |d-2| |\mu|^{d-2}}{(2\pi)^{d-2}} \int_0^1 m^F_1(\mu(1-r^2), \omega, k) r^{d-2} dr \quad \text{for} \quad d \geq 2,
= \frac{\pi |d-3| |\mu|^{d-3}}{(2\pi)^{d-3}} \int_0^1 m^F_2(\mu(1-r^2), \omega, k) r^{d-3} dr \quad \text{for} \quad d \geq 3. \quad (25)
\]

The formula for \(m^F_d\) is well known in the physics literature [Lindhard 1954; Mihaila 2011; Giuliani and Vignale 2005, Chapter 4]. It is also possible to derive an explicit expression for \(m^F_2(\mu, \omega, k)\); see [Giuliani and Vignale 2005, Chapter 4]. We remark that \(m^F_d(\mu, 0, k)\) coincides with the time-independent linear response computed in [Frank et al. 2013, Theorem 2.5].

From the formulas we see that the real part of \(m^F_d\) can have both signs. It is always positive for \(\omega = 0\) and it can take negative values for \(\omega \neq 0\). For instance, in dimension \(d = 2\), on the curve \(\omega = |k|^2 + 2\sqrt{\mu}|k|\) the imaginary part vanishes and we get

\[
m^F_2(\mu, |k|^2 + 2\sqrt{\mu}|k|, k) = \frac{\pi}{\sqrt{2}} \left( 1 - \sqrt{1 + \frac{2\sqrt{\mu}}{|k|}} \right) \rightarrow -\infty \quad \text{as} \quad k \rightarrow 0.
\]  \quad (26)

In particular, if \(\hat{\omega}(k)/\sqrt{|k|} \rightarrow +\infty\) when \(k \rightarrow 0\), then \(\hat{\omega}(k)m_f(|k|^2 + 2\sqrt{\mu}|k|, k) \rightarrow -\infty\) when \(|k| \rightarrow 0\). Since, on the other hand, \(\hat{\omega}(k)m_f(|k|^2 + 2\sqrt{\mu}|k|, k) \rightarrow 0\) when \(|k| \rightarrow \infty\), we conclude that the function must cross \(-1\), so \((1 + \mathcal{L}^\dagger)^{-1}\) is not bounded.

An important feature of \(m^F_d\), which we are going to use in the positive temperature case, is that the imaginary part \(\Im m^F_d(\mu, \omega, k)\) has a constant sign on \(\{\omega > 0\}\) and on \(\{\omega < 0\}\). Before we discuss this in detail, we provide the proof of the proposition.

**Proof.** A calculation shows that the Fourier inverse \(\tilde{g}_1\) of the radial \(g\) in dimension \(d = 1\) is given by

\[
\tilde{g}_1(\mu, x) = \sqrt{\frac{2}{\pi}} \frac{\sin(\sqrt{\mu}|x|)}{|x|}.
\]  \quad (27)
In dimension \( d \geq 2 \) we can write
\[
\tilde{g}_d(\mu, |x|) = \frac{1}{(2\pi)^\frac{d}{2}} \int_{\mathbb{R}^d} 1(|k|^2 \leq \mu) e^{ik \cdot x} \, dk \\
= \frac{1}{(2\pi)^\frac{d}{2}} \int_{\mathbb{R}} dk_1 \int_{\mathbb{R}^{d-1}} dk_\perp 1(|k_1|^2 \leq \mu - |k_\perp|^2) e^{ik_1|x|} \\
= \frac{|\mathbb{S}^{d-2}| \mu^{\frac{d}{2}-1}}{(2\pi)^\frac{d}{2}} \int_{\mathbb{R}} dk \int_{0}^{1} 1(|k|^2 \leq \mu(1 - r^2)) e^{ik|x|r^{d-2}} \, dr \\
= \frac{|\mathbb{S}^{d-2}| \mu^{\frac{d}{2}-1}}{(2\pi)^\frac{d}{2}} \int_{0}^{1} \tilde{g}_1(\mu(1 - r^2), |x|) r^{d-2} \, dr \\
= \frac{2|\mathbb{S}^{d-2}| \mu^{\frac{d}{2}-1}}{(2\pi)^\frac{d}{2}} |x| \int_{0}^{1} \sin(\sqrt{\mu}|x| \sqrt{1 - r^2}) r^{d-2} \, dr. \quad (28)
\]

Similarly, we have in dimension \( d \geq 3 \)
\[
\tilde{g}_d(\mu, |x|) = \frac{|\mathbb{S}^{d-3}| \mu^{\frac{d}{2}-2}}{(2\pi)^\frac{d}{2}} \int_{\mathbb{R}} dk \int_{0}^{1} \tilde{g}_2(\mu(1 - r^2), |x|) r^{d-3} \, dr. \quad (29)
\]

Now we can compute the multiplier \( m_d^F(\mu, \omega, k) \) for \( d = 1, 2 \). We start with \( d = 1 \), for which we have
\[
[\mathcal{F}_\omega^{-1} m_f, 1](t, k) = 4\pi t \frac{\sin(t|k|^2) \sin(2\sqrt{\mu} |k|)}{2t|k|}.
\]

It remains to compute the time Fourier transform. We use the formula, valid for any \( a, b \in \mathbb{R} \),
\[
\int_{0}^{\infty} \sin(at) \sin(bt) e^{-it\omega} \, dt = \frac{1}{4} \log \left( \frac{(a + b)^2 - \omega^2}{(a - b)^2 - \omega^2} \right) + i \frac{\pi}{8} \left( \text{sgn}(a - b - \omega) - \text{sgn}(a + b - \omega) + \text{sgn}(a + b + \omega) - \text{sgn}(a - b + \omega) \right),
\]
and obtain (23). To provide the more explicit expression in dimension 2, we use the formula
\[
\forall a \in \mathbb{R}, \quad \frac{1}{a} \int_{0}^{1} \log \frac{|a + 2\sqrt{1 - r^2}|}{|a - 2\sqrt{1 - r^2}|} \, dr = \frac{\pi}{2} - \frac{\pi}{2} \left( 1 - \frac{4}{a^2} \right)^{1/2},
\]
which leads to the claimed form (24) of \( m_d^F(\mu, \omega, k) \).

Now we will use the imaginary part of \( m_d^F \) to show that \( 1 + \mathcal{L}_1 \) is invertible with bounded inverse when \( \hat{w} \geq 0 \) with \( \hat{w}(0) \) not too large and \( f \) is strictly decreasing.

**Corollary 1** (1 + \( \mathcal{L}_1 \) in the defocusing case). Let \( d \geq 1 \) and \( f \in L^\infty(\mathbb{R}_+, \mathbb{R}) \) such that \( f'(r) < 0 \) for all \( r > 0 \) and \( \int_{0}^{\infty} (r^{d/2-1} |f(r)| + |f'(r)|) \, dr < \infty \). Assume furthermore that \( \int_{\mathbb{R}^d} |x|^{2-d} \frac{\hat{g}(x)}{|x|^2} \, dx < \infty \) with \( g(k) = f(|k|^2) \). If \( w \in L^1(\mathbb{R}^d) \) is an even function such that
\[
\|((\hat{w})- \|_{L^\infty} \left( \int_{\mathbb{R}^d} \frac{|\hat{g}(x)|}{|x|^{d-2}} \, dx \right) < 2|\mathbb{S}^{d-1}| \quad (30)
\]
and such that
\[ \varepsilon_g \hat{w}(0)_+ < 2|\mathbb{S}^{d-1}|, \quad \text{where} \quad \varepsilon_g := -\liminf_{k \to 0} \frac{\Re m_f(\omega, k)}{2|\mathbb{S}^{d-1}|}. \] (31)
then we have
\[ \min_{(\omega, k) \in \mathbb{R} \times \mathbb{R}^d} |\hat{w}(k)m_f(\omega, k) - 1| > 0 \]
and \((1 + \mathcal{L}_1)\) is invertible on \(L_1^2(I, x)(\mathbb{R} \times \mathbb{R}^d)\) with bounded inverse.

**Proof.** First we recall that \(m_f\) is uniformly bounded by (21). Therefore, we only have to look at the set
\[ A = \left\{ k \in \mathbb{R}^d : |\hat{w}(k)| \geq \frac{1}{4|\mathbb{S}^{d-1}|} \left( \int_{\mathbb{R}^d} \frac{|\hat{g}(x)|}{|x|^d} \, dx \right) \right\}. \]
On the complement of \(A\), we have \(|\hat{w}m_f + 1| \geq \frac{1}{2}\). Since \(\hat{w}(k) \to 0\) when \(|k| \to \infty\), \(A\) is a compact set. Next, from the integral formula
\[ f(|k|^2) = -\int_0^\infty \mathbb{1}(|k|^2 \leq s) f'(s) \, ds, \]
we infer that
\[ m_f(\omega, k) = -\int_0^\infty m_d^F(s, \omega, k) f'(s) \, ds. \]
This integral representation can be used to prove that \(m_f\) is continuous on \(\mathbb{R} \times \mathbb{R}_+ \setminus \{(0, 0)\}\). In general, the function \(m_f\) is not continuous at \((0, 0)\), however.

Since \(m_d^F(s, 0, k) \geq 0\) for all \(k\) and \(s \geq 0\), we conclude that \(m_f(0, k) \geq 0\) and that
\[ m_f(0, k) \hat{w}(k) \geq -m_f(0, k) \hat{w}(k)_- \geq -\|\hat{w}_-\|_{L^2} \frac{1}{2|\mathbb{S}^{d-1}|} \left( \int_{\mathbb{R}^d} \frac{|\hat{g}(x)|}{|x|^d} \, dx \right), \]
due to (21). In particular,
\[ |m_f(0, k) \hat{w}(k) + 1| \geq 1 - \|\hat{w}_-\|_{L^2} \frac{1}{2|\mathbb{S}^{d-1}|} \left( \int_{\mathbb{R}^d} \frac{|\hat{g}(x)|}{|x|^d} \, dx \right) > 0, \]
due to our assumption on \((\hat{w})_-\). Similarly, we have \(m_f(\omega, 0) = 0\) for all \(\omega \neq 0\) and therefore \(m_f(\omega, 0) \hat{w}(0) + 1 = 1\) is invertible on \(\{k = 0, \omega \neq 0\}\).

Now we look at \(k \neq 0\) and \(\omega > 0\) and we prove that the imaginary part of \(m_f\) never vanishes. We give the argument for \(d = 1\), as it is very similar for \(d \geq 2\), using the integral representation (24). We have
\[ \Im m_f(\omega, k) = -\frac{\pi}{4\sqrt{2\pi}|k|} \times \int_0^\infty \left( \mathbb{1}((\omega - |k|^2)^2 \leq 4s|k|^2) - \mathbb{1}((\omega + |k|^2)^2 \leq 4s|k|^2) \right) f'(s) \, ds. \]
The difference of the two Heaviside functions is always nonnegative for \(\omega > 0\). Furthermore, it is equal to 1 for all \(s\) in the interval
\[ \frac{(\omega - |k|^2)^2}{4|k|^2} \leq s \leq \frac{(\omega + |k|^2)^2}{4|k|^2}. \]
Therefore we have
\[ \Im m_f(\omega, k) \geq \frac{\pi}{4\sqrt{2\pi}|k|} \int_{\frac{(\omega - |k|^2)^2}{4|k|^2}}^{\frac{(\omega + |k|^2)^2}{4|k|^2}} |f'(s)| \, ds > 0. \]
for all $\omega > 0$ and $k \neq 0$. For $\omega < 0$, we can simply use that $\Im m_f(\omega, k) = -\Im m_f(-\omega, k)$, and this concludes the proof that the imaginary part does not vanish outside of $\{k = 0\} \cup \{\omega = 0\}$.

From the previous argument, we see that everything boils down to understanding the behavior of $\Re m_f$ in a neighborhood of $(\omega, k) = (0, 0)$. At this point the maximal value is $\frac{1}{2} \int_0^\infty r \tilde{g}(r) \, dr$ and the minimal value is $-\varepsilon_g 2|\mathbb{S}^{d-1}|$, by definition, hence the result follows.

We remark that $\Re m_f(\omega, k) \sim \int_{k \to 0}^{\infty} \int_0^\infty t \tilde{g}(t) \cos \left( \frac{\omega}{2|k|} t \right) \, dt$

and therefore we can express

$$-\varepsilon_g := \frac{1}{4|\mathbb{S}^{d-1}|} \min_{a \in \mathbb{R}} \int_0^\infty t \tilde{g}(t) \cos(at) \, dt.$$  

In the three physical cases (3)–(5), the function $f$ satisfies the assumptions of the corollary, and therefore $1 + \mathcal{L}_1$ is invertible with bounded inverse when $w$ satisfies (30) and (31). Numerical computations show that $\varepsilon_g$ is always positive, but usually smaller than the maximum, by a factor of between 2 and 10. As an illustration, we display the function $\Re m_f(\omega, k)$ for $T = 100$ and $\mu = 1$ in Figure 1.

3.2. **Boundedness of the linear response in $L^p_{t,x}$.** We have studied the boundedness of $\mathcal{L}_1$ from $L^2_{t,x}$ to $L^2_{t,x}$. This is useful in dimension $d = 2$, where the density $\rho_Q$ naturally belongs to $L^2_{t,x}$. However, in other space dimensions, we would like to prove that $\rho_Q$ belongs to $L^{1+2/d}_{t,x}$, and hence it makes sense to ask whether $\mathcal{L}_1$ is bounded from $L^p_{t,x}$ to $L^p_{t,x}$. This is the topic of this section. The study of Fourier multipliers acting on $L^p$ is a classical subject in harmonic analysis. We use theorems of Stein and Marcinkiewicz to infer the required boundedness.

**Proposition 3** (boundedness of the linear response on $L^p$). Let $w \in L^1(\mathbb{R}^d)$ with $|x|^{d+2}w \in L^1(\mathbb{R}^d)$ be such that

$$\left( \prod_{i \in I} |k_i|^2 \partial_{k_i} \right) \hat{w}(k) \in L^\infty_k(\mathbb{R}^d) \quad \text{for all } I \subset \{1, \ldots, d\}.$$
Let also $h : \mathbb{R}^d \to \mathbb{R}$ be an even function such that for all $\alpha \in \mathbb{N}^d$, $|\alpha| \leq d + 3$, 
\[ \int_{\mathbb{R}^d} (1 + |k|^{d+4})|\partial^\alpha h(k)| \, dk < +\infty \quad \text{and} \quad \left( \prod_{i \in I} \partial_{k_i} \right) h \in L^\infty_k (\mathbb{R}^d) \quad \text{for all} \quad I \subset \{1, \ldots, d\}. \]

Then the Fourier multiplier 
\[ \mathcal{F}_I \{ \mathbb{1}(t \geq 0) \sin(t|k|^2)h(2tk) \} \]
defines a bounded operator from $L^p_{r,x}$ to itself for every $1 < p < \infty$.

The conditions on $h$ are fulfilled if, for instance, $h$ is a Schwartz function, hence they are fulfilled for our physical examples (3)–(5), where we take $h = \hat{g}$.

**Proof.** We define 
\[ m_1(t, k) = \mathbb{1}(t \geq 1)\hat{\omega}(k) \sin(t|k|^2)h(2tk), \]
\[ m_2(t, k) = \mathbb{1}(0 \leq t < 1)\hat{\omega}(k) \sin(t|k|^2)h(2tk). \]
and use a different criterion for these two multipliers.

To show that $m_1$ defines a bounded operator on $L^p$, we use the criterion of Stein [1970, II §2, Theorem 1]. We write $m_1(t, k) = \hat{\omega}(k)\overline{m}_1(t, k)$. We first prove estimates on $\overline{m}_1$, which then imply that $m_1$ defines a bounded Fourier multiplier on $L^p$, by Stein’s theorem. Computing the inverse Fourier transform of $\overline{m}_1$, one has 
\[ M_1(t, x) := [\mathcal{F}_k^{-1}\overline{m}_1](t, x) = \mathbb{1}(t \geq 1)(2\pi)^{-d/2} \int_{\mathbb{R}^d} \sin(t|k|^2)h(2tk) e^{ix \cdot k} \, dk. \]
Then, we have 
\[ \nabla_x M_1(t, x) = \mathbb{1}(t \geq 1) \frac{(2\pi)^{-d/2}}{(2t)^{d+1}} \int_{\mathbb{R}^d} k h(k) \sin \frac{|k|^2}{4t} e^{i\frac{\sqrt{t}}{4} k} \, dk. \]
From this formula, we see that, for all $(t, x)$,
\[ t^{d+2} |\nabla_x M_1(t, x)| \leq C \int_{\mathbb{R}^d} |k|^3 |h(k)| \, dk. \]
Next, let $1 \leq j \leq d$ and notice that 
\[ x_j^{d+2} e^{i\frac{x_j k}{2t}} = \frac{d^{d+2}}{d k_j^{d+2}} (2t)^{d+2} (-i)^{d+2} e^{i\frac{x_j k}{2t}}, \]
and hence by an integration by parts we obtain 
\[ x_j^{d+2} \nabla_x M_1(t, x) = \mathbb{1}(t \geq 1)(2\pi)^{-d/2} 2ti (-i)^{d+2} \int_{\mathbb{R}^d} \frac{d^{d+2}}{d k_j^{d+2}} \left[ k h(k) \sin \frac{|k|^2}{4t} \right] e^{i\frac{x_j k}{2t}} \, dk. \]
When the $k_j$-derivative hits $\sin(|k|^2/4t)$ at least once, one gains a factor of (at least) $1/(4t)$, canceling the $2t$ before the integral; the only term that we have to prove is bounded in $t$ is where all the $k_j$-derivatives hit the term $k h(k)$, which is 
\[ \mathbb{1}(t \geq 1)(2\pi)^{-d} 2ti (-i)^{d+2} \int_{\mathbb{R}^d} \frac{d^{d+2}}{d k_j^{d+2}} [k h(k)] \sin \frac{|k|^2}{4t} e^{i\frac{x_j k}{2t}} \, dk. \]
It is also bounded, since $|\sin(|k|^2/4t)| \leq |k|^2/4t$. We deduce that, for all $(t, x)$,

$$|x|^{d+2} |\nabla_x M_1(t, x)| \leq C \sup_{\alpha \in \mathbb{H}^d} \int_{\mathbb{R}^d} (1 + |k|^{d+2}) |\partial^\alpha h(k)| \, dk. \quad (34)$$

For the time derivative we use the form

$$M_1(t, x) = 1 (t \geq 1) (2\pi)^{-d/2} \int_{\mathbb{R}^d} h(2tk) \sin(t|k|^2) \cos(x \cdot k) \, dk$$

to infer that

$$\partial_t M_1(t, x) = 2 1 (t \geq 1) (2\pi)^{-d/2} \int_{\mathbb{R}^d} k \cdot \nabla_k h(2tk) \sin(t|k|^2) \cos(x \cdot k) \, dk$$

$$+ 1 (t \geq 1) (2\pi)^{-d/2} \int_{\mathbb{R}^d} |k|^2 h(2tk) \cos(t|k|^2) \cos(x \cdot k) \, dk$$

$$= \frac{2 1 (t \geq 1)}{(2\pi)^{d+1}} (2\pi)^{-d/2} \int_{\mathbb{R}^d} k \cdot \nabla_k h(k) \sin \left( \frac{|k|^2}{4t} \cos \frac{x \cdot k}{2t} \right) \, dk$$

$$+ \frac{1 (t \geq 1)}{(2\pi)^{d+2}} (2\pi)^{-d/2} \int_{\mathbb{R}^d} |k|^2 h(k) \cos \left( \frac{|k|^2}{4t} \cos \frac{x \cdot k}{2t} \right) \, dk. \quad (35)$$

By the same method as before, we infer

$$\| (t, x) \|_{d/2} |\partial_t M_1(t, x)| \leq C \sup_{\alpha \in \mathbb{H}^d} \int_{\mathbb{R}^d} (1 + |k|^{d+4}) |\partial^\alpha h(k)| \, dk. \quad (36)$$

Now let us go back to the multiplier $m_1$. We have

$$\mathcal{F}_x^{-1} m_1(t, x) = (2\pi)^{-d/2} (w \ast M_1(t, \cdot ))(x),$$

and hence

$$\nabla_{t,x} \mathcal{F}_x^{-1} m_1(t, x) = (2\pi)^{-d/2} (w \ast \nabla_{t,x} M_1(t, \cdot ))(x).$$

First we have

$$|x|^{d+2} |\nabla_{t,x} \mathcal{F}_x^{-1} m_1(t, x)| \leq C \| w \|_{L^1_x} \| t^{d+2} \nabla_{t,x} M_1(t, x) \|_{L^\infty_{t,x}},$$

which is finite thanks to (33), (34) and (36). Next,

$$|x|^{d+2} |\nabla_{t,x} \mathcal{F}_x^{-1} m_1(t, x)| \leq C \left( \| w \|_{L^1_x} \| t^{d+2} \nabla_{t,x} M_1(t, x) \|_{L^\infty_{t,x}} + C \| w \|_{L^1_x} \right) \| x |^{d+2} \nabla_{t,x} M_1(t, x) \|_{L^\infty_{t,x}}.$$  

The second term is finite also from (33) and (34), while the first term is finite by the expressions (32) and (35). As a consequence, we can apply Stein’s theorem to $m_1$ and we deduce that the corresponding operator is bounded on $L^p_{t,x}$ for all $1 < p < \infty$.

The multiplier $m_2$ is treated differently. We show that

$$m_2 \in \mathcal{L}_t^1(\mathbb{R}, \mathcal{B}(L^p_X \to L^p_X)),$$

which is enough to show that $m_2$ defines a bounded operator on $L^p_{t,x}$. Indeed, for any $\varphi \in L^p_{t,x}$, define
the Fourier multiplication operator $T_{m_2}$ by
\[
(T_{m_2} \varphi)(t, x) = \int_{\mathbb{R}} \overline{\varphi}^{-1}_x \left[ m_2(t - t', \cdot)(\varphi(t', \cdot)) \right](x) \, dt'.
\]
Then, we have
\[
\|T_{m_2} \varphi(t)\|_{L^p_t L^p_x} \leq \int_{\mathbb{R}} \|\overline{\varphi}^{-1}_x \left[ m_2(t - t', \cdot)(\varphi(t', \cdot)) \right]\|_{L^p_x} \, dt' \leq \int_{\mathbb{R}} \|m_2(t - t')\|_{B(L^p_t \rightarrow L^p_x)} \|\varphi(t')\|_{L^p_x} \, dt',
\]
and hence
\[
\|T_{m_2} \varphi\|_{L^p_{t,x}} \leq \|m_2\|_{L^1_t(B(L^p_t \rightarrow L^p_x))} \|\varphi\|_{L^p_{t,x}}.
\]
Hence, let us show that $\|m_2\|_{L^p_t \rightarrow L^p_x} \in L^1_t$. We estimate $\|m_2\|_{L^p_t \rightarrow L^p_x}$ by the Marcinkiewicz theorem [Grafakos 2008, Corollary 5.2.5]. Namely, we have to show that for indices $1 \leq i_1, \ldots, i_\ell \leq d$ all different, we have
\[
k_{i_1} \cdots k_{i_\ell} \partial_{k_{i_1}} \cdots \partial_{k_{i_\ell}} m_2(t, k) \in L^\infty_k,
\]
and if so the Marcinkiewicz theorem tells us that
\[
\|m_2(t)\|_{L^p_t \rightarrow L^p_x} \leq C \sup_{I \subset \{i_1, \ldots, i_\ell\}} \|k_{i_1} \cdots k_{i_\ell} \partial_{k_{i_1}} \cdots \partial_{k_{i_\ell}} m_2(t, k)\|_{L^\infty_k}.
\]
A direct computation shows that
\[
|k_{i_1} \cdots k_{i_\ell} \partial_{k_{i_1}} \cdots \partial_{k_{i_\ell}} m_2(t, k)| \leq C \sum_{I \subset \{i_1, \ldots, i_\ell\}} \sum_{J \subset I} |k_{i_1}|^2 \cdots |k_{i_\ell}|^2 |\partial_J \hat{\varphi}(k)| (\partial_J g)(2tk),
\]
hence
\[
\|k_{i_1} \cdots k_{i_\ell} \partial_{k_{i_1}} \cdots \partial_{k_{i_\ell}} m_2(t, k)\|_{L^\infty_k} \leq C \sup_{I, J \subset \{i_1, \ldots, i_\ell\}} \|k_{i_1}|^2 \cdots |k_{i_\ell}|^2 |\partial_J \hat{\varphi}(k)| \|\partial_J g\|_{L^\infty_k},
\]
which is obviously an $L^1_t$-function.

\section{Higher-order terms}

In this section, we explain how to treat the higher-order terms in (14). We recall the decomposition of the solution for all $t \geq 0$:
\[
\rho Q(t) = \rho \left[ e^{it\Delta} \mathcal{W}_w \rho \gamma(t) (\gamma(t) + \rho_0) \mathcal{W}_w \rho(t)^* e^{-it\Delta} \right] - \rho \gamma.
\]
We first estimate the terms involving $Q_0$, in dimension 2.

\begin{lemma}
Let $Q_0 \in \mathfrak{S}^{4/3}(L^2(\mathbb{R}^2))$ and $V \in L^2_{t,x}(\mathbb{R}_+ \times \mathbb{R}^2)$. Then, we have the following estimate for all $n, m \geq 0$:
\[
\|\rho \left[ e^{it\Delta} \mathcal{W}_V^{(n)}(t) Q_0 \mathcal{W}_V^{(m)}(t)^* e^{-it\Delta} \right]\|_{L^2_{t,x}(\mathbb{R}_+ \times \mathbb{R}^2)} \leq C \|Q_0\|_{\mathfrak{S}^{4/3}} \frac{C^{n+m} \|V\|_{n+m}^{n+m} \frac{1}{(n!)^{1/2}}}{(m!)^{1/2}},
\]
for some $C > 0$ independent of $Q_0$, $n$, $m$ and $V$.
\end{lemma}
Proof. Defining $\mathcal{W}^{(0)}_V(t) := 1$, for $n, m \geq 0$ the density of

$$e^{it\Delta} \mathcal{W}^{(n)}_V(t) Q_0 \mathcal{W}^{(m)}_V(t) * e^{-it\Delta}$$

is estimated by duality in the following fashion. Let $U \in L^2_{T,x}(\mathbb{R}^+ \times \mathbb{R}^2)$. The starting point is the formula

$$\int_0^\infty \int_{\mathbb{R}^2} U(t,x) \rho [e^{it\Delta} \mathcal{W}^{(n)}_V(t) Q_0 \mathcal{W}^{(m)}_V(t) * e^{-it\Delta}] (t,x) \, dx \, dt = \int_0^\infty \text{Tr} [U(t,x) e^{it\Delta} \mathcal{W}^{(n)}_V(t) Q_0 \mathcal{W}^{(m)}_V(t) * e^{-it\Delta}] \, dt.$$

By cyclicity of the trace, we have

$$\text{Tr} [U(t,x) e^{it\Delta} \mathcal{W}^{(n)}_V(t) Q_0 \mathcal{W}^{(m)}_V(t) * e^{-it\Delta}] = \text{Tr} [\mathcal{W}^{(m)}_V(t) * e^{-it\Delta} U(t,x) e^{it\Delta} \mathcal{W}^{(n)}_V(t) Q_0].$$

A straightforward generalization of Theorem 2 shows that we have

$$\left\| \int_0^\infty \mathcal{W}^{(m)}_V(t) * e^{-it\Delta} U(t,x) e^{it\Delta} \mathcal{W}^{(n)}_V(t) \, dt \right\|_{\mathcal{S}^{4/3}} \leq \|U\|_{L^2_{t,x}} \frac{C^n \|V\|_{L^p_{t,x}}^{n/2} C^m \|V\|_{L^q_{t,x}}^{m/2}}{(n!)^{1/2} (m!)^{1/2}},$$

and hence using that $Q_0 \in \mathcal{S}^{4/3}$ and Hölder’s inequality we infer that

$$\left\| \rho [e^{it\Delta} \mathcal{W}^{(n)}_V(t) Q_0 \mathcal{W}^{(m)}_V(t) * e^{-it\Delta}] \right\|_{L^2_{t,x}} \leq \|Q_0\|_{\mathcal{S}^{4/3}} \frac{C^n \|V\|_{L^p_{t,x}}^{n/2} C^m \|V\|_{L^q_{t,x}}^{m/2}}{(n!)^{1/2} (m!)^{1/2}}.$$

This concludes the proof of the lemma. \qed

When $d \geq 2$, the corresponding result is:

**Lemma 2.** Let $d \geq 2$, $Q_0 \in \mathcal{S}^{d+2/4} (L^2(\mathbb{R}^d))$, $1 < q \leq 1 + 2/d$ and $p$ such that $2/p + d/q = d$. Let $V \in L^p_t L^q_x (\mathbb{R}^+ \times \mathbb{R}^d)$. Then, we have the following estimate for any $n, m \geq 0$:

$$\left\| \rho [e^{it\Delta} \mathcal{W}^{(n)}_V(t) Q_0 \mathcal{W}^{(m)}_V(t) * e^{-it\Delta}] \right\|_{L^p_t L^q_x (\mathbb{R}^+ \times \mathbb{R}^d)} \leq C \|Q_0\| \frac{C^{n+m} \|V\|^{n+m}_{L^p_t L^q_x}}{(n!)^{1/2} (m!)^{1/2}}$$

for some $C > 0$ independent of $Q_0, n, m$ and $V$.

The proof follows the same lines as for $d = 2$, and relies on the following estimate for any $n, m$:

$$\left\| \int_0^\infty \mathcal{W}^{(m)}_V(t) * e^{-it\Delta} U(t,x) e^{it\Delta} \mathcal{W}^{(n)}_V(t) \, dt \right\|_{\mathcal{S}^{d+2}} \leq \|U\|_{L^p_t L^q_x} \frac{C^n \|V\|_{L^p_t L^q_x}^{n/2} C^m \|V\|_{L^p_t L^q_x}^{m/2}}{(n!)^{1/2} (m!)^{1/2}}.$$

We see that the terms involving $Q_0$ can be treated in any dimension, provided that $Q_0$ is in an adequate Schatten space. This is not the case for the terms involving $\gamma_f$, for which we can only deal with the higher orders.
Lemma 3. Let $d \geq 1$, $g : \mathbb{R}^d \to \mathbb{R}$ such that $\tilde{g} \in L^1(\mathbb{R}^d)$, $1 < q \leq 1 + 2/d$ and $p$ such that $2/p + d/q = d$. Let $V \in L^p_\nu L^{q'}_\nu(\mathbb{R}_+ \times \mathbb{R}^d)$. Then, for all $n, m$ such that $n + m + 1 \geq 2q'$, we have

$$
\|\rho[e^{it\Delta}W_V^{(m)}(t)\gamma_f W_V^{(n)}(t)^*e^{-it\Delta}]\|_{L^p_\nu L^{q'}_\nu} \leq C \|\tilde{g}\|_{L^1(\mathbb{R}^d)} \frac{C^n \|V\|_{L^p_\nu L^{q'}_\nu} \|V\|_{L^p_\nu L^{q'}_\nu}}{(n!)^{\frac{1}{2q'}}} \frac{C^m \|V\|_{L^p_\nu L^{q'}_\nu}}{(m!)^{\frac{1}{2q'}}},
$$

where $\gamma_f = g(-i\nabla)$.

Proof. Again we argue by duality. Let $U \in L^p_\nu L^{q'}_\nu$. Without loss of generality, we can assume that $U, V \geq 0$. Then, we evaluate

$$
\int_0^\infty \text{Tr}[U(t,x)e^{it\Delta}W_V^{(m)}(t)\gamma_f W_V^{(n)}(t)^*e^{-it\Delta}] dt
$$

$$
= (-i)^{nm} \int_0^\infty \int_{0 \leq s_1 \leq \cdots \leq s_m \leq t} \int_{0 \leq t_1 \leq \cdots \leq t_n \leq t} ds_1 \cdots ds_m dt_1 \cdots dt_n
$$

$$
\times \text{Tr}[V(s_1, x-2is_1\nabla) \cdots V(s_m, x-2is_m\nabla)U(t, x-2it\nabla) V(t_n, x-2it_n\nabla) \cdots V(t_1, x-2it_1\nabla) \gamma_f],
$$

where we used the relation

$$
e^{-it\Delta} W(t, x)e^{-it\Delta} = W(t, x-2it\nabla).
$$

In the spirit of [Frank et al. 2014], we gather the terms using the cyclicity of the trace as

$$
\text{Tr}[V(s_1, x-2is_1\nabla) \cdots V(s_m, x-2is_m\nabla)U(t, x-2it\nabla) V(t_n, x-2it_n\nabla) \cdots V(t_1, x-2it_1\nabla) \gamma_f]
$$

$$
= \text{Tr}[V(s_1, x-2is_1\nabla)^\frac{1}{2} V(s_2, x-2is_2\nabla)^\frac{1}{2} \cdots V(s_m, x-2is_m\nabla)^\frac{1}{2} U(t, x-2it\nabla)^\frac{1}{2}
$$

$$
\times U(t, x-2it\nabla)^\frac{1}{2} V(t_n, x-2it_n\nabla)^\frac{1}{2} \cdots V(t_1, x-2it_1\nabla)^\frac{1}{2} \gamma_f V(s_1, x-2is_1\nabla)^\frac{1}{2}].
$$

The first ingredient to estimate this trace is [Frank et al. 2014, Lemma 1], which states that

$$
\|\varphi_1(\alpha x - i\beta \nabla) \varphi_2(\gamma x - i\delta \nabla)\|_{L^r(\mathbb{R}^d)} \leq \frac{\|\varphi_1\|_{L^r(\mathbb{R}^d)} \|\varphi_2\|_{L^r(\mathbb{R}^d)}}{(2\pi)^{\frac{d}{2}} |\alpha \delta - \beta \gamma|^\frac{d}{2}}
$$

for all $r \geq 2$. The second ingredient, to treat the term with $\gamma_f$, is a generalization of this inequality involving $\gamma_f$.

Lemma 4. There exists a constant $C > 0$ such that for all $t, s \in \mathbb{R}$ we have

$$
\|\varphi_1(\alpha x + 2it\nabla)g(-i\nabla)\varphi_2(\alpha x + 2is\nabla)\|_{L^r(\mathbb{R}^d)} \leq \frac{\|\tilde{g}\|_{L^1(\mathbb{R}^d)}}{(2\pi)^{\frac{d}{2}}} \frac{\|\varphi_1\|_{L^r(\mathbb{R}^d)} \|\varphi_2\|_{L^r(\mathbb{R}^d)}}{(2\pi)^{\frac{d}{2}} |t-s|^\frac{d}{2}}
$$

for all $r \geq 2$.

We remark that (39) reduces to (38) when $g = 1$ and $\tilde{g} = (2\pi)^{\frac{d}{2}} \delta_0$. We postpone the proof of this lemma, and use it to estimate (37) in the following way:

$$
\text{Tr}[V(s_1, x-2is_1\nabla) \cdots V(s_m, x-2is_m\nabla)U(t, x-2it\nabla) V(t_n, x-2it_n\nabla) \cdots V(t_1, x-2it_1\nabla) \gamma_f] \leq C \frac{\|V(s_1)\|_{L^q} \cdots \|V(s_m)\|_{L^q} \|U(t)\|_{L^q} \|V(t_n)\|_{L^q} \cdots \|V(t_1)\|_{L^q}}{|s_1-t_1|^{\frac{d}{2q'}} \cdots |s_m-t|^{\frac{d}{2q'}} |t-t_n|^{\frac{d}{2q'}} \cdots |t_2-t_1|^{\frac{d}{2q'}}}.
$$
Here, we have used the condition \( n + m + 1 \geq 2q' \) to ensure that the operator inside the trace is trace-class by Hölder’s inequality. From this point the proof is identical to the proof of [Frank et al. 2014, Theorem 3].

Proof of Lemma 4. The inequality is immediate if \( r = \infty \). Hence, by complex interpolation, we only have to prove it for \( r = 2 \). We have

\[
\| \varphi_1(t, x + 2i t \nabla) g(-i \nabla) \varphi_2(s, x + 2i s \nabla) \|_{\mathcal{S}^2}^2 = \text{Tr} \left[ \varphi_1(x) \varphi_2(x) e^{i(t-s)\Delta} g(-i \nabla) \right] = \frac{(2\pi)^{-2d}}{|t-s|^d} \int \varphi_1(x)^2 |(g * e^{-i \frac{|x|^2}{4(t-s)}})(x-y)|^2 \varphi_2(y)^2 \, dx \, dy \\
\leq \frac{(2\pi)^{-2d}}{|t-s|^d} \| \varphi_1 \|_{L^2}^2 \| \varphi_2 \|_{L^2}^2.
\]

In dimension \( d \), we want to prove that \( \rho_Q \) belongs to \( L^{1+2/d}_{t,x} \), hence we consider \( q = 1 + 2/d \) and \( q' = 1 + d/2 \). The previous result estimates the terms of order \( n + m + 1 \geq d + 2 \), that is, \( n + m \geq d + 1 \). The case \( n + m = 1 \) corresponds exactly to the linear response studied in the previous section. In dimension \( d = 2 \), we see that we are still lacking the case \( n + m = 2 \), which is what we call the second order. The next section is devoted to this order. We are not able to treat the terms with \( 1 < n + m \leq d \) in other dimensions.

5. Second order in 2D

The study of the linear response is not enough to prove dispersion for the Hartree equation in 2D. We also have to estimate the second-order term, which we first compute explicitly in any dimension, and then study only in dimension 2.

5.1. Exact computation in any dimension. Define the second-order term in the Duhamel expansion of \( Q(t) \),

\[
Q_2(t) := (-i)^2 \int_0^t ds \int_0^s dt_1 \, e^{i(t-s)\Delta} [V(s), e^{i(s-t_1)\Delta} V(t_1), \gamma_f] e^{i(t_1-s)\Delta} e^{i(s-t)\Delta},
\]

where we again used the notation \( V = w * \rho_Q \). We explicitly compute its density. To do so, we let \( W \in \mathcal{D}(\mathbb{R}_+ \times \mathbb{R}^d) \) and use the relation

\[
\int_0^\infty \int_{\mathbb{R}^d} W(t, x) \rho Q_2(t, x) \, dx \, dt = \int_0^\infty \text{Tr}[W(t) Q_2(t)] \, dt.
\]

For any \((p, q) \in \mathbb{R}^d \times \mathbb{R}^d\) we have

\[
\hat{Q}_2(t, p, q) = -\frac{1}{(2\pi)^d} \int_0^t ds \int_0^s dt_1 \int_{\mathbb{R}^d} dq_1 \, e^{i(t-s)(p^2-q^2)}
\times \left[ \hat{V}(s, p-q_1) e^{i(s-t_1)(q_1^2-q^2)} \hat{V}(t_1, q_1-q)(g(q) - g(q_1)) \right.
\left. - \hat{V}(s, q_1-q) e^{i(s-t_1)(p^2-q_1^2)} \hat{V}(t_1, p-q_1)(g(q_1) - g(p)) \right].
\]
Using that
\[ \text{Tr}[W(t) Q_2(t)] = \frac{1}{(2\pi)^{d/2}} \int_{\mathbb{R}^d \times \mathbb{R}^d} \hat{w}(t, q - p) \hat{Q}_2(t, p, q) \, dp \, dq, \]
we arrive at the formula
\[ \int_0^\infty \int_{\mathbb{R}^d} W(t, x) \rho Q_2(t, x) \, dx \, dt = \int_0^\infty \int_0^\infty \int_0^\infty \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} dt \, dt_1 \, dk \, d\ell K^{(2)}(t-s, s-t_1; k, \ell) \hat{w}(t, -k) \hat{Q}(s, k-\ell) \hat{Q}(t_1, \ell), \]
with
\[ K^{(2)}(t, s; k, \ell) = \mathbb{1}_{t \geq 0} \mathbb{1}_{s \geq 0} \frac{4 \hat{w}(\ell) \hat{w}(k-\ell)}{(2\pi)^d} \sin(tk \cdot (k-\ell)) \sin(\ell \cdot (tk + s\ell)) \hat{g}(2tk + s\ell)). \]

### 5.2. Estimates in 2D.

**Proposition 4.** Assume that \( g \in L^1(\mathbb{R}^2) \) is such that \( |x|^a |\hat{g}(x)| \in L^\infty(\mathbb{R}^2) \) for some \( a > 3 \). Assume also that \( w \) is such that \( (1 + |k|^{1/2}) |\hat{w}(k)| \in L^\infty(\mathbb{R}^2) \). Then, if \( \rho Q \in L^2_{t,x}(\mathbb{R} \times \mathbb{R}^2) \), we have
\[ \|\rho Q_2\|_{L^2_{t,x}(\mathbb{R} \times \mathbb{R}^2)} \leq C \|1 + |\cdot|^2\|_{L^\infty} \|\hat{w}\|_{L^\infty} \|\rho Q\|_{L^2_{t,x}(\mathbb{R} \times \mathbb{R}^2)}, \]
for some constant \( C(g, w) \) depending only on \( g \) and \( w \).

**Proof.** First, we have the estimate
\[ \left| \int_{\mathbb{R}^3} G(t_1 - t_2, t_2 - t_3) f_1(t_1) f_2(t_2) f_3(t_3) \, dt_1 \, dt_2 \, dt_3 \right| \leq C \|G\|_{L^2 L^1} \prod_{i=1}^3 \|f_i\|_{L^2} \]
for any \( G \), and hence
\[ \left| \int_{\mathbb{R}^3} K^{(2)}(t_1 - t_2, t_2 - t_3; k, \ell) \hat{w}(t_1, -k) \hat{Q}(t_2, k-\ell) \hat{Q}(t_3, \ell) \, dt_1 \, dt_2 \, dt_3 \right| \]
\[ \leq \|K^{(2)}(t, s; k, \ell)\|_{L^2_{t} L^1_s} \|\hat{w}(\cdot, -k)\|_{L^2} \|\hat{Q}(\cdot, k-\ell)\|_{L^2} \|\hat{Q}(\cdot, \ell)\|_{L^2}. \]

Let us therefore estimate \( \|K^{(2)}(t, s; k, \ell)\|_{L^2_{t} L^1_s} \). To do so, we use the bounds \( |\sin(tk \cdot (k-\ell))| \leq 1 \) and \( |\sin(\ell \cdot (tk + s\ell))| \leq |\ell||tk + s\ell| \) to get
\[ \|K^{(2)}(t, s; k, \ell)\|_{L^2_{t} L^1_s}^2 \leq \frac{16 \hat{w}(\ell)^2 \hat{w}(k-\ell)^2}{(2\pi)^d} t^2 \int_{\mathbb{R}} \int_{\mathbb{R}} \left| \int_{\mathbb{R}} \frac{\sqrt{tk + s\ell}}{|\ell|^2} \hat{g}(2tk + s\ell) \right|^2. \]

We let
\[ u = \ell s + \frac{k \cdot \ell}{\ell^2} \quad \text{and} \quad v = \sqrt{k^2 - \frac{(k \cdot \ell)^2}{\ell^2}} \]
and notice that
\[ |tk + s\ell| = \left( t^2 s + \frac{k \cdot \ell}{\ell^2} \right)^2 + \left( k^2 - \frac{(k \cdot \ell)^2}{\ell^2} \right) t^2 \leq \sqrt{u^2 + v^2}. \]
Since \( \tilde{g} \) is a radial function, we find that
\[
\ell^2 \int_{\mathbb{R}} dt \left| \int_{\mathbb{R}} ds \left| tk + s \ell \right| \tilde{g}(2(tk + s\ell)) \right|^2 = \frac{|\ell|}{(k^2 \ell^2 - (k \cdot \ell)^2)^{2/3}} \int_{\mathbb{R}} dv \int_{\mathbb{R}} du \sqrt{u^2 + v^2} \left| \tilde{g}(2\sqrt{u^2 + v^2}) \right|^2.
\]

The double integral on the right is finite under some mild decay assumptions on \( \tilde{g} \); for instance, it is finite if \( |\tilde{g}(r)| \leq C(1 + r^2)^{-a/2} \) for some \( a > 3 \). Noticing that \( (k^2 \ell^2 - (k \cdot \ell)^2)^{1/2} = |\det(k, \ell)| \), we thus have
\[
|\{ W, \rho Q_2 \}| \\
\leq C \|(1 + |\cdot|^2)^{\frac{a}{2}} \tilde{g}\|_{L^\infty} \int_{\mathbb{R}^2} dk \, d\ell \|\tilde{Q}(\cdot, -k)\|_{L^2} |\tilde{\rho}(\cdot, k \cdot \ell)| |\tilde{\rho}(\cdot, \ell)| |\tilde{\rho}(\cdot, \ell)|_{L^2}.
\]

We prove the following inequality of Hardy–Littlewood–Sobolev type:

**Lemma 5.** For any functions \( f, g, h \) we have
\[
\left| \int_{\mathbb{R}^2} \frac{f(k) g(k - \ell) h(\ell)}{|\det(k, \ell)|^{\frac{3}{2}}} \, dk \, d\ell \right| \leq C \| f \|_{L^2} \| g \|_{L^2} \| h \|_{L^2}.
\]

**Proof.** Since \( \det(k, \ell) = k_1 \ell_2 - k_2 \ell_1 \), we first fix \( k_1 \neq 0, \ell_1 \neq 0, k_1 \neq \ell_1 \) and estimate
\[
\left| \int_{\mathbb{R}^2} \frac{f(k_1, k_2) g(k_1 - \ell_1, k_2 - \ell_2) h(\ell_1, \ell_2)}{|k_1 \ell_2 - k_2 \ell_1|^{\frac{1}{2}}} \, dk \, d\ell \right| \\
\leq \left( \int_{\mathbb{R}^2} \frac{|f(k_1, k_2)|^{\frac{3}{2}} |g(k_1 - \ell_1, k_2 - \ell_2)|^{\frac{3}{2}}}{|k_1 \ell_2 - k_2 \ell_1|^{\frac{1}{2}}} \, dk \, d\ell \right)^{\frac{1}{3}} \times \left( \int_{\mathbb{R}^2} \frac{|f(k_1, k_2)|^{\frac{3}{2}} |h(\ell_1, \ell_2)|^{\frac{3}{2}}}{|k_1 \ell_2 - k_2 \ell_1|^{\frac{1}{2}}} \, dk \, d\ell \right)^{\frac{1}{3}}.
\]

We then have
\[
\int_{\mathbb{R}^2} \frac{|f(k_1, k_2)|^{\frac{3}{2}} |g(k_1 - \ell_1, k_2 - \ell_2)|^{\frac{3}{2}}}{|k_1 \ell_2 - k_2 \ell_1|^{\frac{1}{2}}} \, dk \, d\ell \\
= \int_{\mathbb{R}^2} \frac{|f(k_1, k_2)|^{\frac{3}{2}} |g(k_1 - \ell_1, \ell_2)|^{\frac{3}{2}}}{|k_1 \ell_2 - \ell_2 k_1|^{\frac{1}{2}}} \, dk \, d\ell_2 \\
= \frac{1}{|k_1||k_1 - \ell_1|} \int_{\mathbb{R}^2} \frac{|f(k_1, k_2/(k_1 - \ell_1))|^{\frac{3}{2}} |g(k_1 - \ell_1, k_2/k_1)|^{\frac{3}{2}}}{|k_2 - \ell_2|^{\frac{1}{2}}} \, dk \, d\ell_2 \\
\leq C \frac{\| f(k_1, \cdot) \|_{L^3}^{\frac{3}{2}} \| g(k_1 - \ell_1, \cdot) \|_{L^2}^{\frac{3}{2}}}{|k_1|^{\frac{1}{2}}|k_1 - \ell_1|^{\frac{1}{2}}} \frac{\| f(k_1, \cdot) \|_{L^3}^{\frac{3}{2}} \| g(k_1 - \ell_1, \cdot) \|_{L^2}^{\frac{3}{2}}}{|k_2|^{\frac{1}{2}}|k_2 - \ell_2|^{\frac{1}{2}}}.
\]
and, in the same fashion,
\[
\int_{\mathbb{R}^2} \frac{|f(k_1, k_2)|^{\frac{3}{2}} |h(\ell_1, \ell_2)|^{\frac{3}{2}}}{|k_1\ell_2 - k_2\ell_1|^{\frac{1}{2}}} \, dk_2 \, d\ell_2 \leq \frac{C}{|k_1|^{\frac{1}{2}} |\ell_1|^{\frac{1}{2}}} \|f(k_1, \cdot)\|^{\frac{3}{2}}_L \|h(\ell_1, \cdot)\|^{\frac{3}{2}}_L .
\]
\[
\int_{\mathbb{R}^2} \frac{|g(k_1 - \ell_1, k_2 - \ell_2)|^{\frac{3}{2}} |h(\ell_1, \ell_2)|^{\frac{3}{2}}}{|k_1\ell_2 - k_2\ell_1|^{\frac{1}{2}}} \, dk_2 \, d\ell_2 \leq \frac{C}{|\ell_1|^{\frac{1}{2}} |k_1 - \ell_1|^{\frac{1}{2}}} \|g(k_1 - \ell_1, \cdot)\|^{\frac{3}{2}}_L \|h(\ell_1, \cdot)\|^{\frac{3}{2}}_L .
\]
As a consequence, we have
\[
\left| \int_{\mathbb{R}^2} \frac{f(k_1, k_2)g(k_1 - \ell_1, k_2 - \ell_2)h(\ell_1, \ell_2)}{|k_1\ell_2 - k_2\ell_1|^{\frac{1}{2}}} \, dk_2 \, d\ell_2 \right| \leq C \frac{\|f(k_1, \cdot)\|_L \|g(k_1 - \ell_1, \cdot)\|_L \|h(\ell_1, \cdot)\|_L}{|k_1|^{\frac{1}{2}} |\ell_1|^{\frac{1}{2}} |k_1 - \ell_1|^{\frac{1}{2}}} .
\]
We now need a multilinear Hardy–Littlewood–Sobolev-type inequality. Integrating over \((k_1, \ell_1)\) we find that
\[
\left| \int_{\mathbb{R}^2 \times \mathbb{R}^2} \frac{f(k)g(k - \ell)h(\ell)}{|\det(k, \ell)|^{\frac{1}{2}}} \, dk \, d\ell \right| \leq C \int_{\mathbb{R}^2} \frac{\|f(k, \cdot)\|_L \|g(k_1 - \ell_1, \cdot)\|_L \|h(\ell_1, \cdot)\|_L}{|k_1|^{\frac{1}{2}} |\ell_1|^{\frac{1}{2}} |k_1 - \ell_1|^{\frac{1}{2}}} \, dk \, d\ell_1 \leq C \left( \int_{\mathbb{R}^2} \frac{\|g(k_1 - \ell_1, \cdot)\|^\frac{3}{2}_L \|h(\ell_1, \cdot)\|^\frac{3}{2}_L}{|k_1|^{\frac{1}{2}}} \, dk_1 \, d\ell_1 \right)^\frac{1}{3} \times \left( \int_{\mathbb{R}^2} \frac{\|f(k_1, \cdot)\|^\frac{3}{2}_L \|g(k_1 - \ell_1, \cdot)\|^\frac{3}{2}_L}{|\ell_1|^{\frac{1}{2}}} \, dk_1 \, d\ell_1 \right)^\frac{1}{3} \times \left( \int_{\mathbb{R}^2} \frac{\|h(\ell_1, \cdot)\|^\frac{3}{2}_L}{|k_1 - \ell_1|^{\frac{1}{2}}} \, dk_1 \, d\ell_1 \right)^\frac{1}{3} \leq C \|f\|_L^2 \|g\|_L^2 \|h\|_L^2 ,
\]
where in the last line we have used the 2D Hardy–Littlewood–Sobolev inequality. \(\square\)

From the lemma, we deduce that
\[
\langle \langle W, \rho Q \rangle \rangle \leq C \left( 1 + |\cdot|^{\frac{1}{2}} \right)^\frac{2}{3} \|g\|_L^\infty \left( 1 + |\cdot|^{\frac{1}{2}} \right) \|\rho\|_L^2 \langle \langle W \rangle \rangle^\infty ,
\]
which ends the proof of the proposition. \(\square\)

### 6. Proof of the main theorem

**Proof of Theorem 1.** Let \(T > 0\). Assume also that \(\|Q_0\|_{C^4/3} \leq 1\). We solve the equation
\[
\rho Q(t) = \rho \left[ e^{it\Delta} W_{w \ast \rho Q}(t) (y_f + Q_0) W_{w \ast \rho Q}(t)^* e^{-it\Delta} \right] - \rho y_f
\]
\[
= \rho \left[ e^{it\Delta} Q_0 e^{-it\Delta} \right] - L(\rho Q) + R(\rho Q)
\]
by a fixed-point argument. Here \(L = L_1 + L_2\), where \(L_1\) was studied in Section 3 and
\[
L_2(\rho Q) = -\rho \left[ e^{it\Delta} (W_{w \ast \rho Q}^{(1)}(t) Q_0 + Q_0 W_{w \ast \rho Q}^{(1)}(t)^*) e^{-it\Delta} \right] .
\]
As explained in Proposition 1 and in Corollary 1, under the assumption (9) (or (10) when \( f \) is strictly decreasing), \((1 + \mathcal{L}_1)\) is invertible with bounded inverse on \( L^2_{t,x} \). The operator \( 1 + \mathcal{L} = 1 + \mathcal{L}_1 + \mathcal{L}_2 \) is invertible with bounded inverse when

\[
\|\mathcal{L}_2\| < \frac{1}{\|1 + \mathcal{L}_1\|^{-1}}.
\]

By Lemma 1, we have

\[
\|\mathcal{L}_2\| \leq C \|w\|_{L^1} \|Q_0\|_{\mathcal{E}^{4/3}}
\]

and therefore the condition can be expressed as

\[
\|Q_0\|_{\mathcal{E}^{4/3}} < \frac{1}{C \|w\|_{L^1} \|1 + \mathcal{L}_1\|^{-1}}.
\]

Then, we can write

\[
\rho_Q(t) = (1 + \mathcal{L})^{-1}(\rho[e^{it\Delta} Q_0 e^{-it\Delta}] + \Re(\rho Q)).
\]

For any \( \varphi \in L^2_{t,x}([0, T] \times \mathbb{R}^2) \), define

\[
F(\varphi)(t) = \rho[e^{it\Delta} Q_0 e^{-it\Delta}] + \Re(\varphi).
\]

We apply the Banach fixed-point theorem to the map \((1 + \mathcal{L})^{-1} F\). To do so, we expand \( F \) as

\[
F(\varphi)(t) = \rho[e^{it\Delta} Q_0 e^{-it\Delta}] + \sum_{n+m\geq 2} \rho[e^{it\Delta} W_{w*\varphi}(t) Q_0 W_{w*\varphi}(t)^* e^{-it\Delta}]
\]

\[
+ \sum_{n+m=2} \rho[e^{it\Delta} W_{w*\varphi}(t) J_{f} W_{w*\varphi}(t)^* e^{-it\Delta}] + \sum_{n+m\geq 3} \rho[e^{it\Delta} W_{w*\varphi}(t) J_{f} W_{w*\varphi}(t)^* e^{-it\Delta}].
\]

By the Strichartz estimate (19), we have

\[
\|\rho[e^{it\Delta} Q_0 e^{-it\Delta}]\|_{L^2_{t,x}} \leq C \|Q_0\|_{\mathcal{E}^{4/3}}.
\]

By Lemma 1, we have

\[
\left\| \sum_{n+m\geq 2} \rho[e^{it\Delta} W_{w*\varphi}(t) Q_0 W_{w*\varphi}(t)^* e^{-it\Delta}] \right\|_{L^2_{t,x}} \leq C \|Q_0\|_{\mathcal{E}^{4/3}} \sum_{n+m\geq 2} \frac{C^{n+m} \|w*\varphi\|^2_{L^2_{t,x}}}{(n!)^{\frac{1}{2}} (m!)^{\frac{1}{2}}}.
\]

By Proposition 4, we have

\[
\left\| \sum_{n+m=2} \rho[e^{it\Delta} W_{w*\varphi}(t) J_{f} W_{w*\varphi}(t)^* e^{-it\Delta}] \right\|_{L^2_{t,x}} \leq C \|(1 + |\cdot|^2)^{\frac{3}{4}} \hat{g}\|_{L^\infty} \|(1 + |\cdot|^2)^{\frac{1}{2}} \hat{w}\|_{L^\infty} \|\varphi\|^2_{L^2_{t,x}}.
\]

Finally, by Lemma 3 we have

\[
\left\| \sum_{n+m\geq 3} \rho[e^{it\Delta} W_{w*\varphi}(t) J_{f} W_{w*\varphi}(t)^* e^{-it\Delta}] \right\|_{L^2_{t,x}} \leq C \|\hat{g}\|_{L^1} \sum_{n+m\geq 3} \frac{C^{n+m} \|w*\varphi\|^2_{L^2_{t,x}}}{(n!)^{\frac{1}{2}} (m!)^{\frac{1}{2}}}.
\]

We deduce that, for all \( \varphi \in L^2_{t,x}([0, T] \times \mathbb{R}^2) \), we have the estimate

\[
\|(1 + \mathcal{L})^{-1} F(\varphi)\|_{L^2_{t,x}} \leq C \|(1 + \mathcal{L})^{-1}\|(\|Q_0\|_{\mathcal{E}^{4/3}} + A(\|\varphi\|_{L^2_{t,x}})).
\]
where we used the notation

\[
A(z) = C \sum_{n+m \geq 2} \frac{C^{n+m}(\|w\|_{L^1}z)^{n+m}}{(n!)^{1/2}(m!)^{1/2}} + C \|1 + |\cdot|^{2}\|g\|_{L^\infty}\|(1 + |\cdot|^{1/2})\hat{\omega}\|_{L^\infty}^2 \\
+ C \|\tilde{g}\|_{L^1} \sum_{n+m \geq 3} \frac{C^{n+m}(\|w\|_{L^1}z)^{n+m}}{(n!)^{1/2}(m!)^{1/2}}.
\]

We have \(A(z) = O(z^2)\) as \(z \to 0\). As a consequence, there exist \(C_0, z_0 > 0\), depending only on \(\|w\|_{L^1}\), \((1 + |\cdot|)^{\alpha/2}\|g\|_{L^\infty}\|(1 + |\cdot|)^{1/2}\)\(\hat{\omega}\|_{L^\infty}\) and \(\|\tilde{g}\|_{L^1}\), such that

\[
|A(z)| \leq C_0 z^2
\]

for all \(|z| \leq z_0\). Choosing

\[
R = \min\left(z_0, \frac{1}{2C_0(1 + \mathcal{L})^{-1}}\right)
\]

and

\[
\|Q_0\|_{\mathcal{S}^{\alpha,3}} \leq \min\left(1, \frac{R}{2C(1 + \mathcal{L})^{-1}}\right)
\]

leads to the estimate

\[
\|(1 + \mathcal{L})^{-1} F(\varphi)\|_{L^2_{t,x}} \leq R
\]

for all \(\|\varphi\|_{L^2_{t,x}} \leq R\), independently of the maximal time \(T > 0\). Similar estimates show that \(F\) is also a contraction on this ball, up to diminishing \(R\) if necessary. The Banach fixed-point theorem shows that there exists a solution for any time \(T > 0\), with a uniform estimate with respect to \(T\). Having built this solution \(\varphi_0 \in L^2_{t,x}(\mathbb{R}^+ \times \mathbb{R}^2)\), we define the operator \(\gamma\) as

\[
\gamma(t) = e^{it\Delta} W_{w \ast \varphi_0}(t)(\gamma_f + Q_0) W_{w \ast \varphi_0}(t) e^{-it\Delta}.
\]

We have \(\varphi_0 = \rho_y - \rho \gamma_f\) by definition.

From [Frank et al. 2014, Theorem 3], we know that \(W_{w \ast \varphi_0} - 1 \in C_1^0(\mathbb{R}^+, \mathbb{S}^4)\) and that \(W_{w \ast \varphi_0} - 1\) admits a strong limit in \(\mathbb{S}^4\) when \(t \to \infty\), which gives that \(\gamma - \gamma_f \in C^0(\mathbb{R}^+, \mathbb{S}^4)\) and our scattering result (11). Next, we remark that since \(w \in W^{1,1}(\mathbb{R}^2) \subset L^2(\mathbb{R}^2)\), we have \(w \ast \varphi_0 \in L^2_{L^\infty}(L^\infty_\mathcal{X} \cap L^2_\mathcal{X})\).

From [Lewin and Sabin 2014, Lemma 7] and the fact that \(g \in L^2(\mathbb{R}^2)\) (due to (8)), we deduce that \((W_{w \ast \varphi_0}(t) - 1) \gamma_f \in C^0(\mathbb{R}^+, \mathbb{S}^2)\). This now shows that \(\gamma - \gamma_f \in C^0(\mathbb{R}^+, \mathbb{S}^2)\). Of course, we can perform the same procedure for negative times and this finishes the proof of Theorem 1.

\[\square\]
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