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DECAY OF SOLUTIONS OF MAXWELL-KLEIN-GORDON EQUATIONS
WITH ARBITRARY MAXWELL FIELD

SHIWU YANG

In the author’s previous work, it has been shown that solutions of Maxwell-Klein—Gordon equations in
R3*+! possess some form of global strong decay properties with data bounded in some weighted energy
space. In this paper, we prove pointwise decay estimates for the solutions for the case when the initial
data are merely small on the scalar field but can be arbitrarily large on the Maxwell field. This extends the
previous result of Lindblad and Sterbenz, in which smallness was assumed both for the scalar field and
the Maxwell field.

1. Introduction

In this paper, we study the pointwise decay of solutions to the Maxwell-Klein—-Gordon equations on R3*+!
with large Cauchy data. To define the equations, let A = A, dx* be a 1-form. The covariant derivative

associated to this 1-form is
D,=0,+~—-1A,,

which can be viewed as a U (1) connection on the complex line bundle over R3*! with the standard flat
metric m,,,. Then the curvature 2-form F associated to this connection is given by

Fu=—~—=1[D,, D,]=0,A, —0,A, = (dA),,.
This is a closed 2-form, that is, F satisfies the Bianchi identity
0y Fyyp +0,Fyy +0,F,, =0. (D)

The Maxwell-Klein—Gordon equations (MKG) is a system for the connection field A and the complex
scalar field ¢:

{a”F,w =3(¢- Dudp) = Jy, (MKG)

DFD,¢ =0Ux¢ =0.
These are Euler-Lagrange equations of the functional
L[A, ¢] = /Rm (3FwF"™ + 1D,¢ D) dx dt.
A basic feature of this system is that it is gauge invariant under the gauge transformation
pr> e, A A—dy.
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More precisely, if (A, ¢) solves (MKG), then (A —d, e'X¢) is also a solution for any potential function .
Note that U (1) is abelian. The Maxwell field F is invariant under the above gauge transformation, and
(MKGQG) is said to be an abelian gauge theory. For the more general theory when U (1) is replaced by a
compact Lie group, the corresponding equations are referred to as Yang—Mills—Higgs equations.

In this paper, we consider the Cauchy problem to (MKG). The initial data set (E, H, ¢, ¢1) consists
of the initial electric field £ and the magnetic field H, together with initial data (¢g, ¢;) for the scalar
field. In terms of the solution (F, ¢), on the initial hypersurface, these are

Foi=Ei, “Foi=H;, ¢0,x)=¢o, D:¢p(0,x)=¢i,
where *F is the Hodge dual of the 2-form F'. In local coordinates (z, x),
(Hy, Hy, H3) = (F23, F31, F12).
The data set is said to be admissible if it satisfies the compatibility condition
div(E) = I(¢o - ¢1) = Joli=0,  div(H) =0, 2)

where the divergence is taken on the initial hypersurface R>. For solutions of (MKG), the energy
E[F. $](1) := / |EP? +|H|* +|D¢|* dx
R.
is conserved. Another important conserved quantity is the total charge

e N
T /R S-Ddydr =g | div(E)ax (3)

which can be defined at any fixed time ¢. The existence of nonzero charge plays a crucial role in the
asymptotic behavior of solutions of (MKG). It makes the analysis more complicated and subtle. This is
obvious from the above definition as the electric field E; = Fy, has a tail qor*3xi at any fixed time ¢.
The Cauchy problem to (MKG) has been studied extensively. One of the most remarkable results is
due to Eardley and Moncrief [1982a; 1982b], in which it was shown that there is always a global solution
to the general Yang—Mills—Higgs equations for sufficiently smooth initial data. This was later improved
to data merely bounded in the energy space for MKG by Klainerman and Machedon [1994] and for the
nonabelian case of Yang—Mills equations in, e.g., [Klainerman and Machedon 1995; Oh 2015; Selberg
and Tesfahun 2010]. Since then there has been extensive literature on generalizations and extensions of
this classical result, aiming at improving the regularity of the initial data in order to construct a global
solution; see [Krieger et al. 2015; Keel et al. 2011; Krieger and Lithrmann 2015; Machedon and Sterbenz
2004; Oh and Tataru 2016; Rodnianski and Tao 2004] and references therein. A common feature of all
these works is to construct a local solution with rough data. Then the global well-posedness follows by
establishing a priori bounds for some appropriate norms of the solution. For example, a local solution
was constructed in [Eardley and Moncrief 1982a], while in [Eardley and Moncrief 1982b], they showed
that the L°° norm of the solution never blows up even though it may grow in time ¢. As a consequence,
the solution can be extended to all time; however, the decay property of the solution is unknown. In view
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of this, although the solution of (MKG) exists globally with rough initial data, very little is known about
the decay properties.

Asymptotic behavior and decay estimates are well understood for linear fields (see, e.g., [Christodoulou
and Klainerman 1990]) and nonlinear fields with sufficiently small initial data (see, e.g., [Choquet-Bruhat
and Christodoulou 1981b; Shu 1991]). These results rely on the conformal symmetry of the system,
either by conformally compactifying the Minkowski space or by using the conformal Killing vector field
(12 +r%)d, + 2trd, as multiplier. Nevertheless the use of the conformal symmetry requires strong decay
of the initial data, and thus in general does not allow the presence of nonzero charge except when the
initial data are essentially compactly supported. For the case with nonzero charge, the first related work
regarding the asymptotic properties was due to W. Shu [1992]. However, that work only considered
the case when the solution is trivial outside a fixed forward light cone. Details for the general case
were not carried out. A complete proof towards this program was later contributed by Lindblad and
Sterbenz [2006]; also see the more recent work [Bieri et al. 2014].

The presence of nonzero charge has a long range effect on the asymptotic behavior of the solutions, at
least in a neighborhood of the spatial infinity. This can be seen from the conservation law of the total
charge as the electric field E decays at most 7 ~2 as r — oo at any fixed time. This weak decay rate makes
the analysis more complicated even for small initial data. To deal with this difficulty, Lindblad—Sterbenz
decomposed the Maxwell field into charged and chargeless components (see discussions in the end of
this section) and made use of the fractional Morawetz estimates obtained by using the vector fields
u?9, +v?9, as multipliers. The latter work [Bieri et al. 2014] relied on the observation that the angular
derivative of the Maxwell field has zero charge. The Maxwell field then can be estimated by using the
Poincaré inequality.

The asymptotic behavior of solutions of MKG with general large data remains unknown until recently
in [Yang 2015¢] quantitative decay estimates were obtained for solutions with data bounded in some
weighted energy space. Pointwise decay requires the energy estimates for the derivatives of the solution.
However, commuting the equations with derivatives generates nonlinear terms. The aim of this paper is
to identify a class of large data for MKG equations such that we can derive the pointwise decay of the
solutions.

We define some necessary notations in order to state our main result. We use the standard polar
local coordinate system (¢, r, w) of Minkowski space as well as the null coordinates u = %(t —r),
V= %(t + 7). Let V denote the covariant derivative on R> and Q be the set of angular momentum vector
fields 2;; = x;0; — x;9;. Without loss of generality we only prove estimates in the future, i.e., # > 0. Next
we introduce a null frame {L, L, ey, e»}, where

L=av=8t+ar, L=8u=8t—8r

and {e;, e} is an orthonormal basis of the sphere with constant radius r. We use D to denote the covariant
derivative associated to the connection field A on the sphere with radius r. For any 2-form F, denote the
null decomposition under the above null frame by

o =Fpe, ai=Fr, p=3%F, o=F,., ic{l,2}. (4)
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We assume that the initial data set (E, H, ¢y, ¢1) is admissible. Let go be the charge defined in (3) which
is uniquely determined by the initial data of the scalar field (¢, ¢1). We assume that the data for the
scalar field is small, but the data for the Maxwell field is arbitrary. However the data cannot be assigned
freely. They satisfy the compatibility condition (2). To measure the size of the initial data for the scalar
field and the Maxwell field, let (EY, E°f) be the Hodge decomposition of the electronic field E with
EY the divergence-free part and E°' the curl-free part. Then the compatibility condition (2) on E is
equivalent to
div ES' = (¢ - 1).

This implies that E °f can be uniquely determined by (¢, ¢1) (With a suitable decay assumption on E).
Therefore, for the initial data set (E, H, ¢y, ¢1) for (MKG) we can freely assign ¢, ¢ and E 4 H as
long as div H =0, div E df — (. The total charge gg is a constant determined by (¢, ¢1).

We now define the norms of the initial data. For some positive constant 0 < yp < 1, we define the
second-order weighted Sobolev norm respectively for the initial data of the Maxwell field (E, H) and the
initial data of the scalar field (¢g, ¢):

M = Z/ (1 +r)1+y0(|QlEdf|2 + |QIH|2 + |ledf|2 + |le|2) dx,
R3
1<2

£:= Zf%(1+r)l+y°(|691¢0|2+ 12117+ [V gol” + V11 + o) dx.
R.
<2

We remark here that the definition for £ is not gauge invariant. The gauge invariant norm depends on
the connection field A, which up to a gauge transformation can be determined by the initial data of the
Maxwell field (EY, H). However, in our setting M is arbitrarily large while £ is assumed to be small
depending on M. To measure the smallness of the scalar field, we choose the above gauge dependent
norm for the scalar field. We will show later (see Lemma 58 in Section 5) that the gauge invariant norm
is in fact equivalent to the above Sobolev norm up to a constant depending only on M.

We now can state our main theorem:

Theorem 1. Consider the Cauchy problem to (MKG) with admissible initial data set (E, H, ¢g, ¢1).
There exists a positive constant €y, depending on M and yy, such that for all £ < €, the solution (F, ¢)
of MKG) satisfies the following decay estimates:

DL, v, 0) <CEA+uD™' 77, JralP(u, v, 0) < C(1+[u)) ™77
rP(IDLrd) > + PP, v, @) < CEA+u)P777, 0<p <1+ p;
rP(frel +lro ), v, ) < CA+ )P, 0<p <1+
P20 — qor P xpar=n P, v, 0) <CA+ P77, 0<p<I;
rP1p1*(u, v, ) < CEA+ul)P 27", 1<p=<2;
IDI*(t, x) +|p1*(t, x) <CEA+0)"77,  |FP(t,x) <C(1+0)"""", Vx| <R;
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forall (u, v, w) € R¥' N {|x| > R} and for some constant C depending on M, yy, p. Here qo is the total
charge and X(;4+2<r) is the characteristic function on the exterior region {t +2 <r}.

We make several remarks.

Remark 2. The second-order derivatives of the initial data are the minimum regularity we need to derive
the above pointwise decay of the solution. Similar decay estimates hold for the higher-order derivatives
of the solution if higher-order weighted Sobolev norms of the initial data are known.

Remark 3. The restriction O < yp < 1 on yy is merely for the sake of brevity. If yp > 1, then the decay
property of the solutions propagates in the exterior region (t +2 < r). In other words, we have the same
decay estimates as in the theorem for T < 0. However in the interior region where t > 0, the maximal
decay rate is TJ:Z (corresponding to yp = 1), that is, the decay rate in the interior region for yp > 1 in
general cannot be better than that of yp = 1.

Compared to the previous result of Lindblad and Sterbenz [2006], we have made the following
improvements: first of all, we obtain pointwise decay estimates for solutions of (MKGQG) for a class of
large initial data. We only require smallness on the scalar field. In particular our initial data for (MKG)
can be arbitrarily large. Combining the method in [Yang 2015a], we can even make the data on the scalar
field large in the energy space. Secondly, we have lower regularity on the initial data. In [Lindblad and
Sterbenz 2006], it was assumed that the derivative of the initial data decays one order better, that is,
VK(EY, H), D¥(Dé¢y, ¢1) belong to the weighted Sobolev space with weights (1 + r) 1t +2K while
in this paper we only assume that the angular derivatives of the data obey this improved decay (see the
definition of M, &). For the other derivatives, the weight is merely (1 4 )7, This makes the analysis
more delicate. Moreover, as the solution decays weaker initially, our decay rate is weaker than that in
[Lindblad and Sterbenz 2006] (only decay rate in u, the decay in r is the same). However if we assume
the same decay of the initial data as in [Lindblad and Sterbenz 2006], then we are able to obtain the same
decay for the solution.

We use a new approach developed in [Yang 2015c¢] to study the asymptotic behavior of solutions of
(MKG). This new method was originally introduced by Dafermos and Rodnianski [2010] for the study of
decay of linear waves on black hole spacetimes. This novel method starts by proving the energy flux decay
of the solutions of linear equations through the forward light cone X, (see definitions in Section 2). The
pointwise decay then follows by commuting the equation with d; and the angular momentum €2. In the
abstract framework set by Dafermos and Rodnianski [2010], the energy flux decay relies on three kinds
of basic ingredients and estimates: a uniform energy bound, an integrated local energy decay estimate
and a hierarchy of r-weighted energy estimates in a neighborhood of the null infinity, which can be
obtained by using the vector fields d;, f(r)d,, r”(9; + 9,) as multipliers, respectively. Combining these
three estimates, a pigeonhole argument then leads to the energy flux decay.

As the initial data for the scalar field is small, we can use the perturbation method to prove the pointwise
decay of the solution. With a suitable bootstrap assumption on the nonlinearity J[¢] = J(¢ - D¢), we
first can use the new method to prove energy decay estimates for the Maxwell field up to the second-order
derivatives. Once we have these decay estimates for the Maxwell field, we then can show the energy



1834 SHIWU YANG

decay as well as pointwise decay for the scalar field, which can then be used to improve the bootstrap
assumption. The smallness of the scalar field is used here to close the bootstrap assumptions.

The existence of nonzero charge has a long-range effect on the asymptotic behavior of the solution in
the exterior region {f +2 < r}, which has been discussed in [Yang 2015c] when the charge is large. To
deal with this difficulty, we define the chargeless 2-form

F=F— X{t+2§r}q0r_2 dt Adr.

We first carry out estimates for F on the exterior region {t +2 < r}, which in particular controls the
energy flux through {r +2 = r} (the intersection of the interior region and the exterior region). We then
can use the new method to obtain estimates for the Maxwell field F in the interior region. The Maxwell
equation commutes with the Lie derivatives of F' (see Lemma 4). It is not hard to obtain energy decay
estimates for the derivatives of the Maxwell field under suitable bootstrap assumptions on the nonlinearity
J[¢] by using the new approach.

The main difficulty lies in showing the energy decay estimates for the scalar field due to the fact that
the covariant derivative D does not commute with the covariant wave operator [14. The interaction terms
of the Maxwell field and the scalar field arise from the commutator. To control those interaction terms,
previous results [Bieri et al. 2014; Lindblad and Sterbenz 2006] rely on the smallness of the Maxwell
field, and those terms could be absorbed. The key observation allowing the Maxwell field to be large in
this paper is that the robust new method makes use of the decay in u (equivalent to T up to a constant)
and those terms could be controlled using Gronwall’s inequality without any smallness assumption on
the Maxwell field. Traditionally, Gronwall’s inequality is used with respect to the foliation ¢t = constant.
Therefore strong decay in ¢ is necessary. As the new method foliates the spacetime by using the null
hypersurfaces H,, it enables us to make use of the weaker decay in u in order to apply Gronwall’s
inequality.

The paper is organized as follows. We define additional notations and derive the transport equations for
the curvature components of the Maxwell field in Section 2. Since we only commute the equations with
d; or the angular momentum €2, these transport equations will be used to recover the missing derivative in
order to derive pointwise estimates for the Maxwell field. Section 3 is devoted to reviewing the energy
estimates (an integrated local energy estimate and a hierarchy of r-weighted energy estimates) both
for the scalar field verifying the linear covariant wave equation [14¢ = 0 and the linear Maxwell field.
The idea to prove these estimates is very similar to that in the author’s other preprint [ Yang 2015c], in
which decay properties of solutions of MKG are discussed with data merely bounded in some weighted
energy space. There the energy estimates are carried out for the full solution (A, ¢) of the nonlinear
MKG equations, and one of the difficulties is to deal with the arbitrarily large charge gg. This paper
aims at the pointwise decay of the solutions with some special initial data. In particular, energy decay
estimates are also necessary for the derivatives of the solutions. We thus need energy estimates for the
linearized equations. To make this paper self-contained, we give detailed proof for these energy estimates
in Section 3. In Section 4, we use the new method to obtain decay estimates for the linear Maxwell field
and the linear scalar field. More specifically, in Section 4.1, we derive energy flux decay estimates for
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the linear Maxwell fields under suitable assumptions on the inhomogeneous term J, = V' F,,,. Then
in Section 4.2, we obtain pointwise decay estimates by commuting the equation with vector fields in
I' = {9;, 2} merely twice. This lower regularity result relies on the elliptic estimates in the bounded
region {r < R} and the transport equations for the curvature components when » > R. The most technical
part of this paper lies in Section 4.3, in which energy decay estimates are obtained for the scalar field up
to second-order derivatives. The main difficulty is that the covariant wave operator [J4 does not commute
with the covariant derivative D. It heavily relies on the null structure of the commutators. Finally, in
Section 5 we improve the bootstrap assumption and conclude our main theorem.

2. Preliminaries and notations

We define some additional notation used in the sequel. Recall the null frame {L, L, e1, e»} defined in the
introduction. At any fixed point (¢, x), we may choose e, e, such that

1 1 .
[L9ei]:_;ei’ [L?ei]:;ei’ [61’62]:0’ l 6{132}
This helps to compute those geometric quantities which are independent of the choice of the local
coordinates. We then can compute the covariant derivatives for the null frame at any fixed point:

VLL = O, VLL/ = O, VLel- = O, VLL = 0, Vée,- = 0,

— 1, — 1, — — . | )
VeL=r""¢e;, VoL=-r""¢, Veger=V,e1=0, Vg ei=—r" 0.

Here V is the covariant derivatives in Minkowski space and V is the spatial component. We also use d to
abbreviate the partial derivatives (d;, 91, do, d3) in Minkowski space under the coordinates (¢, x) and ¥ to
denote the covariant derivative on the sphere with radius r.

Now we define the foliation of the spacetime {r > 0}. Let H, be the outgoing null hypersurface
{t —r =2u} and H, be the incoming null hypersurface {r +r = 2v}. Let R > 1 be a fixed constant. We
now use this fixed constant R to define the foliation. For all T € R, denote
« _T—R

7

In the exterior region where f + R < r, we use the foliation

T

Y, =H.-N{t>0}, 1=<0,
while in the interior region where ¢ + R > r, the foliation is defined as
Yoi={r=1,|x| = R}U(HN{|x] = R}).

Unless we specify it, in the following the outgoing null hypersurface H, stands for H, N {¢t > 0} in the
exterior region and H, N {|x| > R} in the interior region. Note that the boundary of the region bounded
by X, and X, is part of the future null infinity where the decay behavior of the solution is unknown. To
make the energy estimates rigorous, we instead consider the finite truncated hypersurfaces

=% N{v<w}, H:=H,N{v<vy}, H""?:=H,N{uy <u<uy}.



1836 SHIWU YANG

On the initial hypersurface {t = 0}, we denote the annulus with radii r; < r, by
B2 ={ri <|x|<r}, B,=B>.

Next we define the domains. In the exterior region, for 7, < t; < 0, define D;Z to be the Cauchy
development of the annulus {R — 7] < |x| < R — 12}, or more precisely

D2 ={,x) ||Ix|+7f+15|+1 <7 -5}, m<m =0,
while in the interior region, for any 1, > 71 > 0, we define D;f to be the region
DR ={tx)|(t,x) €T, 011 =T <12}

bounded by X, and £,,. We may also use Z_?g =Dz N{|x| > R} to denote the region outside the cylinder
{r < R}. Finally, we write D for the region D;*° if T > 0 or the region D, *° when 7 < 0. The following
Penrose diagram may be of help for the various pieces of notation described above.

We use E[¢](X) to denote the energy flux of the complex scalar field ¢ and E[F](X) for the energy
flux of the 2-form F' through the hypersurface ¥ in Minkowski space. The derivative on the scalar field
is with respect to the covariant derivative D. For our interested hypersurfaces, we can compute

E[qﬂ(zf):f |D¢|2dx+f (IDLo1> + |Po|*)r? dv do,

{t=1,r<R} H

E[F](zf)=/ P 1ol + hal + ey + [ (0 +1oP + o dvdo,
{l:l’,}’SR} HI*

El¢)(H,) = / (DLOP +PoPy dvdo, E[FI(H,) = f 0+ 102+ laP)r dv do.
ﬂg ﬂﬂ

Here p, 0, o, o are the null components of the 2-form F' defined in line (4), and we recall that t* = %(‘L’ —R).
Since we only consider estimates in the future when ¢ > 0, the set {t = t, r < R} should be interpreted as

the empty set when 7 < 0.
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Next we define some useful weighted Sobolev norms either on domains or on surfaces. For any function
f (scalar or vector valued or tensors) we denote the spacetime integral on D in Minkowski space

Ij’[f](D):=fu’ir£|f|2, o= tr s =1+l
D

for any real numbers p, g. Here D can be the domain or hypersurface in the Minkowski space. For
example, when D is H,, then

IPLf1(H,) = f rPul | f1Pr? dvdw.

H,

To define the norms of the derivatives of the solution, we need vector fields used as commutators which,
in this paper, are the Killing vector field 9; together with the angular momentum €2 with components
Q;j = x;0; — x;0;. We define the set

I'= {0, 2;;}.

For the scalar field, it is natural to take the covariant derivative Dy = X* D,, associated to the connection
A for any vector field X = X#9,,. This covariant derivative has already been defined for the purpose of
defining the equations in the beginning of the introduction. For the Maxwell field F, which is a 2-form,
we define the Lie derivative

LzF)pw = Z(Fuy) = F(LzVp, Vo) = F(Vu, L2Vy), (Lz))p =Z(J) = J(LzV,)

for any 2-form F and any 1-form J, respectively. Here £z X = [Z, X] for all vector fields Z, X.
If the vector field Z is Killing, that is, V#ZY 4+ VY Z* =0 for all u, v, then we can show that

VAL F)yy = Z(V*Fy) + VA ZY' N, Fyy + V, ZV VI Fyy + V, ZV VEE,,
= Z(V*F,) + Yy Z' VI F,, = (L8F),.

Here we denote 6 F, = V¥ F,, as the divergence of the 2-form F. We use Elé or D’é to denote the k-th

derivatives, that is,
[/kZ = L‘»Zl£22 . 'ﬁzk.

Similarly for D%. The vector fields Z/ are any vector fields in the set I' = {9;, Q;;}.
Based on these calculations, we have the following commutator lemma.

Lemma 4. For any Killing vector field Z, we have
[DA7 DZ]¢ = 2inFp,vDM¢ +iVM(ZVFp.v)¢a
VM(EZG);W = (EZaG)v
for any complex scalar field ¢ and any 2-form G.

For the energy estimates of the solutions of (MKG), the initial energies M, £ defined in the introduction
cannot be used directly as £ is not gauge invariant. Note that the vector fields used as commutators
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are I' = {0;, }. For any 2-form F satisfying the Bianchi identity and any scalar field ¢, for the given
connection field A, we define the weighted k-th order initial energies

El(;[F] ::Z/I;P r-}-+y0|£le|2(0, x)dx,

= (©)
Efl¢]l:= > /W r 71D, D¢ (0, x) dx.
I<k,j<3"™

Here D; denotes the spatial covariant derivative and 0 < y < 1 is the constant in the main theorem. We
remark here that F may not be the full Maxwell field of the solution of (MKG). In application, it can be
the chargeless part of the full solution which also satisfies the Bianchi identity. However, the connection
field A is associated to the full Maxwell field. In fact the full Maxwell field does not belong to this
weighted Sobolev space due to the existence of nonzero charge.

We end this section by writing the Maxwell equation under the null frame {L, L, e;, e>}. In other
words, we derive the transport equations for the curvature components. Let F),, be the 2-form verifying
the Bianchi identity. Let J =48 F, thatis, J, = V"F,.

Lemma 5. Under the null frame {L, L, e}, e2}, the MKG equations are the following transport equations

for the curvature components:

L(r*p) —di¥ (r’) =r*J,  L(r*p)+di¥ (r’a) = r*Jp, (7
Vi(ra) =r¥ep =1V Feey =1Je, 1=1, 2, (8)
L(r’o) =r*(exa1 — e102),  L(r’o) =r(ezay — e1a2), ©)
VL(ra,-)—l—rWe’_p—rWeeriej =rty, =12 (10)

Here diy is the divergence operator on the sphere with radius r.

Proof. From the Maxwell equation, J; = (§F)(L). Use the formula
(VxF)Y,Z2)=XF(Y,Z)—F(VxY,Z)—F(Y,VxZ)

for all vector fields X, Y, Z. By using (5), we then can compute

—(8F)(L) = —5(VLF)(L, L) — 3(VLF)(L, L) + (Ve F)(e;, L)
=Lp—eia;i— F(=2r'9,, L) — F(e;, —r " 'e;)
=Lp—2r""'p—dif ().

Multiply both sides by 2. We then get the first equation of (7). The second equation follows similarly.
For (8) and (10), we need to use the Bianchi identity (1) which is equivalent to

(VxF)Y, Z)+ (Vy F)(Z, X) + (VzF)(X,Y) =0
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for all vector fields X, Y, Z. Let’s only prove (8). We can show that

—(F)(ei) = —3(VLF)(L. &) = 3(VLF)(L, &) + (Vo, F)(e;. ;)
= —5La;+ 5(VLF)(ei, L) + 5(Ve, F)(L. L) + € Foje, — F(=2r '8, €;) — F(e;, —r~'d,)
=—La;+ep—SF(—r e, L)—3F(L,r ey +e;Fe,e, +7 ' F(3,, )
=—Lait+eiptejFee —r .

This leads to (8).
The first transport equation (9) for o follows from the Bianchi identity:

0= (VLF)(e1,e2) + (Ve F)(ez, L) + (Ve, F)(L, 1)
=Lo —ejay— F(ey, —r ey +era) — F(—r ey, e1)

=Lo —ejar+era) — 2r o,

The dual one follows if we replace L with L. (|

3. Energy method

In this section, we review the energy method for solutions of the covariant linear wave equations and
Maxwell equations using the new method developed in [Yang 2015¢]. This new method was originally
introduced by Dafermos and Rodnianski [2010] for proving the decay of solutions of linear wave equations
in Minkowski space. It has been successfully applied to MKG equations by the author in [Yang 2015¢]
to obtain the decay properties of the solutions for all data bounded in some weighted energy space.
There the necessary new ingredients (see Propositions 7—10 in this section) were carried out for the full
solution (¢, F). In this paper, the data for the scalar field are assumed to be small, and we also need to
derive the decay estimates for the derivatives of the solutions in order to obtain the pointwise decay of
the solutions. We thus need all the new ingredients both for the scalar field and the Maxwell field. The
ideas to derive these new estimates are the same as those in [Yang 2015¢]. For the readers’ convenience,
we repeat the proofs here.

3.1. Energy identity for the scalar field. Denote by dvol the volume form in the Minkowski space. In
the local coordinate system (¢, x), we have dvol = dx dt. Here we have chosen  to be the time orientation.
For any complex scalar field ¢, we define the associated energy momentum tensor

T[$luw = R(DudpDyg) — 3m,,DY$D, .

Here m,, is the flat metric of Minkowski spacetime and the covariant derivative D is defined with respect
to the given connection field A. For any vector field X, we have the following identity

VAT (¢l X") = R(Oadp X" D) + XV F,p, J7 [§1+ T[91V 7,

where T[;fv = %Exm,w is the deformation tensor of the vector field X in Minkowski space, L14 is the

covariant wave operator associated to the connection A, F = dA is the exterior derivative of the 1-form
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A which gives us a 2-form and JY [¢] = J(¢ - DTqS). For any function x, we have
IV XVl = Viux 191 = x Dup D¢ — 50y - 181 + xR(Oad - §).
We now define the vector field JX [¢] with components
TX91 =TIpluw X" = 5Vux - 191 + 5 x Vulg* + Y, (11)
for some vector field ¥ which may also depend on the complex scalar field ¢p. We then have the equality
VETX[¢] = R(Oag(Dxd + x$) +div(Y) + X" F,, J '[9+ T[¢1" 1, + x D D' — 10x - 1.

Here the operator [J is the wave operator in Minkowski space. Now for any region D in R**!, using
Stokes’ formula, we derive the energy identity

[ [ 10D+ 1+ div ) 4 X Fy 1814 TV, + X DD~ 40 -IoF dl
D

:f/ v#fjf[mdvol:/ i jxig dvol, (12)
D oD

where 0D denotes the boundary of the domain D and iz dvol denotes the contraction of the volume form
dvol with the vector field Z which gives the surface measure of the boundary. For example, for any basis
{ey, e, ..., e,}, we have

ie,(dey Ndea N---Ndey) =dey Ades A--- Nde.

Throughout this paper, the domain D will be regular regions bounded by the ¢-constant slices, the outgoing
null hypersurfaces H,, the incoming null hypersurfaces H, or the surface with constant r. We now
compute iy, dvol on each of these hypersurfaces.

On t = constant slice, the surface measure is a function times dx. Recall the volume form

dvol =dx dt = —dt dx.

Here note that dx is a 3-form. We thus can show that

ijxpgy dvol = —(JX[¢])° dx = —(N(D'¢Dx¢) — 3 X’ DY $ Dy — 39" x|91” + 3 x8'|91” +Y°) dx. (13)
On the surface with constant r, the surface measure is 72 dt dw. Therefore we have

ijxp dvol = (W(D"GDx¢) — s X" DY ¢ D, ¢ — 30" x 161> + 3 x0"|91> + Y2 drdw.  (14)
On the outgoing null hypersurface H,, we can write the volume form
dvol =dxdt =r*drdtdo =2r*dvdudo = —2du dv do.

Here dw is the standard surface measure on the unit sphere. Notice that L = d,. We can compute

ijx(g dVOl = —2(R(DLPDx¢) — 5XEDV$D, ¢ — 3 VEX1B)* + 5x VEIGI + YE) P dvde.  (15)
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Similarly, on the v-constant incoming null hypersurfaces H,, we have
ijx(p) A0l =2(W(DLPDx¢) — s X D¢ Dy — 3V x|¢* + 5x VE 1> + YE)rP dudw.  (16)
We remark here that the above formula hold for any vector fields X, Y and any function .

3.2. Energy identities for the Maxwell field. Let F be any 2-form satisfying the Bianchi identity (1).
The associated energy momentum tensor is

T[Flyw = Fuy F) — %mquyﬁFyﬁ-
For any vector field X, we have the divergence formula

VAT[FluwX" =V*Fu FY X"+ T[F1"'n)),,

where as defined previously, va = %ﬁ xm,,, is the deformation tensor of the vector field X in Minkowski

space. Define the vector field J X[F] by
JX[Fl, =T[F]nX".

Then for any domain D in R3**!, we have the following energy identity for the Maxwell field F:

// VMFMVFVVXU+T[F]Mv7'[li(vdV01:// VMJ;([F]CIVOl:/ iJX[F]dVOI. (17)
D D aD
For the terms on the boundary, similar to (13)—(16), we can compute
/ LJX[F] dVOlz—/ (FOMFWXV—lXOFMvF“”> dx;
{t=const.} {t=const.} 4

/ i yx(pdvol = / (F”‘FWXU - lX’F;WF”")r2 dt dw;
{r=const.} {r=const.} 4 (18)

1

i yx( ) dvol = —2[ (FL“FWX” - ZXLFWF’“’)erv dw;

H,

1

LX[F] dV01:2/ (FL“FWX”—ZXLFWF“”)eruda).

J,
),
3.3. The integrated local energy estimates using the multiplier f (r)d,. For the full solution (¢, F) of
the Maxwell-Klein—Gordon equations, including the case with large charge, the integrated local energy
estimates together with the r-weighted energy estimates in the next subsection have been studied in the
author’s work [Yang 2015c]. To obtain estimates for higher-order derivatives of the solutions, we need to
commute the equations with derivatives, and hence nonlinear terms arise. Furthermore, in our setting, the
data for the Maxwell field are large while the data for the complex scalar field are small. We thus need to
obtain estimates separately for the Maxwell field and the scalar field.

We first consider the integrated local energy estimates for the scalar field. In the energy identity (12)
for the scalar field, we choose the vector fields X, Y as follows:

X=f@)d, Y=0
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for some function f(r). We then can compute
T(¢1"7, + x Dup D¢ — 50x |61
= (' f=x+ 3D+ (x + 5 —r T )IDP + (x — 5 1) 1PoI* — 50x161%.

The idea is to choose the functions f, x so that the coefficients are positive. Let € be a small positive
constant, depending only on yy (e.g., € = 1072y;). Construct the functions f and x so that

—1

=2 71— , = -1 .
fr)=2e T f
We can compute
RS IS PN T S S I WS b
Xor Sy = Ay = e T T f e

When r > 1, we have the following improved estimate for y — % f

2¢ !l 142¢7!
R T S (19)
r r(l4+r) —r

1.
JRE— >
X 2f_

This improved estimate will be used to show the improved integrated local energy estimate for the
covariant angular derivative of the scalar field ¢.

From the above calculation, we see that for this particular choice of vector field X and the function y,
the last three terms in the first line of (12) have positive signs. We treat the first two terms as nonlinear
terms. To get an integrated local energy estimate for the scalar field ¢, it suffices to control the boundary
terms arising from the Stokes’ formula (12). This requires a version of Hardy’s inequality. Before
stating the lemma, we make a convention that the notation A Sx B means that there exists a constant C,
depending only on the constants R, yp, € and the set K such that A < CB. For the particular case when
K is empty, we omit the index K.

Lemma 6. Assume 0 <y < 1 and the complex scalar field ¢ vanishes at null infinity, that is,
lim ¢(v,u,w) =0
v—> 00

for all u, w. Then we have

f r )P dvdw < / 0P (u, v(u), w) dw+f YD (r¢)|* dvdew (20)
H, [0} H,
forallu € R. Here v(u) = —u when u < —%R that is in the exterior region and v(u) = 2R + u when

u > —%R that is in the interior region. In particular, we have

/ (62 dv de < E[$](H,), / 61 dv' do < E[$)(Z0). 1)
H,

T

Here v/ = v whenr > R and v/ = r otherwise.
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Proof. It suffices to notice that the connection D is compatible with the inner product (, ) on the complex
plane. Then the proof when y = 0 goes the same as the case when the connection field A is trivial; see,
e.g., Lemma 2 of [Yang 2013] or Proposition 11.2 of [Dafermos and Rodnianski 2009]. Another quick
way to reduce the proof of the lemma to the case with trivial connection field A is to choose a particular
gauge such that the scalar field ¢ is real. We can do this is due to the fact that all the norms in this paper
are gauge invariant. For general y, based on the above argument, the proof goes similar to the proof of
the standard Hardy’s inequality. Let {» = r¢. Note that y < 1. We can show that

o 1 o0
/ /ryzwlzdvda):—/ /|1ﬁ|2dwdr”1
vy Jo )/—1 vo Jo

o
°°+L/ /ry_lDLw-wdvda)
vo 1—)/ vo Jo

rv1

o0
SL/r1+V|¢|2(u,vo,w)dw+1/ /r”_2|w|2dvda)
1—)/ ® 2 vo Jo

8 > 2
+—/ /rV|DL1p| dvdw.
=92 Jy Jo

The estimate (20) then follows by absorbing the second term and taking vy = v(u). U
We then can derive the following integrated local energy estimate for the scalar field ¢.

Proposition 7. Assume the complex scalar field ¢ vanishes at null infinity and the spatial infinity initially.
Then in the interior region {r < R +t}, we have the energy estimates

1PoI?
72 1+7

dx dt

Iy~ [DYI(D) + E[$1(r,) + EISI(HY ™) + / /

E[$1(Ze) + I, [Dag] (D“)Jr// |FroJ (@]l + [ FroJ " [@lldx dt - (22)

forall0 <t <mandv> %(tz + R), where we let DqS = (D¢, r;1¢) and F = dA. Similarly, in the
exterior region {r > t + R}, we have

Iy '"“[D¢1(DE) + El$](H,. %) + E[1(H" ")
< El$1(Brog) + [ [O4p1(D2) + / / VFL O+ I FLd Il dx de - (23)
D3

forall Ty < 11 <0. Here see the notations in Section 2 and J*[¢] = I(¢p - D*¢), T* = %(1’ —R).
Proof. For all vy > %(‘L’z + R), take the region D to be Dg N {v < vp}, which is bounded by the surfaces

* %k
0

Eﬂ? Z‘[z’ HUO
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and the functions f, x as above and the vector field Y = 0 in the energy identity (12). The boundary
terms can be controlled by the energy flux according to Hardy’s inequality of Lemma 6. For more details
regarding this bound, we refer to, e.g., Proposition 1 in [Yang 2013]. Therefore the above calculations
lead to the following integrated local energy estimate:

Dg|? 2 )
// DOP_ 1PO 1Oy,
D2np=uy (LHMHE T T4r T r(l4r)e

* ok
Tl ,fz

S E[9I(Z) + E[$1(Z) + E[¢](H v, )+//I |04 (Dx¢ + xP)| + | Fp T [$]| dx dit.
D73

Next, we take the vector fields X = 9;, ¥ = 0 and the function x = 0 in the energy identity (12) for the
scalar field. Consider the region D72 N {v < vo}. We retrieve the classical energy estimate

ok
TI,TZ

E[¢I(Z) + E[¢](Hvw' ) = E[#)(Z}0) —2 f / ., N(OapDi¢) + FouJ (@] dx dt.
,Dtl m{USUO}
Combined with the previous integrated local energy estimate and letting vy — oo, we derive that
17D S EQNE)+ [ [ [040D0] +1FLud 1911+ |Fuu 91 dx dr
Dy

We apply the Cauchy—Schwarz inequality to the integral of [ AqﬁlT]b:
2|TapDo| < e1r 7 DG + €7 F T2 Ve > 0.

Choose € to be sufficiently small depending only on €, Yy, R so that the integral of the first term can
be absorbed. We thus can derive the integrated local energy estimate for the scalar field. Then in the
above classical energy estimate, we can use the Cauchy—Schwarz inequality again to bound R(CJ4¢ D, )
which gives control of the energy flux E[¢](H:;). This energy estimate together with the previous
integrated local energy estimate imply the energy estimate (22) of the proposition in the interior region.
The improved estimate for the angular covariant derivative is due to the improve estimate (19).

The proof for the estimate (23) in the exterior region is similar. The only point we need to emphasize
is that we use the fact that the ¢ goes to zero as r — oo on the initial hypersurface. We thus can use
the Hardy’s inequality to control the integral of ik /A +r)2. This is also the reason that we have
E[¢](Bg_r,) instead of E[¢](BS_") on the right-hand side of (23). O

7

In our setting, F is the Maxwell field, which is no longer small. In particular this means that the
integral of |Fr,J"[¢]] on the right-hand side of (22), (23) could not be absorbed. The key to controlling
those terms is to use the r-weighted energy estimates in the next section.

Let F be any 2-form satisfying the Bianchi identity (1). Let J/ =6 F or J, = V" F,, be the divergence of
F. This notation J can be viewed as the inhomogeneous term of the linear Maxwell equation. In (MKG),
this J is identical to J[¢], which is quadratic in the scalar field ¢. Under the null frame {L, L, ey, e>},
write J = (Jg,, Je,). We derive an analogue of Proposition 7 for the Maxwell field F.
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Proposition 8. In the interior region {r <t 4 R}, we have the integrated local energy estimates
—1- e T ,O + | 1"1 29
Iy T [FI(DP) + d dt + E[F1(Huv *)+ E[F1(Zy,)
E[F1(Z¢) + I 1] + 1711(D?) +f/ Y |JLllpldx dt  (24)
Dy

forall0 <t < 13 and vy > %(fz + R). Similarly, in the exterior region {r < R+t}, forall vy <11 <0
we have

Ioflfe[ ](DTZ)—{-E[F]( rz Tl)—I—E[ ](H%rz*)
sE[F](B,’i:,’f)+13+€[|JL|+|ﬂ|](Df2)+f/ illpldxdr. (25)

Proof. The idea to prove this proposition is the same as that of the previous proposition for the scalar
field. However, the calculations are slightly different for the Maxwell field F. In the energy identity (17)
for the Maxwell field, we take the vector field

X = f(r)d, =2¢ (1 —-r;90,.
Set w; = r_lxi. We then can compute
T[F]“”rrlfv =TIF1/(f'wiw;+r " f8ij —r ' fwo))
= 1@ = OFW ™ (f = R P = fFo P

where the Greek indices w, v run from O to 3 and the Latin indices i, j run from 1 to 3. Using the null
decomposition of the 2-form under the null frame {L, L, e;, e;} defined in line (4), we can show that

FiwF" = =2p —2a-a +2/o,
FouF” = —1(4p> +2a - a + o + [af),
FF" = —44p? + 20 - o — |er? — |af).
Therefore we have
TIFY 7y, = (r ' f =50 + 101 + 3 /(e + lal). (26)
The calculations before line (19) imply that the coefficients r~! f — % f" and f’ have positive signs. To

obtain the similar integrated local energy estimates for the Maxwell field F, we need to control the
boundary terms arising from the Stokes’ formula (17). Using the formula (18), we can compute that

20iyxppydvol| = flaf* — ||| dx < |F|*dx =2 fi u g dvol,
20ijxpydvol| = f|—p* + |a> — |o|*|r* dvdw < f(p* + |a|* + |o ) r* dvdw = 2 i yu gy dvol,
20ijxpp dvol| = f|—p* + |al* — o || r* dudw < f(p* + |a|* + |01 r? dudw = 2 fi ja g dvol,

on the ¢ = constant slice, the outgoing null hypersurface and the incoming null hypersurface, respectively,
for all positive functions f. This in particular implies that the boundary terms corresponding to the
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vector field fd, can be bounded by the energy flux for all positive bounded functions f. Therefore, for
the particular choice of vector field X, the energy identity (17) on the domain D72 N {v < vo} for all
0<71 <1mandyy > %(rz + R) leads to

|F|2 /0 + Ialz v v T
/ /UO (1+r>1+€ e dxdt S E[FI(Z)°) + E[FI(Z{) + E[F1(Hy )
z

1)
+/ |J7||Fry — Fpy)ldx dt.
T1 Ef

Here notice that we have the improved estimate (19) for the coefficient of p2 + |o'|?. If we take the vector
field X = 0; on the same domain, we then can derive the classical energy identity

12}
/ / JY(Fy + Fr)dx dv = E[F1(SY) — E[F|(H, HO ’2) E[F](ZY).
T1 E:O -
Let vg — oo and apply Cauchy—Schwarz to the inhomogeneous term J# (| Fp |+ |FL,|) foru =1L, ey, es:

|JENFLLl 4+ 1T Fre | + 1 Fre,) S e (Ll + 10D i + el FIPr ¢, e > 0.

The integral of the second term could be absorbed for sufficiently small €;. For the component when
= L, we estimate

[JEFLLl S Vellel.
Then the above energy identity together with the integrated local energy estimates imply the integrated
local energy estimate (24) in the interior region. The energy estimate (25) in the exterior region follows
in a similar way. O

3.4. The r-weighted energy estimates using the multiplier r? L. In this section, we establish the robust
r-weighted energy estimates both for the scalar field and the Maxwell field. This estimate for solutions
of linear wave equation in Minkowski space was first introduced by Dafermos and Rodnianski [2010].
We study the r-weighted energy estimate either in the exterior region {r > R + ¢t} for the domain D7? for
7> < 71 <0 or in the interior region for domain Dg for O < 71 < 1» which is bounded by the outgoing
null hypersurfaces Hr+, Hy and the cylinder {r = R}.

Through out this paper, we denote ¢ = r¢ as the r-weighted scalar field. We have the following
r-weighted energy estimates for the complex scalar field.

Proposition 9. Assume that the complex scalar field ¢ vanishes at null infinity. Then in the interior region,
forall 0 <t <13 and vy > %(rz + R), we have the r-weighted energy estimate

/ FP Dy 2 dvdw+f/ P (I DLW+ (2 — p)|zbw|>dvdwdr+fMrpupwlzdudw
H* H. x vl

0

S f rP|Dy 2 dvde + Lo TP 0401 (D2) + E[@)(Sx,) + I T [0ag) (D2

+// |FL;LJM[¢]|+|FL,uJﬂ[¢]|dth+// rP|FrJ" (@]l dx dt
D Dy (27)
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forall 0 < p < 2. Similarly, in the exterior region, for all Ty < 11 <0, we have

/ FPI DL dvdw+f/ P (I DLy P+ 2= p) DY >dvdwdu+/ o 1PV dudo
H=k ‘i

o )

ng rP(IDLY P+ [Py ) dr do+ Ly [Dag) Df2)+f/ rP|Fr,J" (¢]ldx dt  (28)

R—q

forall0 < p <2. Here  =r¢.

Proof. Apply the energy identity (12) to the region DTZ N{v < vo}, which is bounded by Hz+, Hy;, {r = R}
and H U(') " with the vector fields X, Y and the function y as follows:

X=rPL, Y= %pr”_2|¢|2L, X = rP1
Define v = r¢ to be the weighted scalar field. We have the equalities

r?|Dr¢l> = DLy |* — L(rlgl?),
r?|Pol* =Py,
r?|DLgl> = DLy |* + L(rlgl?).

We then can compute

div(Y) + T[¢1*' 7\, + x DF¢ Dy — 50x 9|
=1pr2L(rP1¢1") + 3r?H(pIDLoI* + 2 — p)P9I*) — Sp(p — DrP ¢
=13 (pIDLy P+ 2 - p) Py 1?).

We next compute the boundary terms using the formula (18). We have
f jxpy dvol = f ) rP DLy )? — L7t ¢) dv do,
HY? HY

/r* o ijx[¢]dV01=—/T* " rp|lD1,0|2+%L(rp+1|¢|2)duda),
HL1’2 H.172

g Hog

2
/ iix[¢]dv01:/ f%rp(|DLtﬁ|2—|lZ)W|2)—%8,(rp+1|¢|2)da)dt.
{r=RIN{T1<1<m} 7 Jo

Now notice that there is a cancellation for the boundary terms:

—/ L(rp+1|¢|2)dudw—f L L") dudo
HI;(? H:}(l),fz
‘[l £

2
+/ OL(r”+1|¢)|2)dvdw+/ /a,(rp+1|¢|2)dwdt:0.
H' 71 Jo

¥
)
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Therefore in the interior region for the domain 1_72 N{v < vy}, the above calculations lead to the r-weighted
energy identity

/u PPy dvdw+f / PP pIDL I+ 2= p) DY >dvdwdr+f DY dudo
H M

r2 H, 0

=/ r”|DLw|2dvdw—1f/r”<|DLw|2—|W|2>dwdr
H:,? 2 71 Jw
1

12
— / / rp_IER(DAd)DLw) +rPFr, J" [¢ldxdt. (29)
T] HTLQ
Similarly, in the exterior region {r < R + ¢t} for the domain Dg for all 7, < 11 <0, we have

/T* rp|DLw|2dvdw+f/ rP1<p|DLw|2+<2—p>|1/>w|2>dvdwdu+/ PPy dudo
H.? Dy 2
7 0
:%/ r‘”<|DLw|2+|zz>w|2>drd‘“‘f/ 7T IR@a¢DLY) + P Fry Mgl dx di. (30)
B

R-1| R

For the inhomogeneous term, when p > 1 + €, we apply the Cauchy—Schwarz inequality directly:
2r" 04 - Do | S rPul DLy P+ P 2ul e Dag .

The integral of the first term in the above inequality can be controlled using Gronwall’s inequality both in
(29) and (30). In particular this shows that estimate (28) follows from (30).
When p < 1+ €, we note that

p p

Then we can estimate the inhomogeneous term as follows:

2Pt Oa¢- DLyl < err™ " ulP DLy P+ € T Ul | D0l
SEl(rp —1- G)p/(l+€)(rp 1)1 p/(1+€)|D w| +€—1 1+€+2M£|DA¢|2

<er’ul " DLy P +errP T DLy P+ e Rl |00

for all €; > 0. The integral of the first term can be controlled using Gronwall’s inequality. The integral of
the second term can be absorbed for sufficiently small €;. Then estimate (28) follows.

For the r-weighted energy estimate (27) in the interior region, we need to control the boundary term
on {r = R}. It suffices to estimate it for p = 0 in (29) by making use of the energy estimate (22). From
Hardy’s inequality in Lemma 6, we note that

f DLy P dodv S E[¢](Z).
H‘[
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By using the integrated local energy estimate (22), we therefore can show that

rP(IDLy|* — | py1?) dodt

12}
5RP/ |DL1//|2dvda>+/ / r_llmllflzdvda)dr+/r*t* Py dudw
H? n JHY Hy'?

2
2
+/UO|DLw|2dvdw+f /UO r RO apDLY)| + | Fr I [p]l dx dt
H* T Hr*

T

5E[¢](Er1)+I()1+€[DA¢](D;2)+//I |FLuJ (o1l + | FrL J (@]l dx dt.
D7

The inhomogeneous term can be bounded using the Cauchy—Schwarz inequality together with the
integrated local energy estimates. Once we have the bound for the boundary terms on {r = R}, the
r-weighted energy estimate (27) follows from the identity (29) and Gronwall’s inequality. U

Next we establish the r-weighted energy estimate for the Maxwell field.

Proposition 10. Let F be any 2-form satisfying the Bianchi identity (1). Then in the interior region, for
all0 <11 < 1) and vg > %(72 + R), we have the r-weighted energy estimate

/ rPP2|a)? dvdw

o*

17)
+// rp+1(P|Ol|2+(2—p)(,02+|0|2))dvdwdf+/**i’p+2(02+|0|2)d”dw
T* HTI,TZ

)

< / rP e dvdo+ I 5 S D) + @ — p) T 1T D)

+ELFIE) + 1+ W0 + [ [ anlielaras G
D7

forall 0 < p < 2. Similarly in the exterior region, forall 7, < 71 <0and 0 < p <2, we have
/ Pt dvde
H,?
a
// P (plal? 4+ 2= p)(p* + o] ))dvdwdu+/ et rP(p* + o) rtdudw
H s

5/ e TP dx + B O) + @ = p) 7 T 0. (32)

R*Tl
Proof. Take the vector field
X:rpL:fat-i-far
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in the energy identity (17) for the Maxwell field. Using the computations before (26), we have
TIF*r), =TIFY n)¥ + TF*n !
= (7' =30 +1o ) + 3 (ol +lel®) + 1 (el — la )
=3r"7HQ@ = p)(* +1o ) + plal?).
For the boundary terms corresponding to the vector field X = r” L, we have
ijxppydvol = 2rP(la)* + p> + o) dx, ixppydvol = 1rP(la]* — p* — o) r dt do,
i yxpdvol = rPlal?r? dvdow, iyxppdvol = —rP(p* + 101 r’ dudw

on {t =1}, {r = R}, H, and H,, respectively. Therefore forall0 <t <1 and vy > 5 (‘Ez + R), if we
take the region D bounded by Hy+, Hys, {r = R}, I_i , we get the r-weighted energy 1dent1ty

/ rPla)?r? dvdw
H”Q

f f P (plal + 2 = p)(o> + o 1P)r dvdwdr+f » PP+l P du do

=/v rPlaf’r dvdw——/ /r"(lal —p*—lo)r dwdt—f / rPJ,FY dxdt.  (33)
H'Y

Similarly, in the exterior region {r > R + t}, consider the region D;Z for 7, < 11 < 0. We have the
following identity:

/ rPlal?r? dvdw
H.,?

T

/f P plal*+ @2 = p)(p* + o] ))dvdwdu—l—/ . L PP+ o)t dude
o

=l/ rp(|a|2+/02+|0|2)dx—// rPJyFy dxdt. (34)
2 BR712 ’Dglz

R—1;
To obtain (32), we first note that under the null frame {L, L, e}, e},
Ff=—1Fi=p, Ff=0, F’=a; j=12.
We can use the same method to treat the term r”|J,; F f‘f | as that for LJs¢ - Dy v in Proposition 9 (simply
replace Ll4¢ with J,; and Dy with ra ;). For the term involving p, we estimate

2

rPYJL - pl < (2 p)r’tpl? +3 pr"+3|f|

The integral of the first term could be absorbed. Then the r-weighted energy estimate (32) follows from
the above r-weighted energy identity (34).
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We can treat the inhomogeneous term the same way for the r-weighted energy estimate in the interior
region from the r-weighted energy identity (33). Like the case for the scalar field, the boundary term on
{r = R} can be bounded by taking p = 0 in (33) and then by making use of the integrated local energy
estimate (24):

(%)
f / rP () = p? = oY) r? dwdt
T1 w

)
5/ / (,02—|-|0|2)rdvda)dt+/ (PP FloPrrdude
] H,U»? ETI'TZ

v
\/'
H

0
*
2

%)
|a|2r2dvda)+[ |a|2r2dvdw+// |, F} | dx dt
HY n JHY

T

B
S EIFIE) + B+ 010 + [ [ 1iiplaxar
DY

This combined with Gronwall’s inequality implies the r-weighted energy estimate for the Maxwell field
in the interior region. O

4. Decay estimates for the linear solutions

In this section we derive energy flux decay for both the linear Maxwell field and the linear complex
scalar field under appropriate assumptions. We use a bootstrap argument to construct global solutions of
the nonlinear (MKG). The first step is to study the decay properties of the linear solutions. Recall that
F = dA with A the connection used to define the covariant derivative D. Our strategy is that we make
assumptions on J, = V' F,,, to obtain estimates for the linear solution F. We then use these estimates
to derive estimates for the solutions of the linear covariant wave equation [J4¢ = 0. As in (MKG) the
nonlinearity J[¢] is quadratic in ¢, so by making use of the smallness of the scalar field we then can
improve the bootstrap assumption on J. The difficulties are that the Maxwell field F is no longer small
and that there exists nonzero charge.

Assume that the Maxwell field F = dA has charge g and splits into the charge part and chargeless part

F = X{,>,+R}q0r_2 dt Ndr+ F.
Let J = § F be the divergence of F and J = (J,,, J.,) be the angular component. Let

me =Y LTPILL N = RY + 1577°1L, ) ({r = R) + 1 L5010+ 125 T 11 = 0)
1<k

1 L T = O + 1Yy, [VL T1({r < 2R)) + g0l sup rfy‘)/fpwlhlrz dx dt,

<0

My =my + ES[F1+ 1+ |qol, (35)
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where we recall from (6) in Section 2 that E{;[F ] denotes the weighted Sobolev norm of the Maxwell
field F with weights r}fyo on the initial hypersurface ¢ = 0. The integral of | J|r~2 is used to control the
interaction of the nonzero charge with the nonlinearity J in the exterior region.

To derive the energy decay for the Maxwell field, we assume that M is finite. This can be fulfilled
as follows: the charge gq is a constant depending on the initial data of the scalar field. E’(j[l? ] denotes
the size of the initial data for the chargeless part of the Maxwell field. Recall that the nonlinearity J is
quadratic in the scalar field ¢. By using the bootstrap assumption, it is small.

4.1. Energy decay for the Maxwell field. We derive energy flux decay for the Maxwell field F under
the assumption that M is finite.

Proposition 11. In the interior region for all 0 < 11 < 15 and vy > %(‘Ez + R), we have the following
energy flux decay for the Maxwell ﬁeld :

IJI‘G[F](D”H/ f e +| drdr 4 ELF I(H™) + EIFI(S) S ()7 7" My, 36)
In the exterior region {r < R+t} forall o <11 <0and 0 < p <1+ yy, we have

I [FI(D2) + E[F1(H™. ")+E[F](H )+ (T) ] / PRl dvdo < (1) "My, (37)

o
Here and throughout the paper, T+ = 1+ |t| for all real numbers t.

Proof. Let’s first consider the estimates in the exterior region. By the definition of M(, we derive that

f e PPIFP e+ 10 W@ + 1 @) S ) Mo, 0= p <14y
B

R—-1q
Here note that in the exterior region, r > %u+. Then the r-weighted energy estimate (32) implies that
/ PP dvdw + // P o+ 5% + o) dvdwdu < (1)7” 77 M.
H_.? D7
1

This estimate can be used to bound the integral of |J.||p| on the right-hand side of (25). Recall that
p =qor >+ p when r > R +t. We then can show that

// |JL||p|dxdr</f (ol 1o 1r= + 15127 e + 1L Pr=<u)y d di < Mo(e) 7.

The decay estimate (37) then follows from the energy estimate (25) as
FIBR-2) + 1001+ 1L 1(D2) S (m); " M.

For the decay estimates in the interior region, we use the pigeonhole argument in [Dafermos and Rodnianski
2010]. First, by interpolation, we derive from the definition of My that

1 1 —1-
L P S D) + 17 D) S ()T T My
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forall e < p <1+ y9. To bound |J.||pl|, we use the Cauchy—Schwarz inequality:

// Y [Jellpldxdt S /f I2(61|p|2ri—1 +e;lr}r—6|Jé|2)dxdt, Ve > 0.
D D3

Here note that in the interior region, p = p. For € < p <1+ yp and sufficiently small €; the first term
could be absorbed from the r-weighted energy estimates (31) and the second term is bounded above by
Mo(t1);' 7 by the definition of M.

To apply the pigeonhole argument, we need to control the weighted energy flux through the initial
hypersurface Xy of the interior region. Note that H_g /> = Hp:. The bound for the weighted energy flux
through Hy- follows from the decay estimate (37) in the exterior region:

E[F](Ho*)-i—/ e dvdo < M.
Hyx

Here we note that on the boundary Hp+ the charge part has bounded energy. Hence take p = 1 + yp,
71 = 0 in the r-weighted energy estimate (31). We derive that

2
/ r3+V0|a|2dvda)+/ f r)/0+2(|a|2+|g|2—|—p2)dvda)§Mo, V1, > 0.
H_x 0 Hyx
TZ T

We conclude that there exists a dyadic sequence {t,}, n > 3 such that

/ " Plafdvdo < (1) "My, A, < g1 < AT,
H,x

n

for some constant A depending only on yy, €, R. Interpolation implies that

/ r 22 dvde < (t) " Mo.
H

To bound |Jr||p| on the right-hand side of the energy estimate (24), we interpolate |p| between the
integrated local energy estimate and the above r-weighted energy estimate:

foIJLIIpIdx dt§// Tz(e]|p|2(rf*1+r1°r;1‘y°)+e;1r$r$€|JL|2) dx dt
D D
Sely TUFIDE) + e ' Mo(r) T, V1> € > 0.

Here we have used the bound
ri—lt_:k < r;l—e _|_.E_:1—V0r_}i/_0‘
Take € to be sufficiently small. From the energy estimate (24), we then obtain
—1—= —1-
Iy [FI(D2) + E[FI(Zc,) S E[FI(Zc) + (1) Mo

forall 0 <t < 13 and 0 < €] < 1. In particular, we have

2
f / \FI2dx dt < E[F1(Z,) + (1) 7" M.
7, J{r<R}N{t=t}
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Then combine this integrated local energy estimate with the r-weighted energy estimate (31) with p = 1.
For all 7,, < 15, we derive that

19 (%) 1%
/ E[F](z,)drgf f |F|2dxdr—|—f (a)? + o)+ pHridvdew
Tn Tn {VSR}m{t=f} Tn H‘[*

< f " a? dvdo+ E[F1(Z,,) + (1)1 Mo

S E[FI(Z-,) + (1) My.
On the other hand, for all T < 1, we have
E[F](%;,) < E[F](v) + (f)llfyOMo S E[FI(Zo) + Mo S M.
Then from the previous estimate, we can show that
(12 = ) E[F1(Zr,) S E[F1(Z,) + (1) Mo S Mo.
The above estimate holds for all 7, > t,,. In particular, we obtain the coarse bound
E[FI(Z,) Sti'Mp, YT >0.

Based on this coarse bound, we can take ) = 7,4 in the previous estimate. We then can show that

(Twt1 — W) ELF1(Ze,,,) S (T) ™" M.
As {1,} is dyadic, we conclude that

E[F1(Z;) S (t)™ "My, Vnz3.
Then using the energy estimate, we can show that for T € [1,, 7,41] we have

E[FI(Z0) S E[F1(m) + (m)T "My S (m)F' Mo S 757" M.

Having this energy flux decay, the integrated local energy decay (36) follows from the integrated local
energy estimate (24). O

Since the Lie derivative £z commutes with the linear Maxwell equation from the commutator by
Lemma 4, as a corollary of the above energy decay proposition, we also have the energy decay estimates
for the higher-order derivatives of the Maxwell field.

Corollary 12. We have the following energy flux decay for the k-th derivative of the Maxwell field:
EILLFI(S) S (@ 7'My, VreR (38)

This decay estimate then leads to the integrated local energy and r-weighted energy estimates for the
Maxwell field.
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Remark 13. By using the finite speed of propagation, the estimates in the above proposition and corollary
in the exterior region depend only on the data and J in the exterior region {t + R < r} instead of the
whole spacetime. Therefore the quantity M} can be replaced by the corresponding one defined in the
exterior region. However, the estimates in the interior region rely on the data in the whole space.

4.2. Pointwise bounds for the Maxwell field. The energy decay estimates derived in the previous section
are sufficient to obtain pointwise bounds for the Maxwell field F after commuting the equation with
vector fields in I' = {9;, €2} sufficiently many times; e.g., in [Yang 2015b], four derivatives were used to
show the pointwise bound for the solution. The aim of this section is to derive the pointwise bound for
the Maxwell field F merely assuming M is finite, that is, we commute the equation with I" only twice.
The difficulty is that we are not able to use Klainerman—Sobolev embedding to derive the decay of the
solution directly as in [Lindblad and Sterbenz 2006]. Our idea is that in the inner region {r < R} we rely
on elliptic estimates. In the outer region {r > R}, we analyze the solutions under the null coordinates
(u, v, w). The angular momentum €2 can be viewed as the derivative on w. The pointwise bound then
follows by using a trace theorem on the null hypersurfaces and a Sobolev embedding on the sphere. Since
we do not commute the equation with L nor L, those necessary energy estimates heavily rely on the null
equations given in Lemma 5.

Let’s first consider the pointwise bound for the Maxwell field in the inner region {r < R}. To derive
the pointwise bound, we use the vector fields d; and the angular momentum €2 as commutators. Note that
the angular momentum vanishes at r = 0. In particular we are not able to get the robust estimates for the
solution in the bounded region {r < R} merely from the angular momentum. We thus rely on the Killing
vector field 9, and elliptic estimates. The following proposition gives the estimates for the Maxwell field
F on the bounded region {r < R}.

Proposition 14. For all 0 < t and 0 < 11 < 13, we have

(9] 1%
(/ SHPIFF(Lx)dfii/ /1 IV2F ) dx dt < Ma(t); ", (39)
T 171 Jr<R

1 |x|I<=R

IFPP(r,x) SMar ™", Vix| <R. (40)

Remark 15. Estimate (40) gives the pointwise bound for F in the inner region {r < R} but it is weaker
than the integral version (39) in the sense of decay rate. It is this integrated decay estimate that allows us
to control the nonlinearities in the inner region. In other words, it is not necessary to show the improved
decay of the solution in the inner region by using our approach; see, e.g., [Luk 2010]. However this does
not mean that our method is not able to obtain the improved decay in the inner region. The improved
decay can be derived by commuting the equation with the vector field L. For details about this, we refer
to [Schlue 2013].

Proof of Proposition 14. We use elliptic estimates to prove this proposition. At fixed time #, let E and
H be the electric and magnetic parts of the Maxwell field F. Let B, be the ball with radius r, that is,
B, ={t | |x| <r}. The Maxwell equation can be written as
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div(E) = Jy, 8, H +curl(E) =0
div(H)=0, &E —curl(H)=1J,

where J = (J1, J», J3) is the spatial part of J. Therefore, using elliptic theory we derive that

2 : k 2 2 : k 2 k § : k k+1
”at F”HXI(B3R/2) = ”81‘H”HX1(B3R/2)+”8 E||H1(B3R/2)N ”8 J”LZ(B )+||8 F”LZ(BZR)
k<l k<l k<1

Make use of the above estimates with k = 1. Differentiate the linear Maxwell equation with the spatial
covariant derivative V. Using elliptic estimates again, we then obtain

”VF“HI(B )~ ”V‘]”LZ(B )+ ”a F”LZ(BZR)'

Here we omitted the lower-order terms. Integrate the above inequality from time 7; to 7,. We derive

f f |V2F|? dxdt</ / 102F >+ |VJ|* dx dt
r<2R

S IO F ](D D)+ 1, 08, J1(DR) + IIVINDE N {r <2R})
T
< Ma(); 7.

Here ri = max{t; — R, 0}. The estimate (39) then follows using Sobolev embedding.

For the pointwise bound (40), first we note that

/ IVJ| dx<2/ \VLh I dxdr < Myt .
r<2R k<1

Consider the energy estimate on the region D; bounded by ¥+, t+ = max{tr — R,0} and r =7, T > 0.
From the energy estimate (24), we conclude that

f (LY F2dx = EIL3FI(r < 2R)  EILLFI(Se) + IH1L5 11D S Myt 7
r<2R

Thus the pointwise bound (40) holds. Il

To show the decay of the solution via the energy flux through the null hypersurface, we rely on the
following trace theorem.

Lemma 16. Let f(r, w) be a smooth function defined on [a, b] x S*. Then

1/2 b
(/|f|“(ro,w>dw) sCf/|f|2+|arf|2+|awf|2dwdr, Vro € [a, b) (41)

for some constant C independent of ry.

Proof. The condition implies that f € H,{w. By using the trace theorem, we have

1 0. 2 < CllF gy, Vro € la bl.

The lemma then follows using Sobolev embedding on the sphere. U
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Using this lemma, we are now able to show the pointwise bound for the Maxwell field when {r > R}.

Proposition 17. Let Z_?rl =D, N{r > R}. Then we have

2
1Ll a5, ) S M2ty 7 k=0, (42)
ral?(z, v, ) S Myt 7, (43)
rP(ral +1ro )t v,0) SMat! T 0<p <1+, (44)
rPlrpl(r, v, 0) SMatd T, 0<p<l—e, (45)
—1—
llr X U||L2LooL2(D)NM2T+ e k<. (46)

Here recall that Z is a vector field in the set I" = {9;, Q;;}.

Remark 18. In terms of decay rate, the integral version (42) is stronger than the pointwise bound (43).
We are not able to improve the u decay of the Maxwell field due to the weak decay rate of the initial data.
However the integral version improves one order of decay in u (or T as u = %(r — R)). This is the key
point that allows us to construct the global solution with the weak decay rate of the initial data.

Proof of Proposition 17. For the integral estimate (42), we rely on the transport equation (8) for . For
the case in the exterior region, one can choose the initial hypersurface {t = 0}. In the interior region, for
all 0 < 11 < 12, we can choose the incoming null hypersurface H H' (0 i R)/2" Let’s only consider the case in
the interior region. From (8) for @ under the null frame, for k = 0 or 1, we can show that

I L ELLYal(HD P o) + Iy 1L5al(D2) + /92 L Ll (ra) |12

L2L2L2 (D) S (r2+R)/2 121212 (D)

S Ma(r); 7 + 1P IO L o)+ 125 o )2

1
120202 (DY) o et g1(D2

lepet2
SMZ('EI)+ oree,

Here we use interpolation to bound p and o. Indeed, the integrated local energy estimate implies that

// re (L )2 4125 0 P du dv dw < My(z) .

7

On the other hand, the r-weighted energy estimate shows that
// P (L5 o2 1 125 o 12 du dv do < M.
Pl

Interpolation then implies the estimate for p and o. Thus estimate (42) holds.

For the pointwise bound (43) for o, we rely on the energy flux on the incoming null hypersurface
together with Lemma 16. Consider the point (7, v, ®). In the exterior region when 7 <0, let H, = H 5* v
be the incoming null hypersurface extending to the initial hypersurface {# = 0}. In the interior region
when 7 > 0, we instead let H, be H 5’2”_R, which is the incoming null hypersurface truncated by {r = R}.
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From the energy estimates (24) and (25), we conclude that
| irthef dudo < ELC PN S MarT 0 vE <2,
H-

As Z may be 0; or the angular momentum €2, to apply Lemma 16, we need the energy flux of the tangential
derivative L(«). We make use of the structure equation (8), which implies that

/H ILLY (ra)* dudw S fH (ILLY (ra) > + | Lo, L5 (ra)|*) du dw

< f (LS p P+ 15 o P+ 125 e 1P+ 1£5 ra) 1) du do
H,

S ELLST FIH ) + 10125 1Dy
<My, 7" k<.

Here note that 2 = (rey, rep). Then by Lemma 16, for all v and fixed 7,

1/2
rcbal*(t, v, 0)do ) <My, k<.
7= ~ +
w

Estimate (43) then follows using Sobolev embedding on the sphere.

For the pointwise bound (44), (45) for «, o, p, the proof for « is slightly different from that of o
and p. However, the idea is the same. Let’s consider « first. Consider H,+, T € R. The r-weighted energy
estimates (31), (32) imply that

/ rPiral? dvdo < Mzrf_l_yo, YVO<p<l+y, k=<2.
Hox

To apply Lemma 16, we need the energy flux of the tangential derivative L(r¢). Similar to the case of «,
we make use of (10) and the 9, derivative:

/ rP|L(rL’<Za)|2dvdw5/ rP(\L(rL5a) | + |ro, Lo a)?) dvdw
H H «

S / rP(L7 P +1L7 o P ILL P+ 17 )P dv de
Hx

T

SMprl +/ r(LS ol + L5 o P + P LY (r )P dv do
Hs

< Mot? T 4 ELLY FI(H ) + 11257 11Dy
< Mzrf_l_yo

for k < 1. The estimate for « then follows from Lemma 16 together with Sobolev embedding on the unit

sphere.
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For p, o, we make use of the r-weighted energy estimates (31), (32) through the incoming null
hypersurface H . defined as above. First, we have

/ rP2LE P o) P+ 1L5 (FPo) D) dudo < Mﬂf“‘”’, k<2.

To derive the tangential derivative L(r*p), L(r’c), we use the equations (7) and (9). We can show that
| L pP dudo s [ e s iR P dudo
H-: H:

S ELST FIH ) + L1257 I1(D))
SMor? ' k=0,1

for all 0 < p <1 —e€. We cannot extend p to the full range of [0, 14 ] due the weak assumption on Jg.
The equation (9) for o does not involve J.. We hence have the full range 0 < p <1+ for 0. Lemma 16
and Sobolev embedding on the sphere then lead to the pointwise bound for p and o. We thus have shown
estimates (44), (45).

Finally, for the integrated decay estimates (46), we proceed by integrating along the incoming null
hypersurface. In the interior region case we integrate from {r = R}, while in the exterior region we
integrate from the initial hypersurface {t = 0}. Let’s only prove (46) for the interior region case. In
particular, take D, to be Z_Dg for 0 < t; < 1. First, using the decay estimate (39) for F' when r < R, we
can show that on the boundary {r = R},

%) o
f / |L§F|2(T, R, w)dwdt 5/ / |V£§F|2dx dt S Mz(tl);l—yo.
e 71 Jr<R

Then from the transport equations (7) and (9), we can show that

)
||r£kZo||iszL2(D12)§/ |L’;F|2(z,R,w)da)dr+/ r|Lho ) +1L50 - L Lh0))) dudvdw
vHu Ho 7] 7 2

Dy

<Mooy +/ 7(2(r1+€|£’§o|2 + 75 e ?) dudv doo

Dfl
. S 1yt
SMy(r)y P+ M)y TS Mo(r)y T

Here we have used the r-weighted energy estimates for o with p = € and the integrated local energy
estimates to bound «. This proves (46). (|

4.3. Energy decay for the scalar field. In this section, we study the energy decay for the complex scalar
field ¢ satisfying the linear covariant wave equation. When the connection field A is trivial, the energy
decay has been well studied using the new approach; see, e.g., [Yang 2013]. For a general connection
field A, presumably not small, new difficulty arises as there are interaction terms between the curvature
dA and the scalar field. In the previous subsection, we derived the energy flux decay for the Maxwell
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field F = dA with appropriate bound on J = § F. The purpose of this section is to derive energy flux
decay for the complex scalar field.

In addition to the assumption that M} is finite, for the general complex scalar field ¢, we assume the
inhomogeneous term [14¢ and the initial data are bounded in the norm

&gl = Efl@1+ Y +177° 1D, 0ag1((r = 01 + 111 (D401 ({1 = 0)). (47)
I<k
Here in this section we will estimate the general complex scalar field ¢ in terms of the initial data and
the inhomogeneous term [J4¢. For solutions of (MKG), the complex scalar field ¢ verifies the linear
covariant wave equation [J4¢ = 0. In particular, if (¢, A) solves (MKG), then &[¢] = E’g [¢], which
denotes the weighted Sobolev norm of the initial data for the complex scalar field.

As the estimates in the interior region require information on the boundary Xy, which contains the
boundary Hy+ of the exterior region, we need first to obtain the energy decay estimates in the exterior
region. The main difficulty in the presence of a nontrivial connection field is to control the interaction term
(dA),;., J"[¢] under mild assumptions on the curvature dA. In the integrated local energy estimate (23)
for the scalar field, it is not possible to control or absorb those terms as there is no smallness assumption
on dA. The idea is to make use of the null structure of J"[¢] together with the r-weighted energy estimate
(28). More precisely, we first control those terms in the r-weighted energy estimate via Gronwall’s
inequality. Then we estimate those terms in the integrated local energy estimates. Once we have control
of those interaction terms, the decay of the energy flux follows from the standard argument of the new
approach, similar to that of the energy decay for the Maxwell field in the previous section.

We first prove a lemma used to control the scalar field ¢ by using the r-weighted energy.

Lemma 19. Assume ¢ vanishes at null infinity. In the exterior region on H,, we have

/|r¢| (u, v, a))da)</ ro|?(u, —u, w) do+pu; f fr1+f’|DL(r¢)|2dvdw, VB >0. (48)

In the interior region on X, for 1 < p <2, we have

2 _
/ 1612 do < (E[91(E0) (14T [r ' DL )1 (He)) ™, 5, = % (49)
w Yo
Moreover on X;, T € R, we have
r/ 191> do < erI/ 191> dv dw + € E[¢](Z) (50)
w )

forall0 <€) < 1. Here (v, w) = (v, w) whenr > R or (r, w) whenr < R.

Proof. Estimate (48) follows from the inequality

v

rl(, v, ) < I, —u,w>+/ DL(r)| dv

u

followed by the Cauchy—Schwarz inequality.
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In the interior region, the problem is that we cannot integrate from the initial hypersurface nor the
boundary Hy+ nor the null infinity as the behavior of r¢ at null infinity is unknown (generically not
zero). However, the scalar field ¢ vanishes at null infinity. We thus can bound r|¢|? by the energy flux
through X;. More precisely, on ¥ we can show that

r/ |¢|2dw,§/ |¢|2dﬁda)+/ r|Dso||p| d dw
2} Z >,
561/ IDa¢|2r2dadw+(e;1+1)/ 1p|* db dew
P pom
,SelE[¢]<zf)+e11/ 2 di do.
o

This gives estimate (50). In particular, for €; = 1, from Hardy’s inequality (21) we conclude that estimate
(49) holds for p = 1. To prove it for all 1 < p <2, it suffices to show the estimate with p = 2. Consider
the sphere with radius r = %(‘L’* 4+ v) on Hy+ C X;. Choose the sphere with radius r; = %(r* + v1) such
that

A = E9IED T [ DL dvdo.
Hyx
If r < rq, then (49) with p = 2 follows from (49) with p = 1. Otherwise, we have r; < r. Then

/|r¢|2<r*,v,w)dw§/ |r¢|2<r*,v1,w>+r;”’/ 101D, () 2 dv deo
w w H

SHEBN(S) 47 1,7~ DLyl (He)
S (E[¢](Zr))y°/(l+’/°)(IOHVO [F~ Dy (Hype)) VO F70),

Here we recall the notation / defined in Section 2. O
The following lemma is very simple but it turns out to be very useful.

Lemma 20. Suppose f(t) is smooth. Then for any B # 0, we have the identity
%) 1%} 12} 2
/ sP f(s)ds =ﬂ/ 1’31/ f(s)ds dr+rf5/ f(s)ds.
T T T 7

4.3.1. Energy decay in the exterior region. In the exterior region, as r > %u+, it suffices to consider the

r-weighted energy estimate for the largest p = 1 + yy. First we can show the following proposition.

Proposition 21. In the exterior region, for all Ty < 11 <0, we have

// r1+’”°|FLuJ"[¢]|dxdtSM2E8[¢]—l—Mz/MI]_G/FHV"lDLT/flszdwdu
DZ u v

+ Iqol / f r(IDLr) > + P (rd) ) dvdu do.
D3 (51)



1862 SHIWU YANG

Proof. As F = dA has different decay properties for different components, we estimate the integral
according to the index p. Denote ¥ = r¢. Note that r>J[¢] = J[r¢]. For u = L, we have

|FreJ5 101l S v 2lgol IDLY 1| + I DLy |19l (52)

The first term on the right-hand side will be absorbed with the smallness assumption on the charge gq (as
the data for the scalar field is small). Indeed, using Lemma 6 we can show that

2f/rVO—I|DL¢||¢|dudvdw5//rVO|DL¢|2dvdudw+//rV0|¢|2dvdudw
gf/ rV°|DL1//|2dvduda)+//(rl+y0|¢|2)(u, —u, w)dwdu

S // | Dpy|? dvdudw + EJ[¢).

For the second term on the right-hand side of (52), the idea is that we use the Cauchy—Schwarz inequality
and make use of the r-weighted energy estimate. First, we can estimate that

1470 = 1 21— I4e 21 =21 2
2r B DLy 1Y) < r DLy Puy T u TR gl

The first term will be controlled through Gronwall’s inequality. For the second term, we can first use
Sobolev embedding on the unit sphere to bound p and then apply Lemma 19:

// ultr?|pPr' " |¢* du dv dw

5/@“/2#/ |L£2/3|2da)-/r1+”0|¢|2dwdvdu
u v w w

Jj=2
5/u1++€—15[c§F](Hu)(u_V£/ |r¢|2(u,—u,w)dw+//r1+”°|D“/f|2dvdw) du
u w v w

gsz ri T 218120, x)dx+M2/u;l—G/rHVﬂDLmzdvdwdu.
[x|>=R u v

The first term is bounded by the weighted Sobolev norm of the initial data. The second term can be
controlled by using Gronwall’s inequality. Thus estimate (51) holds for the case u = L.
For u = e; or ey, first we can bound

I ~ 2, 1.3 20412
rIP FL [T < e\ W 1P 4 e r 0 al (gl Ve > 0.

We choose sufficiently small €; so that the integral of the first term can be absorbed. For the second term,
we first use Sobolev embedding on the unit sphere to bound « and then Lemma 19 to control ¢:
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// P a2 r 1 01> du dv dow

f A ‘/ 3+€Z/|£Qa| do- (/ |r¢|2(u,—u,w>dw+uly°ffr‘+V°|DLw|2dvdw> du

§M2/ r 16120, x)dx+M2/ / 1490 D, |2 dv dew du
[x|=R

S M258[¢]+M2[ufrl_é/rHVOIDLwlzdv dwdu.
u v

As the data for the scalar field is small, the charge is also small. In particular, we can choose €; = |go| (if
qo = 0, let €] be small depending only on €, 3 and R). Therefore estimate (51) holds for the case when
W = eq or e;. This completes the proof. O

As a corollary, we show the r-weighted energy flux decay of the scalar field in the exterior region.

Corollary 22. Assume that the charge qq is sufficiently small, depending only on €, R, yy. Then in the
exterior region, we have the energy flux decay

/ rplDLlﬁI dvda)+// rP= ‘(p|DL¢| + | Dy )dvdwdu+/ 2* *rplﬂ)wl dudw

2

S, Eolpl(t)h M vo<p<l+4w Yo<u<0, Yy=rp. (53)

Proof. 1t suffices to prove the corollary for p = 14 yp. For sufficiently small go depending only on €, yy
and R, from the r-weighted energy estimate (28) and the estimate (51) for the error term, the integral of
0 (|Dp(r¢)|> + | P(r¢)|?) can be absorbed. Then estimate (53) follows from Gronwall’s inequality. [

Next we make use of the r-weighted energy decay to show the energy flux decay and the integrated
energy decay for the scalar field in the exterior region. From the integrated energy estimate (23), it suffices
to bound the interaction term of the gauge field and the scalar field.

Proposition 23. Assume that the charge qq is sufficiently small, so that Corollary 22 holds. Then for all
7 < 11 <0, we have

/f |[FLoJ (@]l + | FLyJ " (]l dx dt
D7

7‘[

5611(;‘—6[D¢]<D’2>+CM26,(so¢]<n>+ (7). / v E[p)(H ”')dv) (54)

for all €; > 0 and some constant Cyy, ¢, depending on My and €.

Proof. The integral of (dA),J"[¢] has been controlled in the previous Proposition 21 as Corollary 22
implies that the right-hand side of (51) can be bounded by a constant depending on M, €, yy and R.
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Since in the exterior region r > %qu, we easily obtain the desired bound:

/f Fuod (01l dx dt Su, (23 &0,
DR

It remains to estimate the integral of F,J"[¢]. The r-weighted energy decay gives control for the “good”
derivative of the scalar field. The problem is that we do not have any control for the “bad” derivative Dy ¢.
In addition, since the charge is nonzero, we are not able to absorb the charge part gor —2 Jir[¢] in the
integrated local energy estimate (23) as there is a small € loss of decay in [, _1_€[l~)¢] on the left-hand
side. The idea to treat this term is to make use of the energy flux on the incoming null hypersurface H"* ”1
and then apply Gronwall’s inequality. Let’s first consider the easier terms in the integral of Fr,J "[qb].
For v = ¢y or e, we have

|FLoJ 911 S lel 1D 191

Note that from estimate (48) of Lemma 19 and Corollary 22, we obtain

/IF¢I (u, v, w)do S, u+/( 2u)[¢ (0, —2u, )|* do + Eolplu}™.

Here we parametrize ¢ in (¢, r, ) coordinates. We then use Sobolev embedding on the initial hypersurface
{t = 0} to derive the decay of ¢:

/Ir¢| (u, v, w)dw Sy, Eolplu " (59)

From the r-weighted energy estimate (53), we have an estimate for the weighted angular derivative of the
scalar field on the incoming null hypersurface:

/ DGR dudew S, £l
HZ
'

In the exterior region, note that » > %v. Therefore we can show that

// |Fre; |17/ [$]| dx dt
Dy
7
-1 prf
/ f fr2|g||z»¢||¢|dwdudv
— .[* %
2 1
S/ / r_;(3+yo)( Z/ |£Qa| dco) <r3+)/0/ |$¢|2da)/ |r¢|2da)) du dv
-7 J—v Y i

J=2

S Eol1? (@) f :v—%““‘”( (£2AY(Hy ")) Eolp)* dv

$vo— 314y —

S, Eol1Ce0), * S, Soldl ey
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When v = L, first we have
|Fol 17811 S lgolr =2 1DLol 9] + 151 DLl I9].
The second term is easy to bound. We may use the Cauchy—Schwarz inequality. Indeed,
2161 1DLgl 1] < 1| DLpPr™' " e P lplPr e, Ve > 0.

For sufficiently small €}, the integral of the first term on the right-hand side can be absorbed from the
integrated energy estimate (23). For the second term, we make use of estimate (55) to show that

SR .
// 1p)%r 3+€|¢|2dvdudw§/ / Z/ﬂwgmzda)-rl“/ 11> dew dv du
Dfl T J—u j<2 Yo 10}

<, / % 2F1(Hy ® )ui T8 p] du

<, Eolo] / T du <, Sl .

Finally, we need to bound the charge part, namely the integral of |go|r > |D1@||¢|. As we have explained
previously, this term cannot be absorbed even though the charge g is small due to the loss of decay in
the integrated local energy I, - E[D(;S](sz) in (23). The idea is to make use of the energy flux in the
incoming null hypersurface H X *] and then apply Gronwall’s inequality. From estimate (55) and noting

1
that r > 5

—1¥ p7
// r_leL¢||¢|dde§[ 2/ /IDL¢||¢|dwdudv
Dy B - Jv Jo
-7}, %
/ / r_z(r2/|DL¢|2da)-/ |r¢|2dw> du dv
- —v w w

*

v in the exterior reglon we can show that

1
1 [0 1 B 1 2 _1
Swm, Sold]? v_2(3+7’°_6)/ F20=r+e) <r2/ |DL¢|2da)> u+2y0 dudv
-7 —v 1)

i olglt [ o OO (g (1) ) o

*
-1

S El@Nm) T+ () f v ElB)(H, ") dv.

Combining all the previous estimates, we then have shown (54). U

As a corollary we then can show the energy flux decay as well as the integrated local energy decay of
the scalar field in the exterior region.
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Corollary 24. Assume that the charge qq is sufficiently small, so that Corollary 22 holds. Then for all
7 < 11 <0, we have

I~ 1DYIDE) + EQI(H ™ ) + EII(HET) Sur, (1) €0l (56)

Proof. First choose €; in the estimate (54) to be sufficiently small, depending only on €, yp and R, so that
after combining estimate (54) and the integrated energy estimate (23), the term €1, l7€[D<15](D§f) on the
right-hand side of (54) can be absorbed by 1, 1_E[l~)¢](D§f) on the left-hand side of (23). Then notice
that we have the uniform bound
X
(‘L’l)i_/ zv_l_€ dvs<1l, V<t <0.
_TI*
Using Gronwall’s inequality (fix 7; < 0 and take 7, < 7] as variable), we then obtain (56). O
4.3.2. Energy decay in the interior region. Once we have the energy flux and the r-weighted energy
decay estimates for the scalar field in the exterior region, we in particular have the energy flux bound
for the scalar field on the boundary H_g/>. This is necessary to consider the energy flux decay in the
interior region. Compared to the case in the exterior region, the charge is not a problem as the charge only
effects the decay property of the Maxwell field in the exterior region. However, new difficulties arise in
the interior region case. First of all there is no lower bound for r/7,. That means we may need estimates
for general p for the r-weighted energy estimates instead of simply the largest p. Secondly, as we have
explained before, we are not able to absorb the interaction term between the gauge field A and the scalar
field due to the fact that dA is no longer small in our setting. Thus we need to rely on the r-weighted
energy estimates and make use of the null structure of J[¢]. In the exterior region, the idea is first to
derive the r-weighted energy decay and then to obtain the integrated local energy and energy flux decay.
In the interior region, we see from the r-weighted energy estimates (27) that the term | Fr, J"[¢]| also
appears on the right-hand side. This suggests that we have to consider the r-weighted energy estimate
and the integrated local energy estimates simultaneously.
We first estimate the interaction terms of dA and J[¢] in the r-weighted energy estimate (27).

Proposition 25. Assume that the charge qq is sufficiently small, so that Corollary 22 holds. Then in the
interior region, forall 0 <t <t and 1 < p <14y, we have

// rP|Fr, JH 911 dx dr S € f/ PP PP dvdodt +17,_ [~ DL(r$)|(DE)
D2 Dy

+ Mae;! (6,, f ElpI(Sncy " “dr+(1- 8,,)11T32[r—1DL<r¢>](2‘>:7>) (57)

7
forall ey > 0. Here §,, = 2+ yo — p)/(1 +yo) is given in Lemma 19 in line (49).
Proof. Denote ¢ = r¢ and F = dA. First we have

2rP | [911r® < rPIDLy e = P o Pl Pot +ar’ Py P+ e PP e lg)?

for all €; > 0. The first term can be absorbed using Gronwall’s inequality. The third term will be absorbed
for sufficiently small €; depending only on €, yy and R. For the second term, we use the energy flux of p
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on H;~ to bound p, and estimate (49) of Lemma 19 to bound ¢. For the last term, we use the r-weighted
energy estimate to bound «. Then similarly to the proof of Proposition 21 we can show that

%)
// PPy 2 + PP )¢ dv dw dt
T ¥

L Z

§sz T (E[BI(E)) Iy 7l DLy 1 (Ho-)) 0 de

/ 2Ll 4P| LhaP do - /rp|¢|2da)dvdu
w

Jj=2

§M2(8 / ”E[m(zf)fj”*l* dv+(1 =81 [rlDLw]@z)).

T

The proposition then follows. U
Next we estimate the interaction terms in the energy estimate (22). We show the following:

Proposition 26. Assume that the charge qq is sufficiently small, so that Corollary 22 holds. Then we have

// |FroJ (@1l + | FroJ " [¢]] dx dt
D3

Sely T [DPI(DE) + ¢! / g(DEGN(S) dt+ 1137 [r~'DL(r¢)I(D2)  (58)

forall 0 < €1 < 1, where

8(0) =) IS TLGFIE)+ ) / (Ll + Lol dvde + sup [FI(z, x).
J=<2 j=<2 [x|<R
Proof. For the integral on {r > R}, we use Sobolev embedding on the unit sphere to bound the curvature,
and the proof is quite similar to that of the previous proposition. On the finite region {r < R}, we make
use of the L2L%° norm of the curvature given in Proposition 14. For the case when r > R, first we have

|FLoJ 1911+ | FLo V1011 S (1ol + )| Dol 1¢] + || | P4
SearI Dol + €7 (ol + el riTIo* + |l 1Pl d].

The first term can be absorbed in the energy estimate (22) for sufficiently small ;. For the second term,
we can use estimate (49) to bound ¢ by the energy flux through H;+ and the r-weighted energy to control
the curvature terms. The last term is the most difficult one to control. The reason is that we do not have
powerful estimates for «. The estimates we have are the integrated local energy estimate and the energy
flux decay through the incoming null hypersurface. Unlike the case in the exterior region, where we can
make use of the energy flux through the incoming null hypersurface for o, that method fails in the interior
region. The main reason is that the energy flux E[F ](I_-I ZI*’T;) decays in t; instead of v. A possible way
to solve this issue is to assume a pointwise bound for . However the problem is that the pointwise
decay for « is too weak (due to the assumption on the initial data, as explained in the introduction) to
be useful. We thus can only rely on the integrated local energy estimate for o. As there is an € decay
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loss in the integrated local energy estimate for o, we are not able to bound ¢ simply by using the energy
flux through Hy .. Instead, we need to make use of the r-weighted energy estimate. This means that we
cannot obtain a uniform energy bound from the energy estimate (22). We need to combine it with the

r-weighted energy estimate.
For the integral of |«||P¢||¢|, from estimate (49) with p = 1 4+ €, we can show that

12
f f || | P 1¢1r? dw dv d
T1 Ht*

1 1
T poo ) 3 3

5/ / (Zfrlelﬁézgdzdw) ([ "2|l0¢|2da)-/ ”l+€|¢|2d(u> dv dt
71 J2R+T* <2 ) ® ©

<3 / Iy~ [LAa)(Z) E[)(S0)) 2 (E[@1(E) 2 Uy 7 [r DL(r)(Hp)) 2~ 2 d

J=2

<Z/ I5551C Q](ZI)E[¢](Er)dr+/ .E ¢](zt)df+11§foy0[r—IDL(r¢)](73g)_

j=<2 o

Here § = (14 y9—€)/(1+y0), and in the last step we have used Jensen’s inequality as well as the relation

1 1 1 1 1 €
§+6—§5(1+6)—(2+V0)<§—§5)—zryo>0

In the above estimate the first two terms will be estimated using Gronwall’s inequality. We keep the last
term involving the r-weighted energy estimates. For the integral of (|p RESTIEY, Jlfe |$|?, we use estimate
(49) to bound ¢. We have

(%)
/ (Ipl* +la?) ritlp|*r? dw dv dt
11 J Hpx

<[ e

<z/ / 2+e(|£ O{| +|£ p| Ydvdw - E[¢](X;) dT.

Jj=2

/ re(chal + L5 do - /r|¢|2da)dvdr
2

j<

This term will be controlled in the energy estimate (22) using Gronwall’s inequality.
For the integral on the region {r < R}, we can show that

/f | Fpnd (0]l + | Fiod” [¢>|dxdr<e1// DoPdxdr +e /f \FPRIo P dx d

2
// |D¢>| DoV o ae +61/ sup |F|?- E[¢1(Z,)dT

<R rJr L |x|<R

for all €; > 0. The first term will be absorbed for small €;. The second term can be controlled using
Gronwall’s inequality. Combining all these estimates above, we thus have shown estimate (58). O
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As a corollary, the energy estimate (22) leads to the following:

Corollary 27. Assume that the charge qq is sufficiently small, so that Corollary 22 holds. Then in the
interior region, we have the estimate

17 DGO + BN + [ [ 1P 911+ 1o 01 dx dr
D

<y EIPN(E) + ()7 Eolgl+ 1137 [r ' DLrp))(DB). (59)

Proof. First choose €; sufficiently small in the estimate (58) so that combining the energy estimate (22)
with (58), the integrated local energy term I, 1*[D(,ZS](DZ) could be absorbed. By our notation, the
smallness of €; depends only on €, yy and R. Then for the second term on the right-hand side of (58), to
apply Gronwall’s inequality, we show that g(7) (defined after line (58)) is integrable. From the integrated
local energy estimates (36) and the r-weighted energy estimates (31) for the Maxwell field, we conclude
from the previous section that

I L FIDR) < Mi(o)y 7,

2}
/ f PP al? + 1L 017 dvdwdt S Mi(r) T
Therefore, using Lemma 20 and Proposition 14, we can show that

k%)
/ g(0)dt < Ma(r) "+ I L ILL PR
T j<2

M)+ f T2 Iy T L FIDR) dt + (1) I T L, FI(DR)
Jj=2

©
< May(r)"T + My / o T b+ My(n)
T

< Mo(r) T
By using this uniform bound, the second term on the right-hand side of (58) can be absorbed using
Gronwall’s inequality. The corollary then follows. (|

We now can use Proposition 25 and the above corollary to obtain the necessary r-weighted energy
estimates. To derive energy decay estimates, we at least need the r-weighted energy estimates with p =1
and p =1+ yp (some p bigger than one, the decay rate depending on this largest p). In any case, we first
choose €] in estimate (57) sufficiently small, so that combining it with the r-weighted energy estimate
(27), the first term on the right-hand side of (57) can be absorbed (note that 3y < 1). The second term
on the right-hand side of (57) can be controlled using Gronwall’s inequality. Let’s first combine the
r-weighted energy estimate (27) for p = 1 with the integrated local energy estimate (59) to derive the
bound for the integral of the energy flux.
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Proposition 28. Assume that the charge qq is sufficiently small, so that Corollary 22 holds. Then in the
interior region, for all 0 < 1) < 1o, we have

/ E[$1(S,) dr
Sus / FIDLY P dv do+ E[$1(e) + (1) &l¢1 + 1137, [r ' DLr$)I(DE).  (60)
Hes

Proof. In (¢, r, ®) coordinates, using Sobolev embedding, we have
/ 6P (. Row)do < / 6+ Dy P dx.
w r<R
Then we can show that

/QEw](E»drg/Q/ |D¢|2dmr+/f2/ DL + D) dvdodr
T 71 Jr<R 7] *

+fr2/ 161%(1, R, w) dw
515"6[l3¢](1>2)+/2/ DL )2 + D) dvdwdr.
T1 J Hpx

Therefore, take p = 1 in the r-weighted energy estimate (27). From the above argument, we obtain the
following bound for the integral of the energy flux:

/ El$1(E0dr < / FIDLY P dvdo+ My f El$)(Z0 s de
7] Hrl*

7
+Coy (E[91(Be) + (0) 7 Colg) + 157 [r ' DL (r$))(D2))
for some constant Cy, depending on M>. For the second term, we further can bound

—e _ (,—1/e_—1—€\e/(1+€) 1/(14€) €  —lfe__1- €]
T, =(e "1} yela+e et/ €§—1+661 T, 6—i——1+6, Ve > 0.

Choose € sufficiently small, so that the second term can be absorbed. Then the first term can be bounded
using Corollary 27. Therefore, the previous estimate amounts to estimate (60). U

We have the following corollary.

Corollary 29. Assume that the charge qq is sufficiently small, so that Corollary 22 holds. Then we have

/ ZrI“E[m(Er)dr < f P10 D Y P dvdo + (1) T E[1(S:)

"
T

+ &I+ I3 r ' DL (DR). (61)

Proof. Using estimate (49) of Lemma 19, we have the bound

/ |DL(r¢)|2dvda)§/ D¢ > r? dvdw + lim /r|¢|2dw§E[¢](2,).
H. H. ' Ju
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For all €; > 0, we have the inequality

VO 1+y0 —1- Yo—¢€
U 1- -, — (e Y0, 14y 1= e)l/(1+yo)(€ .L,Vo 6))/0/(1+yo) < T, Yo€1T ¢
i “ - B I+ L+

In particular, the above inequality holds for » = 1. Moreover, we also have

(Tl)yo € (r1+7/°)1/(1+y0)((‘El)}:—VO_G(HVU)NO)VO/(HVO) §r1+y0+(1'1)_1|_+y0_€-

Denote ¢ = r¢. From estimate (60), we can show that

f A ( f r|DL¢|2dvdw+E[qﬂ(zf)+r+y°5o[¢>]+1i§f(;0[r—lDL<r¢>]<@?)) dr

¥

193 12}
561“’/ ‘L'_:l_E/ r1+V°|DLt//|2a’vda)dr+61/ T E[$1(S,) dT
T] Hr* 7]

te f o7 EDI(S,) dr + &1+ 1571 DL ) I(DR).

T
On the right-hand side of the above estimate, the first term can be grouped with the last term. The second
term will be absorbed for small €;. The third term can be bounded using estimate (59). Therefore, using
Lemma 20 and Proposition 28, we can show that

/2 WE[GI(Z.) dT Sa 61/ NCE[QI(Z.) dT +€, " / rIDL Y P dvdo + e, " Elp)

T] T HT1

e P EBI(E) + € I T DL (r)1(DR).

2

Let €; be sufficiently small, depending on M>, €, yp and R. We obtain estimate (61). U
Estimate (61) can now be used to derive the r-weighted energy estimate with p = 1 + yp.

Proposition 30. Assume that the charge qq is sufficiently small, so that Corollary 22 holds. Then we have

15}
/r1+V°|DLw|2dvdw+f/ (DY) + | Py P dvdwdt
= 1 J Hpx

S, / P10 Dy P dvdo + Elpl + (1) T EGI(E).  (62)
where r = r¢.

Proof. By taking € in estimate (57) to be sufficiently small and combining it with the r-weighted energy
estimate (27) for p = 1 4 yp, from Corollary 27 we obtain

12
/r1+7’0|DL1//|2dvda)+// PADLYIE + 1 PYID) dv dode
Hr* T1 ¥
2

5/ r1+V°|DLK//|2dvdw+50[¢]+Mz(/fE[¢](E )T de+ 1L ‘IDLW]@Z)

71

+ Caty (EL®N(S) + ()] 7 &lp] + 1157 ' DLy 1(D2))
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for some constant Cy;, depending on M. Estimate (62) then follows from estimate (61) together with
Gronwall’s inequality. (|

Take 71 = 0 in (62). From the energy estimate (56) and the r-weighted energy estimate (53) in the
exterior region, we conclude that the right-hand side of (62) is bounded. Since t; > t; is arbitrary there,
we in particular have the r-weighted energy estimate for the scalar field in the interior region.

Corollary 31. Let v = r¢. Assume that the charge qq is sufficiently small, so that Corollary 22 holds.

Then for all 0 < 11 < 13, we have

(%]
| bt avdos [ DR+ IpyP dvdods Sugilol (63)
H_x 71 S Hpx

2

Proof. From the r-weighted energy estimate (53) in the exterior region with p =14 yp, 71 =0, we derive

/ r DLy P dv de = / rIDLY P S, Sl
Ho H_Ry2

The energy estimate (56) in the exterior region implies that

E[¢](20) = E[¢]({t =0,r < R}) + E[¢](H_r2) S Eolo].
Then estimate (63) follows from (62) by taking 7, = 0. Il

This uniform bound for the r-weighted energy estimate in the interior region is crucial for the energy
flux decay. It in particular implies that the terms involving the r-weighted energy flux on the right-hand
side of the energy estimate (59) and the integral of the energy flux estimate (60) have the right decay in
order to show the energy flux decay.

Proposition 32. Assume that the charge qq is sufficiently small, so that Corollary 22 holds. Then in the

interior region, we have the energy flux decay
E[¢1(Z) Su, Eolples ", V=0, (64)
Proof. Estimate (63) implies that

Il;”_/(;,o[r_lDLw](Z_?Z) S, (1)1 &P, VO<T <.

Then using a pigeonhole argument like in the proof of Proposition 11 for the energy flux decay of the
Maxwell field in the interior, the energy decay estimate (64) for the scalar field follows from the energy
estimate (59), the integral of the energy flux estimate (60) and the r-weighted energy estimate (63). For a
detailed proof for this, we refer to Proposition 2 of [Yang 2015b]. U

4.3.3. Energy decay estimates for the first-order derivative of the scalar field. In this section, we derive
the energy flux decay estimates for the derivative of the scalar field. The difficulty is that the covariant
wave operator [ 14 does not commute with Dz. Commutators are quadratic in the Maxwell field and the
scalar field. In our setting, the Maxwell field is large. In particular, those terms cannot be absorbed. The
idea is to exploit the null structure of the commutators and to use Gronwall’s inequality adapted to our
foliation X;.



DECAY OF SOLUTIONS OF MAXWELL-KLEIN-GORDON EQUATIONS 1873

In the following, we always use i to denote the weighted scalar field r¢, that is, v = r¢. The
first-order derivative of ¢ is abbreviated ¢, and the second-order derivative ¢,. More precisely, we denote
o1 =Dz, ¢ = D%qﬁ with Z any vector field in the set I' = {9;, 2;; = x;0; — x;0;}. We use the same
notation for the weighted scalar field ¥, e.g., ¥ =r Dz¢. For any function f, under the null coordinates
(u, v, w), we define

e e AR
w

v o u

where (u, v, w) are the null coordinates on the region D. Similarly, we have the notation || f [l ;2512 (p)-
We can also define L7 LY L’ norms for general p, g, r.

To apply Corollary 24 for the exterior region and Proposition 32 for the interior region, it suffices to
control the commutator terms. However, we are not able to bound the commutator terms directly by using
the zero’s order energy estimates. One has to make use of the energy flux of the first-order derivative of
the solution and then apply Gronwall’s inequality. However, for the energy estimate for the first-order
derivative of the solution, the key is to understand the commutator [[14, Dz] with Z = 9, or the angular
momentum. The cases of d; and the angular momentum are quite different. The main reason is that the
angular momentum contains weights in » while d; does not. For the case when Z = 9;, it is easy to bound
[Ua. Dy, 1¢. The only place we need to be careful is the charge part. For the case of Z = €, the problem
is that the commutator [[J4, Dgq] produces a term of the form Z" F,,, D¢ which cannot be written as a
linear combination of Dz¢. The estimate for the commutator terms heavily rely on the null structure. We
first show the following lemma for the commutator terms.

Lemma 33. When |x| > R, we have
(04, DZ1¢1 S ol DLy |+ (el + 7 pDI DLy | + I[Pl + (1| +rIfl + ol +r 7 oDl (65)

When r < R, we have
I[Ca, Dz1¢| SIFIID@|+|J]19]. (66)
Here F = dA and J = 6F.

Remark 34. In this paper, all the quantities involving Z should be interpreted as the sum of the quantity
for all possible vector fields Z in I" unless otherwise specified.

Proof. Let v = r¢. First, from Lemma 4 we can write
[Oa, Dz]o = 2ir’IZ”F,wD“1p +iVFFLZ ¢ + i¢(—2Z"F,wr’1V“r +VH*Z"F,).  (67)

We need to exploit the null structure of the above commutator terms. The first term is the main one.
Since we will rely on the r-weighted energy estimates, it suggests writing the main term in terms of
the weighted solution r¢. The second term is easy, as V¥ F},, is a nonlinear term of ¢ by the Maxwell
equation. Let’s first estimate the third term. When Z = Q, note that 7 ~'Q is a linear combination of e;
and e;. We then can show that

r ' ZVFu DM (r )| S el IDL(rh)| + || DL (r ).
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This is the null structure we need: the “bad” component ¢ of the curvature does not interact with the
“bad” component Dy (r¢) of the scalar field. Similarly, when Z = 9;, the “bad” term rflgDL (r¢) does
not appear. More precisely, we have

P12 Fu D rg)) S el + DI P g) |+ pl 1D (rg).
For the second term on the right-hand side of (67), we note that V# F},, is a nonlinear term of ¢p. We have
IVEFWZ 1 S (1 +r1dDIgl.
For the third term on the right-hand side of (67), we show that
lip (=22 Fpur 'V r + V*Z Fu)| S (ol + 7o)

The case when Z = 0, is trivial. To check the above inequality for the case when Z = €, it suffices to
prove it for the component €2, = x;d; — x4d;. Then we can show that

—2QVF,,r Vi 4 VEQVF,, = 2Fj; — 2F (3,, Quj)
= 2F(a)j8r + aj —a)jar, wi 0y + 0 — wi0,) — 2F (0, ij)
=2F(3; — w;d, % — widy).

Here recall that w; = r_lxj. Since d; — w;d, is orthogonal to L and L for all j =1, 2, 3, we conclude
that 9; — w;d, is a linear combination of e; and e;. The desired estimate then follows, as the norm of the
vector fields 9; — w; 0, is less than 1. O

We begin a series of propositions in order to estimate the weighted spacetime norm of the commutators.
The estimates in the bounded region {r < R} are easy to obtain as the weights are finite. We now
concentrate on the region {r > R}. Let D, =D, N{|x| > R} and recall that D, = D} when T > 0, or
D; = D;*° otherwise. We first consider |a||Dg(r¢)|.

Proposition 35. Assume that the charge qq is sufficiently small, so that Corollary 22 holds. Then for all
€1 > 0, we have

DL 210012 p.) Sias Eolpler ' T " + €1 Iy T [r ™' DLDL(r))(Ds). (68)

Proof. The idea is to bound sup | D (r¢)| by the L? norm of Dy Dy (r¢). In the exterior region when
D, = D;°°, we can integrate from the initial hypersurface {t = 0}. In the interior region, choose the
incoming null hypersurface H ! e i R)/2 85 the starting surface. Denote i = r¢. We show estimate (68)
for the interior region case, that is, when 0 < 7; < 1. On the outgoing null hypersurface H,+, for all
0<71 <71 <1, We have

swp [ DLOOPE v 0 do
v>T+R) /2o
R
< [10u0o (e 2R 0)do+ [ 1DDLEDI DGO v do.
[ H_«

T
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Integrate the above estimate from t; to 7, and apply the Cauchy—Schwarz inequality to the last term.
From the integrated local energy estimate (59) and the energy decay estimate (64), we then derive

(%) —
/ sup / IDL(r¢) > dwdt Sy, Eoller () " + eIy [r~' DL DLy 1(DR)
71 v=(R+1)/2 Jo

for all €; > 0. The case in the exterior region follows in a similar way. O
We also need the analogous estimate for Dy (r¢).

Proposition 36. Assume that the charge qq is sufficiently small, so that Corollary 22 holds. Then for all

€1>0and0 < p <14y, we have

1P DLy 5., Sits €1 E0ld1@) 7 + eI 1r ™ DLDL(r$)(Do). (69)

Here py = max{1 +e, p} and p, =min{1 + 1e, p}.

Proof. Similar to the proof of the previous proposition, we choose the starting surface for Dy (r¢) to be
Hq+ in the interior region and the initial hypersurface {r = 0} in the exterior region. We only prove the
proposition for the exterior region case. Denote v =r¢. On H U_“’T*, v > —1*, we can show that

,,p/ |DLw|2dw5/(rp|Dpr|2)(—v,v,w)dw

+f (PN DLW P+ P 1Dy || DLDL(r)]) du do.
HUT

The integral of the first term can be bounded by the assumption on the data. We control the second term
by using the r-weighted energy estimate. We bound the last term as follows:

rP\DLy | IDLDLY| S errP ul? DL DLy P + e P2 PP u DLy ?, Ve > 0.

When 2p > p;, we can use the r-weighted energy estimate (53) to bound the weighted integral of | Dy y/|.
Otherwise one can use interpolation and the integrated local energy decay estimate (56). For any case,
from the energy decay estimates (53), (56), (63) and (64) for ¢, one can always show that

/f PP Py P Dy P dudvdo Sy, 50[¢]rj3‘1‘70.
D:

Another way to understand the above estimate is to use interpolation. It suffices to show the above estimate
with p =0 and p = 1 4 yy. The former case follows by using the integrated local energy estimates for ¢,
while the later situation relies on the r-weighted energy estimate. Estimate (69) for the exterior region
case then follows. The interior region case holds in a similar way. U

As we only commute the equation with 9; or the angular momentum €2, to estimate the weighted
spacetime integral of D; Dy (r¢) in terms of Dz¢, we use the equation of ¢ under the null frame.

Lemma 37. Under the null frame, we can write the covariant wave operator [14 as
r0a¢ =rD"Dy¢ = —=DiDL(r$) + P*(r$) —ip-ré = =D Dr(r$) + P*r$) +ip-r¢  (70)
for any complex scalar field ¢. Here P* = P D,, + D*P,, and p = %(dA)LL.
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Proof. The lemma follows by direct computation. U
This lemma leads to the following estimate for D; Dy (r¢) and Dy Dy (r¢).

Proposition 38. Assume that the charge qq is sufficiently small, so that Corollary 22 holds. Then for all
14+€<p<1+4yp, wehave

I paelr M ADLDLY | + IDLDLY DID:) Sury Eold] + 11 < [DG11(D) + I IPYi1(Dr). (71)

Here ¢y = Dz, vy = Dz (r¢) and v = r¢.

Proof. Let’s only consider the estimate for Dy Dy (r¢) in the interior region. The proof easily implies the

%u+. It hence

suffices to show the estimate for p = 1 + 34, which is similar to the proof for the interior region case.

estimates for Dy Dy (r¢). The case in the exterior region is easier since in that region r >

Take D, to be 1_)2 for 0 < 11 =t < 1p. From the equation (70) for ¢ under the null frame, we derive
rPIDLDL®)P SrP10adlr® + 1P rgpl* +rP|r~ P Dy .

Here we note that | P2/ |> < |r~! P Dqr|. The integral of the first term on the right-hand side can be
bounded by &y[¢]. For the second term, we control ¢ by using Lemma 19. The last term is favorable as it
is a form of D Dz1r. We absorb those terms with the help of the small constant €; from Propositions 35
and 36. According to our notation in this section, let ¢} = Dov. Forall 1 +€ < p <14 yy, we have

24+yo—p—2€_ p-—-2 I+y—€ —1—
r+y P==€yp Sr}’°+r+y r—/—¢ r>R.

Since the energy flux for ¢ decays from Proposition 32, using Lemma 19 we conclude that

/ PP des Supy Eold1(T)E 2™,

Therefore, for all 1 +€ < p <14 y we can show that

// ti+yo*p*2€rp|DLDL(r¢)|2dv dudw
. L

D

S B p2DadlD2) + 111 < [DG11(DR) + I [PY11(DE)

1%) o0 .
+/ ri”"‘p‘zé/ /rl’|¢|2dw.2/r2|£§zp‘|2da)dudu
T l(r+R) w j<2 w

S, Eoldl + 11+y0 [D¢11(DE) + 1]’ [Py 1(DF)
This finishes the proof. O
Next we estimate the weighted spacetime norm of ||| Dy (r¢)|.
Proposition 39. Assume that the charge qq is sufficiently small, so that Corollary 22 holds. Denote

Y=rp. Foralll1 +e€ < p <14y, €1 > 0, we have

/ / PP 1P DL (r) P dx di S, Eoldler T+ e [T DLDLr N (D). (72)
D,
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Proof. Make use of Proposition 35. For all 1 +€ < p <1+ yy, we can show that

2 2 2 2)+1 12
/ / rPlaPIDL(r )P dxdt SUDLY IR, < pe o 1P PP e
Dr u™v [0) T u v T

2 D+1 pJj
SIDLYNT: e 5, Z”r(l’/ gl
Jj=2

—1_p—2-2 —1— _ —
S Solpley T T b et T T L T DL DL Y1 (Dy)

2
L®L212 (D)

for all €; > 0. As the above estimate holds for all T € R, from Lemma 20, we conclude that
/ / WP | Dy (rg) P dx dt Say Eoller T el Elr T DLDLYI(Dy).
D:

This finishes the proof for estimate (72). O

Next we estimate the weighted spacetime integral of (|a| + r~YpD|DL(r¢)|. One possible way to
bound this term, in particular ¢, is to make use of the energy flux through the incoming null hypersurface.
It turns out that we lose a little bit of decay in u# and we are not able to close the bootstrap argument later.
An alternative way is to use sup,, fw |a|? dw, which has to exploit the equation for F. For t € R, denote

k 2 |£§F ey
h@ =Y L6 e o+ - —r’dido. (73)
k<1 k<2 /¥ T4

Here (v, w) are coordinates of X, that is, (v, w) = (r, w) when r < R and (v, w) = (v, w) otherwise. We
cannot show that i (7) decays in 7. However, we can show the following:

Corollary 40. Assume that the charge qq is sufficiently small, so that Corollary 22 holds. Then the
function h(v) is integrable in t:

2
/ Tl h(r) dr S MyT / ELh(E) AT S Mo 74
7 <t

forall0 <t <tyandt <O.

Proof. Using Lemma 20, the corollary follows from estimate (42) and the integrated local energy estimates
(24) and (25) for the Maxwell field F. O

We now can estimate the weighted spacetime integral of ||| Dy |.

Proposition 41. Assume that the charge qq is sufficiently small, so that Corollary 22 holds. Then for all
1+e<p=<1+yw,e >0,wehave

/ f WGP Dy (r) P dix di

D

<u elf/D TP () PP | DL(r D) dv dw dT + €7 Eolplry . 75
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Proof. Let v =r¢ and Y = Dz (r¢). We first use Sobolev embedding on the unit sphere to bound
2 _
lirel DLyl < (Irelf, + IrLoalys) - (e IDLY I, +ellDeDLyl;,). € > 0.

The proof for this estimate for all connections A follows from the case when A is trivial, as the norm
is gauge invariant. We in particular can choose a gauge so that the function is real, then make use of
estimate (42) of Proposition 17. We therefore can show that

p/2., Q+yot+e—p)/2 2
||r uy |rel |DL1//|HL§L%L£)(TDI)

2

2 20 1/2 —1/2
S Iek el - w2 (I Da DL 2 +€

k<l
~2+yot+e—pq  ~ 2 2 2 2 -1 2 2
SET TP R@ (el DL Dy 1 Ta s + el ray s s + e IrP DLyl ) |

IDLYll2)

LiL]

~24y0te—py ~ 2 ~ 1 1+ 2 p/2 2
éfl/u WYPRE) | rPIDoyn P dvdodT 4 e a T hG) | g luy T PRyppl Dryllecpar2
‘E Hf* u v w

~14+e— 1+ 2 2 2
+ellal T n G TP !

ra”LooLZLoo”u w”LSOLgoLEJ

,SMZ €1 // fi+y0+€—ph(f)rp|DLwl|2 dv d(l)du +€1—1€0[¢]T;V0+36'
D,

Here we have used the r-weighted energy estimates (27) and (28) and estimate (49) to bound ¢. O
For |r~!p||Dpv|, we have extra decay in r, which allows us to use Proposition 36.

Proposition 42. Assume that the charge qq is sufficiently small, so that Corollary 22 holds. Then for all
€1 > 0, we have

/f W p PIDL () Prit Y dx dt Sy, o I T DL DL r )1 (DR) + € 6], (76)
D,

Proof. The idea is that we bound p by using the energy flux through the incoming null hypersurface and
Dy (r¢) by using Proposition 36. In the exterior region, we need to specially consider the effect of the
nonzero charge. Other than that, the proof is the same for the interior region case. We thus take D; to be
D, with 7 <0. Let Y =r¢. Forall 1 +¢€ < p <1+ yp, we can show that

// |r—1p|2|DLw|2rdedt§f/ |5|2|Dm|2rf’dudvdw+/ lqo’| DLy Pr? ™ dudv des
D, D: D.

2 —112 —1-2
SMZ ||DL¢||L2LOCL2 (D: )”r/o”LooLZLoo(D ) +80 ¢]T+ "

1— _ 1-2
Swaty LT DD (D) + e Sl .
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The above estimate also holds for the interior region case when D, = D;Z forall0 <17 =1 < 1. From
Lemma 20, we then can show, taking the interior region for example, that

// o pPIDLY PP dx d
D

1)
S 61](}+6[r—1DLDL1//](D;2)+61/ f;1]&+e[r—lDLDLw](D;2)dr—|—e]—150[¢]

1

San, @1 DLDLY (DR + €7 Sl
Here we note that Int < 7. O
Next we estimate r 1| F| |D(ro)|.

Proposition 43. Assume that the charge qq is sufficiently small, so that Corollary 22 holds. Then for all
€1 > 0, we have

/ f L R D) P dx di S, € Eold] 461 / E ) E[Dyd](He) dE. (TT)

Proof. The idea is to use the energy flux through the outgoing null hypersurface to bound D (r¢) = Dq¢
and the integrated local energy estimate to control F. We only show the estimate in the exterior region.
Take D, to be D, for any 7 < 0. In the exterior region we have the relation r > 3 . Therefore, from
estimate (50) and the definition (73) of i(t), we can show that

//D ui+y°|F|2|lZ)(r¢)|2rl+V° dudvdw

/ 1+y0/2< - f |c’§2F|2+|qor2|2)dw)-/r|DQ¢|2dwdvdu

k=<2
ol |ID¢|2d J 40, o[ -1 2.2 : .
e dx t+ ~(7:)Jr h(T)| €, |lD¢| rrdvdo+e E[Dz¢](Hz+) | dt

<u, Solplry T + / O h@)e El@l(Hz) dT + € / hQ2u + R)E[Dz¢1(H,) du

u

S, €7 Eolgles TP e / T h(F)E[D2¢](Hs) d7.
T

Here we assumed that 3y < 1 and € is sufficiently small. For the case yy = 1, the above estimate also
holds but in a different form where we have to rely on the r-weighted energy estimate. For the sake of
simplicity, we do not discuss this in detail when yp > 1. g

Finally, we estimate the weighted spacetime norm of (|J|+ |rJ| + |o| + Ir~'o])|¢|. We show:
Proposition 44. Assume that the charge qq is sufficiently small, so that Corollary 22 holds. Then for all
14+€e<p =<1+, wehave

/ / (TP + 1P 01+ 1012+ Ir oS RrP P dx di <, E9lTes ™ (78)
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Proof. Let’s first consider (J12+ o>+ |r_1,0|2)|¢|2. The idea is that we bound ¢ by the energy flux.
Note that the nonzero charge only affects the estimates in the exterior region where r > %u+. From the
embedding (49) and the energy decay estimates (56) and (64), we can show that

// (I + 10>+ 1r pPIePrr 2> P du dv de
D,

N/ 2yote—p Zr!’“/ (1L 1>+ 1L50 P+ 1r 1 L8551 + Igor™ 3|2)dw'/rl¢|2dwdvdu
V k<2 ¢

<, Eol@] f uyte” "/ Zrl’“/ (IL&T P +1L50 1> +1r 7' 2551 + 1gor = 1) dw dv du
u v k<2 w
5M2 T—: y0+€
Here we used the r-weighted energy estimates (31) and (32) to bound the curvature components and the
definition for M, to control J. For |r/J|?|$|?, the only difference is that we need to put more r weights
on ¢. By using the embedding inequality (49) and the energy decay estimates (56) and (64), we conclude

that
/ rl+[J—)/0|¢|2 dw SMZ _L,_’Ij_l_ZVO‘
w

Therefore, we have

// WP g1 PP dudv do

S [ yorer f Dot / Lol de- / P do du dv

V k<2
S E0l$1) / / LT3 L5 g2 deo do du
k<2
SMz 50[¢]T+
Estimate (78) follows. O

Now it remains to consider the spacetime norm on the bounded region {r < R}.

Proposition 45. Assume that the charge qq is sufficiently small, so that Corollary 22 holds. Then on the
bounded region {r < R}, for all 0 < 1| < 1) we have

/: HVO/ [0, D219 dx dt Su, Eolpl(r)T " (79)

1

Proof. First we conclude from the energy estimate (64) that the energy flux of the scalar field decays:
E[¢)(Z) Smy T 1, VT 20.

From the commutator estimate (66), we have

(04, Dz1¢| S IFI1Dg| +|J11¢].
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For the first term, we make use of estimate (39):

/ 1+)/0/ |F| |D¢|dxdt</ sup |F?(z, x) E[¢](Z, )tl+y0dr
T

1 |xI<R
17)

Su, Eold] sup |F|*(z, x)dt

7 |xX|<R

<u, Solplx) ;' 7.

For |J||¢|, we use Sobolev embedding on the ball Bg with radius R at fixed time 7:

193 T2
1+ 2 2 1+ 2 2
[ el [ rrieRaxars [ eIy g, 190, do
7 r<R 7 o "

[5) .
SMZ/ 50[¢]/ IVJI>+|J|>dxdt
7] r<R

<, Eolgl )y .
Thus, estimate (79) holds. |

Now, from Lemma 33, combine estimates (72) and (75)-(79). We can bound the first-order commutator.

Corollary 46. Assume that the charge qq is sufficiently small, so that Corollary 22 holds. Then for all
positive constants €| < 1, we have

177104, D211t = 0) + 1,1 °[[Da, DZ1¢1({ = 0))
a1 D@11 = O + e 1Py ] ({t = 0} N {r = R}) + Elple; !

+61/r++y°h(‘c)E[Dz¢](E,)d‘r—}—61// P (P Dy P dvdwdT.  (80)
R

Here ¢1 = Dzd), 1/[1 = Dz(l”(ﬁ) and Z € F{a;, Q,‘j}.

Proof. From Lemma 33, estimate (80) is a consequence of estimates (72), (75), (77), (76), (78) and (79).

11t [r =Dy Dy 1(D) can further be controlled by using Proposition 38 with p =1+e¢. O

The term lte

Now we are able to derive the energy decay estimates for the first-order derivative of the scalar field.
Based on the result for the decay estimates for ¢ in the previous subsection, it suffices to bound E[Dz¢].

Proposition 47. Assume that the charge qq is sufficiently small, so that Corollary 22 holds. Then we have
the bound
EolDz¢] Sm, E1lP]. (81)

Proof. First, by definition,

ElDz¢) < &[]+ 111 [[0a. DZ1@)({t = O} + 1[T< [[Da. DZ1¢1({r = O)).
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Then from the previous estimate (80), the above inequality leads to
EolDz9] Su, €115 < IDDzp1({t = O + € I [PY11({r = 0} N {r = RY) + Erlgple; !

+q/ T h(T)E[D2¢)(2,) dt +61f/ PP () P Dy 2 dv dw dT
R

for all 0 < €; < 1. Here ¢1 = Dz¢, ¥, = Dz(r¢) and the implicit constant is independent of €.
Now from the integrated local energy estimates (56) and (59) combined with Lemma 20, we can show

that
I < IDD2¢1({t = 0}) S, EolDz4).

By the energy decay estimates (23) and (64), we have the energy decay for Dz¢:
E[Dz¢1(E0) Sw, &l Dzl ", Vrek.

Moreover, the r-weighted energy estimates (53) and (63) imply that
rfy“’/ rP|DL(rDZ¢)|2dvdw+fR/ r®|P(rDz¢)|* dvdwdt Sy, ElDze).
Recall the deﬁnitioé for h(t) in line (73). By Corollary 40, we then can demonstrate that
/ TR E[D2¢)(30) dT Sy Eol Dz¢]/ h(v)dt Sm, EolDz¢],

/ / WLy P Dy P dv dw dT Sy, Eol Dz f T () dT Sm, Eo[Dz o).
We therefore derive that
EolDz¢1 S, €160[ Dzl +€; 'E1lpl, VO <€ < 1.

Take € to be sufficiently small, depending only on M», y, R and €. We then obtain estimate (81). [

The above argument implies all the desired energy decay estimates for the first-order derivative of the
scalar field in terms of £[¢]. Moreover, estimate (80) can be improved as follows:

Corollary 48. Assume that the charge qq is sufficiently small, so that Corollary 22 holds. Then for all
positive constants €| < 1, we have

L1104, D211t = 0D + 1,104, DZ11((t = 0D Sup, €1E1[@] + Eoldler . (82)

4.3.4. Energy decay estimates for the second-order derivatives of the scalar field. In this subsection, we
establish the energy decay estimates for the second-order derivative of the scalar field. Note that the
definition of M, records the size and regularity of the connection field A, which is independent of the
scalar field. In particular, Proposition 47 and Corollary 48 apply to ¢; = Dz¢:

EolDzd1] Sm, Erldn],

LU0, D211 = 0D + 17104, D211t = 0)) Sur, €1E1[b11+ Erlle; !
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for all 0 < €; < 1. Here &[¢1] Su, E1l¢] by Proposition 47. To derive the energy decay estimates for
the second-order derivative of the solution, it suffices to bound &;[¢1]. As ¢; = Dz¢, by definition

Eil1] = Eoldr] + Elen] + 11, 7°1Dz0a¢i1({r = O} + 1} 7 [Dz0achy 1({r = 0})
< &1+ 117 1Dz[04. DZ1¢1({t = 0} + 1[1 [D2[0a, DZ1¢1({r = 0)
< &lpl+ 111Dz, [Oa. DGt = 0D + 1} [[Dz. [Da. Dz11¢1({r = 0})
+ 17104, DZ1DZe)({t = 0} + 1174 [[Da. DZ)Dze)({t = O})
i S2001+ 1T 1IDz. [Da. DZN@I({t = 01 + 1[1< [[Dz. [Da. DZ11$1({t = 0})
+e&ilgi]+Eilgle!
for 0 < €; < 1. Let €] be sufficiently small. We then conclude that

Elg1] Su, &1+ 111Dz, [Da. DZNGI({t = O) + I[15 [[Dz. [Da., DZ11$1({r > 0)).

Therefore, bounding &[¢,] is reduced to controlling the second-order commutator [Dz, [[J4, Dz]]¢.
First, we have the following analogue of Lemma 33.

Lemma 49. Forall X,Y €', whenr > R, we have
[Dx. [Oa. Dy11¢| SOz 4. D21@l+ (IFI> + lrallral + ro > + [rpl (2l + )¢l (83)
When r < R, we have
[Dx, [Da. DyN¢| SOz 4. D21+ |[Da. DZ1¢] + [F|o). (84)
Here we note that L;F = L7z dA =dLzA.

Proof. First, from Lemma 4, we can write
[O4, Dx1¢ =2iX"F,,,D"¢ +iV"(F,, X")¢.
We need to compute the double commutator [ Dy, [[14, Dx]]¢ for X, Y € I'. We can compute that
[Dy, [Oa, Dx11¢ = Ly 2i X" Fjy D" +iV*(Fuu X))
=2i(LyF)(D¢, X)+2iF([Dy, D¢], X) +2iF(D¢,[Y, X]) +iY (V*(F,, X"))¢.

Here
[DY5D¢]:DM¢[Y3V,U_]+ DY’ ¢a

=iFyv, oV —(VIY"+V'Y")D,¢0,.
As X, Y €T for I' ={0;, ;;}, we conclude that X, ¥ are Killing:

VAXY 4+ VVXH =0, VAY"4+V'YH=0.
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This implies that the following term can be simplified:
Y(VM(Fuw X)) =Y, VFIF(V,, X) + V¥ (Ly F)(V,, X) + VFF(LyV,, X) + V¥ F(V,, Ly X)
=VH(LyF)(V,, X)+VFF(V,,[Y, X]).
Therefore, we can write the double commutator as
[Dy, [Oa, Dx11¢ =2i(Ly F)(D¢, X) +iV*(Ly F)(Vy, X)
+2iF (D¢, [Y, X)) +iV*F(V,, [Y, X1)¢p — 2Fy Fy .
Note that [X, Y] € span{I"} for X, Y € I' = {9,, €2;;}. We thus can write
2iF(D¢, [Y, X]) +id" F(3,, [Y, X1)¢ = [[a, Dyy.x11¢,

which can be bounded using Lemma 33. The term

2i(LyF)(D¢, X)+iV*(LyF)(V,, X)

has the same form with [[4, Dx]¢ if we replace F' with Ly F. In particular, the bound follows from
Lemma 33. Therefore, to show this lemma, it remains to control Fj Fy,¢ for X, Y € I'. This term has
crucial null structure we need to exploit when » > R. The main difficulty is that the angular momentum
Q2 contains weights in r. If both X, Y € ©, then

|Fl Fyy Slrallral + |ro .
If X=Y =09,, then
|Fy Fyu| SIFI%.

If one and only one of X, Y is d;, then the null structure is as follows:
|FY Fyyl S rIFf Fopl +r|Ff Fol
Srel+loD(al+ lab.
We see that the “bad” term r|«|> does not appear on the right-hand side. Hence
|Fy Fyul SIFI>+rallral+Iro > +rpl>, VX,Y €T.

Therefore, estimate (83) holds. On the bounded region {r < R}, null structure is not necessary and
estimate (84) follows trivially. O

The above lemma shows that the double commutator [ Dz, [[14, Dz]]¢ consists of the quadratic part
[ £k Dz]¢, which can be bounded similarly to [[14, Dz]¢ as we can put one more derivative Dz on
the scalar field ¢ when we do Sobolev embedding. It thus suffices to control those cubic terms in (83).
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Proposition 50. Assume that the charge qq is sufficiently small, so that Corollary 22 holds. Then we have

Y I 10 40 DI = 0D + 1510 4, D211 > 0)
k<1

i, @l IS D@ ({1 = 0)) + e P IPYa]({t = 0Y N {r = RY) + Ei[gle;!

+€1/TJlr+yOh(T)E[¢2](Er)dT+€1// P () PP | DY P dvdw dT (85)
R R J Ho

for all positive constants €. Here ¢ = D%qﬁ, Yy = D% (r¢). The function h(t) is defined in (73).

Proof. From Corollary 46 and the decay estimates for the first-order derivative of the scalar field, it
suffices to consider estimate (85) with k = 1. The difference between estimate (80) and estimate (85)
is that F' is replaced with £z F in (85). However, we are allowed to put one more derivative on the
scalar field (¢; = D¢ is replaced with D2 7®). Note that for the proof of estimate (80), the higher-order
derivative comes in when we use Sobolev embedding on the sphere to bound || F - D¢|| L2

IF Dol S ILSFll - IIDgl2 or Y LS Flp2 - IDDyg 2.
k<2 k<1

For estimate (85), the corresponding term Lz F - D¢ can be bounded as follows:

ILzF Dz S Y NLSLZFll2 - IDDs¢ll 2 or (LzF 2~ DD,z
k=<1 k<2

This is how we can transfer one derivative on F to the scalar field ¢. In particular, estimate (85) holds. [J

From Lemma 49, to bound the double commutator, it suffices to control the cubic terms in (83) and (84).
We rely on the pointwise bound for the Maxwell field summarized in Propositions 14 and 17.

Proposition 51. Assume that the charge qq is sufficiently small, so that Corollary 22 holds. Then for all
14+€ <p <14y, we have

I e oJlUF P+ Irallral + rol” +Irpl (2] + lal)Igl1({t = 0, r = R})
+ 1 e P PIBIIAE = 0, r < RY) Sus, E1¢). (86)

Proof. On the bounded region {r < R}, the weights r” have an upper bound. The Maxwell field F' can
be bounded by using the pointwise estimate (40). We then can estimate the scalar field by using the
integrated local energy estimates. Indeed, for all 0 < 7] < 7, we can show that

12}
/f rJlr+V°|F|4|¢|2dxdr§/ o7 sup | FI* |6 dx dt
T1 r<R

71

Su, () EB).
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For the cubic terms on the region {r > R}, let’s first consider |ra||ra||¢|. We use the r-weighted energy
estimates (31) and (32) for the Maxwell field to control «, and the integrated decay estimate (42) of
Proposition 17 to bound «. The reason that we cannot use the pointwise bound (43) is the weak decay
rate there. The scalar field ¢ can be bounded by using Lemma 19. Indeed, for 1 +¢ < p <1+ yp, we can
show that

1 vepliralirel1811((r = 0} N {r = R))

~

52//ui+yo+€"’rl+y0/ |r£§a|2dw-/ |rckzg|2dw-/rl’“—yﬂw’;mzdwdvdu
u v w w w

k<1

Sus 51[¢]foui+e_y°rl+yof IrEkZozlzda)-/ |r£kzg|2da)dv du
u v w w

k<l

< // ui+70+€*17rp+2|ra|2|rg|2|¢|2dudvda)

<u, 51[¢]Z/u1++6‘y°/r1“0/ |r£kZo¢|2da)dv-supf IrLhal* do du
v w v w

k<14

Sus 51[¢>]/ T}fe_yoh(r) dt
R

SJMZ 51 [¢]

Here recall the definition of /(7) in (73), and the last step follows from Corollary 40.

For |F|?|¢|, we use the pointwise estimates (43) and (44) of Proposition 17 to bound the Maxwell
field F. The scalar field ¢ can be bounded using Lemma 19 as above. In the exterior region where the
Maxwell field contains the charge part gor ~> dt A dr, we have the relation r, > %u+. We can show that

[IF|?-¢1({t > 0} N {r > R))

2+yo+e— 21014 412 2 2+yo+e— 2—-8 .12
5//u+ WTEmPyP 2| F 1461 du dv dw + |qo| f/+R u TP P81 du dv dow
t <r

IP
24+yo+e—p

<u / / W TP TR0 24 / r1o1? dwdv du + E[¢]
u v w

< E1[6] / / WP gy
u v

Swm, Sl

For |ro|?|¢|, for the same reason as in the case of |ra||ra||¢|, we are not allowed to use the pointwise
bound (44) to control o due to the strong r weights here. Instead, we use the r-weighted energy estimate
for o on the incoming null hypersurface together with the integrated decay estimate (46). We can show
that
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ff rPlro !¢l a’xdt<2// 1+V°/|rcko| do- /lrcza| do- / PRI O dw dv du

<, E1lpl(x) T ZVOZ// 1+V0/ Ircto?dodu - sup/ Ircho? do dv

k<l

—1+p-2
S QSN Ty W L5015,
k<1

<u, E1lpl(x) TP,

This holds for all 7; € R. Since

243p—€—p>2+pw+e—p, 0<p<Il+y,

from Lemma 20, we obtain

1 vepllro Pol(is =0} 0 {r = RY) S, E1l¢).

Finally, for |rp|(Ja| + ||)|¢]|, we need to take into consideration the charge effect in the exterior region.
Except for this charge, the proof for the interior region case is the same. Let’s merely estimate this cubic
term in the exterior region. In particular, take D, to be D,, for some 7; < 0. By using the r-weighted
energy estimate for o and the pointwise bound (43) and (44) for F, for 0 < p <1+ yp we then can show
that

f/ P2 rplP (e + la )l dudv de
D,l
5/f |qo|rp(|a|2+|g|2)|¢|2dudvdw+// PP p P (ol + 1e)1¢)? du dvdo
Dy, Dy,

Swm, E1ld] (T1)+1 2y°+2ffrp 1/ L%, |2da)-sup(|rg|2+|roz|2)-/r|£l§¢|2da)dvdu

k<l

S EUSIEDT T+ EDIETY f f PP 5 du dv deo

k<l

<u, E1lplx) 7.

Here the last term is bounded by using the r-weighted energy estimates for p. As 1 is arbitrary, from
Lemma 20, we derive that

Ly veplro- (el +lah) - 91t = 0)N{r = R) Sm, E1l¢),  1+e<p<l+n.
To summarize, we have shown (86). O

Propositions 50 and 51 together with Lemma 49 lead to the desired estimates for the double commutator
[Dx, [Ha, Dy]] for X, Y € I". Then by the argument at the beginning of this section, we have control of
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&o[Dx Dy@]. By using the same argument as Proposition 47, we then can bound &[Dx Dy ¢] by & [¢].
This then implies the decay of the second-order derivative of the scalar field.

Proposition 52. Assume that the charge qq is sufficiently small, so that Corollary 22 holds. Then for all
X, Y eT', we have the bound

E[DxDydl Su, E2lP1. (87)
Proof. From the argument at the beginning of this section (before Lemma 49), we derive that
E[Dx Dy$] Su, 211+ 1T 1Dx. [Da. Dyll¢1((r = 0} + I[75 [[Dx. [Da. Dyllgl((r = 0)).

Then by Lemma 49 and Proposition 50, for all 0 < €; < 1 and X, Y € I', we conclude that
Eo[Dx Dy ol S, Ellff];ie[Dm]({t > 0D + e I’ [Pv2]({r = 0} N{r = R))
+&ilgler +e / T (D Eld)(Z0) dT + e / f TP e (1) 1P| DLy dv dw dr,
R R J Hyx

where ¢ = DxDy¢ and ¥, = DxDy(r¢). The proposition then follows by the same argument as
Proposition 47. O

4.4. Pointwise bound for the scalar field. Once we have the bound (87), from Proposition 32 and
Corollary 24, we obtain the energy flux decay estimates as well as the r-weighted energy estimates for
the second-order derivatives of the scalar field. In other words, simply assuming M, is finite (see the
definition of M; in (35)) and the charge gq is small, we then can derive the energy decay estimates for
the second-order derivatives of the scalar field. For the MKG equations, J = § F = J[¢] is quadratic in
¢. To construct global solutions, we need to bound these nonlinear terms. In this section, we show the
pointwise bound for the scalar field with the assumption that M, is finite.

We start with an analogue of Proposition 14 regarding the pointwise bound of the scalar field in the
finite region {r < R}. Similarly to the pointwise bound of the Maxwell field, we use elliptic estimates.
However as the connection field A is general, we are not able to apply the elliptic estimates for the flat
case directly. We therefore establish an elliptic lemma for the operator Ay = Z?:l D; D; first. Let Bg,
be the ball with radius R; in R3. Define

1l ix sy = D 105 Djy -+~ Djyllasy ) + 1l sy k= 1.

1=;;=<3

Then we have the following lemma.
Lemma 53. We have the elliptic estimates
101 2B,y ShrRiRo 1D AB L2 + (1+ 1 Fll Lo (Bry) + ||J||H1(BR2))||¢||H1(BR2) (88)

forall Ry < Ry. Here the constant M, is defined in line (35) and J = §(dA) or J; = Bi(dA),'j.
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Proof. The proof is similar to the case when the connection field A is trivial. For the case when the scalar
field ¢ is compactly supported in some ball Bg,, using integration by parts we can show that

/D,-Dj¢-D,-Dj¢dx=—/ D;D;D;¢- D;¢ dx
Bg, Bg,

_ _/ D; DiDig - Db dx —/ [D;D;, Dj1¢ - D; dx
Bg, B,

:/ |Aag)Pdx — | ~/—1(2F;;Di¢+8;Fij¢) - D;¢p dx.
Bg,

Bg,

Estimate (88) then follows.
For a general complex function ¢, we can choose a real cut-off function x which is supported on the
ball Bg, and equal to 1 on the smaller ball Bg,. By direct computation, we can show that

IAAXP 128y = X A4 +20ix - Digp+ Ax - Pl 2By,
S NAAGN 2By, + @11 (By,)-
The lemma then follows from the above argument for the compactly supported case. O

We assume [14¢ verifies the extra bound
(2}
/ / IDOA¢ > + Dz D04 dx dt < CE&IPI(T), ", 0<t <D (89)
71 Jr<2R

for some constant C depending only on R. For solutions of (MKG), one has [14¢ = 0 and the above
bound trivially holds. The above elliptic estimate adapted to the connection field A implies the following
pointwise bound for the scalar field ¢ on the compact region {r < R}.

Proposition 54. Assume that the charge qq is sufficiently small, so that Corollary 22 holds and the
inhomogeneous term [J 4 ¢ verifies the bound (89). Then for all 0 < 1 and 0 < 11 < 1o, we have

f2sup(|D¢|2+|¢|2><r,x>dr§/Zf DD+ 1oL dx di Sup, SIS, (90)
T 71 Jr<R

1 1x|I=R
ID$I*(z, %) + |6 (x, ¥) S, SIPITL ™, Vx| < R. 1)
Proof. At the fixed time t > 0, consider the elliptic equation for the scalar field ¢, = D’éd):
Aa¢ = DiDygy + Di0agp + [Oa, DEI.

Proposition 14 together with Proposition 17 indicate that the Maxwell field F' is bounded. The definition
of M, shows that

T+1
||J||§,1(BZR)§f IVIP+18,VIP + P+ 18,J P dx di S M.
T
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Here Bpg, denotes the ball with radius R; at time 7. Then by the previous Lemma 53, we conclude that
1Bk 31230 ) Sz 1P Deill72 ) + I DZEABNT2 5,y + 140 DZIGN T, ) + 10k 371y
This gives the H? estimates for D,¢ and ¢. To obtain estimates for D ¢, commute the equation with D;:
AsDjp =D;D;Di¢p+ D;0s¢p+[As, Djl¢p = D;D;Dip + D;0sp +~—1(2F;; Dip + 0; Fj ).

Then using Lemma 53 again, we obtain

2 2 2
||D]¢”H2(BR) gMz ||Dj¢”H'(B3R/2) + ||AADJ¢||L2(33R/2)

2 2 112 2
gMz ||¢||H2(B3R/2) + ||Dth¢||L2(33R/2) + ”Djl:lAd)”LZ(BgR/z)'

Here we have used the facts |F|> < M, and ||J ”%'II(BZR) < M,. Then for the pointwise bound (91), we

need to show the energy flux decay through B,y at time t. This can be fulfilled by considering the energy
estimate obtained by using the vector field d;, as multiplier on the region bounded by {r =t} and X,;_g
(recall that ¥, = H;~ for negative t < 0). Corollary 27 together with Propositions 32 and 52 then imply
that

E[DY¢1(Bog) < EIDSGI(S_g) + (r — R T &[DY ) Sup, Ekldlr ™", k<2

For the flux of the inhomogeneous term D[J4¢ and the commutator term [Dz, [14]¢, we can make use
of the integrated local energy estimates. More precisely, combine the above H? estimates for ¢, = D’é(l),
k=0,1, and D;¢. We can show that

2 E : 2
||Df¢”H2(BR)+ ||¢k||H2(BR)
k<l

Smr Y EIDY¢1(Bag) + D042, + 1104, D216,
<2

T+1
Sm, Salglry T+ / / |DOAg|* + | D DO dx dT + I [Dz[Ca, DZ1¢1(D_g)
T r<2R
Sus 52[¢]T4:1_VO-
Here we have used the bound

115 D504, DZ1811 = 0) Sa, Exs1ldl, k=0, 1,

which is a consequence of the proof in the previous section (see the argument in the beginning of
Section 4.3.4). Then Sobolev embedding implies the pointwise bound (91) for ¢.
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For the integrated decay estimate (90), we integrate the H> norm of D ;¢ from time 1 to 5:

2
2
/;I ”D('b”Hz(B )dT <M2/ Z ”D ¢||L2(BZR) + ||D|:|A¢||L2(BZR) + ||[|:|A, DZ]¢”L2(BZR) dt

<2

Sy Y Iy TEIDLeN(DE R)+/ /<2R|DDA¢| dx dv + I§[[Dz, O4191(D7_p)

<2

<u, Eald1(T); .

Here we have used the integrated local energy estimates for the second-order derivative of the scalar field.
Then Sobolev embedding implies the integrated decay estimate (90). O

Remark 55. For the Sobolev embedding adapted to the connection A, it suffices to establish the L?
embedding in terms of the H' norm. As the norm is gauge invariant, we can choose a particular gauge
so that the function is real. For a real function f we have the trivial bound || Dy fl;2 > ||af || ;2. This
explains the Sobolev embedding we have used in this paper adapted to the general connection field A.

Next we consider the pointwise bound for the scalar field outside the cylinder {r < R}. The decay
estimate for ¢ easily follows from Lemma 19, as we have energy decay estimates for second-order
derivatives of ¢. However, this does not apply to the derivative of ¢ due to the limited regularity (only
two derivatives). Like with the Maxwell field in Proposition 17, we rely on Lemma 16.

Proposition 56. Assume that the charge qq is sufficiently small, so that Corollary 22 holds. Then we have
the pointwise bound

DL DY) 1210012 5.y Sits Eria )T 7 k=0,1, 92)

de—1—
||’”p/2DL(”Dz¢)||LzLooLz(D ) NMz gk—H [¢](T1)P+ €— VO 0 < p < 1 +VO —46, k= 0, 1, (93)

rP(IDLr )+ D)) (T, v, @) S, Exlplr? ™77, 0<p<l+m, (94)
IDL(rp) (T, v, @) Sap, Exlplry 7, (95)
P11 (T, v, @) S, Eal@lT! 2T, l<p<2. (96)

Remark 57. If we have one more derivative (assume M3), then we have a better estimate for P (r¢), as
we can write it as Dz¢.

Proof. Estimate (92) follows from (68) and (71) together with the r-weighted energy and integrated local
energy estimates for the scalar field DX 7®, k < 2. Estimate (93) is a consequence of (69) and (71).

For the pointwise bound for the scalar field, let ¢y = D’}qﬁ, Y = D’é(rqﬁ), k < 2. First, the r-weighted
energy estimates (53) and (63) imply that

/ PRI dvdo Su, EdGTET 0, k<2, 0<p<l+y.
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From the r-weighted energy estimate for F and Lemma 19, we can bound the commutator:

f FPILD, DTy dv dw,S/ PP FpL Dyt P+ 1L Frwr ) dv deo
Hr* HT*

52/ rP (1LY oy + IrLyal 1Y) dv de
H,x

=1
S 52[¢]|QO|‘L'£_3_VO + 52[¢]T£—1—2y0
TR ) LA

Here the charge part only appears when 7 < 0. The previous two estimates lead to

/ rPIDYD, DLy P dvde S, &1l ", k+1<2, 0<p<l+p.

Hyx

To apply Lemma 16, we need the energy flux for Dy Dy . From the null equation (70) for the scalar
field, on the outgoing null hypersurface H,+, for k =0, 1, we can show that

/ rP|Dy Dy |* dv dw 5/ rP(p-répl* + Ir ' P Doy > + rOadk|*) dv dw
H. H.

1
Su, Exrlpley 7.

Here the first term p - 7y has been bounded in the above commutator estimate for [D2, D;]y. The
second term |r ~! D Dok | can be bounded by the energy flux of EZZF through H;+ as p < 2. The bound
for 4 ¢y follows from the argument in Section 4.3.4 where we have shown that &;[¢x] Sur, Ealr—11]
for k =0, 1. Now commute Dy with i = D’éw. First, we can show that

|DL[DL, Dz | S ILFLzI 1|+ FzL|IDL|
S (LGra)|+IrLzal+ [LpDIY |+ (ol + raD| DLyl

On the right-hand side, the second term is easy to bound as we can control the Maxwell field p, ra by
the L° norm shown in Proposition 17 and the scalar field i by the r-weighted energy estimates. For the
first term, we have to use the null structure equations of Lemma 5 to control L(r«), Lp. Indeed, we can
show that

/rP|DL[DL,DzJdedw5M2/ rPIDEDLY > +rP(IL(re)|* + |rLzal* + | Lp|*) &[] dv dw
H* HT*

T

<, E2l] (rﬁ‘“” + /
H.

ok

rP(1La(p, o, ) >+ |rd 1> +p|*) dv dw)

NA 52[¢]t£717y0-
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Here we can bound p, o, o0 by the energy flux as p < 2. For the inhomogeneous term J we can use one
more derivative Lj,. In particular, we can show that

Z/ rP(|D; DD,y > + | Do DY D,y |* + DD,y |?) dvdw
k<1 H «

s Z/ rP(IDy Dy 1> +|DLIDz, DLW +|DLDL Dz |* + Dy, DDz |*) dv dw
1<2 *

1=
S, Exprlpled ™ .

Then using Lemma 16 and Sobolev embedding, we derive the pointwise estimate for Dy ¥ (see Remark 55
for the Sobolev embedding adapted to the connection A). This proves the first part of (94).

For Dy and P (r¢), we make use of the energy flux through the incoming null hypersurface H.,
which is defined as H ;v’f* when 7 <0Qor H f,*’ Y when 7 > 0. From the energy estimates (53), (56), (63)
and (64), we obtain the energy flux decay

/ DLDAY P+ | PDEy 2+ 2" DD+ 12| Dy Db du dw <pg, g™
H.

fork <2and 0 < p <14 y. As D(r¢) = Dq@, the above estimates together with Lemma 16 indicate
that L
r’|Dagl® S, E2[$1TL 0, 0<p<l+n.

Thus the second part of (94) holds.
For Dy, we need to pass the D, derivative to ¥. We can compute the commutator:

D%, DLIy| S (IrLzal +|LzpD) || + (Irel + o)) Dz .

We can bound v using Lemma 19 and p, o using the energy flux through H .. Then the previous energy
estimate implies that

fH |DYD, DYy +1r ' DYy 1P dudw S, Elpley' T, k+1<2. 97)
To apply Lemma 16, we also need an estimate for Dy Dy . We use the null equation (70) to show that
/ |DL D> dudw Sy, 52[¢]T;1_y°, k<1.
H,

The proof of this estimate is similar to that through the outgoing null hypersurface we have done above.
To pass the Dy derivative to ¥, we commute Dy with ¥ = Dz

|DLIDL, Dz1y| S I1DLyr|(ral+ 1D + 1Y (Lel + |L(re)| + [0 (ra)]).

Again we can bound Dy using the energy flux and ra, p by the L* norm. For the second term, ¥ can
be bounded using Lemma 19, and the curvature components Lp, L(ra) are controlled by using the null
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structure equations (7) and (8). More precisely, we can show that

Z/ |DLD§DL¢|2duda)§/ |DL[Dz, DLW |*+|D, D, D5y |* +|Dy, D, Dy > du dw
kfl HT HT

<u, EalplT T

This estimate and (97) combined with Lemma 16 imply the pointwise bound (95) for Dy .
The pointwise bound (96) for ¢ follows from Lemma 19:

[ 1Dk v 00 do S 101 k2 1=p =2
w
together with Sobolev embedding on the sphere. O

5. Bootstrap argument

We use a bootstrap argument to prove the main theorem. In the exterior region, we decompose the full
Maxwell field F into the chargeless part and the charge part:

F= I_;'+C]OX{rzz+R}r_2 dt Adr.

We make the bootstrap assumption
my <2& (98)

on the nonlinearity J, = V"F,, = J3(¢ - lm) = J,[¢]. Here recall the definition of m, in (35). Since
the nonlinearity J is quadratic in ¢, m, has size £2. By assuming that £ is sufficiently small, we then
can improve the above bootstrap assumption and hence conclude our main theorem. The smallness of £
depends on M. Without loss of generality, we assume £ <1 and M > 1.

In the definition (35) for M», the main contribution is E%[F ] with F the chargeless part of the Maxwell
field on the initial hypersurface {t = 0}. As the scalar field ¢ solves the linear equation [J4¢ =0, we
derive from the definition (47) for &[¢] that &[¢] = E}[¢]. The definition for E5[F] and E5[¢] has
been given in (6). To proceed, we need to bound E(%[lE ] and &[¢] in terms of M and &, which is shown
in the following lemma.

Lemma 58. Assume that the initial data set (E, H, ¢g, ¢1) satisfies the compatibility condition (2) and
that the norms M, & defined before Theorem I are finite. Then we can bound Eg[I? ] and Eg [@] as follows:

ESIFISM, Ejl¢lSmE.

Proof. To define the norm Eg [¢], we need to know the connection field A on the initial hypersurface {r =0}.
As the norm E’g [¢] is gauge invariant, we may choose a particular gauge. Let A = (A}, A,, A3)(0, x),
Ao = Ap(0, x). We want to choose a particular connection field (Ag, A) on the initial hypersurface to
define the gauge invariant norm E’g [p].

It is convenient to choose the Coulomb gauge to make use of the divergence-free part E and the
curl-free part Ef of E. More precisely, on the initial hypersurface {t = 0}, we choose (Ao, A) so that
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div(A) = 0. Then the compatibility condition (2) is equivalent to
AAg=—3(¢o-¢1) =—Jp(0), VxA=H.

Define the weighed Sobolev space

WP = {f ‘ Z |+ x> Ealf|,, < oo}.
[Bl<s

For the special case p =2, let Hy 5 = Wis. Denote I' = {©2,0;},6 = %(l + Y0). By the definition of M,

<M'? k<2, ZeT.

~

L% H |y,

Then from Theorem 0 of [McOwen 1979] or Theorem 5.1 of [Choquet-Bruhat and Christodoulou 1981a],

we conclude that _ - .
”LkZA”Hm—l SJM]/Z’ k§2’ Zel.

This is the desired estimate for the gauge field A. With this connection field A, we then can define the
covariant derivative D = V 4 +/—1 A in the spatial direction. Therefore,

I1DG (O, )l o5 = I Dpoll s + 1911105 S €'+ 1 Allyz, Idollwe,
< V2014 M2y < V2112,
By the same argument, and commuting the equations with D, we obtain the same estimates for D ¢:
IDD4 (O, Hla,, SEVPM'2 k<2,

To define the covariant derivative Dy, we need estimates for Ag. The difficulty is the nonzero charge.
Take a cut-off function y (x) = x (Jx|) such that x = 1 when |x| > R and vanishes for |x| < %R. Denote
the chargeless part of Ag and Jy as follows:

Ag= Ao+ xqor™",  Jo(0) := Jo— A(xqor ™).
By the definition of the charge gg, we then have
AAg = —Jo(0), / Jo(0) dx =0.
R3
Recall that Jy(0) = J(¢ - ¢1). Using Sobolev embedding, we can bound
IIJ_o(O)IIW(;_/Zz5 S 1ol +181llw2 ligollws, < 1gol +ldillwz Ndollwz, S E-
Then from Theorem 0 of [McOwen 1979] again, we conclude that

A <
1Aollyzz S €.
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Here the condition that Ay is chargeless guarantees A to belong to the above weighted Sobolev space.

Then using the Gagliardo—Nirenberg interpolation inequality, we derive that
=7 =7 12 So7 12
IV Aol o512 S IV A0S, - IVV AN, S €.

0,26—1 0,28

By definition, one has E = 3, A — V A(. By our gauge choice, ;A is divergence-free and V Ay is curl-free.
In particular, we derive that EY = 3,A and E" = —V A(. Take the chargeless part. We obtain that
E' = VA, when |x| > R. Therefore, we can bound the weighted Sobolev norm of the chargeless part of
the Maxwell field F on the initial hypersurface as follows:

IFltos < I F xqx1<r) | Hos + ICE, HD Xqx1=R) | Ho s
5 ||FX{‘X‘SR}”HO,5 + ||(Edfs H)X{|X|ZR}||H0,5 + ”ECfX{\X\ZR}”H(),g

<MV 4 IV Aol S MV2.

~

Similarly, we have the same estimates for Ekz F, k <2, that is,

<MV k<.

~

L =

1C5 Fll

To derive estimates for D’§¢ and £kZF on the initial hypersurface, we use the equations
WE—-VxH=3(-Dp), ,H+VxE=0, D,p=DD¢

to replace the time derivatives with the spatial derivatives. The inhomogeneous term J(¢ - D¢) or the
commutators [D;, D] could be controlled using Sobolev embedding together with Holder’s inequality.
The lemma then follows. U

The above lemma then leads to the following corollary:

Corollary 59. Let (¢, A) be the solution of (MKG). Under the bootstrap assumption (98), we have
My SM, &[pl1SmE.
Proof. The corollary follows from the definition of M, and &[¢] in (35) and (47) together Lemma 58. [

From now on, we allow the implicit constant in < to also depend on M, that is, B < K means that
B < CK for some constant C depending on yp, R, € and M. The rest of this section is devoted to
improving the bootstrap assumption.

To improve the bootstrap assumption, we need to estimate m, defined in (35). On the finite region
{r < R}, the null structure of J[¢] is not necessary as the weights of » are bounded above. When r > R,
the null structure of J[¢] plays a crucial role. Note that J; and J = (/J,,, J,,) are easy to control as
they already contain “good” components D¢ or Dy (r¢). The difficulty is to exploit the null structure of
the component J; which is not a standard null form as defined in [Klainerman 1984; 1986]. The null
structure of the system is that J; does not interact with the “bad” component « of the Maxwell field.

For nonnegative integers k, write ¢y = D’%qﬁ, Yy = D’} (ro), Fr = EkZF in this section. First we expand
the second-order derivative of J[¢] = J(¢ - D).
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Lemma 60. Let X be L, L, ey, e5. Then we have
1L2T1+ VL2 S ID@1||DP| + |p1|1D*¢| + || |D*¢1 | + IVF| 1> + |F| D@l ¢], x| < R;

)
PILLIx IS Wl IDx Vol + ) 1LY Fax!| [ ¥, x| > R.
k=<2 hi+h+I13<1

Proof. By the definition of the Lie derivative £z, we can compute

LzJx=Z(Jx)—Je,x =3(Dz¢-Dxd+¢-DzDxdp —¢- Dz x14)
S(p1-Dxp+¢-Dxdpr+¢-([Dz, Dx]— Diz x))®)

= :9(¢[ . DX¢1—[) - FZX|¢|2'

Here we note that [Dz, Dx] — Dz x1 = ~/—1Fyx for any vector fields Z, X, and we omitted the
summation sign for / = 0, 1. Take one more derivative V (recall that V is the covariant derivative in the
spatial direction). The estimate on the region {r < R} then follows.

Similarly, the second-order derivative expands as follows:

Eyﬁz.]x = Yﬁz‘]x - ﬁz.][y’x]
=Y3(¢r- Dx¢1-1) — Y (Fzx|$|*) — 3(¢r - Dy x1¢1-1) + Fziy x|
=3(¢x - Dxpa—i) — (LyFzx + 117[}/,2])()|¢7|2 +3(—1¢;- Fyxpr—1) — Fzx Y ||

for any vector fields X, Y, Z € I'. Here we have omitted the summation sign for k =0, 1,2 and / =0, 1.
Note that
3(¢-Dxp) =r?I(r¢- Dx(rg)), [Y.Z]=0or eT.

The estimate on the region {r > R} then follows. Thus the proof of the lemma is finished. (|
Next we use the above bound for J[¢] to improve the bootstrap assumption.

Proposition 61. Assume that the charge qq is sufficiently small, depending only on €, R and yy, so that
Corollary 22 holds. Then we have

my < CE? (99)
for some constant C depending on M, €, R and yy.

Proof. Since M, S M, all the estimates in the previous section hold. In particular, we have the energy
flux and the r-weighted energy decay estimates for the scalar field and the chargeless part of the Maxwell
field up to second-order derivatives. Moreover, the pointwise estimates in Propositions 14, 17, 54 and 56
hold.

Let’s first consider the estimate of |J|r~2 in the exterior region. We have the simple bound that
|JL| < |Dr¢||¢|. We can control Dy ¢ by using the energy flux through the incoming null hypersurface
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H, and ¢ by the L*° norm. In particular, for any t < 0 we can show that

0 1/2 1/2
// |JL|r—2dxdt§/ (/ |DL¢|2r2duda)) (/ |¢|2r_2dudw> dv
;OO —T* H, H,
00 1/2
5/ r;(HVO)/Z(/ r4t;y°duda)> dv
—T* H,

o0
< / P DUF 202,372 gy < g1,
7-[*

N

A

We remark here that we cannot use the integrated local energy to bound the above term due to the exact
total decay rate of |Jp| r~2. As |qo| < &, we therefore obtain

|q0|supr_1ﬁy°// |Jplr2dxdt <&, Yt <O.
Dy ®

<0

Next we consider the estimates on the compact region {r < 2R}. As |¢1| = |Dz¢| < |D¢| when |x| < R,
we can bound ¢y, ¢, D¢ and F by the L™ norm obtained in (40) and (91). Then D?¢; and VF can be
controlled using the integral decay estimates (39) and (90) on {r < R}. To derive estimates for D¢y or
V F on the region {R <r < 2R}, we use (MKG). From Lemma 37 and Lemma 5, we can show that

|D*¢1|+EIVF| S Dol + IDLDLY | + | FlIgi |+ E(I1L2FI+1L(Pp, rPo, ra)| + |L(ra))
S Dol + [Hadt| + | Fligi +ELZF|+ [ T)]).

Here we omitted the easier lower-order terms. On the region {R <r < 2R}, the set I" only misses one
derivative, which could be recovered from the equation. From Lemma 60, we can show that

Iy 2 [1LZ |+ IV L2 T 1(r < 2RY)

o0
55/ rff |D%¢1)? + E|IVF|* +|Dp|? dx dt
0 r<2R

o0
562+€f rf/ DG |? +|0agi > + I F g1 1> + ENLZFI* + TP dx dt
0 R<r<2R

SEFERTapI(r = RY + EXLIJI(r = RY) S €%

Here the implicit constant also depends on M and we only consider the highest-order terms. The second
to last step follows as the integral from time 1 to tp decays in 7. Hence the spacetime integral is bounded,
using Lemma 20. The bound for [14¢; follows from Proposition 47 and the spacetime norm for J is
controlled by the bootstrap assumption.

Next, we consider the case when |x| > R, where the null structure of J plays a crucial role. For |£22 Jil,
Lemma 60 implies that

P12 00 Sl DLkl 4+ (rLhal + 125 oD W, | 111, -
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Here the indices k, 2 —k, 1 —1; — I, I1, [, are nonnegative integers and we only consider the highest-order
term as the lower-order terms are easier and could be bounded in a similar way. On the right-hand side of
the above inequality, after using Sobolev embedding on the sphere, we can bound || using Lemma 19
and Dy, |a|, p using the integrated local energy estimates. Indeed we can show that

LA Vo 2/ (V= 3)

/ / C R 2L 0 P dudow d

2
< [ [ [ apdo: [ 1DywaPdo+ [ riiap + 165 do. (f vl dw) dvd
12
/ / 1 €golr Tt 1*”’*26(/ |w2|2dw) dvdt
<0 w

D¢, |? Ly F|? _
<(€/ 1+2€/ | ¢2| dxdt +€2/ 1+2€/ | | dx dr+€2|q0| /r+4+€+V0 dvdrt
H,

* r+ H x r+ <0

SEL DIt = 00 + EX 1L S ILL F1({t > 0) + Igol*E2 S &2

Here, after using Sobolev embedding on the sphere, we dropped the lower-order terms like i1, ¥. In
the above estimate, we have used the decay estimates fw Wi l>do < E r;yo by Lemma 19. The last step
follows from the integrated local energy decay (see, e.g., estimate (64)) and Lemma 20. We also note that
in the exterior region, ry > %ur.

For J;, Lemma 60 indicates that

P12 00 Sl DLk 4+ (r Lhal + 1£5 oD W, | 111y, -

Similarly, after using Sobolev embedding, we control ¥, by using Lemma 19. Then for Dy v, |£"Za| we
can apply the r-weighted energy estimates. For p, we split it into the charge part gor ~2 and the chargeless
part which can be bounded by using the energy flux decay estimates. More precisely, for € < p <14 yy,
using the estimate r ! /L, i l> do < Erj_yo we can show that

1P 1e2Jdr = RY)

I+yo+e—p
_ p—1_l4+yt+e—p, 2,2 5 |2
_//H PPleh r202 ;12 dv do dt
T*

<g// rP TP IDL | dwdvdr+52// rPeT P (e Lha +1£5 017 do dv dt

_ 4 1- _
+52/ frp Haol?r 4o, "™ P dvdr
<0 Jv

—p—1— —p—yo—1— —p—1—
582/1'_7_ P V0+P+tj_ P—0 V0+P+.L.j_ P Yo dT+52|QO|2552.
T
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Next, for /, Lemma 60 shows that

i i i
P1LLH S Wl | DYkl + (Lo | + | Le + | L) [y, | [V, -1,
Like the previous estimates for Jr, Jr, for all € < p <y we can show that

nirCZ 0 = RY)

= / / P P2 R dv deo e
T Hr*
’S’ 5,/,/ rﬁp-fj-_pHDWﬂzda)dv dT +52// rﬁri_p_y0(|r£lzlo.|2+ |£lZI(gv a)IZ) da)dvdf
T Hr* T .

gsff r1°(|4m/f2|2+5|rc’zl(a,a)|2)dwdudr+52/f ri=€|tha? dwdvde
T J Hpx T J Hpx

<&
Here /1 < 1. The last term is bounded by using the integrated local energy estimates. This relies on the
assumption that yp <1—¢€ < 1. For y > 1, we then can use the improved integrated local energy estimate

for the angular derivatives of ¢ or o, or we can move the r weights to ¢y.
Combining the above estimates, we have (99). O

By choosing £ sufficiently small depending only on M, €, R and Yy, we then can improve the bootstrap
assumption (98). To prove Theorem 1, we can choose R = 2. Then for sufficiently small £, we can bound
mo and M>. The pointwise estimates in the main Theorem 1 follow from Propositions 14, 17, 54 and 56.

Acknowledgments

The author would like to thank Pin Yu for helpful discussions. He is also indebted to the anonymous
referee for plenty of helpful suggestions and comments on the manuscript.

References

[Bieri et al. 2014] L. Bieri, S. Miao, and S. Shahshahani, “Asymptotic properties of solutions of the Maxwell Klein Gordon
equation with small data”, preprint, 2014. arXiv

[Choquet-Bruhat and Christodoulou 1981a] Y. Choquet-Bruhat and D. Christodoulou, “Elliptic systems in H s spaces on
manifolds which are Euclidean at infinity”, Acta Math. 146:1-2 (1981), 129-150. MR Zbl

[Choquet-Bruhat and Christodoulou 1981b] Y. Choquet-Bruhat and D. Christodoulou, “Existence of global solutions of the
Yang-Mills, Higgs and spinor field equations in 3 4 1 dimensions”, Ann. Sci. Ecole Norm. Sup. (4) 14:4 (1981), 481-506. MR
Zbl

[Christodoulou and Klainerman 1990] D. Christodoulou and S. Klainerman, “Asymptotic properties of linear field equations in
Minkowski space”, Comm. Pure Appl. Math. 43:2 (1990), 137-199. MR Zbl

[Dafermos and Rodnianski 2009] M. Dafermos and I. Rodnianski, “The red-shift effect and radiation decay on black hole
spacetimes”’, Comm. Pure Appl. Math. 62:7 (2009), 859-919. MR Zbl

[Dafermos and Rodnianski 2010] M. Dafermos and I. Rodnianski, “A new physical-space approach to decay for the wave

equation with applications to black hole spacetimes”, pp. 421-432 in XVIth International Congress on Mathematical Physics,
edited by P. Exner, World Sci. Publ., Hackensack, NJ, 2010. MR Zbl


http://msp.org/idx/arx/1408.2550
http://dx.doi.org/10.1007/BF02392460
http://dx.doi.org/10.1007/BF02392460
http://msp.org/idx/mr/594629
http://msp.org/idx/zbl/0484.58028
http://www.numdam.org/item?id=ASENS_1981_4_14_4_481_0
http://www.numdam.org/item?id=ASENS_1981_4_14_4_481_0
http://msp.org/idx/mr/654209
http://msp.org/idx/zbl/0499.35076
http://dx.doi.org/10.1002/cpa.3160430202
http://dx.doi.org/10.1002/cpa.3160430202
http://msp.org/idx/mr/1038141
http://msp.org/idx/zbl/0715.35076
http://dx.doi.org/10.1002/cpa.20281
http://dx.doi.org/10.1002/cpa.20281
http://msp.org/idx/mr/2527808
http://msp.org/idx/zbl/1169.83008
http://dx.doi.org/10.1142/9789814304634_0032
http://dx.doi.org/10.1142/9789814304634_0032
http://msp.org/idx/mr/2730803
http://msp.org/idx/zbl/1211.83019

DECAY OF SOLUTIONS OF MAXWELL-KLEIN-GORDON EQUATIONS 1901

[Eardley and Moncrief 1982a] D. M. Eardley and V. Moncrief, “The global existence of Yang—Mills—Higgs fields in 4-
dimensional Minkowski space, I: Local existence and smoothness properties”, Comm. Math. Phys. 83:2 (1982), 171-191. MR
Zbl

[Eardley and Moncrief 1982b] D. M. Eardley and V. Moncrief, “The global existence of Yang—Mills-Higgs fields in 4-
dimensional Minkowski space, II: Completion of proof”, Comm. Math. Phys. 83:2 (1982), 193-212. MR Zbl

[Keel et al. 2011] M. Keel, T. Roy, and T. Tao, “Global well-posedness of the Maxwell-Klein—Gordon equation below the
energy norm”, Discrete Contin. Dyn. Syst. 30:3 (2011), 573-621. MR Zbl

[Klainerman 1984] S. Klainerman, “Long time behaviour of solutions to nonlinear wave equations”, pp. 1209-1215 in Pro-
ceedings of the International Congress of Mathematicians, Vol. 2 (Warsaw, 1983), edited by Z. Ciesielski and C. Olech, PWN,
Warsaw, 1984. MR Zbl

[Klainerman 1986] S. Klainerman, “The null condition and global existence to nonlinear wave equations”, pp. 293-326 in
Nonlinear systems of partial differential equations in applied mathematics, Part 1 (Santa Fe, NM, 1984), edited by B. Nicolaenko
et al., Lectures in Appl. Math. 23, American Mathematical Society, Providence, RI, 1986. MR Zbl

[Klainerman and Machedon 1994] S. Klainerman and M. Machedon, “On the Maxwell-Klein—Gordon equation with finite
energy”, Duke Math. J. 74:1 (1994), 19-44. MR Zbl

[Klainerman and Machedon 1995] S. Klainerman and M. Machedon, “Finite energy solutions of the Yang—Mills equations in
R3T1” Ann. of Math. (2) 142:1 (1995), 39-119. MR Zbl
[Krieger and Lithrmann 2015] J. Krieger and J. Lithrmann, “Concentration compactness for the critical Maxwell-Klein—Gordon

equation”, Ann. PDE 1:1 (2015), Art. 5, 208. MR

[Krieger et al. 2015] J. Krieger, J. Sterbenz, and D. Tataru, “Global well-posedness for the Maxwell-Klein—Gordon equation in
4 + 1 dimensions: small energy”, Duke Math. J. 164:6 (2015), 973-1040. MR Zbl

[Lindblad and Sterbenz 2006] H. Lindblad and J. Sterbenz, “Global stability for charged-scalar fields on Minkowski space”,
IMRP Int. Math. Res. Pap. (2006), Art. ID 52976, 109. MR Zbl

[Luk 2010] J. Luk, “Improved decay for solutions to the linear wave equation on a Schwarzschild black hole”, Ann. Henri
Poincaré 11:5 (2010), 805-880. MR Zbl

[Machedon and Sterbenz 2004] M. Machedon and J. Sterbenz, “Almost optimal local well-posedness for the (3 4 1)-dimensional
Maxwell-Klein—Gordon equations”, J. Amer. Math. Soc. 17:2 (2004), 297-359. MR Zbl

[McOwen 1979] R. C. McOwen, “The behavior of the Laplacian on weighted Sobolev spaces”, Comm. Pure Appl. Math. 32:6
(1979), 783-795. MR Zbl

[Oh 2015] S.-J. Oh, “Finite energy global well-posedness of the Yang—Mills equations on R!*3: an approach using the
Yang-Mills heat flow”, Duke Math. J. 164:9 (2015), 1669-1732. MR Zbl

[Oh and Tataru 2016] S.-J. Oh and D. Tataru, “Global well-posedness and scattering of the (4+1)-dimensional Maxwell-Klein—
Gordon equation”, Invent. Math. 205:3 (2016), 781-877. MR

[Rodnianski and Tao 2004] 1. Rodnianski and T. Tao, “Global regularity for the Maxwell-Klein—Gordon equation with small
critical Sobolev norm in high dimensions”, Comm. Math. Phys. 251:2 (2004), 377-426. MR Zbl

[Schlue 2013] V. Schlue, “Decay of linear waves on higher-dimensional Schwarzschild black holes”, Anal. PDE 6:3 (2013),
515-600. MR Zbl

[Selberg and Tesfahun 2010] S. Selberg and A. Tesfahun, “Finite-energy global well-posedness of the Maxwell-Klein—Gordon
system in Lorenz gauge”, Comm. Partial Differential Equations 35:6 (2010), 1029-1057. MR Zbl

[Shu 1991] W.-T. Shu, “Asymptotic properties of the solutions of linear and nonlinear spin field equations in Minkowski space”,
Comm. Math. Phys. 140:3 (1991), 449-480. MR Zbl

[Shu 1992] W.-T. Shu, “Global existence of Maxwell-Higgs fields”, pp. 214-227 in Nonlinear hyperbolic equations and field
theory (Lake Como, 1990), edited by M. K. V. Murthy and S. Spagnolo, Pitman Research Notes in Mathematics Series 253,
Longman Sci. Tech., Harlow, 1992. MR Zbl

[Yang 2013] S. Yang, “Global solutions of nonlinear wave equations in time dependent inhomogeneous media”, Arch. Ration.
Mech. Anal. 209:2 (2013), 683-728. MR Zbl


http://projecteuclid.org/euclid.cmp/1103920800
http://projecteuclid.org/euclid.cmp/1103920800
http://msp.org/idx/mr/649158
http://msp.org/idx/zbl/0496.35061
http://projecteuclid.org/euclid.cmp/1103920801
http://projecteuclid.org/euclid.cmp/1103920801
http://msp.org/idx/mr/649159
http://msp.org/idx/zbl/0496.35062
http://dx.doi.org/10.3934/dcds.2011.30.573
http://dx.doi.org/10.3934/dcds.2011.30.573
http://msp.org/idx/mr/2784611
http://msp.org/idx/zbl/1228.35241
http://msp.org/idx/mr/804771
http://msp.org/idx/zbl/0581.35052
http://msp.org/idx/mr/837683
http://msp.org/idx/zbl/0599.35105
http://dx.doi.org/10.1215/S0012-7094-94-07402-4
http://dx.doi.org/10.1215/S0012-7094-94-07402-4
http://msp.org/idx/mr/1271462
http://msp.org/idx/zbl/0818.35123
http://dx.doi.org/10.2307/2118611
http://dx.doi.org/10.2307/2118611
http://msp.org/idx/mr/1338675
http://msp.org/idx/zbl/0827.53056
http://msp.org/idx/mr/3479062
http://dx.doi.org/10.1215/00127094-2885982
http://dx.doi.org/10.1215/00127094-2885982
http://msp.org/idx/mr/3336839
http://msp.org/idx/zbl/1329.35209
http://msp.org/idx/mr/2253534
http://msp.org/idx/zbl/1123.35047
http://dx.doi.org/10.1007/s00023-010-0043-6
http://msp.org/idx/mr/2736525
http://msp.org/idx/zbl/1208.83068
http://dx.doi.org/10.1090/S0894-0347-03-00445-4
http://dx.doi.org/10.1090/S0894-0347-03-00445-4
http://msp.org/idx/mr/2051613
http://msp.org/idx/zbl/1048.35115
http://dx.doi.org/10.1002/cpa.3160320604
http://msp.org/idx/mr/539158
http://msp.org/idx/zbl/0426.35029
http://dx.doi.org/10.1215/00127094-3119953
http://dx.doi.org/10.1215/00127094-3119953
http://msp.org/idx/mr/3357182
http://msp.org/idx/zbl/1325.35180
http://dx.doi.org/10.1007/s00222-016-0646-8
http://dx.doi.org/10.1007/s00222-016-0646-8
http://msp.org/idx/mr/3539926
http://dx.doi.org/10.1007/s00220-004-1152-1
http://dx.doi.org/10.1007/s00220-004-1152-1
http://msp.org/idx/mr/2100060
http://msp.org/idx/zbl/1106.35073
http://dx.doi.org/10.2140/apde.2013.6.515
http://msp.org/idx/mr/3080190
http://msp.org/idx/zbl/1326.35382
http://dx.doi.org/10.1080/03605301003717100
http://dx.doi.org/10.1080/03605301003717100
http://msp.org/idx/mr/2753627
http://msp.org/idx/zbl/1193.35164
http://projecteuclid.org/euclid.cmp/1104248093
http://msp.org/idx/mr/1130694
http://msp.org/idx/zbl/0735.53060
http://msp.org/idx/mr/1175213
http://msp.org/idx/zbl/0799.35189
http://dx.doi.org/10.1007/s00205-013-0631-y
http://msp.org/idx/mr/3056620
http://msp.org/idx/zbl/1284.35290

1902 SHIWU YANG

[Yang 2015a] S. Yang, “Global solutions of nonlinear wave equations with large data”, Selecta Math. (N.S.) 21:4 (2015),
1405-1427. MR Zbl

[Yang 2015b] S. Yang, “Global stability of solutions to nonlinear wave equations”, Selecta Math. (N.S.) 21:3 (2015), 833-881.
MR Zbl

[Yang 2015¢] S. Yang, “On global behavior of solutions of the Maxwell-Klein-Gordon equations”, preprint, 2015. arXiv

Received 1 Nov 2015. Revised 7 Mar 2016. Accepted 28 Aug 2016.

SHIWU YANG: yangsw3150126.com
Beijing International Center for Mathematical Research, Peking University, Beijing 100086, China

:'msp

mathematical sciences publishers


http://dx.doi.org/10.1007/s00029-014-0176-4
http://msp.org/idx/mr/3397453
http://msp.org/idx/zbl/1329.35212
http://dx.doi.org/10.1007/s00029-014-0165-7
http://msp.org/idx/mr/3366921
http://msp.org/idx/zbl/1326.35045
http://msp.org/idx/arx/1511.00250
mailto:yangsw315@126.com
http://msp.org

Analysis & PDE
msp.org/apde

EDITORS

EDITOR-IN-CHIEF

Patrick Gérard
patrick.gerard @math.u-psud.fr
Université Paris Sud XI
Orsay, France

BOARD OF EDITORS

Nicolas Burq  Université Paris-Sud 11, France Werner Miiller ~ Universitdt Bonn, Germany
nicolas.burq@math.u-psud.fr mueller@math.uni-bonn.de
Massimiliano Berti ~ Scuola Intern. Sup. di Studi Avanzati, Italy Gilles Pisier  Texas A&M University, and Paris 6
berti @sissa.it pisier@math.tamu.edu
Sun-Yung Alice Chang  Princeton University, USA Tristan Riviere ~ETH, Switzerland
chang @math.princeton.edu riviere @math.ethz.ch
Michael Christ ~ University of California, Berkeley, USA Igor Rodnianski  Princeton University, USA
mchrist@math.berkeley.edu irod @math.princeton.edu
Charles Fefferman  Princeton University, USA Wilhelm Schlag ~ University of Chicago, USA
cf@math.princeton.edu schlag@math.uchicago.edu
Ursula Hamenstaedt ~ Universitdt Bonn, Germany Sylvia Serfaty New York University, USA
ursula@math.uni-bonn.de serfaty @cims.nyu.edu
Vaughan Jones  U.C. Berkeley & Vanderbilt University Yum-Tong Siu  Harvard University, USA
vaughan.f.jones @vanderbilt.edu siu@math.harvard.edu
Vadim Kaloshin  University of Maryland, USA Terence Tao  University of California, Los Angeles, USA
vadim.kaloshin @ gmail.com tao@math.ucla.edu
Herbert Koch  Universitit Bonn, Germany Michael E. Taylor ~ Univ. of North Carolina, Chapel Hill, USA
koch@math.uni-bonn.de met@math.unc.edu
Izabella Laba  University of British Columbia, Canada Gunther Uhlmann  University of Washington, USA
ilaba@math.ubc.ca gunther @math.washington.edu
Gilles Lebeau  Université de Nice Sophia Antipolis, France Andrds Vasy  Stanford University, USA
lebeau@unice.fr andras @math.stanford.edu
Richard B. Melrose = Massachussets Inst. of Tech., USA Dan Virgil Voiculescu  University of California, Berkeley, USA
rbm@math.mit.edu dvv@math.berkeley.edu
Frank Merle  Université de Cergy-Pontoise, France Steven Zelditch ~ Northwestern University, USA
Frank Merle @u-cergy.fr zelditch@math.northwestern.edu
William Minicozzi I Johns Hopkins University, USA Maciej Zworski  University of California, Berkeley, USA
minicozz@math.jhu.edu zworski @math.berkeley.edu

Clément Mouhot ~ Cambridge University, UK
c.mouhot@dpmms.cam.ac.uk

PRODUCTION
production @msp.org

Silvio Levy, Scientific Editor

See inside back cover or msp.org/apde for submission instructions.

The subscription price for 2016 is US $235/year for the electronic version, and $430/year (+$55, if shipping outside the US) for print and
electronic. Subscriptions, requests for back issues from the last three years and changes of subscribers address should be sent to MSP.

Analysis & PDE (ISSN 1948-206X electronic, 2157-5045 printed) at Mathematical Sciences Publishers, 798 Evans Hall #3840, c/o Uni-
versity of California, Berkeley, CA 94720-3840, is published continuously online. Periodical rate postage paid at Berkeley, CA 94704, and
additional mailing offices.

APDE peer review and production are managed by EditFlow® from MSP.

PUBLISHED BY
:- mathematical sciences publishers
nonprofit scientific publishing
http://msp.org/
© 2016 Mathematical Sciences Publishers


http://msp.org/apde
mailto:patrick.gerard@math.u-psud.fr
mailto:nicolas.burq@math.u-psud.fr
mailto:berti@sissa.it
mailto:chang@math.princeton.edu
mailto:mchrist@math.berkeley.edu
mailto:cf@math.princeton.edu
mailto:ursula@math.uni-bonn.de
mailto:vaughan.f.jones@vanderbilt.edu
mailto:vadim.kaloshin@gmail.com
mailto:koch@math.uni-bonn.de
mailto:ilaba@math.ubc.ca
mailto:lebeau@unice.fr
mailto:rbm@math.mit.edu
mailto:Frank.Merle@u-cergy.fr
mailto:minicozz@math.jhu.edu
mailto:c.mouhot@dpmms.cam.ac.uk
mailto:mueller@math.uni-bonn.de
mailto:pisier@math.tamu.edu
mailto:riviere@math.ethz.ch
mailto:irod@math.princeton.edu
mailto:schlag@math.uchicago.edu
mailto:serfaty@cims.nyu.edu
mailto:siu@math.harvard.edu
mailto:tao@math.ucla.edu
mailto:met@math.unc.edu
mailto:gunther@math.washington.edu
mailto:andras@math.stanford.edu
mailto:dvv@math.berkeley.edu
mailto:zelditch@math.northwestern.edu
mailto:zworski@math.berkeley.edu
mailto:production@msp.org
http://msp.org/apde
http://msp.org/
http://msp.org/

ANALYSIS & PDE

Volume 9 No. 8 2016

Estimates for radial solutions of the homogeneous Landau equation with Coulomb potential 1773
MARIA PIA GUALDANI and NESTOR GUILLEN

Forward self-similar solutions of the Navier—Stokes equations in the half space 1811
MIKHAIL KOROBKOV and TAI-PENG TSAI

Decay of solutions of Maxwell-Klein—Gordon equations with arbitrary Maxwell field 1829
SHIWU YANG

Invariant distributions and the geodesic ray transform 1903
GABRIEL P. PATERNAIN and HANMING ZHOU

Multiple vector-valued inequalities via the helicoidal method 1931
CRISTINA BENEA and CAMIL MUSCALU

Structure of modular invariant subalgebras in free Araki—-Woods factors 1989
REMI BOUTONNET and CYRIL HOUDAYER

Finite-time blowup for a supercritical defocusing nonlinear wave system 1999
TERENCE TAO

A long C? without holomorphic functions 2031
LUKA BOC THALER and FRANC FORSTNERIC

2157-5045(2016)9:8;1-4



	1. Introduction
	2. Preliminaries and notations
	3. Energy method
	3.1. Energy identity for the scalar field
	3.2. Energy identities for the Maxwell field
	3.3. The integrated local energy estimates using the multiplier f(r)r
	3.4. The r-weighted energy estimates using the multiplier rpL

	4. Decay estimates for the linear solutions
	4.1. Energy decay for the Maxwell field
	4.2. Pointwise bounds for the Maxwell field
	4.3. Energy decay for the scalar field
	4.3.1. Energy decay in the exterior region
	4.3.2. Energy decay in the interior region
	4.3.3. Energy decay estimates for the first-order derivative of the scalar field
	4.3.4. Energy decay estimates for the second-order derivatives of the scalar field

	4.4. Pointwise bound for the scalar field

	5. Bootstrap argument
	Acknowledgments
	References
	
	

