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GEOMETRIC CONTROL CONDITION FOR THE WAVE EQUATION
WITH A TIME-DEPENDENT OBSERVATION DOMAIN

JEROME LE ROUSSEAU, GILLES LEBEAU, PEPPINO TERPOLILLI AND EMMANUEL TRELAT

We characterize the observability property (and, by duality, the controllability and the stabilization) of
the wave equation on a Riemannian manifold €2, with or without boundary, where the observation (or
control) domain is time-varying. We provide a condition ensuring observability, in terms of propagating
bicharacteristics. This condition extends the well-known geometric control condition established for fixed
observation domains.

As one of the consequences, we prove that it is always possible to find a time-dependent observation
domain of arbitrarily small measure for which the observability property holds. From a practical point of
view, this means that it is possible to reconstruct the solutions of the wave equation with only few sensors
(in the Lebesgue measure sense), at the price of moving the sensors in the domain in an adequate way.

We provide several illustrating examples, in which the observation domain is the rigid displacement
in Q of a fixed domain, with speed v, showing that the observability property depends both on v and on
the wave speed. Despite the apparent simplicity of some of our examples, the observability property can
depend on nontrivial arithmetic considerations.
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1. Introduction and main result

1A. Framework. Studies of the stabilization and the controllability for the wave equation go back to
the works of D. L. Russell [1971a; 1971b]. The work of J.-L. Lions [1988a] was very important in
the formalization of many controllability questions. In the case of a manifold without boundary €2,
the pioneering work of J. Rauch and M. Taylor [1974] related the question of fast stabilization, that
is, exhibiting an exponential decay of the energy, to a geometric condition connecting the damping
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region w C €2 and the rays of geometrical optics, resulting in the now celebrated geometric control
condition (in short, GCC). The damped wave equation takes the form

8t2u—Au—|—Xw o;u =0.

Using that the energy of the solution to a hyperbolic equation is largely carried along the rays, if one
assumes that any ray will have reached the region @ where the operator is dissipative in a finite time, one
can prove that the energy decays exponentially in time, with an additional unique continuation argument
that allows one to handle the low-frequency part of the energy. The work [Rauch and Taylor 1974] only
treated the case of a manifold 2 without boundary, leaving open the case of manifolds with boundary
until the work of C. Bardos, G. Lebeau, and J. Rauch [Bardos et al. 1992]. The understanding of the
propagation of singularities in the presence of the boundary d€2, after the seminal work of R. Melrose and
J. Sjostrand [1978; 1982], was a key element in the proof of [Bardos et al. 1992], providing a generalized
notion of rays, taking reflections at the boundary into account as well as glancing and gliding phenomena.
The geometric condition for w, now an open subset of €2, is then the requirement that every generalized ray
should meet the damping region w in a finite time. The resulting stabilization estimate then takes the form

Eo(u(t)) < Ce™“" Eg(u(0)),
where E is the energy
Eo(u(®) = llu(®) 31 g, + 19D

Note that, if an open set w does not fulfill the geometric control condition, then only a logarithmic type
of energy decay can be achieved in general [Lebeau 1996; Lebeau and Robbiano 1995; Burq 1998].!

The question of exact controllability relies on the same line of arguments as for the exponential
stabilization. By exact controllability in time 7 > 0, for the control wave equation

0u — Au = x,(x) f,

one means, given an arbitrary initial state (ug, #1) and an arbitrary final state (ug , uf ), the ability to
find f such that (u,;=r, dsu;=1) = (u}, u}) starting from (u,—o, ;=) = (uo, u1). If the energy level is
(u(t), du(t)) € H'(Q) ® L*(RQ), it is natural to seek f € L>((0, T) x ). Boundary conditions can be
of Dirichlet or Neumann types.

In fact, as is well known, both exponential stabilization and exact controllability of the wave equation
in a domain 2, with a damping or a control only acting in an open region  of , are equivalent to an
observability estimate for a free wave. For such a wave, the energy is constant with respect to time. The
observability inequality takes the following form: for some constant C > 0 and some 7 > 0, we have

T
Eow) <C [ ol . ()
0

For the issue of exact controllability, the time 7 > 0 in this inequality is then the control time (horizon).
If the open set w fulfills the geometric control condition, then the results of [Rauch and Taylor 1974;

Iy fact, intermediate decay rates have been established in particular geometrical settings; see for instance [Schenck 2011] for
almost exponential decay, and [Burq and Hitrik 2007; Phung 2007; Anantharaman and Léautaud 2014] for polynomial decay.
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Bardos et al. 1992] show that the infimum of all possible such times 7' coincides with the infimum of
all possible times in the geometric control condition. Note however that there are cases in which the
geometric control condition does not hold, and yet the observability inequality (1) is valid: the case €2 is
a sphere and w is a half-sphere is a typical example.

A glance at inequality (1) shows that observability is in fact to be understood as occurring in a space-
time domain, here (0, ) x w. It is then natural to wonder if observability can hold if it is replaced by
some other open subset of (0, ) x . This is the subject of the present article.

The motivation for such a study can be seen as fairly theoretical. However, in practical issues, in different
industrial contexts, for nondestructive testing, safety applications, as well as tomography techniques used
for imaging bodies (human or not), this question becomes quite relevant. In fact, the industrial framework
of seismic exploration was the original motivation for this work. In the different fields we mentioned, data
are collected to be exploited in an interpretation step which involves the solution of some inverse problem.
The point is that the device used to collect data does not fit well with the usual geometric condition which
is crucial to obtain an observability result. In some cases it appears of great interest to be able to tackle
situations where the observation set is time-dependent. In others, the reduction of data volume may be
sought, while preserving the data quality. One may also face a situation in which all sensors cannot be
active at the same time.

The example of seismic data acquisition can help the reader get a grasp on the industrial need to better
design data acquisition procedures. In the case of a towed marine seismic data acquisition campaign,
a typical setup consists in six parallel streamers with length 6000 m, separated by a distance of 100 m,
floating at a depth of 8 m. The basic receiving elements are pressure-sensitive hydrophones composed of
piezoelectric ceramic crystal devices that are placed some 20 to 50 m apart along each streamer. A source
(a carefully designed air gun array) is shot every 25 m while the boat moves. The seismic data experiment
lasts around 8s. One understands with this description that a huge amount (terabytes) of data is recorded
during one such acquisition campaign above an area of interest beneath the sea floor. Of course, the
velocity of the ship and of the streamers is very small as compared to that of the seismic waves (1500 m/s
in water and up to 5000 m/s for examples in salt bodies that are typical in the North Sea or in the Gulf
of Mexico). Yet, however small it may be, one can question its impact on the quality of the data. One
could also want not to use all receivers at a single time but rather to design a dynamic (software-based)
array of receivers during the time of the seismic experiment. The reader will of course realize that the
mathematical results we present here are very far from solving this problem. They however give some
leads on what important theoretical issues can be.

An inspection of the proof of [Bardos et al. 1992] shows that it uses the invariance of the observation
cylinder (0, T)) x w with respect to time in a crucial way. Hence, the method, if not modified, cannot be
applied to a general open subset of (0, 7) x . One of the contributions of the present work is to remedy
this issue. In fact, this is done by a significant simplification of the argument of [Bardos et al. 1992],
yielding a less technical aspect in one of the steps of the proof. Eventually, the result that we obtain
is in fact faithful to the intuition one may have. The proper geometric condition to impose on an open
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subset Q of (0, T) x €, for an observability condition of the form
Eo(u) gcf/ |0,u* dt dx )
0

to hold is the following: for any generalized ray ¢ + x(¢) initiated at time # = 0, there should be a time
0 < t; < T such that the ray is located in Q N {¢r = 1}, that is, (¢1, x(#1)) € Q. This naturally generalizes
the usual geometric control condition in the case where Q is the cylinder (0, T') X w.

One of the interesting consequences of our analysis lies in the following fact: if the geometric condition
holds for a time-dependent domain Q, a thinner domain for which the condition holds as well can be
simply obtained by picking a neighborhood of the boundary of Q. This can be viewed as a step towards
the reduction of the amount of data collected in the practical applications mentioned above.

We complete our analysis with a set of examples in very simple geometrical situations. Some of these
examples show that even if “many” rays are missed by a static domain, a moving version of this domain
can capture in finite time all rays, even with a very slow motion. However other examples show situations
in which “very few” rays are missed, and a slow motion of the observation set allows one to capture these
rays, yet implying that other rays remain away from the moving observation region for any positive time.
Those examples may become hard to analyse because of the complexity of the Hamiltonian dynamics
that governs the rays. Yet, they illustrate that naive strategies can fail to achieve the fulfillment of the
geometric control condition. Those examples show that further study would be of interest, with a study
of the increase or decrease of the minimal control time as an observation set is moved around. Some
examples show that this minimal control time may not be continuous with respect to the dynamics we
impose on a moving control region.

1B. Setting. Let (M, g) be a smooth d-dimensional Riemannian manifold, with d > 1. Let €2 be an open
bounded connected subset of M, with a smooth boundary if 02 # &. We consider the wave equation
32U —Agu=0 3)
in R x Q. Here, Ag denotes the Laplace—Beltrami operator on M, associated with the metric g on M. If
the boundary a2 of 2 is nonempty, then we consider boundary conditions of the form
Bu=0 onRx 0%, @)
where the operator B is either
o the Dirichlet trace operator, Bu = u|3q;
o or the Neumann trace operator, Bu = 9,u3q, where 9, is the outward normal derivative along 9€2.

Our study encompasses the case where €2 = &: in this case, €2 is a compact connected d-dimensional
Riemannian manifold. Measurable sets are considered with respect to the Riemannian measure dx, (if M
is the usual Euclidean space R" then dx, is the usual Lebesgue measure).

In the case of a manifold without boundary or in the case of homogeneous Neumann boundary
conditions, the Laplace-Beltrami operator is not invertible on L?(£2) but is invertible in

/ u(x)dx, = 0}.
Q

L3(Q) = {u e L*(Q)
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In what follows, we set X = LS(Q) in the boundaryless case or in the Neumann case, and X = L*(Q)
in the Dirichlet case (in both cases, the norm on X is the usual L?-norm). We denote by A = —A,, the
Laplace operator defined on X with domain

D(A)={ue X | Au € X and Bu = 0}

with one of the above boundary conditions whenever 02 # &.
Note that A is a selfadjoint positive operator. In the case of Dirichlet boundary conditions, X = L?(2)
and we have

D(A) = H*(Q)NH)(Q), DAY =H}(Q) and DAY? =H 1 (Q),

where the dual is considered with respect to the pivot space X. For Neumann boundary conditions,
X = L}(X) and we have

D(A) ={ue HX(Q)NLAX) | (du/dn)jpq =0} and D(AY?) =H'(Q)NLi(X).

The Hilbert spaces D(A), D(A'Y?), and D(A'/?) are respectively endowed with the norms ||u| pa) =
I Aull 2. lullpearey = 1A 2ull 2y and lull pearzy = 1A 2l 2(q).-

Forall (1’ u')e D(AY?)x X (resp. X x D(A'Y?Y)), there exists a unique solution u € ¢O(R; D(A'?)N
€1 (R; X) (resp. u € €°(R; X) N €' (R; D(A'/?)")) of (3)~(4) such that u;—o = u° and d;u;—o = u'. In
both cases, such solutions of (3)—(4) are to be understood in a weak sense.

Remark 1.1. In (3), we consider the classical d’ Alembert wave operator L1, = af — Ag. In fact, the
results of the present article remain valid for the more general wave operators of the form

P = atz — Z a;j(x)0y, dy; + lower-order terms,
iJ
where (a;;(x)) is a smooth real-valued symmetric positive definite matrix, and where the lower-order
terms are smooth and do not depend on ¢. We insist on the fact that our approach is limited to operators
with time-independent coefficients as in [Bardos et al. 1992].

1C. Observability. Let Q be an open subset of R x Q. We denote by X o the characteristic function of Q,
defined by xo(t,x) =11if (#,x) € Q and xo(t, x) = 0 otherwise. We set

() ={x €| x) e 0},

sothat O ={(t,x) eRx Q |t eR, x e w(t)}. Let T > 0 be arbitrary. We say that (3)—(4) is observable
on Q in time T if there exists C > 0 such that

T
CI ) gy < 0 Dl o170 = | [ It 0P d )
w
for all (u, u') € D(A'/?) x X, where u is the solution of (3)—(4) with initial conditions u|,—¢ = u” and
Ol |1=0 = u'. One refers to (5) as to an observability inequality.

The observability inequality (5) is stated for initial conditions w® u'y € D(AY?) x X. Other energy
spaces can be used. An important example is the following proposition.
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Proposition 1.2. The observability inequality (5) is equivalent to having C > 0 such that

T
0 2 2 2
C”(“ ’ Ml)“XXD(Al/Z)/ g ”XQM”Lz((O,T)XQ) Z/O /( ) |I/t(t,X)| d)Cg dt (6)
w(t

for all W’ u') € X x D(AY2Y, where u is the solution of (3)—(4) with initial conditions u;—o = u® and

8[M|[:() = l/tl.
This proposition is proven in Section 2B.

In the existing literature, the observation is most often made on cylindrical domains Q = (0, 7)) x w for
some given 7" > 0, meaning that w(#) = w. In such a case where the observation domain w is stationary,
it is known that, within the class of smooth domains €2, the observability property holds if the pair (w, T)
satisfies the geometric control condition (in short, GCC) in 2 (see [Bardos et al. 1992; Burq and Gérard
1997]). Roughly speaking, it says that every geodesic propagating in €2 at unit speed, and reflecting at the
boundary according to the classical laws of geometrical optics, so-called generalized geodesics, should
meet the open set @ within time 7.

In the present article, our goal is to extend the GCC to time-dependent observation domains. For a
precise statement of the GCC, we first recall the definition of generalized geodesics and bicharacteristics.

1C1. The generalized bicharacteristic flow of R. Melrose and J. Sjostrand. First, we define generalized
bicharacteristics in the interior of €2. There, they coincide with the classical notion of bicharacteristics.
Second, we define generalized bicharacteristics in the neighborhood of the boundary.

Symbols and bicharacteristics in the interior. The principal symbol of —A, coincides with the cometric g*
defined by
(€, v)*

max
veT, M\{0} gx (v, V)

giE, §) =

for every x € M and every & € T* M. In local coordinates, we denote by g;;(x) the Riemannian metric g
at point x; that is, g(v, 0)(x) = g;; (x)v’ (x)v/ (x), for v, ¥ € T M, that is, two vector fields, and by g%/ (x)
the cometric g* at x, that is g*(w, ®)(x) = g" (x)w; (x)®; (x) for w, ® € T*M, that is, two 1-forms. In
local coordinates, the Laplace—Beltrami reads

—Dg = —g(x)" 1?3 (g(x)"?g" (x);).

In R x M, the principal symbol of the wave operator af — Agisthen p(t,x,7,8) = . gy, &).
In T*(R x M), the Hamiltonian vector field H, associated with p is given by H,f = {p, f} for
f e €1 (T*(R x M)). In local coordinates, H), reads

Hp, = 3:pd;+ Ve p Vi — Vip Vi = =270, + 27 (0)&dy, — 0y, 8™ (x)&:&1 0,

with the usual Einstein summation convention. Along the integral curves of H,, the value of p is
constant as H,, p = 0. Thus, the characteristic set Char(p) = {p =0} is invariant under the flow of H,,.
In T*(R x M), bicharacteristics are defined as the maximal integral curves of H), that lay in Char(p).
The projections of the bicharacteristics onto M, using the variable ¢ as a parameter, coincide with the
geodesics on M associated with the metric g travelled at speed 1.
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We set Y =R x Q. We denote by Chary (p) the characteristic set of p above Y, given by
Chary(p) = {p=(t,x,7,§) e T*(Rx M)\ 0 | x € Q and p(p)=0}.

Coordinates and Hamiltonian vector fields near and at the boundary. Close to the boundary R x 0€2,
using normal geodesic coordinates (x’, x;), the principal symbol of the Laplace-Beltrami operator reads
55 +2(x,&). Set y=(¢t,x), y'=(t,x’) and y, = x4. Here n = d + 1. In these coordinates, the principal
symbol of the wave operator takes the form p(y', y,, ', n,) = 77,% +r(y,n’), where r is a smooth y,-family
of tangential (differential) symbols, and the boundary R x 92 is locally parametrized by y" and given by
{yn = 0}. The open set R x 2 is locally given by {y, > 0}.

The variables n = (1, n,) are the cotangent variables associated with y = (y/, y,,). We set

AT*Y ={p=(y.m) € T* R x M) | y,=0}

as the boundary of T*Y = {p=(y,n) € T*(R x M) | y € Y}. In those local coordinates, the associated
Hamiltonian vector field H,, is given by

H, =V, rVy+2n,0, —V,rv,.

We denote by rg the trace of r on dT*Y, that is, ro(y’, n’) = r(y’, y»=0, n'). We then introduce the
Hamiltonian vector field above the submanifold {y, = 0}:

Hy,y = VyyroVy — VyroVy.

The compressed cotangent bundle. On Y, for points y = (y/, y,) near the boundary, we define the vector
fiber bundle *TY = Uyer bT,Y, generated by the vector fields 3, and y,dy,, in the local coordinates
introduced above. We then have the natural map

jiTY =Py =TS i e 00 yamn),s
yey
expressed here in local coordinates for simplicity. In particular:
e If y e R x Q then bTy*Y = j(T;‘Y) is isomorphic to Ty*Y = T;‘([RR x M).
e If y e R x 02 then bTy*Y = j(Ty*Y) is isomorphic to Ty*([R{ X 0€2).

The bundle *T*Y is called the compressed cotangent bundle, and we see that it allows one to patch
together Ty* (R x M) in the interior of Q and T;‘ (R x 9€2) at the boundary in a smooth manner, despite
the discrepancy in their dimensions.

Decomposition of the characteristic set at the boundary. We set ¥ = j(Chary(p)) C bT*Y and
%o = Zpy,=0 Cd°T*Y ="T*Y}y,—0 = T*(R x 3Q).

Using local coordinates (for convenience here), we then define G C X by r(y, n') =ro(y', ') =0 as the
glancing set and H = X \ G as the hyperbolic set. Hence, if p = (¥, y,=0, ") € ¥ then

peH < r(y,n) <0, peCG < ry(y,n)=0.
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The set of points (¥, y,=0, 1) € °T*Y}y,—o such that ro(y', n’) > 0 is referred to as the elliptic set E.
Wealsoset S =S UE =% U bT*Ym:o and we set the cosphere quotient space S*3 to be 3/(0, +00).
The glancing set is itself written as G = G*> D G3 D --- D G*, with p = (¥, y, =0, ) in G**2 if and
only if
M =ro(p) =0, Hjri(p)=0, 0<j<k,
where r1(p) = 3y, (Y, y» =0, ). Finally, we write G?\ G?, the set of glancing points of order exactly 2,
as the union of the diffractive set Gf, and of the gliding set G2; that is, G2\ G> = Gfl U Gi,, with

pE Gfl (resp. Gé) <— p€ G? \ G? and ri(p) <0 (resp. > 0).

Similarly, for £ > 2, we write G2¢\ G**!, the set of glancing points of order exactly k = 2¢, as the union
of the diffractive set fo and the gliding set sz; that is, G*¢\ G*+! = fo U Gi,z, with

pE fo (resp. G?) < p¢€ G* \ G>**! and Hrz(f*zrl (p) <0 (resp. > 0).

We shall call points in G4 = (>, G?f diffractive.
Observe that a bicharacteristic going through a point of G¥ projects onto a geodesic on M that has a
contact of order £ with R x 9€2.

Generalized bicharacteristics. What we introduced above now allows us to give a precise definition of
generalized bicharacteristics above Y.

Definition 1.3. A generalized bicharacteristic of p is a differentiable map
R\ B> s y(s) € (Chary(p) \dT*Y)U j~1(G),
where B is a subset of R made of isolated points, that satisfies the following properties:
(i) y'(s) = H,(y (s)) if either y (s) € Chary(p) \ 9T*Y or y(s) € j*I(Gd).
(i) ¥'(s) = Hyy (v () if y(s) € j7(G\ Go).
(iii) If sg € B, there exists § > 0 such that y (s) € Chary (p)\dT*Y for s € (so—3, s0)U(s0, so+3). Moreover,

0iy(s) exist and y; = y+ = 0; i.e.,, p= € Chary(p) N IT*Y,
=n", and n, =—n;. Thatis, p™ and p~ lay in the same hyperbolic fiber above a

the limits p* = (y*, *) = lim
/!

§—>S,

y =y
point in °T*Y|, —o: j(p™) = j(p~) € H.

Point (i) describes the generalized bicharacteristic in the interior, that is, in 7*(R x €2), and at diffractive
points, where it coincides with part of a classical bicharacteristic as defined above. Point (ii) describes
the behavior in G \ G, thus explaining that a generalized bicharacteristic can enter or leave the boundary
oT*Y or locally remain in it. Point (iii) describes reflections when the boundary a7*Y is reached
transversally by a classical bicharacteristic, that is, at a point of the hyperbolic set. While s — £(s)

2In the sense of Taylor and Melrose the terminology diffractive only applies to G(zl. Here, we chose to extend it to | J >1 G?f
as we shall refer to nondiffractive points, that is, points in the complement of G4, in Section 4. In the literature nondiffractive
points are defined this way but diffractive points are often defined according to Taylor and Melrose. Then, the set of nondiffractive
points and the set of diffractive points are not complements of one another; a source of confusion.
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exhibits a jump at such a point, s — #(s) and s — x(s) can both be extended by continuity there. We
shall thus proceed with this extension. Above, for clarity we chose to state point (iii) in local coordinates
near the hyperbolic point. The generalized bicharacteristics are however defined as a geometrical object,
independent of the choice of coordinates.

Definition 1.4. Compressed generalized bicharacteristics are the image under the map j of the generalized
bicharacteristics defined above.

If ’y = j(y) is such a compressed generalized bicharacteristic, then ”y : R — ®T*Y \ E is a continuous
map (if one introduces the proper natural topology on ?T*Y).

Using ¢ as parameter, generalized geodesics for €2, travelled at speed 1, are then the projection on M
of the (compressed) generalized bicharacteristics. Generalized geodesics remain in Q. We shall call a
“ray” this projection following the terminology of geometrical optics.

An important result is then the following.
Proposition 1.5. A (compressed) generalized bicharacteristic with no point in G*° is uniquely determined
by any one of its points.

We refer to [Melrose and Sjostrand 1978] for a proof of this result and for many more details on

generalized bicharacteristics (see also [Hormander 1985, Section 24.3]).

1C2. A time-dependent geometric control condition. With the notion of compressed generalized bichar-
acteristic recalled in Section 1C1, we can state the geometric condition adapted to a time-dependent
control domain.

Definition 1.6. Let Q be an open subset of R x Q, and let T > 0. We say that (Q, T) satisfies the
time-dependent geometric control condition (in short, t-GCC) if every generalized bicharacteristic
by :R—PT*Y \ E, s — (t(s), x(s), T(s), £(s)), is such that there exists s € R such that #(s) € (0, T)
and (z(s), x(s)) € Q. We say that Q satisfies the r-GCC if there exists T > 0 such that (Q, T) satisfies
the ¢-GCC.

The control time Tp(Q, €2) is defined by

To(Q, ) =inf{T > 0| (Q, T) satisfies the t-GCC},

with the agreement that To(Q, ) = 400 if Q does not satisfy the r-GCC.
The -GCC property of Definition 1.6 is a time-dependent version of the usual GCC.
Remark 1.7. Several remarks are in order.

(1) The r-GCC assumption implies that the set O = |, c(0.7) @ (1) 1s a control domain that satisfies the
usual GCC for atime T > Ty(Q, Q).

(2) It is interesting to note that the control time 7p(Q, €2) is not a continuous function of the domains
for any reasonable topology (see Remark 3.1 below).
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Figure 1. Reflections of generalized geodesics at some corner: a right angle corner (left)
and a general corner (right).

(3) Observe that if (Q, T') satisfies the t-GCC, a similar geometric condition may not occur if the time
interval (0, T') is replaced by (9, fo + 7). As the set Q is not a cylinder in general, by nature the
t-GCC is not invariant under time translation.

(4) Note that Q cannot be chosen as an open set of R x € instead of R x Q. Consider indeed the case
of a disk: if Q is an open set of R x €2 then the ray that glides along the boundary never enters Q.
This coincides with the so-called whispering gallery phenomenon.

1D. Main result.

Theorem 1.8. Let Q be an open subset of R x Q that satisfies the t-GCC. Let T > To(Q, Q). If 3Q # @,
we assume moreover that no generalized bicharacteristic has a contact of infinite order with (0, T) x €2,
that is, G = @. Then, the observability inequality (5) holds.

Theorem 1.8 is proven in Section 2A. By Proposition 1.2 we have the following result.
Theorem 1.8". Under the same assumptions as Theorem 1.8 the observability inequality (6) holds.

Remark 1.9. (1) In the case where 92 # &, the assumption of the absence of any ray having a contact
of infinite order with the boundary is classical (see [Bardos et al. 1992]). Note that this assumption is not
useful if M and 0€2 are analytic. This assumption is used in a crucial way in the proof of the theorem to
ensure uniqueness of the generalized bicharacteristic flow, as stated in Proposition 1.5.

(2) We have assumed here that, if 02 # &, then 02 is smooth. The case where <2 is not smooth is open.
Even the case where 0€2 is piecewise analytic is open. The problem is that, in that case, the generalized
bicharacteristic flow is not well defined since there is no uniqueness of a bicharacteristic passing over a
point. This fact is illustrated in Figure 1 (right) where a ray reflecting at some angle can split into two
rays. However, it clearly follows from our proof that Theorem 1.8 is still valid if the domain €2 is such
that this uniqueness property holds (like in the case of a rectangle). In general, we conjecture that the
conclusion of Theorem 1.8 holds true if all generalized bicharacteristics meet 7*Q within time 7. This
would require however extending the classical theory of propagation of singularities. Proving this fact is
beyond of the scope of the present article. We may however assert here, in the present context, that the
result of Theorem 1.8 is valid in any d-dimensional orthotope.
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Remark 1.10. In the case of a 1-dimensional wave equation with Dirichlet boundary conditions, the
corresponding statement of Theorem 1.8 is proven in [Castro et al. 2014] by means of the d’ Alembert
formula. The proof we provide in Section 2A is general and follows [Bardos et al. 1992; Burq and Gérard
1997]. In fact, as already mentioned in Section 1A, a key step of the approach of these papers is simplified
here, and more precisely, it consists of several steps. Firstly, a weaker version of the observability
inequality is proven; in the present article, this is done in Lemma 2.1. Secondly, the so-called set of
invisible solutions, defined by (16), is shown to be reduced to zero; in the present article, this is done
in Lemma 2.3. Thirdly, the observability inequality is proven to hold by means of the result of the two
previous steps. Our simplification with respect to [Bardos et al. 1992; Burq and Gérard 1997] lies in
the second step. The argument is much shorter than the original one and, in the present analysis of a
time-varying observation region, it turns out to be crucial, as the more classical argument of [Bardos et al.
1992; Burq and Gérard 1997] cannot be applied.

1E. Consequences.

1E1. Controllability. By the usual duality argument (the Hilbert uniqueness method, see [Lions 1988a;
1988b]), we have the following equivalent result for the control of the wave equation with a time-dependent
control domain, based on the observability inequality (6) that follows from Theorem 1.8’

Theorem 1.8". Let Q be an open subset of R x Q that satisfies the t-GCC. Let T > To(Q, Q). If 9Q # @
we assume moreover that no generalized bicharacteristic has a contact of infinite order with (0, T) x 9€2,
that is, G* = @. Setting w(t) = {x € Q| (¢, x) € Q}, we consider the wave equation with internal control

u—DNgu=xof (7

in (0, T) x Q, with Dirichlet or Neumann boundary conditions (4) whenever 02 # @, and with [ €
L*((0, T) x ). Then, the controlled equation (7) is exactly controllable in the space D(A'?) x X,
meaning that, for all (u® u') and (V°, v') in D(A'/?) x X, there exists f € L>((0, T) x Q) such that the
corresponding solution of (7), with (w0, 0;uj;=0) = O ul), satisfies (U=, Orut)s=7) = 0 vh.

Remark 1.11. In the above result the control operator is f > xo f. We could choose instead a control

operator f > b(t, x) f with b smooth and such that Q = {(z, x) € R x Q| b(t, x) > 0}. Then with the
same -GCC we also have exact controllability in this case. The equivalent observability inequality is then

T
0 1yp2 2 2
Cll(u”,u )“XXD(AI/Z)/ < ”bu”Lz((O,T)xQ) :/0 /;zlb(t’ xX)u(t, x)|"dxg dt.

1E2. Observability with few sensors. We give another interesting consequence of Theorem 1.8, in
connection with the very definition of the #-GCC property, which can be particularly relevant in view of
practical applications.

Corollary 1.12. Let Q C R x Q be an open subset with Lipschitz boundary and let T > 0 be such that
(Q, T) satisfies the t-GCC. Then, every open subset V of [0, T] x Q (for the topology induced by R x M),
containing 3(Q N ([0, T] x Q)) is such that (V, T) satisfies the t-GCC and, consequently, observability
holds for such an open subset.
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0 0
0 Q Q =) Q! o |

Figure 2. Neighborhoods V of 8(Q N ([0, T] x ©)) in [0, 7] x Q (for the induced
topology). In middle and right pictures, a potential bicharacteristic that remains in the
interior of Q is represented.

Proof. Let R 3 s — 2y (s) be a compressed generalized bicharacteristic with  =7(s). As (Q, T) satisfies
the r-GCC, there exists #; € (0, T') and 51 € R such that r; = #(s;) and ”y (s1) € j(T*(Q)). Now, there
are two cases:

Case 1: There exists 5o € R such that r, = #(sp) € (0, T) and by (s2) ¢ j(T*(Q)). The continuity of
s+ by (s) into °T*Y \ E, in particular of its projection on R x €2, then allows one to conclude that there
exists s3 € R such that 13 = 1(s3) € (0, T) and ?y (s3) € j(T*(V)).

Case 2: For all s € R such that t =1(s) € (0, T) we have by(s) € j(T*(Q)). Such a bicharacteristic is
illustrated in Figure 2 (middle and right). Then s b y (s) enters j(T*(W)) for any neighborhood W of
{T}xw(T) (or {0} xw(0)). Thus, there exists s, € R such that t, =1 (s2) € (0, T) and *y (s2) € j (T*(V)). O

Remark 1.13. (1) The main interest of Corollary 1.12 is that it allows one to take the open set V “as
small as possible”, provided that it contains the boundary of Q N ([0, T'] x Q) (see Figure 2). As a
practical consequence, only few sensors are needed to ensure the observability property, or, by duality,
the controllability property, thus reducing the cost of an experiment.

Somehow, with an internal control we have d + 1 degrees of freedom for the control of d variables, and
this explains intuitively why the choice of a “thin” open set V is possible. The above corollary roughly
states that control is still feasible by using only d degrees of freedom. In terms of the control domain, this
means that we only need a control domain that is any open neighborhood of a set of Hausdorff dimension d.

(2) Observe that the proof of Corollary 1.12 and Figure 2 (middle and right) shows in fact that it suffices
to choose V as the union of a neighborhood of 9Q N (0, T') x 2 and a neighborhood of Q N {tr = 0} (or
ON{r=T}).

(3) Note that, if an open subset w of Q satisfies the usual GCC, then a small neighborhood of dw does not
satisfy necessarily the GCC. In contrast, when considering time-space control domains (i.e., subsets of
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R x S_2), the situation is different. For instance, if w satisfies the GCC, then any open subset of [0, T'] x Q
containing 9([0, T'] x w) = ([0, T] x dw) U ({0} x w) U ({T} x w) satisfies the -GCC; see Figure 2 (right).
(4) Note that T(Q, ) < liminf T (V, ) as V shrinks to 3(Q N ([0, T] x )), and that equality may fail
as there may exist some bicharacteristics propagating inside Q and not reaching V for t € (¢, t,) for with
0 <1t <t <T;see Figure 2 (middle and right).

1E3. Stabilization. Theorem 1.8 has the following consequence for wave equations with a damping
localized on a domain Q that is time-periodic.

Corollary 1.14. Let Q be an open subset of R x Q, satisfying the t-GCC. Let T > To(Q, Q). If
082 #£ J, we assume moreover that no generalized bicharacteristic has a contact of infinite order with
(0, T) x 9%, that is, G= = Q. Setting w(t) = {x € Q| (¢, x) € Q}, we assume that w is T -periodic, that
is, w(t+T) = w(t), for almost every t € (0, T). We consider the wave equation with a local internal
damping term

07U — Aguu+ X du =0 (8)

in (0, T) x Q, with Dirichlet or Neumann boundary conditions (4) whenever 02 # &. Then, there exists
w = 0and v > 0 such that any solution of (7), with (u(0), 0,u(0)) € D(AY?) x X, satisfies

Eo(u)(t) < Eo(u)(0)e ™,

where we have set Eo(u)(t) = %(I|A1/2u(t)||i2(9) + ||a’”(t)”i2(§z))‘

Corollary 1.14 is proven in Section 2C.

2. Proofs

2A. Proof of Theorem 1.8. The proof follows the classical chain of arguments developed in [Bardos
et al. 1992; Burq and Gérard 1997], with yet a simplification of one of the key steps, as already pointed
out in Remark 1.10. This simplification is a key element here. The original proof scheme would not allow
one to conclude in the case of a time-dependent control domain.

For a solution u of (3)—(4), with u;—o = u® e D(AY?) and Ol ji=0 = u' € X, we use the natural energy

Eou)(6) = 5(le@ 41y + 10w @) ). ©
In the proof, we use the fact that this energy remains constant as time evolves, that is,
Eo() () = Eo@)(0) = 5 (1’ 412 + ' 15) = 31 )G 4172y 00 (10)

and we shall simply write Eq(u) at places.
We first achieve a weak version of the observability inequality.

Lemma 2.1. There exists C > 0 such that
0 2 2 0 1y2
C”(M ,Ml)”D(Alﬂ)XX < ”XQ atu||L2((0’T)XQ)+”(M , U )HXXD(AI/Z)’ (11)

for all @’ u') € D(AY?) x X, where u is the corresponding solution of (3)—(4) with uj;—o = u® and

Ol )j—0 = ul.
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Remark 2.2. With respect to the desired observability inequality (5), the inequality (11) exhibits a
penalization term, [|(u°, u")|y D2y, on the right-hand side. Note that the Sobolev spaces under
consideration have no importance, and instead of X x D(A'/%)’ we could as well have chosen H'/275(Q) x
H~'/275(Q) for any s > 0. The key point lies in the fact that the space D(A!/?) x X is compactly embedded
into X x D(A'/?Y..

Proof. We prove the result by contradiction. We assume that there exists a sequence (ug, M,i)neN in
D(A'Y?) x X such that

I, u) I parsyx =1 ¥neN, (12)
1@, ullxxparzy — 0 asn — +oo, (13)
X0 drutnllL2(0,1yx) = 0 asn — 400, (14)

where u, is the solution of (3)—(4) satisfying u,;—o = ”2 and 0;up ;=0 = u,ll. From (12), the sequence
(ug, u,ll)neN is bounded in D(A'/?) x X, and using (13) the only possible closure point for the weak
topology of D(A'?) x X is (0, 0). Therefore, the sequence (ug, ”,11)7167\1 converges to (0, 0) for the weak
topology of D(A'/?) x X. By continuity of the flow with respect to initial data, it follows that the sequence
(Un)nen Of corresponding solutions converges to 0 for the weak topology of H'((0, T) x ); in particular,
it is bounded.

Up to a subsequence (still denoted (u,),en in what follows), according to Proposition A.1 in the
Appendix, there exists a microlocal defect measure p on the cosphere quotient space S *3 introduced in
Section 1C such that

(Ruy,, u,) — (u,k(R)) asn— +00 (15)

for every R € WO(Y) with «(R) to be understood as a continuous function on S 3,

It follows from (14) that u vanishes in j(T*Q)N S *3. As is well known, the measure y is invariant®
under the compressed generalized bicharacteristic flow [Lebeau 1996; Burq and Lebeau 2001]. The
definition of this flow is recalled in Section 1CI1.

The #-GCC assumption for Q then implies that o vanishes identically (see [Bardos et al. 1992; Burq
and Gérard 1997]). This precisely means that (u,),en strongly converges to O in H 10, T) x Q).

Now, we let 0 < #; < t, < T. The above strong convergence implies that

n
/ Eo(u,)(t)dt - 0 asn— +o0,
n

3The theorem of propagation for measures is proven in [Lebeau 1996] for a damped wave equation with Dirichlet boundary
condition. We claim that the same proof applies with Neumann boundary condition. First, using the notations and result numbers
in that paper, we still have ©y = 0 in the Neumann case, where 1 is defined by (A.18). Then, the proof of Theorem A.1 about
the propagation of the measure still applies in the Neumann case: First, one can assume that the tangential operator Q) that
appears in (A.28) satisfies dx Qgl|y—=0 = 0, to assure that Qqu still satisfies the Neumann boundary condition. Then inequality
(A.29) holds true as well, since the theorem of propagation of Melrose and Sjostrand [1978; 1982] holds true in the Neumann
case. Finally, estimate (A.33) of [Lebeau 1996] remains valid since the energy estimate holds true in the Neumann case.



GEOMETRIC CONTROL CONDITION FOR THE WAVE EQUATION 997
with the energy Ey defined in (9). As this energy is preserved (with respect to time ¢), this implies that
Eo(un)(0) = 5 (lup 5 pim + lluplx) = 0 asn — oo,
yielding a contradiction. U

We define the set of invisible solutions as

Nr={ve H'((0,T) x ) | v is a solution of (3)~(4),
with vj,—o € D(A"?), d,v—0 € X and xo dv =0}, (16)

2

equipped with the norm ||v||%,T = ||v|,:0||D(A1/2)

+ ||8,v|,:0||%(. Clearly, N7 is closed.
Lemma 2.3. We have Nt = {0}.
In other words, due to the r-GCC assumption, there is no nontrivial invisible solution.

Proof. First, the -GCC assumption combined with the propagation of singularities along the generalized
bicharacteristic flow (see [Hormander 1985, Theorem 24.5.3]) implies that all elements of N7 are smooth
functions on (0, T') x €2, up to the boundary. In particular, if v € N7 then d,v € N7.

Second, we remark that, since the operator 3> — A ¢ 18 time-independent (as well as the boundary
condition), the space N7 is invariant under the action of the operator o;.

Third, applying the weak observability inequality of Lemma 2.1 gives

2
Cllvlly, = Cll(i=0, 8:vji=0)l a2y xx < I1(Wi=0, 31 Vj=0) I x x D(A1 2y

for every v € Nr. Since D(A'?) x (D(AY?)Y is compactly embedded into X x D(A'2Y, this implies
that the unit ball of N7 is compact and thus N7 is finite-dimensional.

We are now in a position to prove the lemma. The proof goes by contradiction. Let us assume that
N7 # {0}. The operator 9, : Ny — Nr has at least one (complex) eigenvalue A, associated with an
eigenfunction v € Nt \ {0}. Since d;v = v, it follows that v (¢, x) = eMw(x), and since (Bt2 —AHv =0
we obtain (A2 — A ¢)w = 0. Note that A # 0 (in the Neumann case, we have w € L%(Q)). Now, take any
t€(0,T) such that () ={x € Q| (t, x) € Q} # . Since xp ;v =0 and thus xpv =0, it follows that
w = 0 on the open set w(¢). By elliptic unique continuation we then infer that w = 0 on the whole £,
and hence v = 0. This is a contradiction. O

Let us finally derive the observability inequality (5). To this aim, the compact term on the right-hand
side of (11) must be removed. We argue again by contradiction, assuming that there exists a sequence
(), up)nen in D(A'?) x X such that

Iy u)lparyxx =1 ¥n €N, (17)
X0 drunllL2co,ryxq) — 0 asn — 400, (18)

where u,, is the solution of (3)—(4) such that u,;—g = ug and 0;u, ;=0 = u,ll. From (17), the sequence
(ug, u}l)neN is bounded in D(A!/?) x X, and therefore, extracting if necessary a subsequence, it converges
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to some (u”, u') € D(A'/?) x X for the weak topology. Let u be the solution of (3)—(4) such that U= = u®
and 0;u =0 = u'. Then, X0 0iu, — X 0;u weakly in L%((0,T) x ) implying

X0 dull 20,1y x0) < }}?ﬁgf X0 drutnllL2(0,1)x2) = 0s

and hence u € N7. It follows from Lemma 2.3 that ¥ = 0. In particular, we have then @® u") = (0, 0)
and hence (1%, ul),en converges to (0, 0) for the weak topology of D(A'/?) x X, and thus, by compact
embedding, for the strong topology of X x D(A'/?)". Applying the weak observability inequality (11)
raises a contradiction. This concludes the proof of Theorem 1.8. ]

2B. Proof of Proposition 1.2. First, we assume that the observability inequality (5) holds. Let v be a
solution of (3)~(4), with initial conditions (v°, v!) € X x D(A'/2)". We set u = [; v(s) ds — A~'v!. Then
0;u = v and we have u,—o = u’=—-A""v! € D(A'?), and Ol ji=0 = u' =v° € X. Moreover, we have

a,zu(t)=a,v(t)=/ afv(s)ds+atv(0)=—f Av(s)ds +v' = —Au().
0 0

Since v = du and [|(u®, u') [ pearizyxx = 1AV, V) parzyx = 1% V) lxxpearey. applying the
observability inequality (5) to u, we obtain (6).

Second, we assume that the observability inequality (6) holds. Let u be a solution of (3)—(4), with
initial conditions (u°, u') € D(A'/?) x X. We set v = d,u. Then v is clearly a solution of (3)—(4), with

Vjr=0 = v =u' € X and

dvp=o = v' = 9 up—o = —Au—o = —Au’ € D(A'?)"
Since
1 . 1
1% ) s parzy = 1@, Au®) s pearzy = 160w pearzyxxs

applying the observability inequality (6) to v = 0,u, we obtain (5). ([l

2C. Proof of Corollary 1.14. 1t is proven in [Haraux 1989] that a second-order linear equation with
(bounded) damping has the exponential energy decay property if and only if the corresponding conservative
linear equation is observable. The extension to our framework is straightforward. We however give a
proof of Corollary 1.14 for completeness.

By Theorem 1.8, there exists Cy > 0 such that

N
Co(IlA 2 pu=oll72 (g + 10:b=0l72(g)) < / 19: 31720 ryy 41, Where S=E€T, £eN*,  (19)
0

for ¢ solution of 32¢ = A,¢, with (=0, d¢—0) € D(A?) x X.

Let now u be a solution of (8) with (u|,—o, 0;u;=0) € D(A'?) x X. Let us prove that we have an
exponential decay for its energy. We consider ¢ as above with the initial conditions ¢|,—o = u|;—o and
0;¢)1=0 = 0;u;=0. Then, setting 6 = u — ¢, we have

8?0 —DNgO = X0 Oitt, O=0=0, 0,6,,=0=0. (20)

Observe that 3;u € L>(R x Q) yielding 0 € °(R; D(A/?)) N¢' (R; X).
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Replacing the right-hand side of (20) by f in H'(R x ), we have 6 € €°(R; D(A))NE (R; D(A!/?)).
Recalling the definition of Ey in the statement of Corollary 1.14, we find

%Eo(Q)(t) = (8,0(1), AB(1) +076(1)) 2@ = (30 (1), f)12(0)-

Continuity with respect to f and a density argument then yield %Eo 0)() = (0,0(1), Xw Ortt) 12(q)- With
two integrations with respect to ¢ € (0, S), using that Ey(6)(0) = 0, we obtain, by the Fubini theorem,

s s
/ Eo0)(t)dt = / (S—1 0;,0(t, x) d;u(t, x) dxg dt.
0 0 (1)
With the Young inequality, we have

N N N
1
fo Eo(0)(1)d1 < S? fo 18024172 42 + 5 /0 19:601172 g 1

With the definition of Ey(0)(¢), we then infer that

/Osuateu%z(m dt < 452/0S||a,u||§2(w(t)) dt. 21)

Now, since ¢ = u — 0, we have ||8,¢||iz(w(t)) < 2||8tu||iz(w(t)) + 2||8,9||22(Q), yielding, using (21),
/0 S||a,¢||’i2(w(t)) dt < (2+85?) /0 S||atu||§2(w(,)) dt. (22)
Arguing as above, we have j—tEo(u)(t) = —||o;u(t, x)||iz(w(t)). Using this property, inequalities (19) and

(22), and the fact that ¢;—¢o = u;—o and 9;¢;,—o = 9;u|,=0, we deduce that
CoEo(u)(0) = CoEo(¢)(0) < (2+ 852)(Eo(u)(0) — Eo(u)(9)),

or rather Eo(u)(S) < (1 —Co/(2+ 852)) Eo(1)(0). For S chosen sufficiently large, that is, for £ € N*
chosen sufficiently large, we thus have Eq(u)(S) < o Eo(u#)(0) with 0 < o < 1.

Since w is T-periodic and thus S-periodic, the above reasoning can be done on any interval (kS,
(k+1)S), yielding Eo(u)((k + 1)S) < aEo(u)(kS) for every k € N. Hence, we obtain Eg(u)(kS) <
ok Eo(u)(0).

For every t € [kS, (k+ 1)S), noting that k = [¢/S] > t/S — 1, and that log(«x) < 0, it follows that
ok < (1/a) exp(In(e)/St) and hence Eg(u)(t) < Eo(u)(S) < pexp(—vt)Eg(u)(0) for some positive
constants u and v that are independent of «. (I

3. Some examples and counterexamples

In the forthcoming examples, we shall consider several geometries in which the observation (or control)
domain w(t) = {x € Q| (¢, x) € Q} is the rigid displacement in 2 of a fixed domain, with velocity v.
Then the resulting observability property depends on the value of v with respect to the wave speed.

In all our examples, in the presence of a boundary we shall consider Dirichlet boundary conditions. In
that case, generalized bicharacteristics behave as described in Section 1C1. We recall that, if parametrized
by time ¢, the projections of the generalized bicharacteristics on the base manifold travel at speed 1.
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Figure 3. Time-varying domains in dimension 1.

3A. In dimension 1. We consider M = R (Euclidean) and €2 = (0, 1). The rays have a speed equal to 1.
We set I = (0, a) for some fixed a € (0, 1), and we assume that the control domain w(t) is equal to
the translation of the interval I with fixed speed v > 0. We have, then, w(¢) = (vt, vt 4+ a) as long as
t € (0, (1 —a)/v). When w(t) touches the boundary, we assume that it is “reflected” after a time-delay
8 > 0 according to the following rule: if (1 —a)/v <t < (1 —a)/v+6then w(t) = (1 —a, 1). For larger
times ¢ > (1 —a)/v + 4 (and before the second reflection), the set w(#) moves in the opposite direction
with the same speed (see Figure 3).

This simple example is of interest as it exhibits that the control time depends on the value of the
velocity v with respect to the wave speed (which is equal to 1 here). We denote by Ty(v, a, §) the control
time. With simple computations (see also Figure 3), we establish that

21 —a)/(14+v) if0<v<landé >0,
To(v. a. 8) = 1—a ifv=1land é > 0,

1—-—a)@v+1)/(w(l+v)) if v>=1andé=0,

20 —a)+vd)(1+v) if v>1andé > 0.

Remark 3.1. Note that the control time 7y (v, a, §) is discontinuous in v and é. The control time is not
continuous with respect to the domain Q as already mentioned in Remark 1.7.

3B. A moving domain on a sphere. Let M = Q = S?, the unit sphere of R3, be endowed with the metric
induced by the Euclidean metric of R3. Let us consider spherical coordinates (8, ¢) on M, in which
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Figure 4. A time-varying domain on the unit sphere and a typical ray (great circle).

¢ = 0 represents the horizontal plane (latitude zero), and 8 is the angle describing the longitude along the
equator. Let a € (0, 2m) and ¢ € (0, 7/2) be arbitrary. For v > 0, we set

w@)={0,¢) | |lp|<e, vt<0<vt+a}

for every t € R. The set w(t) is a spherical square drawn on the unit sphere, with angular length equal to
2¢ in latitude, and a in longitude, and moving along the equator with speed equal to v (see Figure 4). We
denote by Ty(v, a, ¢) the control time as defined in Section 1C2.

For this example, an important fact is the following: every (geodesic) ray on the sphere propagates at
speed 1 along a great circle, with half-period 7. We thus have a simple description of all possible rays.
Note that, as the radius is 1, the speed coincides with the angular speed.

Proposition 3.2. Leta € (0, 27) and ¢ € (0, 1) be arbitrary. Then Ty(v, a, €) < +00 except for a finite
number of critical speeds v > 0. Moreover:

e To(v,a,e) ~(m—a)/vasv— 0.
e Ifv>v=Q2r —a+2e)/Q2¢) then Ty(v, a, ) < oo. If v — 400 then Ty(v, a, &) - m — 2¢.

Besides, if v € Q, then there exist ag > 0 and &y > 0 such that Ty(v, a, &) = 400 for every a € (0, ag) and
every € € (0, &p).

Obtaining an analytic expression of Ty as a function of (v, a, €) seems to be very difficult.

Note that the asymptotics above still make sense if either a > 0 or ¢ > 0 are small. This shows that we
can realize the observability property with a subset of arbitrary small Lebesgue measure (compare with
Corollary 1.12).

Proof of Proposition 3.2. First, we observe the following. Consider a ray propagating along the equator
(with angular speed 1), in the same direction as w(¢). If v = 1, depending on its initial condition, this
ray either never enters w(t) or remains in it for all time. Hence, Ty (v, a, €) = 4-00. In contrast, if v # 1,
then, such a ray enters w(¢) foratime 0 <t < 2n/|v— 1|, as 2 /|v — 1| > Qx —a)/|v —1|.
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Second, we treat the cases v large and v small, and we compute the asymptotics of Ty(v, a, ) (in the
argument, both a and ¢ are kept fixed).

Case v small: If 2rv < a, then every ray goes full circle in a time shorter than that it takes for the domain
to travel the distance a. It is then clear that every ray will have met w(¢) as soon as w(¢) has travelled
halfway way along the equator (up to the thickness of w(#) and the travel time of the ray itself). In other
words, we then have (7 —a)/v < Tp(v,a,e) < (m —a)/v+2x forv < vy =a/(2x).

Case v large: If v grows to infinity, then the situation becomes intuitively as if we have a static control
domain forming a strip of constant width & > 0 around the equator. For such a strip, the control time is
m — 2¢. More precisely, let us assume (2r —a + 2¢)/v < 2¢. Every ray entering the region {|¢| < €}
spends a time at least equal to 2¢ in this region. At worst, the control domain will have to travel the
distance 2t —a +2¢ to “catch” this ray (going full circle and more than the longitudinal distance travelled
by the ray itself). The condition v > v = 27 — a + 2¢)/(2¢) thus implies that all rays enter the moving
open domain w(¢) within time m —2e +2(w +¢)/v. Hence, m —2¢ < Tp(v,a,¢) <w —2e+2(mw +¢)/v.

Third, we consider the case vy < v < v;. To get some intuition, we consider, in a first step, that a
and ¢ are both very small, and thus consider w(#) as point moving along the equator. According to the
first observation we made above, let us consider a ray propagating along a great circle that is transversal
to the equator. It meets the equator at times #;, = to + kmw, k € Z, for some ty. If v is irrational then the
set of positions of the “points” w(#;), given by x(t;) = cos(vty) and y(¢) = sin(vf) in the plane (x, y)
containing the equator, is dense in the equator. Adding some thickness to w(¢), that is, having a > 0 and
¢ > 0, we find that every ray encounters the moving open set w(#) in a finite time if v is irrational. By a
compactness argument we then obtain Ty(v, a, €) < oo if v is irrational.

Fourth, considering again that a > 0 and ¢ > 0 are both very small, we shall now see that there do exist
rays, transversal to the equator, that never meet the moving “point” w(¢) whenever v € (). Writing v= p/q
with p and g positive integers, the set of points reached by (cos(vty), sin(vty)) at times #;, =ty + ki, with
k € Z, is finite. The following lemma yields a more precise statement.

Lemma 3.3. Let p and q be two coprime integers. We have

{kn/q lk=1,...,2q} if pisodd,

k d27 |k=1,...,2¢q}=
{kp7r/q mod 27 | q) {{an/q|k=1,...,q} if piseven (and q odd).

Thus, if v = p/q, with p and g coprime integers, the points (cos(vt), sin(vtx)) form the vertices of
a regular polygon in the disk. There are exactly 2¢ (resp. ¢) such vertices if p is odd (resp. even). In
this situation, it is always possible to find a ray transversal to the equator that never meets this set of
vertices. Now, this phenomenon persists in the case a > 0 and ¢ > 0 if both are chosen sufficiently small.
We have thus proven that, given v € Q@ N [vg, v1], there exist 0 < ayp < 27 and 0 < gy < 7/2 such that
To(v, a, e) =+oo for all a € (0, ap) and ¢ € (0, &). Note also that if a > 27 /g and ¢ > 0 then every ray
meets w(¢) in some finite time. By a compactness argument we then obtain 7y(v, a, €) < co. From that
last observation, we infer that, given a > 0 and ¢ > 0 fixed, the set of rational velocities v € (vg, v1) N Q
for which Ty(v, a, &) = 400 is finite. U
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Figure 5. A time-varying domain on the unit disk.

Proof of Lemma 3.3. We note that {kprr/q mod2n |k=1,...,2q}={kpm/q mod2r | k € Z}. 1t thus
suffices to prove the following two statements:

(1) For p even: VK € {1,...,q}, 3k € Z, Im € Z such that 2k’ = kp + 2mgq.
(2) For p odd: Vk e {1, ...,2q}, 3k € Z, Im € Z such that k' = kp + 2mq.

Since p and ¢ are coprime, there exists (a, b) € Z? such that ap + bg = 1. Moreover, if (a, b) is a
solution of that diophantine equation, then all other solutions are given by (a 4+ gn, b — pn), withn € Z.
Multiplying by 2k’, we infer that 2k’ = 2k’ap + 2k’bq, and the first statement above follows. For the
second statement, we note that, if p is odd, then, changing b into b — pn if necessary, we may assume
that b is even, say b = 2b". Then, multiplying by k’, we infer that k" = k’ap + 2k’b’q, and the second
statement follows. U

Before moving on to the next example, we stress again that the peculiarity of the present example (unit
sphere) is that all rays are periodic, with the same period 27r. The study of other Zoll manifolds would be

of interest. The situation turns out to be drastically different in the case of a disk, due to “secular effects
implying a precession phenomenon, as we are now going to describe.

3C. A moving domain near the boundary of the unit disk. Let M = R? (Euclidean) and let Q =
{(x,y) € R? | x> 4+ y% < 1} be the unit disk. Let @ € (0, 27) and ¢ € (0, 1) be arbitrary. We set, in polar
coordinates,

w®)={r0) el0,11xR|1—e<r<1, vt <0 <vi+a}

for every ¢ € R. The time-dependent set w(#) moves at constant angular speed v, anticlockwise, along the
boundary of the disk (see Figure 5). Its radial length is ¢ and its angular length is a.
Proposition 3.4. The following properties hold:

(1) Let a € (0,2m) and ¢ € (0, 1) be arbitrary. We have Ty(v,a, &) < 400 for every v > vy =
Q2r +2¢ —a)/(2¢e), and we have Ty(v, a, &) ~2 —2¢& as v — —+00.
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(2) Ifthere exists n € N\ {0, 1} such that v sin(w/n) € 7 Q, then there exist ag € (0, 2m) and g9 € (0, 1)
such that Ty(v, a, &) = +oo for all a € (0, ag) and € € (0, &p).

(3) For every v > 1, for every a € (0, 2m), there exists &y > 0 such that Ty(v, a, €) = +00 for every
e € (0, g).

(4) For every v > 0 and a € (0, ), there exists gy € (0, 1) such that Ty(v, a, &) = +00 for every
e € (0, g).

As for the case of the sphere presented in Section 3B, obtaining an analytic expression of Tp as a
function of (v, a, ) seems a difficult task.

The fact that Ty(v, a, &) = 400 provided that a > 0 and ¢ > 0 are chosen sufficiently small is in strong
contrast with the case of the sphere. This is due to the fact that, in the disk, the structure of the rays is
much more complex: there are large families of periodic and almost-periodic rays. The ray drawn in
Figure 7 produces some sort of “secular effect”, itself implying a precession whose speed can be tuned to
coincide with the speed v of w(¢), provided v > 1. We shall use this property in the proof.

We stress that for the third property we do not need to assume that a is small. Actually, a is any
element of (0, 2m). If a is close to 2, then w(¢) is almost a ring located at the boundary, moving with
angular speed v, with a “hole”. As this hole moves around with speed v there is a ray that periodically
hits the boundary and reflects from it exactly at the hole position.

Proof of Proposition 3.4. For a € (0, 2m) and ¢ € (0, 1) fixed, if v is very large, then the situation gets
close to that of a static control domain which is a ring of width ¢, located at the boundary of the disk.
For this static domain the control time is 2 — 2¢. In fact, all rays enter the region Q, = {1 —¢ <r < 1}
and the shortest time spent there is 2¢. During such time the angular distance travelled by the ray is less
than 2¢. Hence, if (2w +2¢ —a)/v < 2¢, one knows for sure that the ray will be “caught” by the moving
open set w(t) before it leaves €2.. Thus, for v > vy = (27w 4+2¢ —a)/(2¢) all rays enter w(¢) in finite time.
Moreover, we have 2 —2¢ < Ty(v, a, ) < 2 —2¢ + (27w + 2¢) /v. This yields the announced asymptotics
for Ty(v, a, €).

Let us now investigate the three cases where Ty (v, a, €) = 400 as stated in the proposition. For the
sake of intuition, it is simpler to first assume that ¢ > 0 and a > 0 are very small, and hence, that w(¢) is
close to being a point moving along the boundary of the disk, given by (cos(vt), sin(vt)).

Let us then consider, as illustrated in Figure 6, periodic rays propagating “anticlockwise” in the disk
(with speed equal to 1), and reflecting at the boundary of the disk according to Section 1Cl1, that is,
according to geometrical optics. The trajectory of such rays forms a regular polygon with vertices at
the boundary of the unit disk. Let n > 2 be the number of vertices. For n = 2, the ray travels along a
diameter of the disk, and passes through the origin; it is 4-periodic. For n = 3, the trajectory of the ray
forms an equilateral triangle centered at the origin; etc. The length of an edge of such a regular polygon
with n > 2 vertices is equal to 2 sin(wr/n). This means that there exists 7y € R such that this ray reaches
the boundary at times #; = fo + 2k sin(;r/n). Hence, if 2vsin(w/n) = (2pm)/q with p and g positive
integers, then the moving point (cos(vt), sin(vt)), taken at times #; ranges over a finite number of points
of 9€2. Therefore, there exists a periodic ray with n vertices never meeting w(¢). This property remains
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Figure 6. A periodic ray yielding a regular polygon.

clearly true for values of @ > 0 and of ¢ > 0 chosen sufficiently small. This show the second statement of
the proposition.

Let us now consider a ray propagating in the disk, as drawn in Figure 7, and reflecting at the boundary
at consecutive points Py, k € N. Denote by O the center of the disk, and by « the oriented angle ml.
If 0 < o < m, then the ray appears to be going “anticlockwise” as in Figure 7 (left); if « = r then the
ray bounces back and forth on a diameter of the disk; if # < o < 27, then the ray appears to be going
“clockwise” as in Figure 7 (right).

In any case, the distance Py P;, and more generally Py Py 1, is equal to 2 sin(e/2). Since the speed of
the ray is equal to 1, the ray starting from Py at time ¢ = 0 reaches the point P; at time 2 sin(c«/2), the point

2sin& P

9966

Figure 7. Rays propagating “anticlockwise””, 0 < o < m, (left) and “clockwise”*,
T <o <27, (right).
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Py at time #, = 2k sin(«/2), etc. Let t — P (¢) be the curve propagating anticlockwise along the unit circle,

with constant angular speed, passing exactly through the points Py at time #;. Its angular speed is then
o

2sin(a/2)’

and we call it the precession speed. This is the speed at which the discrete points Py propagate “an-

wp(a) =

ticlockwise” along the unit circle. Now, if the set w(¢) has the angular speed v = wp(a) (for some
a € (0, 2)), then there exists rays, as in Figure 7, that never meet w(¢), if a € (0, 27), provided that
¢ > 0 is chosen sufficiently small. Since the function o — wp (e) is monotone increasing from (0, 27) to
(1, 00), it follows that, for every v € (1, 00), there exists « € (0, 2r) such that v = wp(«), and therefore
To(v, a, &) = +oo provided that ¢ is chosen sufficiently small. For v = 1, there exists a gliding ray that
never meets w(¢). This can be seen as the limiting case @« — 0, as rays can be concentrated near the
gliding ray. We thus have proven the third statement of the proposition.

Now, still working with the configurations drawn in Figure 7 (right), for o € (7, 27), let P(¢) be the
curve propagating anticlockwise along the unit circle, with constant angular speed, passing successively
through Py at time 0O, through P, at time 4 sin(«/2), and Py at time 2k sin(«/2). Its angular speed is

2a 21 a-—m
4sin(e/2)  2sin(a/2)’

The function o — wp (o) is monotone increasing from (77, 277) to (0, +00). If the set w(t), with a € (0, )

wp(a) =

and & > 0 small, is initially (at time 0) located between the points Py and P its diametrically opposite
point, and if v = wp(«), then the ray drawn in Figure 7 (right) never meets w(¢). This is illustrated in
Figure 8. We have thus proven the last statement of the proposition. (I

Remark 3.5. (1) It is interesting to note that, even for domains such that a is close to 27, the t-GCC
property fails if v > 1 and if € is chosen too small. This example is striking, because in that case, if the
control domain were static, then it would satisfy the usual GCC (this is true as soon as @ > ). This
example shows that, when considering a control domain satisfying the GCC, then, when making it move,
the r-GCC property may fail. However, this example is a domain moving faster than the actual wave
speed. This is rather nonphysical.

(2) For the fourth property of the previous proposition we obtain a moving open set w(¢) with an “angular
measure” that is less than m, that is, 0 < a < 7 (see Figure 8). In fact, if one allows for w(#) to be not
connected, but rather the union of two connected components, for any velocity v € (0, +00) we can
exhibit moving sets whose “angular measure” is a close as one wants to 27 and yet the -GCC does not
hold. This is illustrated in Figure 9.

(3) If v cannot be chosen as large as desired (for physical reasons), Proposition 3.4 states that the r-GCC
does not hold true if @ > 0 and ¢ > 0 are too small. As shown in the proof above, this lack of observability
is due to a secular effect caused by geodesics whose trace at the boundary produces a pattern that itself
varies in time, with a precession speed that can be tuned to match that of the control domain. In fact,
a precession speed can be obtained as slow as one wants if « is chosen such that 7 < o < 7w 4+ § with
8 > 0 small. This is illustrated in Figure 10 (left). If one is close to regular polygons, as illustrated in
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Py

Figure 8. Illustration of Proposition 3.4(4) with t = 0 (left), t = 2sin(«/2) (middle),
and t =4 sin(«/2) (right).

Figure 9. Case of a disconnected moving open set w(¢) moving anticlockwise, not
satisfying the -GCC with yet a very large “angular” measure with ¢t = 0 (left), t =
2 sin(a/2) (middle), and t = 4 sin(«/2) (right).

Figure 10. Cases of slow precession speeds with 0 < o« — 27w (n —1)/n < §, with § small
and n > 2, that is, with a trajectory “close” to that of a periodic ray that forms a regular
polygon (see Figure 6): n=2and 7 <o < +6 (left), n=3 and 47 /3 <o <4m/3+§
(middle), n =4 and 37/2 < o < 3w /2 + 5 (right). Above P, is denoted by n.
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Figure 10, one obtains a precession pattern that can be used to deduce other families of examples of moving
domains w(¢) with multiple connected components with velocities v > 0 that do not satisfy the ¢-GCC.

(4) Proposition 3.4 has been established for the domain drawn in Figure 5, sliding anticlockwise along the
boundary with a constant angular speed. Other situations can be of interest: we could allow the domain to
move with a nonconstant angular speed. For instance, we could allow the domain to move anticlockwise
within a certain horizon of time, and then clockwise. This would certainly improve the observability
property. A situation that can be much more interesting in view of practical issues is to let the angular
speed of the control domain evolve according to v(t) = v + B sin(yt) (with g > 0 small), that is, with
a speed oscillating around a constant value v. We expect that such a configuration, with an appropriate
choice of coefficients, will yield the observability property to be more robust, by avoiding the situation
described in Proposition 3.4(2) (nonobservability for a dense set of speeds).

We now state a positive result. For a € (0, 27) and ¢ € (0, 1), assume now that the domain w (?) is
givenby w(t) ={(r,0) € [0, 1] xR |1 —e <r <1, 6y(t) <O <a-+6y(t)}, with

0 if0<t <1,
Op(t) =
o (7) : <

v(t —ty) iftg <t

for some 79 > 0 and v > 0. We set Q = U@O w(t). In this configuration, at first the domain is still, and
then one lets it move.

Proposition 3.6. If 47 /5 <a < 7, ty > 2w, then there exists 0 < v < 1 such that To(Q, 2) < o0.

Remark 3.7. (1) The important aspect of this result lies in the following facts. First, if at rest, the
observability set does not satisfy the geometric control condition; hence, its motion is crucial for the
t-GCC to hold. Second, the motion is performed at a velocity v that is less than that of the wave speed;
we thus have a physically meaningful example.

(2) The result is not optimal as we do not exploit the thickness ¢ of the domain w(¢) in the proof.

(3) It would be interesting to further study this “stop-and-go” strategy and see how small the value of
a > 0 can be chosen.

Proof of Proposition 3.6. Let 0 < t < ty; then w(t) = w(0) is still. First, we consider the ray associated
with 0 < o < a, or symmetrically 27 — a < o < 2. Then the movement of the successive points Py,
k € N, is anticlockwise, or clockwise, respectively; see Figure 7. Depending on the case considered
we denote § = o or B = 27 — «. The above condition thus reads better as 0 < 8 < a. In both cases,
the (unsigned) angular distance between two points is precisely 8. The successive points Py, k € N,
thus end up meeting (0) in finite time. (The case f = 0 coincides with a gliding ray that has angular
speed 1; it thus meets w(0) in finite time.) Let us consider B # 0. The maximal number of steps it
takes for any ray associated with g to enter w(0) is then |(27r —a/B)] + 1 yielding a maximal time
To(x) = 2sin(B/2)(L(2mr —a/B)] + 1), as the time lapse between two points Py is 2sin(8/2). Here,
the notation | - | stands for the usual floor function. We thus need Ty > max(2mw — a, supg g<a 10 ().
The value 27 — a accounts for the gliding rays (8 = 0). Here, we give a crude upper bound for 7y (),
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observing that
sin(B/2)
B/2
We thus see that if we choose fy > 2 then all the rays associated with the angle 0 < 8 < a enter w(0)
for0<t <1y.
Second, we consider ¢ > #y and we are left only with the rays that are associated with ¢ < o < 27w —a.

To(a) < Rr—a+pB)<2r—a+p <2m.

For these rays we consider the two sequences of points (Pag); and (Ppr+1)x. The time lapse for a ray to
go from one point to the consecutive point in these two sequences is 4 sin(«/2) and this is associated
with the (signed) angle 2(«« — 7). In fact, as a > /2, if a < o < 7, then both sequences move clockwise
and if 7 < o < 27 — a, then both sequences move anticlockwise.
If v > 0 is the angular speed of w(¢) for t > ty then we require 2(a — ) < 4sin(a/2)v <a+2(x — 1),
that is,
o—T a+2(o—m)

— <v< - fora <a <2m —a. (23)
2sin(a/2) 4sin(a/2)

Observe that a + 2(« — ) > 0 as a > 7 /2. The left inequality in (23) is necessary as it implies that
the anticlockwise moving open set w(t) will be faster than the two sequences given above, a necessary
condition to be able to catch points in those sequences. In particular, this necessary condition is clearly
filled if the sequences move clockwise, that is, if @ < o < 7. The right inequality in (23) expresses
that w(¢) will not turn too fast and then miss the discrete sequences of points. In fact, during a time
interval of length 4 sin(«/2) the relative angular displacement of the sequence and the moving set w(¢) is
¢ =4sin(e/2)v —2(x¢ — ) and with (23) we have 0 < £ < a. This expresses that the sequence points
cannot be missed.

As both bounds of (23) are increasing functions for @ € (a, 2w — a), we obtain the sufficient condition

T —a 3a — 21
T oAl S UV< .
2sin(a/2) 4sin(a/2)

We see that it can be satisfied if a > 4 /5. Observing that

3a — 2w

@ h@) = i@

increases on (0, 7] and 0 < h(;r) = w/4 < 1 we see that the found admissible velocities are such that
O<v<l. O

3D. A moving domain in a square. Let M = R2 (Euclidean) and Q = (0, 1)2 be the unit square. We
recall that, as discussed in Remark 1.9(2), the statement of Theorem 1.8 is still valid in the square, because
the generalized bicharacteristic flow is well defined.

Let a € (0, 1). We consider the fixed domain &y = (—a, a)? a square centered at the origin (0, 0), and
we set wg = @y N 2 (see Figure 11). Since there are periodic rays, bouncing back and forth between
opposite sides of the square, that remain away from wg, the GCC does not hold true for wg, and the wave
equation cannot be observed from the domain wq in the sense of (5).
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Figure 11. A time-varying domain in the square (0, 1)2

Now, for a given T > 0, consider a continuous path ¢ € [0, T] — (x(¢), y(¢)) in the closed square [0, 113
with (x(0), y(0)) = (0, 0). We set

o) =(x(t)—a,x(t)+a) x (y#) —a,yt)+a) and @) =a@)NQ.

To avoid the occurrence of periodic rays, as described above, that never meet w(t), a necessary condition
for the #-GCC to hold true is

[a,1—a]lCcx([0,T]) and [a,1—a]Cy([0,T])).

Let us assume that the point (x(¢), y(¢)) moves precisely along the boundary of the square [0, 113
anticlockwise, and with a constant speed v. The path # + (x(¢), y(¢)) only exhibits singularities when
reaching a corner of the square [0, 1]% where the direction of the speed is discontinuous (see Figure 11).

We denote by Ty (v, a) the control time.

Proposition 3.8. We have the following two results:

(1) Let a € (O, l) be arbitrary. For v > vy = (2 — a)/a we have Ty(v,a) < +0oo, and moreover,
To(v, a) ~ max(v/2(1 —2a), 0) as v — ~+oo0.

2) If v e U, pen v P? +q2Q, there exists ag > 0 such that To(v, a) = +00 if a € (0, ap).

Proof of Proposition 3.8. The argument for the first property is the same as that developed in the other
examples. For v > 0 large, the situation becomes intuitively as if we have a static control domain that
forms a a-thick strip along the boundary of the square. For this case, the geometric control time is
V2(1-2a)ifa e (O, %) and O otherwise. More precisely, if a ray enters this strip, it remains in it at least
for a time 2a. During such time, it travels at most a lateral distance equal to 2a (wave speed is 1). If
during that time the control domain goes all around and travels also the additional 2a distance, we can be
sure that this ray will be “caught” by the moving domain. For v > vg = (4 +2a)/2a = (2 —a)/a, the
control time can thus be estimated by max(«/i(l —2a),0) < Ty(v,a) < max(\/i(l —2a),0)+ (@4 +2a)/v.
Hence, the announced asymptotics.
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For the second property, as for the other examples, considering a small at first, and thus the set w(¢) to
be a simple point running along the boundary, greatly helps intuition. We start by considering 2-periodic
rays that bounce back and forth between two opposite sides of the square. They reflect at boundaries at
times ty =ty +k, k € Z, for some ty € R. If v = p/q is rational, then the positions of the “moving point”
w(t) at times #; range over a finite number of points. One can thus easily identify 2-periodic rays that
never meet that moving point. This property remains true if a > 0 is chosen sufficiently small.

Let us consider more general periodic rays. All rays propagating in the square can be described as
follows. Let (xg, yo) € [0, 1]? be arbitrary. Let us consider a ray t — (x(t), y(¢)) starting from (xg, yo)
at time 1 = 1o, with a slope tan(«) € R for some o € (—, 7]. Setting ¢ = cos« and s = sin«, we define
X(t) =x04 (t —ty)c and y(t) = yo + (t — tp)s. Then, for times ¢ € R such that |r — o] is small (possibly
only if r <ty or t > 1), the ray is given by 7 +— (X(¢), y(¢)). Introducing x(¢), y(¢) € [0, 2) such that
X(¢t) = x(t) mod 2 and y(r) = y(¢) mod 2 it can be seen, by “developing the square” by means of plane
symmetries, that the ray is given by

(24)

x(t):{)e(t) if0<X(N) <1, (t)z{ﬁ(t) if 0< (1) <1,

2R if1<i@) <2, 25 if 1<) <2.

A ray is periodic if and only if tano = p/q € QU {+00, —oo}, with p and g relatively prime integers
(including the case ¢ = 0). The period is equal to 2,/ p% + ¢2. In this case, we have ¢ = g/+/p? + g2
and s = p/+/ p? + ¢2. Such a ray reflects from the boundary of the square at times 7 in the union of the
following (possibly empty) subsets of R:

Ay =to+{(k—x0)/clkeZ}, Ay=ty+{(k—y0)/s|ke”Z}.

The set M = M (xo, yo, p, q) of associated points where this ray meets the boundary is then finite and
independent of #.

If now v = ry/p? +¢? with r € QT, at times t € A, U A, the “moving point” w () ranges over a
finite set L = L(xo, Yo, fo, P, ¢, r) of points on the boundary of the square, as the accumulated distance
travelled along the boundary of the square (0, 1)? is of the form dj = tov + (k — x0)r( p2 + q2) /q or
d,é =tov + (k — yo)r( p2 + qz) /p and simply needs to be considered modulo 4. Adjusting the value of the
time #y, we can enforce M N L = &. Hence, the associated ray never meets the moving point w(¢). Finally,
as the number of points is finite, this property remains true if a > 0 is chosen sufficiently small. (I

Remark 3.9. If tana € R\ Q, then the set of points at which the corresponding ray reflects at the
boundary 02 is dense in d€2. In fact at such a point, using the parametrization given in the proof above,
we have either X (f) = xo+ (t —tg) cosa € Z, or y(t) = yo+(t —tp) sina € Z. For instance, if X(t) =2k € Z,
that is, x (f) = 0, meaning that we consider point on the left-hand side of the square, then the corresponding
y(¢) satisfies y (1) = (yo — xo tan o) + 2k tan . Using the fact that the set that {2k mod 2 | k € Z} is dense
in [0, 2] if and only if 8 € R\ @, we conclude that y(z) = y(z) mod 2 is dense in [0, 2] and thus y(¢) is
dense in [0, 1] considering (24). From this density, we deduce that the analysis in the case tana € R\ Q
may be quite intricate.
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3E. An open question. Let Q be a domain of R?. Let wg be a small disk in ©, of center xy € Q2 and of
radius ¢ > 0. Let v > O arbitrary. Given a path ¢ — x(¢) in €2, we define w(¢) = B(x(¢), ¢) (an open
ball), with x(0) = x¢. We say that the path x( - ) is admissible if w(¢) C Q2 for every time . We raise the
following question:

Do there exist 7 > 0 and an admissible €' path # — x(¢) in 2, with speed less than or

equal to v, such that (Q, T') satisfies the -GCC? *)

Here, we have set Q = {(t,x) e Rx Q2 |t € R, x € w(¢)}. Of course, many variants are possible:
the observation set is not necessarily a ball, its velocity may be constant or not. The examples of
Sections 3A-3D have shown that addressing the question (x) is far from obvious. Assumptions on the
domain €2 could be made; for instance, one may wonder whether ergodicity of €2 may help or not.
Note that, above in (x), we restrict the speed of # — x(¢). In fact, using arguments as in the beginnings
of the proofs of Propositions 3.4 and 3.8, if  — x(¢) is periodic and if |, B(x(?), &) satisfies the “static
geometric control condition, then for a sufficiently large speed of the moving point, the set Q satisfies the

t2)

t-GCC. An estimate of the minimal speed can be derived from the inner diameter of | J, g B(x(?), €).

4. Boundary observability and control

In this section, we briefly extend our main results to the case of boundary observability. We consider the
framework of Section 1B, and we assume that <2 is not empty. We still consider the wave equation (3),
and we restrict ourselves, for simplicity, to Dirichlet conditions along the boundary.

Let R be an open subset of R x 9. We set

'@)={xeo](t x) e R}
We say that the Dirichlet wave equation is observable on R in time 7T if there exists C > 0 such that
2 r du 2 1
C” (M(O, )a ut(Oa )) ||H01(Q)><L2(Q) < A /r*(t) B_(t’X)‘ dHn dt (25)

n

for all solutions of (3) with Dirichlet boundary conditions. Here, #"~! is the (n—1)-Hausdorff measure.
In the static case (that is, if ['() = I" does not depend on ¢), the observability property holds true as
soon as (I', T') satisfies the following GCC (see [Bardos et al. 1992; Burq and Gérard 1997]):

Let T > 0. The open set I' C 0X2 satisfies the geometric control condition if the projection
onto M of every (compressed) generalized bicharacteristic meets I" at a time t € (0,T) ata
nondiffractive point.

Recall the definition of nondiffractive points given in Section 1C. The ¢-GCC is then defined similarly
to Definition 1.6.

Definition 4.1. Let R be an open subset of R x 9€2, and let T > 0. We say that (R, T') satisfies the time-
dependent geometric control condition (in short, t-GCC) if every compressed generalized bicharacteristic
”y ‘R — Ty \E, st (t(s), x(s), T(s), £(s)), is such that there exists s € R such that #(s) € (0, T)
and (¢(s), x(s)) e R and by (s) e HUG \ Gy (a hyperbolic point or a glancing yet nondiffractive point).
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We say that R satisfies the 1-GCC if there exists T > 0 such that (R, T) satisfies the t-GCC.
The control time Tp(R, 2) is defined by

To(R, Q) =inf{T > 0| (R, T) satisfies the t-GCC},
with the agreement that Ty(R, 2) = 400 if R does not satisfy the r-GCC.

Theorem 4.2. Let R be an open subset of R x 02 that satisfies the t-GCC. Let T > Ty(R, 2). We
assume moreover that no (compressed) generalized bicharacteristic has a contact of infinite order with
(0, T) x 0R2, that is, G™° = @. Then, the observability inequality (25) holds.

Proof. The proof is similar to the proof of Theorem 1.8 done in Section 2A. We just point out that the set
of invisible solutions is defined by
Nr = {u € Hl((O, T) x ) | u is a Dirichlet solution of (3) and XR(;_Z = O}.

Ifue Nrand peT*((0, T)x2), we wish to prove that u is smooth at p. Let by ($)=(x(s),1(s),&E(s), T(s))
be the compressed bicharacteristic that originates from p (at s = 0). There exists 5o € R such that
t(so) € (0, T) and (ty, xo) = (¢t(s9), x(s0)) € R. To fix ideas, let us assume that sy > O and let us set
byo =Py (s) € T*dY. Because of the 1-GCC, we may assume that ®y; is a nondiffractive point. Note that
the case 5o < 0 can be treated similarly.

Let now V be an open neighborhood of (#y, x9) in R x M such that Vy =VN(R x9dQ) CR. In V, we
extend the function u(¢, x) by zero outside R x €2 and denote this extension by u. Since u |y, = 0,uy, =0
we observe that u solves Pu = 0 in V. As yy is nondiffractive, the natural bicharacteristic associated
with yy has points outside €2 in any neighborhood of yy. By propagation of singularities for # we thus
find that u is smooth at 3. Then, by propagation of singularities along the compressed generalized
bicharacteristic flow (see [Melrose and Sjostrand 1978; 1982; Hérmander 1985]), we find that u is smooth
at p. Having u smooth in (0, T') x €2, we see that if u € N then o,u € N7. The rest of the proof follows. [

Remark 4.3. By duality, we have, as well, a boundary controllability result, as in Theorem 1.8".

Remark 4.4. It is interesting to analyze, in this context of boundary observability, the examples of the
disk and of the square studied in Section 3.

« For the disk (see Section 3C): we set
F@o)={r0) el0,1xR|r=1, vt<d<vt+a}.

This is the limit case of the case of Section 3C, with ¢ = 0. With respect to Proposition 3.4, it is not true
anymore that Ty(v, a) < +o00 if v is chosen sufficiently large.

The other items of Proposition 3.4, providing sufficient conditions such that T (v, a) = +0o0, are still
valid.

« For the square (see Section 3D), w(¢) is the translation of the segment (0, 2a) along the boundary,
moving anticlockwise and with constant speed v.

With respect to Proposition 3.8, it is not true anymore that Ty(v, a) < +o00 if v is large enough. The
second item of Proposition 3.8, providing a sufficient condition such that 7' (v, a) = +o0, is still valid.
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We stress that, in Propositions 3.4 and 3.8, the fact that Ty < +oo for v large enough was due to the
fact that the width of the observation domain is positive. This remark shows that observability is even
more difficult to realize with moving observation domains located at the boundary.

Appendix: A class of test operators near the boundary

We denote by W™ (Y) the space of operators of the form R = Rj,; + Ry Where:

* Ry is a classical pseudodifferential operator of order m with compact support in R x €2, that is,
satisfying Rin = @ Rinc for some ¢ € €°(R x Q);

* Ry is a classical tangential pseudodifferential operator of order m. In the local normal geodesic
coordinates introduced in Section 1C1, such an operator only acts in the y’-variables.

If 0 (Rin) and o (Ry,) denote the homogeneous principal symbols of Rj, and Ry, respectively, we
observe that their restriction to Chary(p) U T*(R x d2) is well defined. Then, by means of the map
j: T*Y — PT*Y, the function 0 (Rint)| Chary (P) + 0 (Rian)| Chary (P)UT*Rxa) Yields a continuous map
on ¥ = Jj(Chary(p)) U E, that we denote by x(R). Its homogeneity yields a continuous function on
§*3 = 3/(0, +00).

We then have the following proposition (see [Lebeau 1996; Burq and Lebeau 2001]).

Proposition A.1. Let (u4,)qen be a bounded sequence of H (R x Q) that satisfies (8,2 — Ag)u, =0and
weakly converges to 0. Then, there exist a subsequence (y(n))neN and a positive measure (L on S *3 such
that

(Rugpmny, Upm) a1y —> (U, kK(R)) asn — +00, where R € \IJO(Y).

This extends results in the interior introduced in the seminal works [Gérard 1991; Tartar 1990].
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