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HARDY-SINGULAR BOUNDARY MASS AND
SOBOLEV-CRITICAL VARIATIONAL PROBLEMS

NASSIF GHOUSSOUB AND FRÉDÉRIC ROBERT

We investigate the Hardy–Schrödinger operator \( L_\gamma = -\Delta - \gamma /|x|^2 \) on smooth domains \( \Omega \subset \mathbb{R}^n \) whose boundaries contain the singularity 0. We prove a Hopf-type result and optimal regularity for variational solutions of corresponding linear and nonlinear Dirichlet boundary value problems, including the equation \( L_\gamma u = u^{2^*(s)-1}/|x|^s \), where \( \gamma < \frac{1}{4} n^2 \), \( s \in [0, 2) \) and \( 2^*(s) := 2(n-s)/(n-2) \) is the critical Hardy–Sobolev exponent. We also give a complete description of the profile of all positive solutions — variational or not — of the corresponding linear equation on the punctured domain. The value \( \gamma = \frac{1}{4} (n^2 - 1) \) turns out to be a critical threshold for the operator \( L_\gamma \). When \( \frac{1}{4} (n^2 - 1) < \gamma < \frac{1}{4} n^2 \), a notion of Hardy singular boundary mass \( m_\gamma (\Omega) \) associated to the operator \( L_\gamma \) can be assigned to any conformally bounded domain \( \Omega \) such that 0 \( \in \partial \Omega \). As a byproduct, we give a complete answer to problems of existence of extremals for Hardy–Sobolev inequalities, and consequently for those of Caffarelli, Kohn and Nirenberg. These results extend previous contributions by the authors in the case \( \gamma = 0 \), and by Chern and Lin for the case \( \gamma < \frac{1}{4} (n-2)^2 \). More specifically, we show that extremals exist when \( 0 \leq \gamma \leq \frac{1}{4} (n^2 - 1) \) if the mean curvature of \( \partial \Omega \) at 0 is negative. On the other hand, if \( \frac{1}{4} (n^2 - 1) < \gamma < \frac{1}{4} n^2 \), extremals then exist whenever the Hardy singular boundary mass \( m_\gamma (\Omega) \) of the domain is positive.
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2. Old and new inequalities involving singular weights
3. On the best constants in the Hardy and Hardy–Sobolev inequalities
4. Profile at 0 of the variational solutions of \( L_\gamma u = a(x)u \)
5. Regularity of solutions for related nonlinear variational problems
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1. Introduction

The borderline Dirichlet boundary value problem

\[
\begin{cases}
-\Delta u - \gamma \frac{u}{|x|^2} = \frac{u^{(n+2)/(n-2)}}{n-2} & \text{on } \Omega, \\
u > 0 & \text{on } \Omega, \\
u = 0 & \text{on } \partial \Omega,
\end{cases}
\]  
(1-1)

on a smooth bounded domain \(\Omega\) of \(\mathbb{R}^n\) \((n \geq 3)\) has no energy minimizing solutions if the singularity 0 belongs to the interior of the domain \(\Omega\); see the discussion after inequality (1-15). The situation changes dramatically, however, if 0 is situated on the boundary \(\partial \Omega\). Indeed, Chern and Lin [2003; 2010] showed that solutions exist in this case provided the mean curvature of \(\partial \Omega\) at 0 is negative, \(n \geq 4\), and \(0 < \gamma < \frac{1}{4}(n-2)^2\).

The condition on \(\gamma\) ensures that the Hardy–Schrödinger operator \(L_\gamma := -\Delta - \gamma / |x|^2\) is positive on \(H^1_0\). This is the case as long as \(\gamma < \gamma_H(\Omega)\), the latter being the best constant in the corresponding Hardy inequality, i.e.,

\[
\gamma_H(\Omega) := \inf \left\{ \frac{\int_{\Omega} |\nabla u|^2 \, dx}{\int_{\Omega} u^2 / |x|^2 \, dx} : u \in D^{1,2}(\Omega) \setminus \{0\} \right\}.
\]  
(1-2)

Here \(D^{1,2}(\Omega)\) — or \(H^1_0(\Omega)\) if the domain is bounded — is the completion of \(C^\infty_c(\Omega)\) with respect to the norm given by \(\|u\|^2 = \int_{\Omega} |\nabla u|^2 \, dx\), and it is well known that for any domain \(\Omega\) having 0 in its interior, we have

\[
\gamma(\Omega) = \gamma_H(\mathbb{R}^n) = \frac{1}{4}(n-2)^2.
\]  
(1-3)

On the other hand, \(\gamma_H(\mathbb{R}^n_+) = \frac{1}{4}n^2\) when \(\mathbb{R}^n_+ := \{x \in \mathbb{R}^n : x_1 > 0\}\) is the half-space, and if \(\Omega\) is any domain having 0 on its boundary, then necessarily

\[
\frac{1}{4}(n-2)^2 < \gamma_H(\Omega) \leq \frac{1}{4}n^2.
\]  
(1-4)

The question of what happens when \(\frac{1}{4}(n-2)^2 < \gamma < \gamma_H(\Omega)\) provided the initial motivation for this paper. To start with, we shall show that the negative mean curvature condition at 0 is still sufficient for the existence of solutions for (1-1) as long as \(\gamma\) remains below a new (higher) threshold, namely when \(n \geq 4\) and

\[
0 < \gamma \leq \frac{1}{4}(n^2 - 1).
\]  
(1-5)

However, the situation changes dramatically for the remaining interval, i.e., when

\[
\frac{1}{4}(n^2 - 1) < \gamma < \gamma_H(\Omega).
\]  
(1-6)

In this case, we show that local geometric conditions at 0 become irrelevant for solving (1-1) and more global properties of the domain must come into play. This will be illustrated by the notion of Hardy singular boundary mass of the domain \(\Omega\) that we introduce as follows.

We first consider the Hardy–Schrödinger operator \(L_\gamma := -\Delta - \gamma / |x|^2\) on \(\mathbb{R}^n_+\), and notice that the most basic solutions for \(L_\gamma u = 0\) satisfying \(u = 0\) on \(\partial \mathbb{R}^n_+\) are of the form \(u_\alpha(x) = x_1|x|^{-\alpha}\), and that \(L_\gamma u_\alpha = 0\).
on $\mathbb{R}^n_+$ if and only if $\alpha$ is either $\alpha_-(\gamma)$ or $\alpha_+(\gamma)$, where

$$\alpha_\pm(\gamma) := \frac{1}{2}n \pm \sqrt{\frac{1}{4}n^2 - \gamma}. \quad (1-7)$$

Actually, a byproduct of our analysis below gives that any nonnegative solution of $L_\gamma u = 0$ on $\mathbb{R}^n_+$ with $u = 0$ on $\partial \mathbb{R}^n_+$ is a linear combination of these two solutions. Note that $\alpha_- (\gamma) < \frac{1}{2}n < \alpha_+ (\gamma)$, which points to the difference — in terms of behavior around 0 — between the “small” solution $x \mapsto x_1 |x|^{-\alpha_- (\gamma)}$, and the “large” one $x \mapsto x_1 |x|^{-\alpha_+ (\gamma)}$. Indeed, the small solution is “variational”, i.e., is locally in $D^{1,2}(\mathbb{R}^n)$, while the large one is not.

This turns out to hold in more general settings, as we show that any variational solution of $L_\gamma u = a(x)u$ behaves like $x \mapsto d(x, \partial \Omega) |x|^{-\alpha_- (\gamma)}$ around 0, while any positive nonvariational solution is necessarily like $x \mapsto d(x, \partial \Omega) |x|^{-\alpha_+ (\gamma)}$ around 0. The profile can be made more explicit when $\gamma > \frac{1}{4}(n^2 - 1)$, as it is the only situation in which one can write a solution of $L_\gamma u = 0$ as the sum of the two above described profiles (plus lower-order terms), while if $\gamma \leq \frac{1}{4}(n^2 - 1)$, there might be some intermediate terms between the two profiles. This led us to define the following notion of mass, which is reminiscent of the positive mass theorem of Schoen and Yau [1988] that was used to complete the solution of the Yamabe problem. This will allow us to settle the remaining cases left by Chern and Lin, since we establish that the positivity of such a boundary singular mass is sufficient to guarantee the existence of solutions for (1-1) in low dimensions.

**Theorem 1.1.** Let $\Omega$ be a smooth bounded domain of $\mathbb{R}^n$ such that $0 \in \partial \Omega$. Assume $\frac{1}{4}(n^2 - 1) < \gamma < H(\Omega)$. Then, up to multiplication by a positive constant, there exists a unique function $H \in C^2(\overline{\Omega} \setminus \{0\})$ such that

$$\begin{cases}
-\Delta H - \frac{\gamma}{|x|^2} H = 0 & \text{in } \Omega, \\
H > 0 & \text{in } \Omega, \\
H = 0 & \text{on } \partial \Omega \setminus \{0\}.
\end{cases} \quad (1-8)$$

Moreover, there exists a constant $c \in \mathbb{R}$ and $H$ satisfying (1-8) such that

$$H(x) = \frac{d(x, \partial \Omega)}{|x|^{\alpha_+(\gamma)}} + c \frac{d(x, \partial \Omega)}{|x|^{\alpha_- (\gamma)}} + o\left(\frac{d(x, \partial \Omega)}{|x|^{\alpha_- (\gamma)}}\right) \quad \text{as } x \to 0.$$

Due to the uniqueness of solutions to (1-8) up to multiplication by a constant, the coefficient $c$ is uniquely defined. It will be denoted by $m_\gamma (\Omega) := c \in \mathbb{R}$, and will be referred to as the Hardy singular boundary mass of $\Omega$.

It will be shown in Section 7 that this notion of mass is conformally invariant in the following sense: if two sets are diffeomorphic via an inversion fixing 0 (see Definition 7.3 and (7-16)), then they have the same mass. As a consequence, we shall be able to define a notion of Hardy singular boundary mass for unbounded domains that are conformally bounded (that is, those that are smooth and bounded up to an inversion that fixes 0). We shall show that $\Omega \mapsto m_\gamma (\Omega)$ is a monotone set-function and that $m_\gamma (\mathbb{R}^n_+) = 0$. These properties will allow us to construct in Section 9, examples of bounded domains $\Omega$ in $\mathbb{R}^n$ with $0 \in \partial \Omega$ with either positive or negative boundary mass, while satisfying any local behavior at 0 one wishes. In other words, the sign of the Hardy-singular boundary mass is totally independent of the local properties of $\partial \Omega$ around 0.
One motivation for considering equation (1-1) came from the problem of existence of extremals for the Caffarelli–Kohn–Nirenberg (CKN) inequalities [1984]. These state that in dimension \( n \geq 3 \), there is a constant \( C := C(a, b, n) > 0 \) such that, for all \( u \in C_c^\infty(\mathbb{R}^n) \),

\[
\left( \int_{\mathbb{R}^n} |x|^{-bq} |u|^q \right)^{2/q} \leq C \int_{\mathbb{R}^n} |x|^{-2a} |
abla u|^2 \, dx,
\]

where

\[
-\infty < a < \frac{n-2}{2}, \quad 0 \leq b - a \leq 1, \quad \text{and} \quad q = \frac{2n}{n - 2 + 2(b - a)}. \tag{1-10}
\]

If we let \( D_{a,2}^1(\Omega) \) be the completion of \( C_c^\infty(\Omega) \) with respect to the norm \( \|u\|_a^2 = \int_\Omega |x|^{-2a} |
abla u|^2 \, dx \), then the best constant in (1-9) is given by

\[
S(a, b, \Omega) = \inf \left\{ \frac{\int_\Omega |x|^{-2a} |
abla u|^2 \, dx}{\left( \int_\Omega |x|^{-bq} |u|^q \right)^{2/q} \, dx} : u \in D_{a,2}^1(\Omega) \setminus \{0\} \right\}. \tag{1-11}
\]

The extremal functions for \( S(a, b, \Omega) \) — whenever they exist — are then the least-energy solutions of the corresponding Euler–Lagrange equations

\[
\begin{align*}
-\operatorname{div}(|x|^{-2a} \nabla u) &= |x|^{-bq} u^{q-1} & \text{on } \Omega, \\
u > 0 & \text{on } \Omega, \\
u = 0 & \text{on } \partial \Omega. \tag{1-12}
\end{align*}
\]

To make the connection with the Hardy–Schrödinger operator, note that the substitution \( v(x) = |x|^{-a} u(x) \) with \( a < \frac{1}{2}(n - 2) \), gives — via the Hardy inequality — that \( u \in D_{a,2}^1(\Omega) \) if and only if \( v \in D^{1,2}(\Omega) \) and that \( u \) is a variational solution of (1-12) if and only if \( v \) is a solution of equation

\[
\begin{align*}
-\Delta v - \gamma \frac{v}{|x|^2} &= \frac{v^{2^*(s)-1}}{|x|^s} & \text{on } \Omega, \\
v > 0 & \text{on } \Omega, \\
v = 0 & \text{on } \partial \Omega, \tag{1-13}
\end{align*}
\]

where

\[
\gamma = a(n - 2 - a), \quad s = (b - a)q \quad \text{and} \quad 2^* = \frac{2n}{n - 2 + 2(b - a)}. \tag{1-14}
\]

The Caffarelli–Kohn–Nirenberg inequalities are then equivalent to the Hardy–Sobolev inequality

\[
C \left( \int_\Omega \frac{u^{2^*(s)}(x)}{|x|^s} \, dx \right)^{2/2^*(s)} \leq \int_\Omega |
abla u|^2 \, dx - \gamma \int_\Omega \frac{u^2}{|x|^2} \, dx \quad \text{for all } u \in D^{1,2}(\Omega), \tag{1-15}
\]

at least in the case when \( \gamma < \frac{1}{2}(n - 2)^2 \), which is optimal for domains \( \Omega \) having 0 in their interior. If \( \Omega \) is also bounded, then the best constant in (1-15) is never attained; that is, (1-13) has no energy minimizing solution.
However, when 0 ∈ ∂Ω, inequality (1-15) holds for γ all the way up to \( \frac{1}{4}n^2 \), and we shall work thereafter towards solving (1-13) by finding extremals for the variational problem

\[
\mu_{γ,s}(Ω) := \inf \{ J^2_{γ,s}(u) : u ∈ D^{1,2}(Ω) \setminus \{0\} \},
\]

where \( J^2_{γ,s} \) is the functional on \( D^{1,2}(Ω) \) defined by

\[
J^2_{γ,s}(u) := \frac{\int_Ω |\nabla u|^2 - γ \int_Ω u^2/|x|^2 \, dx}{(\int_Ω u^{2^*(s)}/|x|^s \, dx)^{2/2^*(s)}}.
\]

We shall therefore consider the more general equation (1-13). The study of this type of nonlinear singular problems when 0 ∈ ∂Ω was initiated by Ghoussoub and Kang [2004] and studied extensively by Ghoussoub and Robert [2006a; 2006b] in the case γ = 0. Chern and Lin [2003; 2010] and Lin and Wadade [2012] dealt with the case γ < \( \frac{1}{4}(n-2)^2 \). For more contributions, we refer to [Attar, Merchán and Peral 2015; Dávila and Peral 2011; Gmira and Véron 1991].

**Theorem 1.2.** Let Ω be a smooth bounded domain in \( \mathbb{R}^n \) (n ≥ 3) such that 0 ∈ ∂Ω. Assume γ ≤ \( \frac{1}{4}(n^2 - 1) \) and 0 ≤ s < 2. If either \{s > 0\} or \{s = 0, n ≥ 4 and γ > 0\}, then there are extremals for \( \mu_{γ,s}(Ω) \) provided the mean curvature of ∂Ω at 0 is negative.

As mentioned above, our main contribution here to this problem is to consider the cases when \( \frac{1}{4}(n^2 - 1) \leq γ < \frac{1}{4}n^2 \), as well as when \( n = 3, s = 0 \) and γ > 0, which were left open by Chern and Lin [2010]. We now introduce the new ingredients that we bring to the discussion.

We first note that standard compactness arguments [Ghoussoub and Kang 2004; Chern and Lin 2010] yield that for \( \mu_{γ,s}(Ω) \) to be attained it is sufficient to have that

\[
\mu_{γ,s}(Ω) < \mu_{γ,s}(\mathbb{R}^n_+),
\]

and in order to prove the existence of such a gap, one tries to construct test functions for \( \mu_{γ,s}(Ω) \) that are based on the extremals of \( \mu_{γ,s}(\mathbb{R}^n_+) \) provided the latter exist. The cases where this is known are given by the following standard proposition. See, for instance, [Bartsch, Peng and Zhang 2007; Chern and Lin 2010]. A complete proof is given in [Ghoussoub and Robert 2016].

**Proposition 1.3.** Assume γ < \( \frac{1}{4}n^2 \), n ≥ 3 and 0 ≤ s < 2. Then:

1. \( \mu_{γ,s}(\mathbb{R}^n_+) \) is attained provided either \{s > 0\} or \{s = 0, n ≥ 4 and γ > 0\}.
2. On the other hand, there are no extremals for \( \mu_{γ,s}(\mathbb{R}^n_+) \) for any \( n ≥ 3 \) if \{s = 0 and γ ≤ 0\}.
3. Furthermore, whenever \( \mu_{γ,0}(\mathbb{R}^n_+) \) has no extremals, then necessarily

\[
\mu_{γ,0}(\mathbb{R}^n_+) = \inf_{u ∈ D^{1,2}(\mathbb{R}^n) \setminus \{0\}} \frac{\int_{\mathbb{R}^n} |\nabla u|^2 \, dx}{(\int_{\mathbb{R}^n} |u|^{2^*} \, dx)^{2/2^*}} = \frac{1}{K(n, 2)^2},
\]

where \( 2^* := 2n/(n-2) \) and \( 1/K(n, 2)^2 \) is the best constant in the Sobolev inequality.

The only unknown situation on \( \mathbb{R}^n_+ \) is again when s = 0, n = 3 and γ > 0, which we address in Section 10.
Assuming first that an extremal for $\mu_{\gamma,s}(\mathbb{R}^n_+)$ exists and that one knows its profile at infinity and at 0, this information can be used to construct test functions for $\mu_{\gamma,s}(\Omega)$. This classical method has been used by Kang and Ghoussoub [2004], by Ghoussoub and Robert [2006b; 2006a] when $\gamma = 0$, and by Chern and Lin [2010] for $0 < \gamma < \frac{1}{4}(n-2)^2$ in order to establish (1-18) under the assumption that $\partial \Omega$ has a negative mean curvature at 0. Actually, the estimates of Chern and Lin [2010] extend directly to establish Theorem 1.2 for all $\gamma < \frac{1}{4}(n^2 - 1)$ under the same negative mean curvature condition. However, the case where $\gamma = \frac{1}{4}(n^2 - 1)$ already requires estimates on the profile of variational solutions of (1-13) on $\mathbb{R}^n_+$ that are finer than those used by Chern and Lin [2010]. The following description of such a profile will allow us to construct sharper test functions and to prove existence of solutions for (1-13) when $\gamma = \frac{1}{4}(n^2 - 1)$.

**Theorem 1.4.** Assume $\gamma < \frac{1}{4}n^2$ and $0 \leq s < 2$, and let $u \in D^{1,2}(\mathbb{R}^n_+)$, $u \geq 0$, $u \not\equiv 0$ be a weak solution to

$$-\Delta u - \frac{\gamma}{|x|^2}u = \frac{u^{2^*(s)-1}}{|x|^s} \quad \text{in } \mathbb{R}^n_+. \quad (1-20)$$

Then, there exist $K_1, K_2 > 0$ such that

$$u(x) \sim_{x \to 0} K_1 \frac{x_1}{|x|^{n-2-s(\gamma)}} \quad \text{and} \quad u(x) \sim_{|x| \to +\infty} K_2 \frac{x_1}{|x|^{n+s(\gamma)}}.$$

The solution of the problem on $\mathbb{R}^n_+$ also enjoys the following natural symmetry that will be crucial for the sequel. This was carried out by Ghoussoub and Robert [2006a] when $\gamma = 0$, and their proof extends immediately to the case $0 \leq \gamma < \frac{1}{4}n^2$. Chern and Lin [2010] gave another proof which also includes the case where $\gamma < 0$.

**Theorem 1.5 [Chern and Lin 2010].** If $u$ is a nonnegative solution to (1-20) in $D^{1,2}(\mathbb{R}^n_+)$, then $u \circ \sigma = u$ for all isometries of $\mathbb{R}^n$ such that $\sigma(\mathbb{R}^n_+) = \mathbb{R}^n_+$. In particular, there exists $v \in C^\infty((0, +\infty) \times \mathbb{R})$ such that for all $x_1 > 0$ and all $x' \in \mathbb{R}^{n-1}$, we have that $u(x_1, x') = v(x_1, |x'|)$.

The following theorem summarizes the situation for low dimensions.

**Theorem 1.6.** Let $\Omega$ be a bounded smooth domain of $\mathbb{R}^n$ ($n \geq 3$) such that $0 \in \partial \Omega$, hence $\frac{1}{4}(n-2)^2 < \gamma_H(\Omega) \leq \frac{1}{4}n^2$. Let $0 \leq s < 2$.

1. If $\gamma_H(\Omega) \leq \gamma < \frac{1}{4}n^2$, then there are extremals for $\mu_{\gamma,s}(\Omega)$ for all $n \geq 3$.
2. If $\frac{1}{4}(n^2 - 1) < \gamma < \gamma_H(\Omega)$ and either $\{s > 0\}$ or $\{s = 0, n \geq 4 \text{ and } \gamma > 0\}$, then there are extremals for $\mu_{\gamma,s}(\Omega)$ provided the Hardy singular boundary mass $m_{\gamma}(\Omega)$ is positive.
3. If $\{s = 0 \text{ and } \gamma \leq 0\}$, then there are no extremals for $\mu_{\gamma,0}(\Omega)$ for any $n \geq 3$.

Finally, we address in Section 10 the only remaining case, i.e., $n = 3$, $s = 0$ and $\gamma \in (0, \frac{9}{2})$. In this situation, there may or may not be extremals for $\mu_{\gamma,0}(\mathbb{R}^3_+)$. If they do exist, we can then argue as before — using the same test functions — to conclude existence of extremals under the same conditions, that is, either $\gamma \leq 2$ and the mean curvature of $\partial \Omega$ at 0 is negative, or $\gamma > 2$ and the mass $m_{\gamma}(\Omega)$ is positive. However, if no extremals exist for $\mu_{\gamma,0}(\mathbb{R}^3_+)$, then as noted in (1-19), we have that

$$\mu_{\gamma,0}(\mathbb{R}^3_+) = \inf_{u \in D^{1,2}(\mathbb{R}^3) \setminus \{0\}} \frac{\int_{\mathbb{R}^3} |
abla u|^2 \, dx}{\left(\int_{\mathbb{R}^3} |u|^{2^*} \, dx\right)^{2/2^*}} = \frac{1}{K(3, 2)^2},$$

where $K(3, 2)$ is the best constant in the embedding of $H^{1,2}(\mathbb{R}^3)$ into $L^{2^*}(\mathbb{R}^3)$.
and we are back to the case of the Yamabe problem with no boundary singularity. This means that one needs to resort to a more standard notion of mass $R_\gamma(\Omega, x_0)$ associated to $L_\gamma$ and an interior point $x_0 \in \Omega$ in order to construct suitable test functions in the spirit of [Schoen 1984]. Such an interior mass will be introduced in Section 10. We get the following (note that the boundary mass $m_\gamma(\Omega)$ was defined in Theorem 1.1).

**Theorem 1.7.** Let $\Omega$ be a bounded smooth domain of $\mathbb{R}^3$ such that $0 \in \partial \Omega$. In particular $\frac{1}{4} < \gamma_H(\Omega) \leq \frac{9}{4}$.

1. If $\gamma_H(\Omega) \leq \gamma < \frac{9}{4}$, then there are extremals for $\mu_{\gamma,0}(\Omega)$.
2. If $0 < \gamma < \gamma_H(\Omega)$ and if there exists $x_0 \in \Omega$ such that $R_\gamma(\Omega, x_0) > 0$, then there are extremals for $\mu_{\gamma,0}(\Omega)$ under either one of the following conditions:
   (a) $\gamma \leq 2$ and the mean curvature of $\partial \Omega$ at $0$ is negative.
   (b) $\gamma > 2$ and the boundary mass $m_\gamma(\Omega)$ is positive.

More precisely, if there are extremals for $\mu_{\gamma,0}(\mathbb{R}^3)$, then conditions (a) and (b) are sufficient to get extremals for $\mu_{\gamma,0}(\Omega)$. If there are no extremals for $\mu_{\gamma,0}(\mathbb{R}^3)$, then the positivity of the internal mass $R_\gamma(\Omega, x_0)$ is sufficient to get extremals for $\mu_{\gamma,0}(\Omega)$. Tables 1 and 2 summarize our findings.

**Notation.** In the sequel, $C_i(a, b, \ldots)$ ($i = 1, 2, \ldots$) will denote constants depending on $a, b, \ldots$. The same notation can be used for different constants, even in the same line. We will always refer to the monograph [Gilbarg and Trudinger 1998] for the standard results on elliptic PDEs.

### 2. Old and new inequalities involving singular weights

The following general form of the Hardy inequality is well known. See, for example, [Cowan 2010] or the book [Ghoussoub and Moradifam 2013].

<table>
<thead>
<tr>
<th>Hardy term</th>
<th>dimension</th>
<th>geometric condition</th>
<th>extremal</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\infty &lt; \gamma \leq \frac{1}{4}(n^2-1)$</td>
<td>$n \geq 3$</td>
<td>negative mean curvature at $0$</td>
<td>yes</td>
</tr>
<tr>
<td>$\frac{1}{4}(n^2-1) &lt; \gamma &lt; \frac{1}{4}n^2$</td>
<td>$n \geq 3$</td>
<td>positive boundary-mass</td>
<td>yes</td>
</tr>
</tbody>
</table>

**Table 1.** Singular Sobolev-critical term: $s > 0$.

<table>
<thead>
<tr>
<th>Hardy term</th>
<th>dimension</th>
<th>geometric condition</th>
<th>extremal</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0 &lt; \gamma \leq \frac{1}{4}(n^2-1)$</td>
<td>$n = 3$</td>
<td>negative mean curvature at $0$ and positive internal mass</td>
<td>yes</td>
</tr>
<tr>
<td>$\frac{1}{4}(n^2-1) &lt; \gamma &lt; \frac{1}{4}n^2$</td>
<td>$n \geq 4$</td>
<td>positive boundary-mass and positive internal mass</td>
<td>yes</td>
</tr>
<tr>
<td>$\gamma \leq 0$</td>
<td>$n \geq 3$</td>
<td>—</td>
<td>no</td>
</tr>
</tbody>
</table>

**Table 2.** Nonsingular Sobolev-critical term: $s = 0$. 

The following general form of the Hardy inequality is well known. See, for example, [Cowan 2010] or the book [Ghoussoub and Moradifam 2013].
Theorem 2.1. Let \( \Omega \) be a connected open subset of \( \mathbb{R}^n \) and consider \( \rho \in C^\infty(\Omega) \) such that \( \rho > 0 \) and \( -\Delta \rho > 0 \). Then, for any \( u \in D^{1,2}(\Omega) \) we have
\[
\int_\Omega \frac{-\Delta \rho}{\rho} u^2 \, dx \leq \int_\Omega |\nabla u|^2 \, dx.
\]

Moreover, the case of equality is achieved exactly on \( \mathbb{R} \rho \cap D^{1,2}(\Omega) \). In particular, if \( \rho \notin D^{1,2}(\Omega) \), there are no nontrivial extremals for (2-1).

The above theorem applies to various weight functions \( \rho \). See, for example, [Cowan 2010; Ghoussoub and Moradifam 2013]. For this paper, we use it to derive the following inequality.

Corollary 2.2. Fix \( 1 \leq k \leq n \). We then have the following inequality.
\[
\left( \frac{n + 2k - 2}{2} \right)^2 = \inf_u \int_{\mathbb{R}^k_+ \times \mathbb{R}^{n-k}} |\nabla u|^2 \, dx \, u^2 \bigg|_{[x/|x|^{1/2} \rho(x)]} \bigg|_{[|x|]} \bigg|_{\rho(x)} \bigg|_{[|x| > 1/\epsilon]},
\]
where the infimum is taken over all \( u \in D^{1,2}(\mathbb{R}^k_+ \times \mathbb{R}^{n-k}) \setminus \{0\} \). Moreover, the infimum is never achieved.

Proof: Take \( \rho(x) := x_1 \cdots x_k |x|^{-\alpha} \) for all \( x \in \Omega := \mathbb{R}^k_+ \times \mathbb{R}^{n-k} \setminus \{0\} \). Then
\[
-\frac{\Delta \rho}{\rho} = \frac{\alpha(n + 2k - 2 - \alpha)}{|x|^2}.
\]
We then maximize the constant by taking \( \alpha := \frac{1}{2}(n + 2k - 2) \). Since \( \rho \notin D^{1,2}(\mathbb{R}^k_+ \times \mathbb{R}^{n-k}) \), Theorem 2.1 applies and we obtain that
\[
\left( \frac{n + 2k - 2}{2} \right)^2 \int_{\mathbb{R}^k_+ \times \mathbb{R}^{n-k}} \frac{u^2}{|x|^2} \, dx \leq \int_{\mathbb{R}^k_+ \times \mathbb{R}^{n-k}} |\nabla u|^2 \, dx
\]
for all \( u \in D^{1,2}(\mathbb{R}^k_+ \times \mathbb{R}^{n-k}) \), and that the extremals are trivial.

It remains to prove that the constant in (2-2) is optimal. This will be achieved via the following test function estimates. Construct a sequence \( (\rho_\epsilon)_{\epsilon>0} \in D^{1,2}(\mathbb{R}^k_+ \times \mathbb{R}^{n-k}) \) as follows. Starting with \( \rho(x) = x_1 \cdots x_k |x|^{-\alpha} \), we fix \( \beta > 0 \) and define
\[
\rho_\epsilon(x) := \begin{cases} |x/\epsilon|^{\beta} \rho(x) & \text{if } |x| < \epsilon, \\ \rho(x) & \text{if } \epsilon \leq |x| \leq 1/\epsilon, \\ \epsilon^{-\beta} |x| \rho(x) & \text{if } |x| > 1/\epsilon, \end{cases}
\]
with \( \alpha := \frac{1}{2}(n + 2k - 2) \). As one checks, \( \rho_\epsilon \in D^{1,2}(\mathbb{R}^k_+ \times \mathbb{R}^{n-k}) \) for all \( \epsilon > 0 \). The changes of variables \( x = \epsilon y \) and \( x = \epsilon^{-1} z \) yield
\[
\int_{B_\epsilon(0)} \rho_\epsilon^2 \, dx = O(1), \quad \int_{\mathbb{R}^n \setminus B_{\epsilon^{-1}}(0)} \rho_\epsilon^2 \, dx = O(1),
\]
\[
\int_{B_\epsilon(0)} |\nabla \rho_\epsilon|^2 \, dx = O(1), \quad \int_{\mathbb{R}^n \setminus B_{\epsilon^{-1}}(0)} |\nabla \rho_\epsilon|^2 \, dx = O(1),
\]
(2-4)
when $\epsilon \to 0$. By integrating by parts, we get

$$\int_{B_{\epsilon}^{-1}(0) \setminus B_{\epsilon}(0)} |\nabla \rho_{\epsilon}|^2 \, dx = \int_{B_{\epsilon}^{-1}(0) \setminus B_{\epsilon}(0)} \frac{-\Delta \rho}{\rho} \rho^2 \, dx + O(1)$$

$$= \left( \frac{n + 2k - 2}{2} \right)^2 \int_{B_{\epsilon}^{-1}(0) \setminus B_{\epsilon}(0)} \frac{\rho^2}{|x|^2} \, dx + O(1),$$  \hspace{1cm} (2-5)

when $\epsilon \to 0$. Using polar coordinates, we obtain

$$\int_{B_{\epsilon}^{-1}(0) \setminus B_{\epsilon}(0)} \frac{\rho^2}{|x|^2} \, dx = C(2) \ln \frac{1}{\epsilon}, \quad \text{where} \quad C(2) := 2 \int_{S^{n-1}} \left| \prod_{i=1}^{k} x_i \right|^2 \, d\sigma.$$  \hspace{1cm} (2-6)

Therefore, by using (2-4), (2-5) and (2-6),

$$\frac{\int_{\mathbb{R}^k_+ \times \mathbb{R}^{n-k}} |\nabla \rho_{\epsilon}|^2 \, dx}{\int_{\mathbb{R}^k_+ \times \mathbb{R}^{n-k}} \rho_{\epsilon}^2 / |x|^2 \, dx} = \left( \frac{n + 2k - 2}{2} \right)^2 + o(1)$$

as $\epsilon \to 0$, and we are done. Note that the infimum is never achieved since $\rho \not\in D^{1,2}(\mathbb{R}^k_+ \times \mathbb{R}^{n-k})$. \hfill \square

Another approach to prove Corollary 2.2 is to see $\mathbb{R}^k_+ \times \mathbb{R}^{n-k}$ as a cone generated by a domain of the unit sphere. Then the Hardy constant is given by the Hardy constant of $\mathbb{R}^n$ plus the first eigenvalue of the Laplacian of the Dirichlet of the above domain of the unit sphere endowed with its canonical metric. This point of view is developed in [Pinchover and Tintarev 2005] (see also [Fall and Musina 2012; Ghoussoub and Moradifam 2013] for an exposition in book form).

We also have the following generalized Caffarelli–Kohn–Nirenberg inequality.

**Proposition 2.3.** Let $\Omega$ be an open subset of $\mathbb{R}^n$. Let $\rho, \rho' \in C^\infty(\Omega)$ be such that $\rho, \rho' > 0$ and $-\Delta \rho, -\Delta \rho' > 0$. Fix $s \in [0, 2]$ and assume that there exists $\epsilon \in (0, 1)$ and $\rho_{\epsilon} \in C^\infty(\Omega)$ such that

$$\frac{-\Delta \rho}{\rho} \leq (1 - \epsilon) \frac{-\Delta \rho_{\epsilon}}{\rho_{\epsilon}} \quad \text{in} \quad \Omega \quad \text{with} \quad \rho_{\epsilon}, -\Delta \rho_{\epsilon} > 0.$$

Then, for all $u \in C^\infty_c(\Omega)$,

$$\left( \int_{\Omega} \left( \frac{-\Delta \rho'}{\rho'} \right)^{s/2} \rho^2 |u|^{2^*(s)} \, dx \right)^{2/2^*(s)} \leq C \int_{\Omega} \rho^2 |\nabla u|^2 \, dx.$$  \hspace{1cm} (2-7)

**Proof.** The Sobolev inequality yields the existence of $C(n) > 0$ such that

$$\left( \int_{\Omega} |u|^{2^*} \, dx \right)^{2/2^*} \leq C(n) \int_{\Omega} |\nabla u|^2 \, dx$$

for all $u \in C^\infty_c(\Omega)$, where $2^* = 2^*(0) = 2n/(n - 2)$. A Hölder inequality interpolating between this Sobolev inequality and the Hardy inequality (2-1) for $\rho'$ yields the existence of $C > 0$ such that for all $u \in C^\infty_c(\Omega)$,

$$\left( \int_{\Omega} \left( \frac{-\Delta \rho'}{\rho'} \right)^{s/2} |u|^{2^*(s)} \, dx \right)^{2/2^*(s)} \leq C \int_{\Omega} |\nabla u|^2 \, dx.$$  \hspace{1cm} (2-8)
By applying \((2-1)\) to \(\rho_{\epsilon}\), we get for \(v \in C_c^\infty(\Omega)\),
\[
\int_{\Omega} \rho^2 |\nabla v|^2 \, dx = \int_{\Omega} |\nabla (\rho v)|^2 \, dx - \int_{\Omega} \frac{-\Delta \rho}{\rho} (\rho v)^2 \, dx \\
\geq \int_{\Omega} |\nabla (\rho v)|^2 \, dx - (1 - \epsilon) \int_{\Omega} \frac{-\Delta \rho_{\epsilon}}{\rho_{\epsilon}} (\rho_{\epsilon} v)^2 \, dx \geq \epsilon \int_{\Omega} |\nabla (\rho v)|^2.
\]
Taking \(u := \rho v\) in \((2-8)\) and using this latest inequality yield \((2-7)\).

**Corollary 2.4.** Fix \(k \in \{1, \ldots, n-1\}\). There exists then a constant \(C := C(a, b, n) > 0\) such that for all \(u \in C_c^\infty(\mathbb{R}_+^k \times \mathbb{R}^{n-k})\),
\[
\left(\int_{\mathbb{R}_+^k \times \mathbb{R}^{n-k}} |x|^{-b q} \left(\prod_{i=1}^k x_i^q |u|^q\right)^{2/q} \right) \leq C \int_{\mathbb{R}_+^k \times \mathbb{R}^{n-k}} \left(\prod_{i=1}^k x_i^q \right) |x|^{-2a} |\nabla u|^2 \, dx, \tag{2-9}
\]
where
\[
-k < a < \frac{n-2+2k}{2}, \quad 0 \leq b-a \leq 1, \quad q = \frac{2n}{n-2+2(b-a)}. \tag{2-10}
\]

**Proof.** Apply Proposition 2.3 with \(\rho(x) = \rho'(x) = \left(\prod_{i=1}^k x_i^q \right) |x|^{-a}\) and \(\rho_{\epsilon}(x) = \left(\prod_{i=1}^k x_i^q \right) |x|^{-(n-2+2k)/2}\) for all \(x \in \mathbb{R}_+^k \times \mathbb{R}^{n-k}\). Corollary 2.4 then follows for suitable \(a, b, q\). \(\Box\)

**Remark.** Observe that by taking \(k = 0\), we recover the classical Caffarelli–Kohn–Nirenberg inequalities \((1-9)\). However, one does not see any improvement in the integrability of the weight functions since \((\prod_{i=1}^k x_i^q) |x|^{-a}\) is of order \(k-a > -\frac{1}{2}(n-2)\), hence as close as we wish to \((n-2)/2\) with the right choice of \(a\). The relevance here appears when one considers the Hardy inequality of Corollary 2.2.

### 3. On the best constants in the Hardy and Hardy–Sobolev inequalities

As mentioned in the Introduction, the best constant in the Hardy inequality \(H(\Omega)\) does not depend on the domain \(\Omega \subset \mathbb{R}^n\) if the singularity 0 belongs to the interior of \(\Omega\), and it is always equal to \(\frac{1}{4}(n-2)^2\). We have seen, however, in the last section that the situation changes whenever \(0 \in \partial \Omega\), since \(H(\mathbb{R}_+^n) = \frac{1}{4}n^2\). Some properties of the best Hardy constants were studied in [Fall and Musina 2012; Fall 2012]. In this section, we shall collect whatever information we shall need later on about \(H\).

**Proposition 3.1.** The best Hardy constant \(H\) satisfies the following properties:

1. \(H(\Omega) = \frac{1}{4}(n-2)^2\) for any smooth domain \(\Omega\) such that \(0 \in \Omega\).
2. If \(0 \in \partial \Omega\), then \(\frac{1}{4}(n-2)^2 < H(\Omega) \leq \frac{1}{4}n^2\).
3. \(H(\Omega) = \frac{1}{4}n^2\) for every \(\Omega\) such that \(0 \in \partial \Omega\) and \(\Omega \subset \mathbb{R}_+^n\).
4. If \(H(\Omega) < \frac{1}{4}n^2\), then it is attained in \(D^{1,2}(\Omega)\).
5. We have \(\inf\{H(\Omega) : 0 \in \partial \Omega\} = \frac{1}{4}(n-2)^2\).
6. For every \(\epsilon > 0\), there exists a smooth domain \(\mathbb{R}_+^n \varsubsetneq \Omega_\epsilon \subset \mathbb{R}^n\) such that \(0 \in \partial \Omega_\epsilon\) and \(\frac{1}{4}n^2 - \epsilon \leq H(\Omega_\epsilon) < \frac{1}{4}n^2\).
Proof. Properties (1)–(4) are well known (see [Fall and Musina 2012; Fall 2012]). We sketch proofs since we will make frequent use of the test functions involved. Note first that Corollary 2.2 already yields that 
\[ \gamma_H(\mathbb{R}^n_+) = \frac{1}{4}n^2. \]

(2) Since \( \Omega \subset \mathbb{R}^n \), we have that \( \gamma_H(\Omega) \geq \gamma_H(\mathbb{R}^n) = \frac{1}{4}(n - 2)^2 \). Assume by contradiction that \( \gamma_H(\Omega) = \frac{1}{4}(n - 2)^2 \). It then follows from Theorem 3.6 below (applied with \( s = 2 \)) that \( \gamma_H(\Omega) \) is achieved by a function in \( u_0 \in D^{1,2}(\Omega) \setminus \{0\} \) (note that \( \mu_{0,\gamma}(\Omega) = \gamma_H(\Omega) - \gamma \)). Therefore, \( \gamma_H(\mathbb{R}^n) \) is achieved in \( D^{1,2}(\mathbb{R}^n) \). Up to taking \(|u_0|\), we can assume that \( u_0 \geq 0 \). Therefore, the Euler–Lagrange equation and the maximum principle yield \( u_0 > 0 \) in \( \mathbb{R}^n \): this is impossible since \( u_0 \in D^{1,2}(\Omega) \). Therefore \( \gamma_H(\Omega) > \frac{1}{4}(n - 2)^2 \).

For the other inequality, the standard proof normally uses the fact that the domain contains an interior sphere that is tangent to the boundary at 0. We choose here to perform another proof based on test functions, which will be used again to prove Proposition 3.3. It goes as follows: since \( \Omega \) is a smooth bounded domain of \( \mathbb{R}^n \) such that \( 0 \in \partial \Omega \), there exist \( U, V \) open subsets of \( \mathbb{R}^n \) such that \( 0 \in U \) and \( 0 \in V \) and there exists \( \varphi \in C^\infty_c(U, V) \) a diffeomorphism such that \( \varphi(0) = 0 \) and
\[ \varphi(U \cap \{x_1 > 0\}) = \varphi(U) \cap \Omega \quad \text{and} \quad \varphi(U \cap \{x_1 = 0\}) = \varphi(U) \cap \partial \Omega. \]

Moreover, we can and shall assume that \( d\varphi_0 \) is an isometry. Let \( \eta \in C^\infty_c(U) \) such that \( \eta(x) = 1 \) for \( x \in B_\delta(0) \) for some \( \delta > 0 \) small enough, and consider \( (\alpha_\varepsilon)_{\varepsilon>0} \in (0, +\infty) \) such that \( \alpha_\varepsilon = o(\varepsilon) \) as \( \varepsilon \to 0 \). For \( \varepsilon > 0 \), define
\[ u_\varepsilon(x) := \begin{cases} \eta(y)\alpha_\varepsilon^{-(n-2)/2} \rho_\varepsilon(y/\alpha_\varepsilon) & \text{for all } x \in \varphi(U) \cap \Omega, \ x = \varphi(y), \\ 0 & \text{elsewhere.} \end{cases} \quad (3-1) \]
Here \( \rho_\varepsilon \) is constructed as in (2-3) with \( k = 1 \). Now fix \( \sigma \in [0, 2] \), and note that only the case \( \sigma = 2 \) is needed for the above proposition. Immediate computations yield
\[ \int_\Omega \frac{|u_\varepsilon(y)|^{2\sigma}}{|y|^\sigma} \, dy = C(\sigma) \ln \frac{1}{\varepsilon} + O(1) \quad \text{as } \varepsilon \to 0, \quad (3-2) \]
where \( C(\sigma) := 2 \int_{S^{n-1}} |\prod_{i=1}^k x_i|^{2\sigma} \, d\sigma \). Similar arguments yield
\[ \int_\Omega |\nabla u_\varepsilon|^2 \, dy = \frac{n^2}{4} C(2) \ln \frac{1}{\varepsilon} + O(1) \quad \text{as } \varepsilon \to 0. \quad (3-3) \]

As a consequence, we get that
\[ \int_\Omega |\nabla u_\varepsilon|^2 \, dx = \frac{n^2}{4} + o(1) \quad \text{as } \varepsilon \to 0. \]
In particular, we get that \( \gamma_H(\Omega) \leq \frac{1}{4}n^2 \), which proves the upper bound in item (2) of the proposition.

(3) Assume that \( \Omega \subset \mathbb{R}^n_+ \). Then \( D^{1,2}(\Omega) \subset D^{1,2}(\mathbb{R}^n_+) \), and therefore \( \gamma_H(\Omega) \geq \gamma_H(\mathbb{R}^n_+) = \frac{1}{4}n^2 \). With the reverse inequality already given by item (2), we get that \( \gamma_H(\Omega) = \frac{1}{4}n^2 \) for all \( \Omega \subset \mathbb{R}^n_+ \) such that \( 0 \in \partial \Omega \).

(4) This will be a particular case of Theorem 3.6 when \( s = 2 \).
(5) Let $\Omega_0$ be a bounded domain of $\mathbb{R}^n$ such that $0 \in \Omega_0$ (i.e., it is not on the boundary). Given $\delta > 0$, we chop out a ball of radius $\frac{1}{4}\delta$ with 0 on its boundary to define $\Omega_\delta := \Omega_0 \setminus \overline{B}_{\delta/4}((-\frac{1}{4}\delta, 0, \ldots, 0))$. Note that for $\delta > 0$ small enough, $\Omega$ is smooth and $0 \in \partial \Omega$. We now prove that

$$\lim_{\delta \to 0} \gamma_H(\Omega_\delta) = \frac{1}{4}(n - 2)^2. \quad (3-4)$$

Define $\eta_1 \in C^\infty(\mathbb{R}^n)$ such that $\eta_1(x) = 0$ if $|x| < 1$ and $\eta_1(x) = 1$ if $|x| > 2$. Let $\eta_\delta(x) := \eta_1(\delta^{-1}x)$ for all $\delta > 0$ and $x \in \mathbb{R}^n$. Fix $U \in C_c^\infty(\mathbb{R}^n)$ and consider, for any $\delta > 0$, an $\epsilon_\delta > 0$ such that $\lim_{\delta \to 0} \delta/\epsilon_\delta = \lim_{\delta \to 0} \epsilon_\delta = 0$. For $\delta > 0$, we define

$$u_\delta(x) := \eta_\delta(x)\epsilon_\delta^{-(n-2)/2} U(\epsilon_\delta^{-1}x) \quad \text{for all } x \in \Omega_\delta.$$

For $\delta > 0$ small enough, we have that $u_\delta \in C_c^\infty(\Omega_\delta)$. Since $\delta = o(\epsilon_\delta)$ as $\delta \to 0$, a change of variable yields

$$\lim_{\delta \to 0} \int_{\Omega_\delta} \frac{u_\delta^2}{|x|^2} \, dx = \int_{\mathbb{R}^n} \frac{U^2}{|x|^2} \, dx.$$

We also have for $\delta$ small,

$$\int_{\Omega_\delta} |\nabla u_\delta|^2 \, dx = \int_{\mathbb{R}^n} |\nabla u_\delta|^2 \, dx = \int_{\mathbb{R}^n} |\nabla (U \cdot \eta_{\delta/\epsilon_\delta})|^2 \, dx$$

$$= \int_{\mathbb{R}^n} |\nabla U|^2 \eta_{\delta/\epsilon_\delta}^2 \, dx + \int_{\mathbb{R}^n} \eta_{\delta/\epsilon_\delta} (-\Delta \eta_{\delta/\epsilon_\delta}) U^2 \, dx. \quad (3-5)$$

Let $R > 0$ be such that $U$ has support in $B_R(0)$. Since $n \geq 3$, we have

$$\int_{\mathbb{R}^n} \eta_{\delta/\epsilon_\delta} (-\Delta \eta_{\delta/\epsilon_\delta}) U^2 \, dx = O \left( \left( \frac{\epsilon_\delta}{\delta} \right)^2 \text{Vol}(B_R(0) \cap \text{Supp}(-\Delta \eta_{\delta/\epsilon_\delta})) \right) = O \left( \left( \frac{\delta}{\epsilon_\delta} \right)^{n-2} \right) = o(1)$$

as $\delta \to 0$. This latest identity, (3-5) and the dominated convergence theorem yield

$$\lim_{\delta \to 0} \int_{\Omega_\delta} |\nabla u_\delta|^2 \, dx = \int_{\mathbb{R}^n} |\nabla U|^2 \, dx.$$

Therefore, for $U \in C_c^\infty(\mathbb{R}^n)$, we have

$$\limsup_{\delta \to 0} \gamma_H(\Omega_\delta) \leq \lim_{\delta \to 0} \frac{\int_{\Omega_\delta} |\nabla u_\delta|^2 \, dx}{\int_{\Omega_\delta} u_\delta^2/|x|^2 \, dx} = \frac{\int_{\mathbb{R}^n} |\nabla U|^2 \, dx}{\int_{\mathbb{R}^n} U^2/|x|^2 \, dx}.$$

Taking the infimum over all $U \in C_c^\infty(\mathbb{R}^n)$, we get that

$$\limsup_{\delta \to 0} \gamma_H(\Omega_\delta) \leq \inf_{U \in D^{1,2}(\mathbb{R}^n) \setminus \{0\}} \frac{\int_{\mathbb{R}^n} |\nabla U|^2 \, dx}{\int_{\mathbb{R}^n} U^2/|x|^2 \, dx} = \gamma_H(\mathbb{R}^n) = \frac{1}{4}(n - 2)^2.$$

Since $\gamma_H(\Omega_\delta) \geq \frac{1}{4}(n - 2)^2$ for all $\delta > 0$, this completes the proof of (3-4), yielding (5).

For (6) we use the following observation.

**Lemma 3.2.** Let $(\Phi_k)_{k \in \mathbb{N}} \in C^1(\mathbb{R}^n, \mathbb{R}^n)$ be such that

$$\lim_{k \to +\infty} \left( \|\Phi_k - 1_{\mathbb{R}^n}\|_\infty + \|\nabla (\Phi_k - 1_{\mathbb{R}^n})\|_\infty \right) = 0 \quad \text{and} \quad \Phi_k(0) = 0. \quad (3-6)$$
Let $D \subset \mathbb{R}^n$ be an open domain such that $0 \in \partial D$ (not necessarily bounded or regular), and set $D_k := \Phi_k(D)$ for all $k \in \mathbb{N}$. Then $0 \in \partial D_k$ for all $k \in \mathbb{N}$ and

$$\lim_{k \to +\infty} \gamma_H(D_k) = \gamma_H(D). \quad (3-7)$$

**Proof.** If $u \in C_c^\infty(D_k)$, then $u \circ \Phi_k \in C_c^\infty(D)$ and

$$\int_{D_k} |\nabla u|^2 \, dx = \int_{\mathbb{R}_+^n} |\nabla(u \circ \Phi_k)|^2_{\text{Eucl}} |\text{Jac} \Phi_k| \, dx, \quad (3-8)$$

$$\int_{D_k} u^2 \, dx = \int_{\mathbb{R}_+^n} (u \circ \Phi_k(x))^2 \, dx \quad (3-9)$$

where here and in the sequel $\Phi^*_{\text{Eucl}}$ is the pull-back of the Euclidean metric via the diffeomorphism $\Phi_k$. Assumption (3-6) yields

$$\lim_{k \to +\infty} \sup_{x \in D} \left( \left| \frac{\Phi_k(x)}{|x|} \right| - 1 \right) + \sup_{i,j} \left| \partial_i \Phi_k(x), \partial_j \Phi_k(x) \right| - \delta_{ij} + |\text{Jac} \Phi_k - 1| = 0,$$

where $\delta_{ij} = 1$ if $i = j$ and 0 otherwise. This limit, (3-8), (3-9) and a density argument yield (3-7). \qed

We now prove (6) of Proposition 3.1. Let $\varphi \in C^\infty(\mathbb{R}^{n-1})$ such that $0 \leq \varphi \leq 1$, $\varphi(0) = 0$, and $\varphi(x') = 1$ for all $x' \in \mathbb{R}^{n-1}$ be such that $|x'| \geq 1$. For $t \geq 0$, define $\Phi_t(x_1, x') := (x_1 - t\varphi(x'), x')$ for all $(x_1, x') \in \mathbb{R}^n$. Set $\widetilde{\Omega}_t := \Phi_t(\mathbb{R}^{n-1}_+)$ and apply Lemma 3.2 to note that $\lim_{t \to 0} \gamma_H(\widetilde{\Omega}_t) = \gamma_H(\mathbb{R}^{n-1}_+) = \frac{1}{4}n^2$. Since $\varphi \geq 0$ and $\varphi \neq 0$, we have $\mathbb{R}^{n-1}_+ \subseteq \widetilde{\Omega}_t$ for all $t > 0$. To get (6) it suffices to take $\Omega_t := \widetilde{\Omega}_t$ for $t > 0$ small enough. \qed

As in the case of $\gamma_H(\Omega)$, the best Hardy–Sobolev constant

$$\mu_{\gamma,s}(\Omega) := \inf \left\{ \frac{\int_{\Omega} |\nabla u|^2 \, dx - \gamma \int_{\Omega} u^2 / |x|^2 \, dx}{(\int_{\Omega} u^{2s} / |x|^s \, dx)^{2/2s}} : u \in D^{1,2}(\Omega) \setminus \{0\} \right\}$$

will depend on the geometry of $\Omega$ whenever $0 \in \partial \Omega$.

**Proposition 3.3.** Let $\Omega$ be a bounded smooth domain such that $0 \in \partial \Omega$.

1. If $\gamma < \frac{1}{4}n^2$, then $\mu_{\gamma,s}(\Omega) > -\infty$.
2. If $\gamma > \frac{1}{4}n^2$, then $\mu_{\gamma,s}(\Omega) = -\infty$.

Moreover,

3. If $\gamma < \gamma_H(\Omega)$, then $\mu_{\gamma,s}(\Omega) > 0$.
4. If $\gamma_H(\Omega) < \gamma < \frac{1}{4}n^2$, then $0 > \mu_{\gamma,s}(\Omega) > -\infty$.
5. If $\gamma = \gamma_H(\Omega) < \frac{1}{4}n^2$, then $\mu_{\gamma,s}(\Omega) = 0$.

**Proof.** Assume that $\gamma < \frac{1}{4}n^2$ and let $\epsilon > 0$ be such that $(1 + \epsilon)\gamma \leq \frac{1}{4}n^2$. It follows from Proposition 3.5 that there exists $C_\epsilon > 0$ such that for $u \in D^{1,2}(\Omega)$,

$$\frac{n^2}{4} \int_{\Omega} \frac{u^2}{|x|^2} \, dx \leq (1 + \epsilon) \int_{\Omega} |\nabla u|^2 \, dx + C_\epsilon \int_{\Omega} u^2 \, dx.$$
For any \( u \in D^{1,2}(\Omega) \setminus \{0\} \), we have
\[
J_{\gamma,s}(u) = \frac{1 - \frac{4\gamma}{n^2}(1+\epsilon)}{\int_\Omega |\nabla u|^2 \, dx - (4\gamma/n^2)C_\epsilon \int_\Omega u^2 \, dx} \geq \frac{4\gamma}{n^2}C_\epsilon \frac{\int_\Omega u^2 \, dx}{\left( \int_\Omega |u|^{2^*(s)/|x|^s} \, dx \right)^{2/2^*(s)}}.
\]
It follows from Hölder’s inequality that there exists \( C > 0 \) independent of \( u \) such that
\[
\int_\Omega u^2 \, dx \leq C \left( \int_\Omega \frac{|u|^{2^*(s)}}{|x|^s} \, dx \right)^{2/2^*(s)}.
\]
It then follows that \( J_{\gamma,s}(u) \geq -(4\gamma/n^2)C_\epsilon C \) for all \( u \in D^{1,2}(\Omega) \setminus \{0\} \). Therefore \( \mu_{\gamma,s}(\Omega) > -\infty \) whenever \( \gamma < \frac{1}{4} n^2 \).

Assume now that \( \gamma > \frac{1}{4} n^2 \) and define for every \( \epsilon > 0 \) a function \( u_\epsilon \in D^{1,2}(\Omega) \) as in (3-1). It then follows from (3-2) and (3-3) that as \( \epsilon \to 0 \),
\[
J_{\gamma,s}(u_\epsilon) = \frac{4n^2 - \gamma C(2) \ln(1/\epsilon) + O(1)}{C(s) \ln(1/\epsilon) + O(1)} \leq \left( \frac{4n^2 - \gamma}{C(s)} \right)^{2/2^*(s)} \left( \frac{C(2)}{2^*(s)} + o(1) \right) \left( \ln \frac{1}{\epsilon} \right)^{(2-s)/(n-s)}.
\]
Since \( s < 2 \) and \( \gamma > \frac{1}{4} n^2 \), we have \( \lim_{\epsilon \to 0} J_{\gamma,s}(u_\epsilon) = -\infty \); therefore \( \mu_{\gamma,s}(\Omega) = -\infty \).

If \( \gamma < \gamma_H(\Omega) \), Sobolev’s embedding theorem yields \( \mu_{0,s}(\Omega) > 0 \); hence the result is clear for all \( \gamma \leq 0 \) since then \( \mu_{\gamma,s}(\Omega) \geq \mu_{0,s}(\Omega) \). If now \( 0 \leq \gamma < \gamma_H(\Omega) \), it follows from the definition of \( \gamma_H(\Omega) \) that for all \( u \in D^{1,2}(\Omega) \setminus \{0\} \),
\[
J_{\gamma,s}(u) = \frac{\int_\Omega |\nabla u|^2 - \gamma \int_\Omega u^2 / |x|^s \, dx}{\left( \int_\Omega u^{2^*(s)/|x|^s} \, dx \right)^{2/2^*(s)}} \geq \left( 1 - \frac{\gamma}{\gamma_H(\Omega)} \right) \frac{\int_\Omega |\nabla u|^2 \, dx}{\left( \int_\Omega |u|^{2^*(s)/|x|^s} \, dx \right)^{2/2^*(s)}} \geq \left( 1 - \frac{\gamma}{\gamma_H(\Omega)} \right) \mu_{0,s}(\Omega).
\]
Therefore \( \mu_{\gamma,s}(\Omega) \geq (1 - \gamma/\gamma_H(\Omega)) \mu_{0,s}(\Omega) > 0 \) when \( \gamma < \gamma_H(\Omega) \).

If \( \gamma_H(\Omega) < \gamma < \frac{1}{4} n^2 \), then Proposition 3.1(4) yields that \( \gamma_H(\Omega) \) is attained. We let \( u_0 \) be such an extremal. In particular \( J_{\gamma_H(\Omega),s}(u_0) \geq 0 = J_{\gamma_H(\Omega),s}(u_0) \), and therefore \( \mu_{\gamma_H(\Omega),s}(\Omega) = 0 \). Since \( \gamma_H(\Omega) < \gamma < \frac{1}{4} n^2 \), we have that \( J_{\gamma,s}(u_0) < 0 \), and therefore \( \mu_{\gamma,s}(\Omega) < 0 \) when \( \gamma_H(\Omega) < \gamma < \frac{1}{4} n^2 \).

\textbf{Remark 3.4.} The case \( \gamma = \frac{1}{4} n^2 \) is unclear and anything can happen at that value of \( \gamma \). For example, if \( \gamma_H(\Omega) < \frac{1}{4} n^2 \) then \( \mu_{n^2/4,s}(\Omega) < 0 \), while if \( \gamma_H(\Omega) = \frac{1}{4} n^2 \) then \( \mu_{n^2/4,s}(\Omega) \geq 0 \). It is our guess that many examples reflecting different regimes can be constructed.

We shall need the following standard result.

\textbf{Proposition 3.5.} Assume \( \gamma < \frac{1}{4} n^2 \) and \( s \in [0,2] \). Then, for any \( \epsilon > 0 \), there exists \( C_\epsilon > 0 \) such that, for all \( u \in D^{1,2}(\Omega) \),
\[
\left( \int_\Omega \frac{|u|^{2^*(s)}}{|x|^s} \, dx \right)^{2/2^*(s)} \leq \left( \frac{1}{\mu_{\gamma,s}(\mathbb{R}^n_+)} + \epsilon \right) \int_\Omega \left( |\nabla u|^2 - \gamma \frac{u^2}{|x|^2} \right) \, dx + C_\epsilon \int_\Omega u^2 \, dx.
\]
This result says that, up to adding an \( L^2 \)-term (indeed, any subcritical term fits), the best constant in the Hardy–Sobolev embedding can be chosen to be as close as one wishes to the best constant in the model space \( \mathbb{R}^n_+ \). One can see this by noting that for functions that are supported in a small neighborhood
of 0, the domain $\Omega$ looks like $\mathbb{R}^n_+$, and the distortion is determined by the radius of the neighborhood. The case of general functions in $D^{1,2}(\Omega)$ is dealt with by using a cut-off, which induces the $L^2$-norm. A detailed proof is given in [Ghoussoub and Robert 2016].

The following result is central for the sequel. The proof is standard, ever since T. Aubin’s proof of the Yamabe conjecture in high dimensions, where he noted that the compactness of minimizing sequences is restored if the infimum is strictly below the energy of a “bubble”. In our case below, this translates to $\mu_{\gamma,s}(\Omega) < \mu_{\gamma,s}(\mathbb{R}^n_+)$. We omit the proof, which can be found in [Ghoussoub and Robert 2016].

**Theorem 3.6.** Assume that $\gamma < \frac{1}{2} n^2$, $0 \leq s \leq 2$ and $\mu_{\gamma,s}(\Omega) < \mu_{\gamma,s}(\mathbb{R}^n_+)$. Then there are extremals for $\mu_{\gamma,s}(\Omega)$. In particular, there exists a minimizer $u$ in $D^{1,2}(\Omega) \setminus \{0\}$ that is a positive solution to the equation

$$
\begin{aligned}
-\Delta u - \gamma \frac{u}{|x|^2} &= \mu_{\gamma,s}(\Omega) \frac{u^{2^*(s)-1}}{|x|^s} \quad \text{in } \Omega, \\
u > 0 &\quad \text{in } \partial \Omega, \\
u = 0 &\quad \text{on } \partial \Omega.
\end{aligned}
$$

(3-11)

4. Profile at 0 of the variational solutions of $L_{\gamma} u = a(x) u$

Here and in the sequel, we shall assume that $0 \in \partial \Omega$, where $\Omega$ is a smooth domain. Recall from the Introduction that two solutions for $L_{\gamma} u = 0$, with $u = 0$ on $\partial \mathbb{R}^n_+$, are of the form $u_{\alpha}(x) = x_1 |x|^{-\alpha}$, where $\alpha \in \{\alpha_-(\gamma), \alpha_+(\gamma)\}$ with

$$
\alpha_-(\gamma) := \frac{1}{2} n - \sqrt{\frac{1}{4} n^2 - \gamma} \quad \text{and} \quad \alpha_+(\gamma) := \frac{1}{2} n + \sqrt{\frac{1}{4} n^2 - \gamma}.
$$

(4-1)

These solutions will be the building blocks for sub- and supersolutions of more general linear equations involving $L_{\gamma}$ on other domains. This section is devoted to the proof of the following result. To state the theorem, we use the following terminology:

We say that $u \in D^{1,2}(\Omega)_{\text{loc},0}$ if there exists $\eta \in C^\infty_c(\mathbb{R}^n)$ such that $\eta \equiv 1$ around 0 and $\eta u \in D^{1,2}(\Omega)$. We say that $u \in D^{1,2}(\Omega)_{\text{loc},0}$ is a weak solution to the equation

$$
-\Delta u = F \in (D^{1,2}(\Omega)_{\text{loc},0})'
$$

if for any $\varphi \in D^{1,2}(\Omega)$ and $\eta \in C^\infty_c(\mathbb{R}^n)$ with sufficiently small support around 0, we have

$$
\int_{\Omega} (\nabla u, \nabla (\eta \varphi)) \, dx = \langle F, \eta \varphi \rangle.
$$

**Theorem 4.1.** Fix $\gamma < \frac{1}{2} n^2$ and $\tau > 0$, and let $u \in D^{1,2}(\Omega)_{\text{loc},0}$ be a weak solution of

$$
-\Delta u - \frac{\gamma}{|x|^2} u + O(|x|^\tau) u = 0 \quad \text{in } D^{1,2}(\Omega)_{\text{loc},0}.
$$

(4-2)

Then, there exists $K \in \mathbb{R}$ such that

$$
\lim_{x \to 0} \frac{u(x)}{d(x, \partial \Omega)|x|^{-\alpha_-(\gamma)}} = K.
$$

Moreover, if $u \geq 0$ and $u \not\equiv 0$, we have that $K > 0$. 


By a slight abuse of notation,

\[ u \mapsto -\Delta u - \frac{\gamma + O(|x|^\tau)}{|x|^2} u \]

will denote an operator

\[ u \mapsto -\Delta u - \frac{\gamma + a(x)}{|x|^2} u, \]

where \( a \in C^0(\overline{\Omega}) \) such that \( a(x) = O(|x|^\tau) \) as \( \tau \to 0 \). In Section 6, we will give a full description of solutions to (4-2) that are not necessarily variational (we also refer to [Pinchover 1994] for related problems).

We need the following lemmas, which will be used frequently throughout the paper. The first is only the initial step towards proving rigidity for the solutions of \( L_\gamma u = 0 \) on \( \mathbb{R}^n_+ \). Indeed, the pointwise assumption \( u(x) \leq C|x|^{1-\alpha} \) will not be necessary as it will be eventually removed in Proposition 6.4, which will be a consequence of the classification Theorem 6.1. We omit the proof as it can be inferred from the work of Pinchover and Tintarev [2005].

**Lemma 4.2** (rigidity). Let \( u \in C^2(\overline{\mathbb{R}^n_+} \setminus \{0\}) \) be a nonnegative solution of

\[
\begin{align*}
-\Delta u - \frac{\gamma}{|x|^2} u &= 0 \quad \text{in } \mathbb{R}^n_+, \\
u &= 0 \quad \text{on } \partial \mathbb{R}^n_+.
\end{align*}
\]

(4-3)

Suppose \( u(x) \leq C|x|^{1-\alpha} \) on \( \mathbb{R}^n_+ \) for \( \alpha \in \{\alpha_-(\gamma), \alpha_+(\gamma)\} \), then there exists \( \lambda \geq 0 \) such that \( u(x) = \lambda x_1 |x|^{-\alpha} \) for all \( x \in \mathbb{R}^n_+ \).

We now construct basic sub- and supersolutions for the equation \( L_\gamma u = a(x)u \), where \( a(x) = O(|x|^{\tau-2}) \) for some \( \tau > 0 \).

**Proposition 4.3.** Let \( \gamma < \frac{1}{4} n^2 \) and \( \alpha \in \{\alpha_-(\gamma), \alpha_+(\gamma)\} \). Let \( 0 < \tau \leq 1 \) and \( \beta \in \mathbb{R} \) be such that \( \alpha - \tau < \beta < \alpha \) and \( \beta \notin \{\alpha_-(\gamma), \alpha_+(\gamma)\} \). Then, there exist \( r > 0 \), and \( u_{\alpha_+}, u_{\alpha_-} \in C^\infty(\overline{\Omega} \setminus \{0\}) \) such that

\[
\begin{aligned}
&u_{\alpha_+} > 0 \quad \text{in } \Omega \cap B_r(0), \\
&u_{\alpha_+} = 0 \quad \text{on } \partial \Omega \cap B_r(0), \\
&-\Delta u_{\alpha_+} - \frac{\gamma + O(|x|^\tau)}{|x|^2} u_{\alpha_+} > 0 \quad \text{in } \Omega \cap B_r(0), \\
&-\Delta u_{\alpha_-} - \frac{\gamma + O(|x|^\tau)}{|x|^2} u_{\alpha_-} < 0 \quad \text{in } \Omega \cap B_r(0).
\end{aligned}
\]

Moreover, we have as \( x \to 0, \ x \in \Omega, \)

\[ u_{\alpha_+}(x) = \frac{d(x, \partial \Omega)}{|x|^{\alpha}} (1 + O(|x|^{\alpha-\beta})) \quad \text{and} \quad u_{\alpha_-}(x) = \frac{d(x, \partial \Omega)}{|x|^{\alpha}} (1 + O(|x|^{\alpha-\beta})). \]

(4-5)

**Proof.** We first choose an adapted chart to lift the basic solutions from \( \mathbb{R}^n_+ \). Since \( 0 \in \partial \Omega \) and \( \Omega \) is smooth, there exist \( \tilde{U}, \tilde{V} \) two bounded domains of \( \mathbb{R}^n \) such that \( 0 \in \tilde{U} \) and \( 0 \in \tilde{V} \), and there exists a \( C^\infty \)-diffeomorphism \( c \in C^\infty(\tilde{U}, \tilde{V}) \) such that \( c(0) = 0 \),

\[ c(\tilde{U} \cap \{x_1 > 0\}) = c(\tilde{U}) \cap \Omega \quad \text{and} \quad c(\tilde{U} \cap \{x_1 = 0\}) = c(\tilde{U}) \cap \partial \Omega. \]
The orientation of \( \partial \Omega \) is chosen in such a way that for any \( x' \in \tilde{U} \cap \{ x_1 = 0 \} \),
\[
\{ \partial_1 c(0, x'), \partial_2 c(0, x'), \ldots, \partial_n c(0, x') \}
\]is a direct basis of \( \mathbb{R}^n \) (canonically oriented). For \( x' \in \tilde{U} \cap \{ x_1 = 0 \} \), we define \( \nu(x') \) as the unique orthonormal inner vector at the tangent space \( T_{\nu(0,x')} \partial \Omega \) (it is chosen such that \( \{ \nu(x'), \partial_2 c(0, x'), \ldots, \partial_n c(0, x') \} \) is a direct basis of \( \mathbb{R}^n \)). In particular, on \( \mathbb{R}_{C}^n := \{ x_1 > 0 \} \), we have \( \nu(x') := (1, 0, \ldots, 0) \).

Here and in the sequel, we write for any \( r > 0 \)
\[
\tilde{B}_r := (-r, r) \times B_r^{(n-1)}(0),
\]where \( B_r^{(n-1)}(0) \) denotes the ball of center 0 and radius \( r \) in \( \mathbb{R}^{n-1} \). It is standard that there exists \( \delta > 0 \) such that
\[
\varphi : \tilde{B}_{2\delta} \to \mathbb{R}^n,
\]
\[
(x_1, x') \in \mathbb{R} \times \mathbb{R}^{n-1} \mapsto c(0, x') + x_1 \nu(x'),
\]
is a \( C^\infty \)-diffeomorphism onto its open image \( \varphi(\tilde{B}_{2\delta}) \), and
\[
\varphi(\tilde{B}_{2\delta} \cap \{ x_1 > 0 \}) = \varphi(\tilde{B}_{2\delta}) \cap \Omega \quad \text{and} \quad \varphi(\tilde{B}_{2\delta} \cap \{ x_1 = 0 \}) = \varphi(\tilde{B}_{2\delta}) \cap \partial \Omega.
\]
We also have, for all \( x' \in B_{2\delta}(0)^{(n-1)} \),
\[
\nu(x') \text{ is the inner orthonormal unit vector at the tangent space } T_{\nu(0,x')} \partial \Omega.
\]
An important remark is that
\[
d(\varphi(x_1, x'), \partial \Omega) = |x_1| \quad \text{for all } (x_1, x') \in \tilde{B}_{2\delta} \text{ close to 0}.
\]

Consider the metric \( g := \varphi^* \text{Eucl on } \tilde{B}_{2\delta} \), that is, the pull-back of the Euclidean metric Eucl via the diffeomorphism \( \varphi \). Following classical notations, we define
\[
g_{ij}(x) := (\partial_i \varphi(x), \partial_j \varphi(x))_{\text{Eucl}} \quad \text{for all } x \in \tilde{B}_{2\delta} \text{ and } i, j = 1, \ldots, n.
\]

Up to a change of coordinates, we can assume that \( (\partial_2 \varphi(0), \ldots, \partial_n \varphi(0)) \) is an orthogonal basis of \( T_0 \partial \Omega \). In other words, we then have that
\[
g_{ij}(0) = \delta_{ij} \quad \text{for all } i, j = 1, \ldots, n.
\]

As one checks,
\[
g_{i1}(x) = \delta_{i1} \quad \text{for all } x \in \tilde{B}_{2\delta} \text{ and } i = 1, \ldots, n.
\]

Fix now \( \alpha \in \mathbb{R} \) and consider \( \Theta \in C^\infty(\tilde{B}_{2\delta}) \) such that \( \Theta(0) = 0 \) and which will be constructed later (independently of \( \alpha \)) with additional needed properties. Fix \( \eta \in C^\infty_c(\tilde{B}_{2\delta}) \) such that \( \eta(x) = 1 \) for all \( x \in \tilde{B}_{\delta} \). Define \( u_\alpha \in C^\infty(\Omega \setminus \{0\}) \) as
\[
u(x_1, x') := \eta(x)x_1|x|^{-\alpha}(1 + \Theta(x)) \quad \text{for all } (x_1, x') \in \tilde{B}_{2\delta} \setminus \{0\}.
\]
In particular, \( u_\alpha(x) > 0 \) for all \( x \in \varphi(\tilde{B}_{2\delta}) \cap \Omega \) and \( u_\alpha(x) = 0 \) on \( \Omega \setminus \varphi(\tilde{B}_{2\delta}) \).
We claim that with a good choice of $\Theta$, we have that
\[ -\Delta u_\alpha = \frac{\alpha(n - \alpha)}{|x|^2} u_\alpha + O\left(\frac{u_\alpha(x)}{|x|}\right) \quad \text{as } x \to 0. \] (4-15)
Indeed, using the chart $\varphi$, we have that
\[ (-\Delta u_\alpha) \circ \varphi(x_1, x') = -\Delta_g(u_\alpha \circ \varphi)(x_1, x') \]
for all $(x_1, x') \in \tilde{B}_\delta \setminus \{0\}$. Here, $-\Delta_g$ is the Laplace operator associated to the metric $g$; that is,
\[ -\Delta_g := -g^{ij}(\partial_i \partial_j - \Gamma^k_{ij} \partial_k), \]
where
\[ \Gamma^k_{ij} := \frac{1}{2}g^{km}(\partial_i g_{jm} + \partial_j g_{im} - \partial_m g_{ij}), \]
and $(g^{ij})$ is the inverse of the matrix $(g_{ij})$. Here and in the sequel, we have adopted Einstein’s convention of summation. It follows from (4-13) that
\[ (-\Delta u_\alpha) \circ \varphi = -\Delta_{\text{Eucl}}(u_\alpha \circ \varphi) - \sum_{i, j \geq 2} (g^{ij} - \delta^{ij}) \partial_i (u_\alpha \circ \varphi) + g^{ij} \Gamma^1_{ij} \partial_1 (u_\alpha \circ \varphi) + \sum_{k \geq 2} g^{ij} \Gamma^k_{ij} \partial_k (u_\alpha \circ \varphi). \] (4-16)
It follows from the definition (4-14) that there exists $C > 0$ such that for any $i, j, k \geq 2$, we have that
\[ |\partial_i (u_\alpha \circ \varphi)(x_1, x')| \leq C|x_1| \cdot |x|^{-\alpha-2} \quad \text{and} \quad |\partial_k (u_\alpha \circ \varphi)(x_1, x')| \leq C|x_1| \cdot |x|^{-\alpha-1} \]
for all $(x_1, x') \in \tilde{B}_\delta \setminus \{0\}$. It follows from (4-12) that $g^{ij} - \delta^{ij} = O(|x|)$ as $x \to 0$. Therefore, (4-16) yields that as $x \to 0$,
\[ (-\Delta u_\alpha) \circ \varphi = -\Delta_{\text{Eucl}}(u_\alpha \circ \varphi) + g^{ij} \Gamma^1_{ij} \partial_1 (u_\alpha \circ \varphi) + O(x_1|x|^{-\alpha-1}). \] (4-17)
The definition of $g_{ij}$ and the expression of $\varphi(x_1, x')$ then yield that as $x \to 0$,
\[ g^{ij} \Gamma^1_{ij} = -\frac{1}{2} \sum_{i, j \geq 2} g^{ij} \partial_1 g_{ij} \]
\[ = -\sum_{i, j \geq 2} g^{ij}(x_1, x')((\partial_i \varphi(0, x'), \partial_j \nu(x')) + x_1(\partial_i \nu(x'), \partial_j \nu(x'))) \]
\[ = -\sum_{i, j \geq 2} g^{ij}(0, x')(\partial_i \varphi(0, x'), \partial_j \nu(x')) + O(|x_1|) = H(x') + O(|x_1|), \]
where $H(x')$ is the mean curvature of the $(n-1)$-manifold $\partial \Omega$ at $\varphi(0, x')$ oriented by the outer normal vector $-\nu(x')$. Using the expression (4-14) and using the smoothness of $\Theta$, (4-17) yields
\[ (-\Delta u_\alpha) \circ \varphi = (\Delta_{\text{Eucl}}(x_1|x|^{-\alpha})) \cdot (1 + \Theta) + |x|^{-\alpha}(H(x')(1 + \Theta) - 2\partial_1 \Theta) + O(x_1|x|^{-\alpha-1}) \quad \text{as } x \to 0. \]
We now define
\[ \Theta(x_1, x') := e^{-x_1 H(x')/2} - 1 \quad \text{for all } x = (x_1, x') \in \tilde{B}_{2\delta}. \]
Clearly $\Theta(0) = 0$ and $\Theta \in C^\infty(\tilde{B}_{2\delta})$. We then get that as $x \to 0$,
\[ (-\Delta u_\alpha) \circ \varphi = \frac{\alpha(n - \alpha)}{|x|^2} x_1 |x|^{-\alpha} \cdot (1 + \Theta) + O(x_1|x|^{-\alpha-1}). \] (4-18)
With the choice that $g_{ij}(0) = \delta_{ij}$, we have that $(\partial_i \varphi(0))_{i=1,...,n}$ is an orthonormal basis of $\mathbb{R}^n$, and therefore $|\varphi(x)| = |x|(1 + O(|x|))$ as $x \to 0$. It then follows from (4-18) and (4-14) that

$$-\Delta u_\alpha = \frac{\alpha(n-\alpha)}{|x|^2} u_\alpha + O(|x|^{-1} u_\alpha) \quad \text{as} \quad x \to 0.$$  \hspace{1cm} (4-19)

This proves (4-15). We now proceed with the construction of the sub- and supersolutions. Let $\alpha \in \{\alpha_-(\gamma), \alpha_+(\gamma)\}$ in such a way that $\alpha(n-\alpha) = \gamma$ and consider $\beta, \lambda \in \mathbb{R}$ to be chosen later. It follows from (4-15) that

$$\left(-\Delta - \frac{\gamma}{|x|^2} + O(|x|^\tau)\right)(u_\alpha + \lambda u_\beta) = \frac{\lambda(\beta(n-\beta) - \gamma)}{|x|^2} u_\alpha + O(|x|^{-1} u_\alpha) + O(|x|^{-2} u_\beta)
\quad \Rightarrow \quad \frac{u_\beta}{|x|^2} \left(\lambda(\beta(n-\beta) - \gamma) + O(|x|^\tau) + O(|x|^\tau+\beta-\alpha) + O(|x|^{1+\beta-\alpha})\right)$$

as $x \to 0$. Choose $\beta$ such that $\alpha - \tau < \beta < \alpha$ in such a way that $\beta \neq \alpha_-(\gamma)$ and $\beta \neq \alpha_+(\gamma)$. In particular, $\beta > \alpha - 1$ and $\beta(n-\beta) - \gamma \neq 0$. We then have

$$\left(-\Delta - \frac{\gamma}{|x|^2} + O(|x|^\tau)\right)(u_\alpha + \lambda u_\beta) = \frac{u_\beta}{|x|^2} \left(\lambda(\beta(n-\beta) - \gamma) + O(|x|^\tau+\beta-\alpha)\right)$$  \hspace{1cm} (4-20)

as $x \to 0$. Choose $\lambda \in \mathbb{R}$ such that $\lambda(\beta(n-\beta) - \gamma) > 0$. Finally, let $u_{\alpha,+} := u_\alpha + \lambda u_\beta$ and $u_{\alpha,-} := u_\alpha - \lambda u_\beta$. They clearly satisfy (4-4) and (4-5), which completes the proof of Proposition 4.3. \hfill \Box

Lemma 4.4. Assume that $u \in D^{1,2}(\Omega)_{loc,0}$ is a weak solution of

$$\begin{cases}
-\Delta u - \frac{\gamma}{|x|^2} + O(|x|^\tau) u = 0 & \text{in} \ D^{1,2}(\Omega)_{loc,0}, \\
u = 0 & \text{on} \ B_{2\delta}(0) \cap \partial \Omega
\end{cases}$$  \hspace{1cm} (4-21)

for some $\tau > 0$ and $\delta > 0$. Then, there exists $C_1 > 0$ such that

$$|u(x)| \leq C_1 d(x, \partial \Omega)|x|^{-\alpha-(\gamma)} \quad \text{for} \quad x \in \Omega \cap B_\delta(0).$$  \hspace{1cm} (4-22)

Moreover, if $u > 0$ in $\Omega$, then there exists $C_2 > 0$ such that

$$u(x) \geq C_2 d(x, \partial \Omega)|x|^{-\alpha-(\gamma)} \quad \text{for} \quad x \in \Omega \cap B_\delta(0).$$  \hspace{1cm} (4-23)

Proof: Assume first that $u \in D^{1,2}(\Omega)_{loc,0}$ and $u > 0$ on $B_\delta(0) \cap \Omega$. We claim that there exists $C_0 > 0$ such that

$$\frac{1}{C_0} \frac{d(x, \partial \Omega)}{|x|^{\alpha-(\gamma)}} \leq u(x) \leq C_0 \frac{d(x, \partial \Omega)}{|x|^{\alpha-(\gamma)}} \quad \text{for all} \quad x \in \Omega \cap B_\delta(0).$$  \hspace{1cm} (4-24)

Indeed, since $u$ is smooth outside 0, it follows from Hopf’s maximum principle that there exists $C_1, C_2 > 0$ such that

$$C_1 d(x, \partial \Omega) \leq u(x) \leq C_2 d(x, \partial \Omega) \quad \text{for all} \quad x \in \Omega \cap \partial B_\delta(0).$$  \hspace{1cm} (4-25)

Let $u_{\alpha-(\gamma),+}$ be the supersolution constructed in Proposition 4.3. It follows from (4-25) and the asymptotics (4-5) of $u_{\alpha-(\gamma),+}$ that there exists $C_3 > 0$ such that

$$u(x) \leq C_3 u_{\alpha-(\gamma),+}(x) \quad \text{for all} \quad x \in \partial (B_\delta(0) \cap \Omega).$$
Since \( u \) is a solution and \( u_{\alpha-(\gamma),+} \) is a supersolution, both being in \( D^{1,2}(\Omega)_{\text{loc,0}} \), it follows from the maximum principle (by choosing \( \delta > 0 \) small enough so that \( -\Delta - (\gamma + O(|x|^\gamma))|x|^{-2} \) is coercive on \( B_\delta(0) \cap \Omega \)) that \( u(x) \leq C_3 u_{\alpha-(\gamma),+}(x) \) for all \( x \in B_\delta(0) \cap \Omega \). In particular, it follows from the asymptotics (4-5) of \( u_{\alpha-(\gamma),+} \) that there exists \( C_4 > 0 \) such that \( u(x) \leq C_4 d(x, \partial \Omega)|x|^{-\alpha-(\gamma)} \) for all \( x \in \Omega \cap B_\delta(0) \). Arguing similarly with the lower-bound in (4-25) and the subsolution \( u_{\alpha-(\gamma),-} \), we get the existence of \( C_0 > 0 \) such that (4-24) holds. This yields Lemma 4.4 for \( u > 0 \).

Now we deal with the case when \( u \) is a sign-changing solution for (4-21). We then define \( u_1, u_2 : B_\delta(0) \cap \Omega \rightarrow \mathbb{R} \) such that
\[
\begin{align*}
-\Delta u_1 - \frac{\gamma + O(|x|^\gamma)}{|x|^2} u_1 &= 0 \quad \text{in } B_\delta(0) \cap \Omega, \\
u_1(x) &= \max\{u(x), 0\} \quad \text{on } \partial(B_\delta(0) \cap \Omega),
\end{align*}
\]
The existence of such solutions is ensured by choosing \( \delta > 0 \) small enough so that the operator \( -\Delta - (\gamma + O(|x|^\gamma))|x|^{-2} \) is coercive on \( B_\delta(0) \cap \Omega \). In particular, \( u_1, u_2 \in D^{1,2}(\Omega)_{\text{loc,0}}, u_1, u_2 \geq 0 \) and \( u = u_1 - u_2 \). It follows from the maximum principle that for all \( i \), either \( u_i \equiv 0 \) or \( u_i > 0 \). The first part of the proof yields the upper bound for \( u_1, u_2 \). Since \( u = u_1 - u_2 \), we then get (4-22).

The following lemma allows to construct sub- and supersolutions with Dirichlet boundary conditions on any small smooth domain.

**Proposition 4.5.** Let \( \Omega \) be a smooth bounded domain of \( \mathbb{R}^n \), and let \( W \) be a smooth domain of \( \mathbb{R}^n \) such that for some \( r > 0 \) small enough, we have
\[
B_r(0) \cap \Omega \subset W \subset B_{2r}(0) \cap \Omega \quad \text{and} \quad B_r(0) \cap \partial W = B_r(0) \cap \partial \Omega. \tag{4-26}
\]

Fix \( \gamma < \frac{1}{4}n^2 \), \( 0 < \tau \leq 1 \) and \( \beta \in \mathbb{R} \) such that \( \alpha_+(\gamma) - \tau < \beta < \alpha_+(\gamma) \) and \( \beta \neq \alpha_-(\gamma) \). Then, for \( r \) small enough, there exists \( u_{\alpha_+(\gamma),+}^{(d)}, u_{\alpha_+(\gamma),-}^{(d)} \in C^\infty(\overline{W} \setminus \{0\}) \) such that
\[
\begin{align*}
-\Delta u_{\alpha_+(\gamma),+}^{(d)} &= \frac{\gamma + O(|x|^\gamma)}{|x|^2} u_{\alpha_+(\gamma),+}^{(d)} > 0 \quad \text{in } W, \\
-\Delta u_{\alpha_+(\gamma),-}^{(d)} &= \frac{\gamma + O(|x|^\gamma)}{|x|^2} u_{\alpha_+(\gamma),-}^{(d)} < 0 \quad \text{in } W.
\end{align*}
\]
Moreover, we have as \( x \to 0, \ x \in \Omega \) that
\[
\begin{align*}
u_{\alpha_+(\gamma),+}^{(d)}(x) &= \frac{d(x, \partial \Omega)}{|x|^{\alpha_+(\gamma)}} (1 + O(|x|^{\alpha_+(\gamma)-\beta})), \\
u_{\alpha_+(\gamma),-}^{(d)}(x) &= \frac{d(x, \partial \Omega)}{|x|^{\alpha_+(\gamma)}} (1 + O(|x|^{\alpha_+(\gamma)-\beta})).
\end{align*}
\]

**Proof.** Take \( \eta \in C^\infty(\mathbb{R}^n) \) such that \( \eta(x) = 0 \) for \( x \in B_{\delta/4}(0) \) and \( \eta(x) = 1 \) for \( x \in \mathbb{R}^n \setminus B_{\delta/3}(0) \). Define on \( W \) the function
\[
f(x) := \left(-\Delta - \frac{\gamma + O(|x|^\gamma)}{|x|^2}\right)(\eta u_{\alpha_+(\gamma),+}),
\]
where \( u_{\alpha_+} \) is given by Proposition 4.3. Note that \( f \) vanishes around 0 and that it is in \( C^\infty(\bar{W}) \). Let \( v \in D^{1,2}(W) \) be such that
\[
\begin{aligned}
-\Delta v - \frac{\gamma + O(|x|^r)}{|x|^2} v &= f & \text{in } W, \\
v &= 0 & \text{on } \partial W.
\end{aligned}
\]

Note that for \( r > 0 \) small enough, \(-\Delta - (\gamma + O(|x|^r))|x|^{-2} \) is coercive on \( W \), and therefore, the existence of \( v \) is ensured for small \( r \). Define
\[
u^{(d)}_{\alpha_+} := u_{\alpha_+} - \eta u_{\alpha_+} + v.
\]
The properties of \( W \) and the definitions of \( \eta \) and \( v \) yield
\[
\begin{aligned}
u^{(d)}_{\alpha_+} &= 0 & \text{in } \partial W \setminus \{0\}, \\
-\Delta u^{(d)}_{\alpha_+} &= \frac{\gamma + O(|x|^r)}{|x|^2} u^{(d)}_{\alpha_+} > 0 & \text{in } W.
\end{aligned}
\]
Since \(-\Delta v - (\gamma + O(|x|^r))|x|^{-2} v = 0 \) around 0 and \( v \in D^{1,2}(W) \), it follows from Lemma 4.4 that there exists \( C > 0 \) such that \( |v(x)| \leq C d(x, W)|x|^{-\alpha - (\gamma)} \) for all \( x \in W \). Then (4.28) follows from the asymptotics (4.5) of \( u_{\alpha_+}, \) and the fact that \( \alpha_+ (\gamma) < \alpha_+ (\gamma) \). We argue similarly for \( u_{\alpha_+}^{(d)} \).

**Lemma 4.6.** Let \( u \in D^{1,2}(\Omega)_{\text{loc},0} \) such that (4.2) holds. Assume there exists \( C > 0 \) and \( \alpha \in \{\alpha_+ (\gamma), \alpha_+ (\gamma)\} \) such that
\[
|u(x)| \leq C|x|^{1-\alpha} \quad \text{for } x \to 0, \ x \in \Omega.
\]

1. Then, there exists \( C_1 > 0 \) such that
\[
|\nabla u(x)| \leq C_1 |x|^{-\alpha} \quad \text{as } x \to 0, \ x \in \Omega.
\]

2. If \( \lim_{x \to 0} |x|^\alpha u(x) = 0 \), then \( \lim_{x \to 0} |x|^\alpha |\nabla u(x)| = 0 \). Moreover, if \( u > 0 \), then there exists \( l \geq 0 \) such that
\[
\begin{aligned}
\lim_{x \to 0} \frac{|x|^\alpha u(x)}{d(x, \partial \Omega)} &= l \\
\lim_{x \to 0, x \in \partial \Omega} |x|^\alpha |\nabla u(x)| &= l.
\end{aligned}
\]

**Proof.** Assume that (4.30) holds. Set \( \omega(x) := |x|^\alpha u(x)/d(x, \partial \Omega) \) for \( x \in \Omega \). Let \( (x_i)_i \in \Omega \) be such that
\[
\lim_{i \to +\infty} x_i = 0 \quad \text{and} \quad \lim_{i \to +\infty} \omega(x_i) = l.
\]

Choose a chart \( \varphi \) as in (4.7) such that \( d\varphi_0 = \text{Id}_{\mathbb{R}^n} \). For any \( i \), define \( X_i \in \mathbb{R}^n_+ \) such that \( x_i = \varphi(X_i) \), \( r_i := |X_i| \) and \( \theta_i := X_i/|X_i| \). In particular, \( \lim_{i \to +\infty} r_i = 0 \) and \( |\theta_i| = 1 \) for all \( i \). Set
\[
\tilde{u}_i(x) := r_i^{-\alpha-1} u(\varphi(r_i x)) \quad \text{for all } i \text{ and } x \in B_R(0) \cap \mathbb{R}^n_+ \setminus \{0\}.
\]

Equation (4.2) can then be rewritten as
\[
\begin{aligned}
-\Delta_{\alpha_i} \tilde{u}_i - \frac{\gamma + o(1)}{|x|^2} \tilde{u}_i &= 0 & \text{in } B_R(0) \cap \mathbb{R}^n_+, \\
\tilde{u}_i &= 0 & \text{in } B_R(0) \cap \partial \mathbb{R}^n_+.
\end{aligned}
\]
where $g_i(x) := (\varphi^*\text{Eucl})(r_i x)$ is a metric that goes to Eucl on every compact subset of $\mathbb{R}^n$ as $i \to \infty$. Here, $o(1) \to 0$ in $C^0_{\text{loc}}(\mathbb{R}^n_+ \setminus \{0\})$. It follows from (4-30) and (4-33) that

$$|\tilde{u}_i(x)| \leq C|x|^{1-\alpha} \quad \text{for all } i \text{ and all } x \in B_R(0) \cap \mathbb{R}^n_+,$$

It follows from elliptic theory that there exists $\tilde{u} \in C^2(\mathbb{R}^n_+ \setminus \{0\})$ such that $\tilde{u}_i \to \tilde{u}$ in $C^1_{\text{loc}}(\mathbb{R}^n_+ \setminus \{0\})$. By letting $\theta := \lim_{i \to +\infty} \theta_i (|\theta| = 1)$, we then have that $\partial_j \tilde{u}_i(\theta_i) \to \partial_j \tilde{u}(\theta)$ as $i \to +\infty$ for any $j = 1, \ldots, n$, which can be rewritten as

$$\lim_{i \to +\infty} |x_i|^\alpha \partial_j u(x_i) = \partial_j \tilde{u}(\theta) \quad \text{for all } j = 1, \ldots, n.$$

We now prove (4-31). For that, we argue by contradiction and assume that there exists a sequence $(x_i)_i \in \Omega$ that goes to $0$ as $i \to +\infty$ and such that $|x_i|^\alpha |\nabla u(x_i)| \to +\infty$ as $i \to +\infty$. It then follows from (4-36) that $|x_i|^\alpha |\nabla u(x_i)| = O(1)$ as $i \to +\infty$. This is a contradiction to our assumption, which proves (4-31). The case when $|x|^\alpha u(x) \to 0$ as $x \to 0$ goes similarly.

Now we consider the case when $u > 0$, which implies that $\tilde{u}_i \geq 0$ and $\tilde{u} \geq 0$. We let $l \in [0, +\infty)$ and $(x_i)_i \in \Omega$ be such that

$$\lim_{i \to +\infty} x_i = 0 \quad \text{and} \quad \lim_{i \to +\infty} \omega(x_i) = l.$$

We claim that

$$0 \leq l < +\infty \quad \text{and} \quad \lim_{x \to 0} \omega(x) = l \in [0, +\infty).$$

Indeed, using the notations above, we get that

$$\lim_{i \to +\infty} \frac{\tilde{u}_i(\theta_i)}{(\theta_i)_1} = l.$$

The convergence of $\tilde{u}_i$ in $C^1_{\text{loc}}(\mathbb{R}^n_+ \setminus \{0\})$ then yields $l < +\infty$. Passing to the limit as $i \to +\infty$ in (4-34), we get

$$\left\{ \begin{array}{ll}
-\Delta_{\text{Eucl}} \tilde{u} - \frac{\gamma}{|x|^2} \tilde{u} = 0 & \text{in } \mathbb{R}^n_+.
\tilde{u} \geq 0 & \text{in } \mathbb{R}^n_+.
\tilde{u} = 0 & \text{in } \partial \mathbb{R}^n_+.
\end{array} \right.$$

The limit (4-37) can be rewritten as $\tilde{u}(\theta) = l\theta_1$ if $\theta \in \mathbb{R}^n_+$ and $\partial_1 \tilde{u}(\theta) = l$ if $\theta \in \partial \mathbb{R}^n_+$. The rigidity lemma, Lemma 4.2, then yields

$$\tilde{u}(x) = l|x|^{-\alpha} \quad \text{for all } x \in \mathbb{R}^n_+.$$ 

In particular, since the differential of $\varphi$ at 0 is the identity map, it follows from the convergence of $\tilde{u}_i$ to $\tilde{u}$ locally in $C^1$ that

$$\lim_{i \to +\infty} \sup_{x \in \Omega \cap \partial B_{r_i}(0)} \frac{u(x)}{d(x, \partial \Omega)|x|^{-\alpha}} = \lim_{x \in \mathbb{R}^n_+ \cap \partial B_{r_1}(0)} \frac{\tilde{u}(x)}{x_1|x|^{-\alpha}} = l,$$

and

$$\lim_{i \to +\infty} \inf_{x \in \Omega \cap \partial B_{r_i}(0)} \frac{u(x)}{d(x, \partial \Omega)|x|^{-\alpha}} = \lim_{x \in \mathbb{R}^n_+ \cap \partial B_{r_1}(0)} \frac{\tilde{u}(x)}{x_1|x|^{-\alpha}} = l.$$
We distinguish two cases:

Case 1: $\alpha = \alpha_+(\gamma)$. Let $W$ and $u_{\alpha_+(\gamma),-}^{(d)}$ be as in Proposition 4.5, and fix $\epsilon > 0$. Note that the existence and properties of $u_{\alpha_+(\gamma),-}^{(d)}$ do not use the lemma that is currently being proved. It follows from (4-40) that there exists $i_0$ such that for $i \geq i_0$, we have

$$u(x) \geq (l - \epsilon)u_{\alpha_+(\gamma),-}^{(d)}(x) \quad \text{for all } x \in W \cap \partial B_{r_i}(0).$$

Since $(-\Delta - (\gamma + O(|x|^r))|x|^{-2})(u - (l - \epsilon)u_{\alpha_+(\gamma),-}^{(d)}) \geq 0$ in $W \setminus B_{r_i}(0)$ and since $u_{\alpha_+(\gamma),-}$ vanishes on $\partial W \setminus \{0\}$, it follows from the comparison principle that

$$u(x) \geq (l - \epsilon)u_{\alpha_+(\gamma),-}^{(d)}(x) \quad \text{for all } x \in W \setminus \{0\}.$$

Letting $i \to +\infty$ yields

$$u(x) \geq (l - \epsilon)u_{\alpha_+(\gamma),-}^{(d)}(x) \quad \text{for all } x \in W \setminus \{0\}.$$

It follows from this inequality and the asymptotics for $u_{\alpha_+(\gamma),-}^{(d)}$ that

$$\liminf_{x \to 0} \omega(x) \geq l.$$

Note that this is valid for any $l \in \mathbb{R}$ satisfying (4-37). By taking $l := \limsup_{x \to 0} \omega(x)$, we then get that $\lim_{x \to 0} \omega(x) = l$.

Case 2: $\alpha = \alpha_-(\gamma)$. Consider the super- and subsolutions $u_{\alpha_-(\gamma),+}$, $u_{\alpha_-(\gamma),-}$ constructed in Proposition 4.3. It follows from (4-39) and (4-40) that for $\epsilon > 0$, there exists $i_0$ such that, for $i \geq i_0$, we have

$$(l - \epsilon)u_{\alpha_-(\gamma),-}(x) \leq u(x) \leq (l + \epsilon)u_{\alpha_-(\gamma),+}(x) \quad \text{for all } x \in \Omega \cap \partial B_{r_i}(0).$$

Since the operator $-\Delta - (\gamma + O(|x|^r))|x|^{-2}$ is coercive on $\Omega \cap B_{r_i}(0)$ and the functions we consider are in $D^{1,2}_{\text{loc},0}(\Omega \cap B_{r_i}(0))$ (i.e., they are variational), it follows from the maximum principle that

$$(l - \epsilon)u_{\alpha_-(\gamma),-}(x) \leq u(x) \leq (l + \epsilon)u_{\alpha_-(\gamma),+}(x) \quad \text{for all } x \in \Omega \cap B_{r_i}(0).$$

Using the asymptotics (4-5) of the sub- and supersolutions, we get that

$$(l - \epsilon) \leq \lim_{x \to 0} \frac{u(x)}{d(x, \partial \Omega)|x|^{-\alpha_-(\gamma)}} \leq \limsup_{x \to 0} \frac{u(x)}{d(x, \partial \Omega)|x|^{-\alpha_-(\gamma)}} \leq (l + \epsilon).$$

Letting $\epsilon \to 0$ yields $\lim_{x \to 0} \omega(x) = l \geq 0$. This ends Case 2 and completes the proof of (4-38).

The case $u > 0$ is a consequence of (4-38) and (4-36) (note that for the second limit, $x_i \in \partial \Omega$ can be rewritten as $\theta_i \in \partial \mathbb{R}^n_+$ and therefore $(\theta_i)_1 = 0$). This ends the proof of Lemma 4.6.

**Proof of Theorem 4.1.** First, assume that $u \in D^{1,2}_{\text{loc},0}(\Omega)$ satisfies (4-2) and $u > 0$ on $B_\delta(0) \cap \Omega$. It then follows from Lemma 4.4 that there exists $C_0 > 0$ such that

$$\frac{1}{C_0} \frac{d(x, \partial \Omega)}{|x|^{\alpha-(\gamma)}} \leq u(x) \leq C_0 \frac{d(x, \partial \Omega)}{|x|^{\alpha-(\gamma)}} \quad \text{for all } x \in \Omega \cap B_\delta(0).$$

Since $u > 0$, this estimate coupled with Lemma 4.6 yields the theorem for $u > 0$. 
If now $u$ is a sign-changing solution for (4.2), we define $u_1, u_2 : B_δ(0) \cap \Omega \to \mathbb{R}_{\geq 0}$ as in the proof of Lemma 4.4. The first part of the proof yields that there exist $l_1, l_2 \geq 0$ such that
\[
\lim_{x \to 0} \frac{u_1(x)}{d(x, \partial \Omega)|x|^{-\alpha_- (\gamma)}} = l_1 \quad \text{and} \quad \lim_{x \to 0} \frac{u_2(x)}{d(x, \partial \Omega)|x|^{-\alpha_- (\gamma)}} = l_2.
\]
Since $u = u_1 - u_2$, we get Theorem 4.1 by taking $l := l_1 - l_2$. 

Here is an immediate consequence.

**Corollary 4.7.** Suppose $\gamma < \gamma_H(\Omega)$ and consider the first eigenvalue of $L_{\gamma}$, i.e.,
\[
\lambda_1(\Omega, \gamma) := \inf_{u \in D^{1,2}(\Omega) \setminus \{0\}} \frac{\int_\Omega (|\nabla u|^2 - u^2 \gamma / |x|^2) \, dx}{\int_\Omega u^2 \, dx} > 0.
\]
If $u_0 \in D^{1,2}(\Omega) \setminus \{0\}$ is a minimizer, then there exists $A \neq 0$ such that
\[
u u_0(x) \sim_{x \to 0} A \frac{d(x, \partial \Omega)}{|x|^\alpha_- (\gamma)}.
\]

**Proof.** The existence of a minimizer $u_0$ that doesn’t change sign is standard. The Euler–Lagrange equation is $-\Delta u - u \gamma / |x|^2 = ku$ for some $k \in \mathbb{R}$. We then apply Theorem 4.1. 

## 5. Regularity of solutions for related nonlinear variational problems

This section is devoted to the proof of the following key result.

**Theorem 5.1** (optimal regularity and generalized Hopf’s lemma). Fix $\gamma < \frac{1}{4} n^2$ and let $f : \Omega \times \mathbb{R} \to \mathbb{R}$ be a Carathéodory function such that
\[
|f(x, v)| \leq C |v| \left(1 + \frac{|v|^{2^*(s)-2}}{|x|^s}\right) \quad \text{for all } x \in \Omega \text{ and } v \in \mathbb{R}.
\]
Let $u \in D^{1,2}_{\text{loc,0}}(\Omega)$ be a weak solution of
\[
-\Delta u - \frac{\gamma + O(|x|^\tau)}{|x|^2} u = f(x, u) \quad \text{in } D^{1,2}_{\text{loc,0}}(\Omega) \tag{5-1}
\]
for some $\tau > 0$. Then, there exists $K \in \mathbb{R}$ such that
\[
\lim_{x \to 0} \frac{u(x)}{d(x, \partial \Omega)|x|^{-\alpha_- (\gamma)}} = K. \tag{5-2}
\]
Moreover, if $u \geq 0$ and $u \not\equiv 0$, we have that $K > 0$.

Note that when $f \equiv 0$, this is nothing but Theorem 4.1. The result can be viewed as a generalization of Hopf’s lemma in the following sense: when $\gamma = 0$ (and then $\alpha_- (\gamma) = 0$), the classical Nash–Moser regularity scheme yields $u \in C^1_{\text{loc}}$, and when $u \geq 0$, $u \not\equiv 0$, Hopf’s comparison principle yields $\partial_v u(0) < 0$, which is a reformulation of (5-2) when $\alpha_- (\gamma) = 0$.

The following lemma will be of frequent use in the sequel.
Lemma 5.2. Let $f : \Omega \times \mathbb{R} \to \mathbb{R}$ be as in the statement of Theorem 5.1, and consider $u \in D^{1,2}(\Omega)_{\text{loc},0}$ such that (5-1) holds. Assume that for some $C > 0$,

$$|u(x)| \leq C|x|^{1-\alpha-(\gamma)} \quad \text{for } x \to 0, \ x \in \Omega. \quad (5-3)$$

Then, $u$ satisfies the conclusion of Lemma 4.6.

Proof. Assume that (5-3) holds. We claim that we can assume that for some $\tau > 0$,

$$-\Delta u - \frac{\gamma + O(|x|^\tau)}{|x|^2}u = 0 \quad \text{in } D^{1,2}(\Omega)_{\text{loc},0}. \quad (5-4)$$

Indeed, we have as $x \to 0$,

$$|f(x,u)| \leq C|u|(1 + |x|^{-s}|x|^{-(2s-2)(\alpha-(\gamma)-1)}) \leq C \frac{|u|}{|x|^2}(|x|^2 + |x|^{2(s-2)(\alpha/2-\gamma)}) = O\left(\frac{|x|^{\tau'} u}{|x|^2}\right)$$

for some $\tau' > 0$. Plugging this inequality into (5-1) and replacing $\tau$ by $\min\{\tau, \tau'\}$ yields (5-4). The lemma now follows from Lemma 4.6. \hfill \square

Proof of Theorem 5.1. We let here $u \in D^{1,2}(\Omega)_{\text{loc},0}$ be a solution to (5-1); that is,

$$-\Delta u - \frac{\gamma + O(|x|^\tau)}{|x|^2}u = f(x,u) \text{ weakly in } D^{1,2}(\Omega)_{\text{loc},0} \quad (5-5)$$

for some $\tau > 0$. We shall first use the classical De Giorgi–Nash–Moser iterative scheme (see [Gilbarg and Trudinger 1998; Hebey 1997] for expositions in book form). We skip most of the computations and refer to [Ghoussoub and Robert 2006a, Proposition A.1] for the details. We fix $\delta_0 > 0$ such that

(i) there exists $\tilde{\eta} \in C^\infty(B_{4\delta_0}(0))$ such that $\tilde{\eta}(x) = 1$ for $x \in B_{2\delta_0}(0),$

(ii) $\tilde{\eta}u \in D^{1,2}(\Omega), \quad$ and

(iii) $u$ is a weak solution to (5-5) when tested on $\tilde{\eta}\varphi$ with $\varphi \in D^{1,2}(\Omega)$ (see the definition of weak solution given in the preceding section).

The proof goes through four steps.

Step 1: Let $\beta \geq 1$ be such that $4\beta/(\beta + 1)^2 > 4\gamma/n^2$. Assume that $u \in L^{\beta+1}(\Omega \cap B_{\delta_0}(0))$. We claim that

$$u \in L^{n/(n-2)(\beta+1)}(\Omega \cap B_{\delta_0}(0)). \quad (5-6)$$

Indeed, fix $\beta \geq 1, \ L > 0$, and define $G_L, H_L : \mathbb{R} \to \mathbb{R}$ as

$$G_L(t) := \begin{cases} |t|^{\beta-1}t & \text{if } |t| \leq L, \\ \beta L^{\beta-1}(t-L) + L^\beta & \text{if } t \geq L, \\ \beta L^{\beta-1}(t+L) - L^\beta & \text{if } t \leq -L \end{cases} \quad (5-7)$$

and

$$H_L(t) := \begin{cases} |t|^{(\beta-1)/2}t & \text{if } |t| \leq L, \\ \frac{1}{2}(\beta + 1)L^{(\beta-1)/2}(t-L) + L^{(\beta+1)/2} & \text{if } t \geq L, \\ \frac{1}{2}(\beta + 1)L^{(\beta-1)/2}(t+L) - L^{(\beta+1)/2} & \text{if } t \leq -L. \end{cases} \quad (5-8)$$
As is easily checked,

$$0 \leq t G_L(t) \leq H_L(t)^2 \quad \text{and} \quad G'_L(t) = \frac{4\beta}{(\beta + 1)^2} (H'_L(t))^2 \quad (5-9)$$

for all $t \in \mathbb{R}$ and all $L > 0$. We fix $\delta > 0$ small, which will be chosen later. We let $\eta \in C_c^\infty(\mathbb{R}^n)$ be such that $\eta(x) = 1$ for $x \in B_{\delta/2}(0)$ and $\eta(x) = 0$ for $x \in \mathbb{R}^n \setminus B_{\delta}(0)$. Multiplying equation (5-5) with $\eta^2 G_L(u) \in D^{1,2}(\Omega)$, we get that

$$\int_\Omega (\nabla u, \nabla (\eta^2 G_L(u))) \ dx - \int_\Omega \frac{\gamma + O(|x|^s)}{|x|^2} \eta^2 u G_L(u) \ dx = \int_\Omega f(x,u)\eta^2 G_L(u) \ dx. \quad (5-10)$$

Integrating by parts, and using formulae (5-7)–(5-9) (see [Ghoussoub and Robert 2006a] for details) yields

$$\int_\Omega (\nabla u, \nabla (\eta^2 G_L(u))) \ dx
= \frac{4\beta}{(\beta + 1)^2} \int_\Omega (\nabla (\eta H_L(u))^2 - \eta(-\Delta)\eta H_L(u)^2) \ dx + \int_\Omega -\Delta (\eta^2) J_L(u) \ dx, \quad (5-11)$$

where $J_L(t) := \int_0^t G_L(\tau) \ d\tau$. This identity and (5-10) yield

$$\int_\Omega \frac{4\beta}{(\beta + 1)^2} \int_\Omega |\nabla (\eta H_L(u))|^2 \ dx - \int_\Omega \frac{\gamma + O(|x|^s)}{|x|^2} \eta^2 u G_L(u) \ dx
\leq \int_\Omega \left|-\Delta (\eta^2) \right| \cdot |J_L(u)| \ dx + C(\beta, \delta) \int_{\Omega \cap B_{\delta}(0)} |H_L(u)|^2 \ dx + C \int_\Omega \frac{|u|^{2(s)-2}}{|x|^s} \eta H_L(u)^2 \ dx. \quad (5-12)$$

Hölder’s inequality and the Sobolev constant given in (1-16) yield

$$\int_\Omega \frac{|u|^{2(s)-2}}{|x|^s} \eta H_L(u)^2 \ dx \leq \left( \int_{\Omega \cap B_{\delta}(0)} \frac{|u|^{2(s)}}{|x|^s} \ dx \right)^{2(s)-2}/2(s) \left( \int_\Omega \frac{|\eta H_L(u)|^{2(s)}}{|x|^s} \ dx \right)^{2s}/2s
\leq \left( \int_{\Omega \cap B_{\delta}(0)} \frac{|u|^{2(s)}}{|x|^s} \ dx \right)^{(2(s)-2)/2s} \cdot \frac{1}{\mu_{0,s}(\Omega)} \int_\Omega |\nabla (\eta H_L(u))|^2 \ dx.$$

Plugging this estimate into (5-12) and defining $\gamma_+ := \max\{\gamma, 0\}$ yields

$$\int_\Omega \frac{4\beta}{(\beta + 1)^2} \int_\Omega \|\nabla (\eta H_L(u))\|^2 \ dx - (\gamma_+ + C\delta^r) \int_\Omega \frac{(\eta H_L(u))^2}{|x|^2} \ dx
\leq C(\beta, \delta) \int_{\Omega \cap B_{\delta}(0)} (\|H_L(u)\|^2 + |J_L(u)|) \ dx + \alpha(\delta) \int_\Omega |\nabla (\eta H_L(u))|^2 \ dx,$$

where

$$\alpha(\delta) := C \left( \int_{\Omega \cap B_{\delta}(0)} \frac{|u|^{2(s)}}{|x|^s} \ dx \right)^{(2(s)-2)/2s} \cdot \frac{1}{\mu_{0,s}(\Omega)},$$

so that

$$\lim_{\delta \to 0} \alpha(\delta) = 0.$$

It follows from Hardy’s inequality that

$$\int_\Omega \frac{n^2}{4} \frac{(\eta H_L(u))^2}{|x|^2} \ dx \leq (1 + \epsilon(\delta)) \int_\Omega |\nabla (\eta H_L(u))|^2 \ dx,$$
where \( \lim_{\delta \to 0} \epsilon(\delta) = 0 \). Therefore, we get that
\[
\left( \frac{4\beta}{(\beta + 1)^2} - \alpha(\delta) - (\gamma_+ + C\delta^\tau) \frac{4}{n^2}(1 + \epsilon(\delta)) \right) \int_{\Omega} |\nabla(\eta H_L(u))|^2 \, dx \\
\leq C(\beta, \delta) \int_{\Omega \cap B_{\delta}(0)} (|H_L(u)|^2 + |J_L(u)|) \, dx \leq C(\beta, \delta) \int_{B_{\delta}(0) \cap \Omega} |u|^{\beta + 1} \, dx.
\]
Let \( \delta \in (0, \delta_0) \) be such that
\[
\frac{4\beta}{(\beta + 1)^2} - \alpha(\delta) - (\gamma_+ + C\delta^\tau) \frac{4}{n^2}(1 + \epsilon(\delta)) > 0.
\]
This is possible since \( 4\beta/(\beta + 1)^2 > 4\gamma/n^2 \). Using Sobolev’s embedding, we then get that
\[
\left( \int_{B_{\delta}(0) \cap \Omega} |H_L(u)|^{2^*} \, dx \right)^{2/2^*} \leq \left( \int_{\mathbb{R}^n} |\eta H_L(u)|^{2^*} \, dx \right)^{2/2^*} \\
\leq \mu_{0,0}(\Omega)^{-1} \int_{\Omega} |\nabla(\eta H_L(u))|^2 \, dx \leq C(\beta, \delta, \gamma) \int_{B_{\delta}(0) \cap \Omega} |u|^{\beta + 1} \, dx.
\]
Since \( u \in L^{\beta + 1}(B_{\delta_0}(0) \cap \Omega) \), let \( L \to +\infty \) and use Fatou’s lemma to obtain that \( u \in L^{(2^*/2)(\beta + 1)}(B_{\delta/2}(0) \cap \Omega) \). The standard iterative scheme then yields \( u \in C^1(\Omega \cap B_{\delta_0}(0) \setminus \{0\}) \). Therefore \( u \in L^{(2^*/2)(\beta + 1)}(B_{\delta_0}(0) \cap \Omega) \).

**Step 2:** We now show that
\[
\text{if } \gamma \leq 0, \text{ then } u \in L^p(\Omega \cap B_{\delta}(0)) \text{ for all } p \geq 1, \quad (5-13)
\]
\[
\text{if } \gamma > 0, \text{ then } u \in L^p(\Omega \cap B_{\delta}(0)) \text{ for all } p \in \left(1, \frac{n}{n - 2\alpha_-(\gamma)}\right). \quad (5-14)
\]
The case \( \gamma \leq 0 \) is standard, so we only consider the case where \( \gamma > 0 \). Fix \( p \geq 2 \) and set \( \beta := p - 1 \). We have
\[
\frac{4\beta}{(\beta + 1)^2} > \frac{4}{n^2}\gamma \iff \frac{n}{\alpha_+(\gamma)} < p < \frac{n}{\alpha_-(\gamma)}.
\]
Since \( \alpha_+(\gamma) > \frac{1}{2}n \) and \( p \geq 2 \),
\[
\frac{4\beta}{(\beta + 1)^2} > \frac{4}{n^2}\gamma \iff p < \frac{n}{\alpha_-(\gamma)}.
\]
Therefore, it follows from Step 1 that if \( u \in L^p(\Omega \cap B_{\delta_0}), \) with \( p < n/\alpha_-(\gamma) \), then \( u \in L^{n/(n-2)}(\Omega \cap B_{\delta_0}) \). Since \( u \in L^2(\Omega \cap B_{\delta_0}), (5-14) \) follows.

**Step 3:** We claim that for any \( \lambda > 0 \),
\[
|x|^{(n-2)/2} |u(x)| = O(|x|^{(n-2)/n(n/2-\max[\alpha_-(\gamma),0]-\lambda)}) \quad \text{as } x \to 0. \quad (5-15)
\]
Indeed, take \( p \in (2^*, n^2/((n-2)\alpha_-(\gamma))) \) if \( \gamma > 0 \), and \( p > 2^* \) if \( \gamma \leq 0 \). This is possible since \( 2^* = 2n/(n-2) \) and \( \alpha_-(\gamma) < \frac{1}{2}n \). We fix a sequence \( \epsilon_i \in (0, +\infty) \) such that \( \lim_{i \to +\infty} \epsilon_i = 0 \) and we fix a chart \( \varphi \) as in (4-7) to (4-12). For any \( i \in \mathbb{N} \), we define
\[
u_i(x) := \epsilon_i^{n/p} u(\varphi(\epsilon_i x)) \quad \text{for all } x \in \tilde{B}_{\delta/\epsilon_i}.
\]
Equation (5-5) then can be written as
\[-\Delta_{g_i} u_i - \frac{\epsilon_i^2 (\gamma + O(\epsilon_i^r |x|^r))}{|\varphi(\epsilon_i x)|^2} u_i = f_i(x, u_i), \quad u_i = 0 \text{ on } \partial \mathbb{R}^n_+ \cap \bar{B}_{\delta/\epsilon_i}, \] (5.16)
where \( g_i(x) := \varphi^* \text{Eucl}(\epsilon_i x) \) and
\[|f_i(x, u_i)| \leq C \epsilon_i^2 |u_i| + C \epsilon_i^{(2^*(s)-2)((n-2)/2-n/p)} |x|^{-s} |u_i|^{2^*(s)-1} \text{ in } \bar{B}_{\delta/\epsilon_i}.\]

We fix \( R > 0 \) and define \( \omega_R := (\bar{B}_R \setminus \bar{B}_{R-1}) \cap \mathbb{R}^n_+ \). With our choice of \( p \) above and using (5-14), we get that
\[\|u_i\|_{L^p(\omega_R)} \leq C, \] (5.17)
and
\[|f_i(x, u_i)| \leq C_R |u_i| + C_R |u_i|^{2^*(s)-1} \text{ for all } x \in \omega_R. \] (5.18)

Fix \( q \geq p > 2^*. \) It follows from elliptic regularity that
\[\|u_i\|_{L^q(\omega_R)} \leq C \Rightarrow \begin{cases} \|u_i\|_{L^{q'}(\omega_R/2)} \leq C' & \text{if } q < \frac{1}{2}n(2^*(s) - 1), \\ \|u_i\|_{L^{q'}(\omega_R/2)} \leq C' & \text{for all } r \geq 1 \text{ if } q = \frac{1}{2}n(2^*(s) - 1), \\ \|u_i\|_{L^{q'}(\omega_R/2)} \leq C' & \text{if } q > \frac{1}{2}n(2^*(s) - 1), \end{cases} \]
where
\[\frac{1}{q'} = \frac{2^*(s) - 1}{q} - \frac{2}{n} \]
and the constants \( C, C' \) are uniform with respect to \( i \). It then follows from the standard bootstrap iterative argument and the initial bound (5.17) that \( \|u_i\|_{L^q(\omega_R/4)} \leq C' \). Taking \( R > 0 \) large enough and going back to the definition of \( u_i \), we get that for all \( i \in \mathbb{N}, \)
\[|x|^{n/p} |u(x)| \leq C \text{ for all } x \in \Omega \cap B_{2\epsilon_i}(0) \setminus B_{\epsilon_i/2}(0). \]

Since this holds for any sequence \((\epsilon_i)_i\), we get that \( |x|^{n/p} |u(x)| \leq C \) around 0 for any
\[2^* < p < \frac{n^2}{(n-2)\alpha_-(\gamma)}.\]
when \( \gamma > 0 \). Letting \( p \) go to \( n^2/(n-2)\alpha_-(\gamma)) \) yields (5-15) when \( \gamma > 0 \). For \( \gamma \leq 0 \), we let \( p \to +\infty \).

To finish the proof of Theorem 5.1, we rewrite equation (5-5) as
\[-\Delta u - \frac{a(x)}{|x|^2} u = 0, \]
where for \( x \in \Omega, \)
\[a(x) = \gamma + O(|x|^r) + O(|x|^2) + O(|x|^{2-s} |u|^{2^*(s)-2}) = \gamma + O(|x|^r) + O(|x|^2) + O(|x|^{(n-2)/2} |u(x)|^{2^*(s)-2}). \]
Since \( \alpha_-(\gamma) < \frac{1}{2}n \), it then follows from (5-15) that there exists \( \tau' > 0 \) such that \( a(x) = \gamma + O(|x|^r) \) as \( x \to 0 \). We are therefore back to the linear case; hence we can apply Theorem 4.1 and deduce Theorem 5.1. □
As a consequence we get the following result, which will be crucial for the sequel.

Corollary 5.3. Suppose \( u \in D^{1,2}(\mathbb{R}^n_+) \), \( u \geq 0 \), \( u \not\equiv 0 \) is a weak solution of

\[
-\Delta u - \frac{\gamma}{|x|^2} u = \frac{u^{2^*-1}}{|x|^s} \quad \text{in} \ \mathbb{R}^n_+.
\]

Then, there exist \( K_1, K_2 > 0 \) such that

\[
u(x) \sim_{x \to 0} K_1 \frac{x_1}{|x|^{\alpha-(\gamma)}} \quad \text{and} \quad u(x) \sim_{|x| \to +\infty} K_2 \frac{x_1}{|x|^{\alpha+(\gamma)}}. \tag{5-19}
\]

Proof. Theorem 5.1 yields the behavior when \( x \to 0 \). The Kelvin transform \( \hat{u}(x) := |x|^{2-n} u(x/|x|^2) \) is a solution to the same equation in \( D^{1,2}(\mathbb{R}^n_+) \), and its behavior at 0 is given by Theorem 5.1. Going back to \( u \) yields the behavior at \( \infty \). \( \square \)

6. Profile around 0 of positive singular solutions of \( L_{\gamma} u = a(x) u \)

In this section we describe the profile of any positive solution — variational or not — of linear equations involving \( L_{\gamma} \). Here is the main result of this section.

Theorem 6.1. Let \( u \in C^2(B_\delta(0) \cap (\bar{\Omega} \setminus \{0\})) \) be such that

\[
\begin{cases}
-\Delta u - \frac{\gamma + O(|x|^7)}{|x|^2} u = 0 & \text{in} \ \Omega \cap B_\delta(0) , \\
u > 0 & \text{in} \ \Omega \cap B_\delta(0) , \\
u = 0 & \text{on} \ (\partial \Omega \cap B_\delta(0)) \setminus \{0\}.
\end{cases} \tag{6-1}
\]

Then, there exists \( K > 0 \) such that either

\[
u(x) \sim_{x \to 0} K \frac{d(x, \partial \Omega)}{|x|^{\alpha-(\gamma)}} \quad \text{or} \quad u(x) \sim_{x \to 0} K \frac{d(x, \partial \Omega)}{|x|^{\alpha+(\gamma)}}.
\]

In the first case, the solution \( u \in D^{1,2}(\Omega)_{\text{loc},0} \) is a variational solution to \( (6-1) \).

It is worth noting that Pinchover [1994] tackled similar issues. The proof of Theorem 6.1 will require two additional results. The first is a Harnack-type result.

Proposition 6.2. Let \( \Omega \) be a smooth bounded domain of \( \mathbb{R}^n \), and let \( a \in L^\infty(\Omega) \) be such that \( \|a\|_\infty \leq M \) for some \( M > 0 \). Assume \( U \) is an open subset of \( \mathbb{R}^n \) and consider \( u \in C^2(U \cap \bar{\Omega}) \) to be a solution of

\[
\begin{cases}
-\Delta_g u + au = 0 & \text{in} \ U \cap \Omega , \\
u > 0 & \text{in} \ U \cap \Omega , \\
u = 0 & \text{on} \ U \cap \partial \Omega .
\end{cases}
\]

Here \( g \) is a smooth metric on \( U \). If \( U' \subseteq U \) is such that \( U' \cap \Omega \) is connected, then there exists \( C > 0 \) depending only on \( \Omega, U', M \) and \( g \) such that

\[
\frac{u(x)}{d(x, \partial \Omega)} \leq C \frac{u(y)}{d(y, \partial \Omega)} \quad \text{for all} \ x, y \in U' \cap \Omega . \tag{6-2}
\]
**Proof.** We first prove a local result. The global result will be the consequence of a covering of $U'$. Fix $x_0 \in \partial \Omega$. For $\delta > 0$ small enough, there exists a smooth open domain $W$ such that

$$B_{\delta}(x_0) \cap \Omega \subset W \subset B_{2\delta}(x_0) \cap \Omega \quad \text{and} \quad B_{\delta}(x_0) \cap \partial W = B_{\delta}(x_0) \cap \partial \Omega. \quad (6-3)$$

Let $G$ be the Green’s function of $-\Delta_g + a$ with Dirichlet boundary condition on $W$, then its representation formula reads as

$$u(x) = \int_{\partial W} u(\sigma)(-\partial_{\nu,\sigma} G(x,\sigma)) \, d\sigma = \int_{\partial W \setminus \partial \Omega} u(\sigma)(-\partial_{\nu,\sigma} G(x,\sigma)) \, d\sigma \quad (6-4)$$

for all $x \in W$, where $\partial_{\nu,\sigma} G(x,\sigma)$ is the normal derivative of $y \mapsto G(x, y)$ at $\sigma \in \partial W$. Estimates of the Green’s function (see [Robert 2010; Ghoussoub and Robert 2006a]) yield the existence of $C > 0$ such that for all $x \in W$ and $\sigma \in \partial W$,

$$\frac{1}{C} \frac{d(x, \partial W)}{|x - \sigma|^n} \leq -\partial_{\nu,\sigma} G(x,\sigma) \leq C \frac{d(x, \partial W)}{|x - \sigma|^n}.$$

It follows from (6-3) that there exists $C(\delta) > 0$ such that for all $x \in B_{\delta/2}(x_0) \cap \Omega \subset W$ and $\sigma \in \partial W \setminus \partial \Omega$,

$$\frac{1}{C(\delta)} d(x, \partial W) \leq -\partial_{\nu,\sigma} G(x,\sigma) \leq C(\delta) d(x, \partial W).$$

Since $u$ vanishes on $\partial \Omega$, it then follows from (6-4) that for all $x \in B_{\delta/2}(x_0) \cap \Omega$,

$$\frac{1}{C(\delta)} d(x, \partial W) \int_{\partial W} u(\sigma) \, d\sigma \leq u(x) \leq C(\delta) d(x, \partial W) \int_{\partial W} u(\sigma) \, d\sigma.$$

It is easy to check that under the assumption (6-3), we have that $d(x, \partial \Omega) = d(x, \partial W)$. Therefore, we have for all $x \in B_{\delta/2}(x_0) \cap \Omega$,

$$\frac{1}{C(\delta)} \int_{\partial W} u(\sigma) \, d\sigma \leq \frac{u(x)}{d(x, \partial \Omega)} \leq C(\delta) \int_{\partial W} u(\sigma) \, d\sigma.$$

Since these lower and upper bounds are independent of $x$, we get inequality (6-2) for any $x, y \in B_{\delta/2}(x_0) \cap \Omega$.

The general case is a consequence of a covering of $U' \cap \Omega$ by finitely many balls. Note that for balls intersecting $\partial \Omega$, we apply the preceding result, while for balls not intersecting $\partial \Omega$, we apply the classical Harnack inequality. This completes the proof of Proposition 6.2. \hfill \Box

**Proof of Theorem 6.1.** Let $u$ be a solution of (6-1) as in the statement of Theorem 6.1. We claim that

$$u(x) = O(d(x, \partial \Omega)|x|^{-\alpha_+(\gamma)}) \quad \text{for} \ x \to 0, \ x \in \Omega. \quad (6-5)$$

Indeed, otherwise we can assume that

$$\limsup_{x \to 0} \frac{u(x)}{d(x, \partial \Omega)|x|^{-\alpha_+(\gamma)}} = +\infty. \quad (6-6)$$

In particular, there exists $(x_k)_k \in \Omega$ such that for all $k \in \mathbb{N}$,

$$\lim_{k \to +\infty} x_k = 0 \quad \text{and} \quad \frac{u(x_k)}{d(x_k, \partial \Omega)|x_k|^{-\alpha_+(\gamma)}} \geq k. \quad (6-7)$$
We claim that there exists $C > 0$ such that
\[
\frac{u(x)}{d(x, \partial \Omega)|x|^{-\alpha_+(\gamma)}} \geq Ck \quad \text{for all } x \in \Omega \cap \partial B_{r_k}(0), \text{ with } r_k := |x_k| \to 0.
\]
(6-8)

We prove the claim by using the Harnack inequality (6-2): first take the chart $\varphi$ at 0 as in (4-7), and define
\[
u_k(x) := u \circ \varphi(r_k x) \quad \text{for } x \in \mathbb{R}^n_+ \cap B_3(0) \setminus \{0\}.
\]

Equation (6-1) can be written as
\[-\Delta_{g_k} u_k + a_k u_k = 0 \quad \text{in } \mathbb{R}^n_+ \cap B_3(0) \setminus \{0\},
\]
with
\[a_k(x) := -r_k^2 \gamma + O(r_k^\gamma |x|^\gamma).
\]

In particular, there exists $M > 0$ such that $|a_k(x)| \leq M$ for all $x \in \mathbb{R}^n_+ \cap B_3(0) \setminus \bar{B}_{1/3}(0)$. Since $u_k \geq 0$, the Harnack inequality (6-2) yields the existence of $C > 0$ such that
\[
\frac{u_k(y)}{y_1} \geq C \frac{u_k(x)}{x_1} \quad \text{for all } x, y \in \mathbb{R}^n_+ \cap B_2(0) \setminus \bar{B}_{1/2}(0).
\]
(6-10)

Let $\tilde{x}_k \in \mathbb{R}^n_+$ be such that $x_k = \varphi(r_k \tilde{x}_k)$. In particular, $|\tilde{x}_k| = 1 + o(1)$ as $k \to +\infty$. It then follows from (6-7), (6-9) and (6-10) that
\[
\frac{u \circ \varphi(r_k y)}{d(\varphi(r_k y), \partial \Omega)} \geq C \cdot k \quad \text{for all } y \in \mathbb{R}^n_+ \cap B_2(0) \setminus \bar{B}_{1/2}(0).
\]

In particular, (6-8) holds.

We let now $W$ be a smooth domain such that (4-26) holds for $r > 0$ small enough. Take the supersolution $u^{(d)}_{\alpha_+(\gamma), -}$ defined in Proposition 4.5. We have that
\[
u(x) \geq \frac{C \cdot k}{2} u^{(d)}_{\alpha_+(\gamma), -}(x) \quad \text{for all } x \in W \cap \partial B_{r_k}(0).
\]

Since $u^{(d)}_{\alpha_+(\gamma), -}$ vanishes on $\partial W$, we have $\nu(x) \geq \frac{1}{2}(C \cdot k) u^{(d)}_{\alpha_+(\gamma), -}(x)$ for all $x \in \partial(W \cap B_{r_k}(0))$. Moreover, we have that
\[-\Delta u^{(d)}_{\alpha_+(\gamma), -} - \gamma + O(|x|^\gamma) u^{(d)}_{\alpha_+(\gamma), -} < 0 = -\Delta u - \gamma + O(|x|^\gamma) u \quad \text{on } W.
\]

Up to taking $r$ even smaller, it follows from the coercivity of the operator and the maximum principle that
\[
u(x) \geq \frac{C \cdot k}{2} u^{(d)}_{\alpha_+(\gamma), -}(x) \quad \text{for all } x \in W \cap B_{r_k}(0).
\]
(6-11)

For any $x \in W$, we let $k_0 \in \mathbb{N}$ such that $r_k < |x|$ for all $k \geq k_0$. It then follows from (6-11) that $\nu(x) \geq \frac{1}{2}(C \cdot k) u^{(d)}_{\alpha_+(\gamma), -}(x)$ for all $k \geq k_0$. Letting $k \to +\infty$ yields that $u^{(d)}_{\alpha_+(\gamma), -}(x)$ goes to zero for all $x \in W$. This is in contradiction with (4-29). Hence (6-6) does not hold, and therefore (6-5) holds.
A straightforward consequence of (6-5) and Lemma 5.2 is that there exists \( l \in \mathbb{R} \) such that
\[
\lim_{x \to 0} \frac{u(x)}{d(x, \partial \Omega)|x|^{-\alpha + (\gamma)}} = l.
\] (6-12)

We now show the following lemma:

**Lemma 6.3.** If
\[
\lim_{x \to 0} \frac{u(x)}{d(x, \partial \Omega)|x|^{-\alpha + (\gamma)}} = 0,
\]
then \( u \in D^{1,2}(\Omega)_{\text{loc}} \) and there exists \( K > 0 \) such that \( u(x) \sim x \to 0 K d(x, \partial \Omega)/|x|^{\alpha - (\gamma)} \).

**Proof.** We shall use Theorem 4.1. Take \( W \) as in (4-26) and let \( \eta \in C_\infty(\mathbb{R}^n) \) be such that \( \eta(x) = 0 \) for \( x \in B_{\delta/4}(0) \) and \( \eta(x) = 1 \) for \( x \in \mathbb{R}^n \setminus B_{\delta/3}(0) \). Define
\[
f(x) := \left( -\Delta - \frac{\gamma + O(|x|^\tau)}{|x|^2} \right)(\eta u) \quad \text{for } x \in W.
\]
The function \( f \in C_\infty(\overline{W}) \) vanishes around 0. Let \( v \in D^{1,2}(\Omega) \) be such that
\[
\begin{align*}
-\Delta v - \frac{\gamma + O(|x|^\tau)}{|x|^2}v &= f \quad \text{in } W, \\
v &= 0 \quad \text{on } \partial W.
\end{align*}
\]
Note again that for \( r > 0 \) small enough, \(-\Delta - (\gamma + O(|x|^\tau))|x|^{-2} \) is coercive on \( W \), and therefore, the existence of \( v \) is ensured for small \( r \). Define
\[
\tilde{u} := u - \eta u + v.
\]
The properties of \( W \) and the definition of \( \eta \) and \( v \) yield
\[
\begin{align*}
-\Delta \tilde{u} - \frac{\gamma + O(|x|^\tau)}{|x|^2}\tilde{u} &= 0 \quad \text{in } W, \\
\tilde{u} &= 0 \quad \text{in } \partial W \setminus \{0\}.
\end{align*}
\]
Moreover, since \(-\Delta v - (\gamma + O(|x|^\tau))|x|^{-2}v = 0 \) around 0 and \( v \in D^{1,2}(W) \), it follows from Theorem 4.1 that there exists \( C > 0 \) such that \( |v(x)| \leq Cd(x, W)|x|^{-\alpha - (\gamma)} \) for all \( x \in W \). Therefore, we have that
\[
\lim_{x \to 0} \frac{\tilde{u}(x)}{d(x, \partial \Omega)|x|^{-\alpha + (\gamma)}} = 0.
\] (6-13)
It then follows from Lemma 5.2 that
\[
\lim_{x \to 0} |x|^{\alpha + (\gamma)}|\nabla \tilde{u}(x)| = 0.
\] (6-14)
Let \( \psi \in C_\infty(W) \) and \( w \in D^{1,2}(W) \) be such that
\[
\begin{align*}
-\Delta w - \frac{\gamma + O(|x|^\tau)}{|x|^2}w &= \psi \quad \text{in } W, \\
w &= 0 \quad \text{on } \partial W.
\end{align*}
\]
Since \( \psi \) vanishes around 0, it follows from Theorem 4.1 and Lemma 5.2 that
\[
w(x) = O(d(x, \partial W)|x|^{-\alpha^-(\gamma)}) \quad \text{and} \quad |\nabla w(x)| = O(|x|^{-\alpha^-(\gamma)}) \quad \text{as} \quad x \to 0. \quad (6-15)
\]

Fix \( \epsilon > 0 \) small and integrate by parts, using that both \( \tilde{u} \) and \( w \) vanish on \( \partial W \), to get
\[
0 = \int_{W \setminus B_\epsilon(0)} \left(-\Delta \tilde{u} - \frac{\gamma + O(|x|^\tau)}{|x|^2} \tilde{u}\right) w \, dx
= \int_{W \setminus B_\epsilon(0)} \left(-\Delta w - \frac{\gamma + O(|x|^\tau)}{|x|^2} w\right) \tilde{u} \, dx + \int_{\partial(W \setminus B_\epsilon(0))} (-w \partial_\nu \tilde{u} + \tilde{u} \partial_\nu w) \, d\sigma
= \int_{W \setminus B_\epsilon(0)} \psi \tilde{u} \, dx - \int_{\Omega \setminus \partial B_\epsilon(0)} (-w \partial_\nu \tilde{u} + \tilde{u} \partial_\nu w) \, d\sigma.
\]

Using the limits and estimates (6-13), (6-14) and (6-15), and that \( \psi \) vanishes around 0, we get
\[
0 = \int_{W \setminus B_\epsilon(0)} \psi \tilde{u} \, dx + o\left(\epsilon^{-\alpha_-(\gamma)} + \epsilon^{1-\alpha_-(\gamma)} \epsilon^{-\alpha_+(\gamma)} + \epsilon^{1-\alpha_+ (\gamma)} \epsilon^{-\alpha_-(\gamma)}\right) = \int_{W \setminus B_\epsilon(0)} \psi \tilde{u} \, dx + o(1), \quad \text{as} \quad \epsilon \to 0.
\]

Therefore, we have \( \int_W \psi \tilde{u} \, dx = 0 \) for all \( \psi \in C_0^\infty(W) \). Since \( \tilde{u} \in L^p \) is smooth outside 0, we then get that \( \tilde{u} \equiv 0 \), and therefore \( u = \eta u + v \). In particular, \( u \in D^{1,2}(\Omega)_{\text{loc},0} \) is a distributional positive solution to
\[
-\Delta u - \frac{\gamma + O(|x|^\tau)}{|x|^2} u = 0
\]
on \( W \). It then follows from Theorem 4.1 that there exists \( K > 0 \) such that \( u(x) \sim_{x \to 0} K d(x, \partial \Omega)/|x|^{\alpha^-(\gamma)} \).

This proves Lemma 6.3.

Combining Lemma 6.3 with (6-12) completes the proof of Theorem 6.1.

As a consequence of Theorem 6.1, we improve Lemma 4.2 as follows.

**Proposition 6.4.** Let \( u \in C^2(\mathbb{R}^n_+ \setminus \{0\}) \) be a nonnegative function such that
\[
\begin{cases}
-\Delta u - \frac{\gamma}{|x|^2} u = 0 & \text{in} \ \mathbb{R}^n_+., \\
u = 0 & \text{on} \ \partial \mathbb{R}^n_+.
\end{cases}
\]

Then there exist \( \lambda_-, \lambda_+ \geq 0 \) such that
\[
u(x) = \lambda_- x_1 |x|^{-\alpha^-(\gamma)} + \lambda_+ x_1 |x|^{-\alpha^+(\gamma)} \quad \text{for all} \ x \in \mathbb{R}^n_+.
\]

**Proof:** Without loss of generality, we assume that \( u \neq 0 \), so that \( u > 0 \). We consider the Kelvin transform of \( u \) defined by \( \hat{u}(x) := |x|^{2-n} u(x/|x|^2) \) for all \( x \in \mathbb{R}^n_+ \). Both \( u \) and \( \hat{u} \) are then nonnegative solutions of (6-16). It follows from Theorem 6.1 that, after performing back the Kelvin transform, there exist \( \alpha_1, \alpha_2 \in \{\alpha^+(\gamma), \alpha^-(\gamma)\} \) such that
\[
\lim_{x \to 0} \frac{u(x)}{x_1 |x|^{-\alpha_1}} = l_1 > 0 \quad \text{and} \quad \lim_{|x| \to \infty} \frac{u(x)}{x_1 |x|^{-\alpha_2}} = l_2 > 0.
\]
If \( \alpha_1 \leq \alpha_2 \), then \( u(x) \leq C x_1 |x|^{-\alpha_1} \) for all \( x \in \mathbb{R}^n_+ \). The result then follows from Lemma 4.2. If \( \alpha_1 > \alpha_2 \), then \( \alpha_1 = \alpha_+(\gamma) \) and \( \alpha_2 = \alpha_-(\gamma) \). We define
\[
\tilde{u}(x) := u(x) - l_1 x_1 |x|^{-\alpha_+(\gamma)} \quad \text{for all } x \in \mathbb{R}^n_+.
\]
to obtain that \(-\Delta \tilde{u} - \tilde{u} \gamma/|x|^2 = 0 \) in \( \mathbb{R}^n_+ \), \( \tilde{u} = 0 \) on \( \partial \mathbb{R}^n_+ \), and \( \tilde{u}(x) = o(x_1 |x|^{-\alpha_+(\gamma)}) \) as \( x \to 0 \). Arguing as in the proof of Lemma 6.3, we get that \( \tilde{u} \in D^{1,2}(\mathbb{R}^n_+)_{\text{loc,}0} \) and \( \tilde{u}(x) = O(x_1 |x|^{-\alpha_+(\gamma)}) \) as \( x \to 0 \). Moreover, we have that \( \tilde{u}(x) = (l_2 + o(1)) x_1 |x|^{-\alpha_-(\gamma)} \) as \( |x| \to +\infty \); therefore \( \tilde{u}(x) > 0 \) for \( |x| \gg 1 \).

Since \( \tilde{u} \in D^{1,2}(\mathbb{R}^n_+)_{\text{loc,}0} \), the comparison principle then yields \( \tilde{u} > 0 \) everywhere. We also have that \( \tilde{u}(x) \leq C x_1 |x|^{-\alpha_-(\gamma)} \) for all \( x \in \mathbb{R}^n_+ \). It then follows from Lemma 4.2 that there exists \( \lambda_\gamma > 0 \) such that \( \tilde{u}(x) = \lambda_\gamma x_1 |x|^{-\alpha_-(\gamma)} \) for all \( x \in \mathbb{R}^n_+ \), from which Proposition 6.4 follows.

\[ \Box \]

7. The Hardy singular boundary mass of a domain \( \Omega \) when \( 0 \in \partial \Omega \)

We shall proceed in the following theorem to define the mass of a smooth bounded domain \( \Omega \) of \( \mathbb{R}^n \) such as \( 0 \in \partial \Omega \). It will involve the expansion of positive singular solutions of the Dirichlet boundary problem \( L_\gamma u = 0 \).

**Theorem 7.1.** Let \( \Omega \) be a smooth bounded domain \( \Omega \) of \( \mathbb{R}^n \) such as \( 0 \in \partial \Omega \), and assume that \( \frac{1}{4}(n^2 - 1) < \gamma < \gamma_H(\Omega) \). Then, up to multiplication by a positive constant, there exists a unique function \( H \in C^2(\overline{\Omega} \setminus \{0\}) \) such that
\[
\begin{align*}
-\Delta H - \frac{\gamma}{|x|^2} H &= 0 \quad \text{in } \Omega, \\
H &> 0 \quad \text{in } \Omega, \\
H &= 0 \quad \text{on } \partial \Omega \setminus \{0\}.
\end{align*}
\]
Moreover, there exists \( c_1 > 0 \) and \( c_2 \in \mathbb{R} \) such that
\[
H(x) = c_1 \frac{d(x, \partial \Omega)}{|x|^\alpha_+(\gamma)} + c_2 \frac{d(x, \partial \Omega)}{|x|^\alpha_-(\gamma)} + o\left( \frac{d(x, \partial \Omega)}{|x|^\alpha_-(\gamma)} \right) \quad \text{as } x \to 0.
\]
The quantity \( m_\gamma(\Omega) := c_2/c_1 \in \mathbb{R} \), which is independent of the choice of \( H \) satisfying (7-1), will be called the Hardy b-mass of \( \Omega \) associated to \( L_\gamma \).

**Proof.** First, we start by constructing a singular solution \( H_0 \) for (7-1). For that, consider \( u_{\alpha_+(\gamma)} \) as in (4-14) and let \( \eta \in C^\infty_c(\mathbb{R}^n) \) be such that \( \eta(x) = 1 \) for \( x \in B_{\delta/2}(0) \) and \( \eta(x) = 0 \) for \( x \in \mathbb{R}^n \setminus B_{\delta}(0) \). Set
\[
f := -\Delta (\eta u_{\alpha_+(\gamma)}) - \frac{\gamma}{|x|^2} (\eta u_{\alpha_+(\gamma)}) \quad \text{in } \overline{\Omega} \setminus \{0\}.
\]
It follows from (4-19) and (4-5) that \( f \) is smooth outside 0 and that
\[
f(x) = O\left( d(x, \partial \Omega) |x|^{-\alpha_+(\gamma)-1} \right) = O\left( |x|^{-\alpha_+(\gamma)} \right) \quad \text{in } \Omega \cap B_{\delta/2}(0).
\]
Since \( \gamma > \frac{1}{4}(n^2 - 1) \), we have that \( \alpha_+(\gamma) < \frac{1}{2}(n + 1) \), and therefore \( f \in L^{2n/(n+2)}(\Omega) = (L^2(\Omega))^{' \subset (D^{1,2}(\Omega))^{'}. \) It then follows from the coercivity assumption \( \gamma < \gamma_H(\Omega) \) that there exists \( v \in D^{1,2}(\Omega) \) such that
\[
-\Delta v - \frac{\gamma}{|x|^2} v = f \quad \text{in } (D^{1,2}(\Omega))^{'\subset (D^{1,2}(\Omega))^{'}.}
\]
Let $v_1, v_2 \in D^{1,2}(\Omega)$ be such that
\[ -\Delta v_1 - \frac{\gamma}{|x|^2} v_1 = f_+ \quad \text{and} \quad -\Delta v_2 - \frac{\gamma}{|x|^2} v_2 = f_- \quad \text{in} \quad (D^{1,2}(\Omega))^\prime. \tag{7-3} \]

In particular, $v = v_1 - v_2$ and $v_1, v_2 \in C^1(\bar{\Omega} \setminus \{0\})$, and they vanish on $\partial \Omega \setminus \{0\}$.

Assume that $f_+ \not\equiv 0$. Since $f_+ \geq 0$, the comparison principle yields $v_1 > 0$ on $\Omega \setminus \{0\}$ and $\partial, v_1 < 0$ on $\partial \Omega \setminus \{0\}$. Therefore, for any $\delta > 0$ small enough, there exists $C(\delta) > 0$ such that $v_1(x) \geq C(\delta)d(x, \partial \Omega)$ for all $x \in \partial B_\delta(0) \cap \Omega$. Let $u_{\alpha_-(\gamma),-}$ be the subsolution defined in (4-4). It follows from the asymptotic (4-5) that there exists $C'(\delta) > 0$ such that $v_1 \geq C'(\delta)u_{\alpha_-(\gamma),-}$ in $\partial B_\delta(0) \cap \Omega$. Since this inequality also holds on $\partial(B_\delta(0) \cap \Omega)$ and
\[ (-\Delta - \frac{\gamma}{|x|^2})(v_1 - C'(\delta)u_{\alpha_-(\gamma),-}) \geq 0 \quad \text{in} \quad B_\delta(0) \cap \Omega, \]
coercivity and the maximum principle yield $v_1 \geq C'(\delta)u_{\alpha_-(\gamma),-}$ in $B_\delta(0) \cap \Omega$. It then follows from (4-5) that there exists $c > 0$ such that
\[ v_1(x) \geq c \cdot d(x, \partial \Omega)|x|^{-\alpha_-(\gamma)} \quad \text{in} \quad B_\delta(0) \cap \Omega. \]

Therefore, we have for $x \in B_\delta(0) \cap \Omega$,
\[ f_+(x) \leq Cd(x, \partial \Omega)|x|^{-\alpha_+(\gamma)-1} \leq \frac{C}{c} |x|^{\alpha_- (\gamma) - \alpha_+ (\gamma) - 1} v_1(x) \leq \frac{C}{c} |x|^{\alpha_- (\gamma) - \alpha_+ (\gamma) + 1} \frac{v_1(x)}{|x|^2}. \]

Therefore, (7-3) yields
\[ -\Delta v_1 + \frac{\gamma + O(|x|^{\alpha_- (\gamma) - \alpha_+ (\gamma) + 1})}{|x|^2} v_1 = 0 \quad \text{in} \quad B_\delta(0) \cap \Omega. \]

Since $\gamma > \frac{1}{4}(n^2 - 1)$, we have that $\alpha_- (\gamma) - \alpha_+ (\gamma) + 1 > 0$. Since $v_1 \in D^{1,2}(\Omega)$, $v_1 \geq 0$ and $v_1 \not\equiv 0$, it follows from Theorem 4.1 that there exists $K_1 > 0$ such that
\[ v_1(x) = K_1 \frac{d(x, \partial \Omega)}{|x|^{\alpha_- (\gamma)}} + o\left(\frac{d(x, \partial \Omega)}{|x|^{\alpha_- (\gamma)}}\right) \quad \text{as} \quad x \to 0. \tag{7-4} \]

If $f_+ \equiv 0$, then $v_1 \equiv 0$ and (7-4) holds with $K_1 = 0$. Arguing similarly for $f_-$, and using that $v = v_1 - v_2$, we then get that there exists $K \in \mathbb{R}$ such that
\[ v(x) = -K \frac{d(x, \partial \Omega)}{|x|^{\alpha_- (\gamma)}} + o\left(\frac{d(x, \partial \Omega)}{|x|^{\alpha_- (\gamma)}}\right) \quad \text{as} \quad x \to 0. \tag{7-5} \]

Set
\[ H_0(x) := \eta(x)u_{\alpha_+(\gamma)}(x) - v(x) \quad \text{for all} \quad x \in \bar{\Omega} \setminus \{0\}. \tag{7-6} \]

It follows from the definition of $v$ and the regularity outside 0 that
\[ -\Delta H_0 - \frac{\gamma}{|x|^2} H_0 = 0 \quad \text{in} \quad \Omega, \quad H_0(x) = 0 \quad \text{in} \quad \partial \Omega \setminus \{0\}. \]
Moreover, the asymptotics (4.5) and (7.5) yield \( H_0(x) > 0 \) on \( \Omega \cap B_{\delta'}(0) \) for some \( \delta' > 0 \) small enough. It follows from the comparison principle that \( H_0 > 0 \) in \( \Omega \).

We now perform an expansion of \( H_0 \). First note that from the definition (4.14) of \( u_{\alpha_+}(\gamma) \), the asymptotic (7.5) of \( v \) and the fact that \( \alpha_+(\gamma) - \alpha_-(\gamma) < 1 \), we have
\[
H_0(x) = \frac{d(x, \partial \Omega)}{|x|^{\alpha_+(\gamma)}} (1 + O(|x|)) + K \frac{d(x, \partial \Omega)}{|x|^{\alpha_-(\gamma)}} + o\left( \frac{d(x, \partial \Omega)}{|x|^{\alpha_+(\gamma)}} \right)
\]
where
\[
\frac{1}{c} \frac{d(x, \partial \Omega)}{|x|^{\alpha_+(\gamma)}} \leq H_0(x) \leq c \frac{d(x, \partial \Omega)}{|x|^{\alpha_-(\gamma)}} \quad \text{for all} \ x \in \Omega.
\]
(7.7)

Finally, we establish the uniqueness. For that, we let \( H \in C^2(\overline{\Omega} \setminus \{0\}) \) be as in (7.1) and set
\[
\lambda_0 := \max\{\lambda \geq 0 : H \geq \lambda H_0\}.
\]
The number \( \lambda_0 \) is clearly defined, and so we set \( \widetilde{H} := H - \lambda_0 H_0 \geq 0 \). Assume that \( \widetilde{H} \neq 0 \). Since \( -\Delta \widetilde{H} - \gamma |x|^{-2} \widetilde{H} = 0 \), it follows from Theorem 6.1 that there exists \( \alpha \in \{\alpha_+\gamma), \alpha_-(\gamma)\} \) and \( K > 0 \) such that
\[
H(x) \sim_{x \to 0} K \frac{d(x, \partial \Omega)}{|x|^{\alpha}}.
\]
(7.8)

If \( \alpha = \alpha_-(\gamma) \), then \( \widetilde{H} \in D^{1,2}(\Omega) \) is a variational solution to \( -\Delta \widetilde{H} - \widetilde{H} \gamma/|x|^2 = 0 \) in \( \Omega \). The coercivity then yields that \( \widetilde{H} \equiv 0 \), contradicting the initial hypothesis.

Therefore \( \alpha = \alpha_+(\gamma) \). Since \( \widetilde{H} > 0 \) vanishes on \( \partial \Omega \setminus \{0\} \), we have that for any \( \delta > 0 \), there exists \( c(\delta) > 0 \) such that
\[
\widetilde{H}(x) \geq c(\delta) d(x, \partial \Omega) \quad \text{for} \ x \in \Omega \setminus B_\delta(0).
\]
(7.9)

Therefore, (7.8), (7.9) and (7.7) yield the existence of \( c > 0 \) such that \( \widetilde{H} \geq c H_0 \), and then \( H \geq (\lambda_0 + c) H_0 \), contradicting the definition of \( \lambda_0 \). It follows that \( \widetilde{H} \equiv 0 \), which means that \( H = \lambda_0 H_0 \) for some \( \lambda_0 > 0 \). This proves uniqueness and completes the proof of Theorem 7.1. \( \square \)

Now we establish the monotonicity of the mass with respect to set inclusion.

**Proposition 7.2.** The mass \( m_\gamma \) is a strictly increasing set-function in the following sense: Assume \( \Omega_1, \Omega_2 \) are two smooth bounded domains such that \( 0 \in \partial \Omega_1 \cap \partial \Omega_2 \), and \( \frac{1}{4}(n^2 - 1) < \gamma < \min\{\gamma_H(\Omega_1), \gamma_H(\Omega_2)\} \). Then
\[
\Omega_1 \subsetneq \Omega_2 \quad \Rightarrow \quad m_\gamma(\Omega_1) < m_\gamma(\Omega_2).
\]
(7.10)

Moreover, if \( \Omega \subsetneq \mathbb{R}^n_+ \) and \( \frac{1}{4}(n^2 - 1) < \gamma < \frac{1}{4} n^2 \), then \( m_\gamma(\Omega) < 0 \).

**Proof.** It follows from the definition of the mass that for \( i = 1, 2 \), there exists \( H_i \in C^2(\overline{\Omega_i} \setminus \{0\}) \) such that
\[
\begin{align*}
-\Delta H_i - \frac{\gamma}{|x|^2} H_i &= 0 \quad \text{in} \ \Omega_i, \\
H_i &> 0 \quad \text{in} \ \Omega_i, \\
H_i &= 0 \quad \text{on} \ \partial \Omega_i.
\end{align*}
\]
(7.11)
with
\[ H_i(x) = \frac{d(x, \partial \Omega_i)}{|x|^{\alpha_i + \gamma}} + m_{\gamma}(\Omega_i) \frac{d(x, \partial \Omega_i)}{|x|^{\alpha_i - \gamma}} + o\left( \frac{d(x, \partial \Omega_i)}{|x|^{\alpha_i - \gamma}} \right) \]

(7-12) as \( x \to 0, \ x \in \Omega_i \). Set \( h := H_2 - H_1 \) on \( \Omega_1 \). Since \( \Omega_1 \subset \subset \Omega_2 \), we have that
\[
\begin{cases}
-\Delta h - \gamma \frac{h}{|x|^2} = 0 & \text{in } \Omega_1, \\
h \geq 0, h \neq 0 & \text{on } \partial \Omega_1.
\end{cases}
\]

(7-13)

First, we claim that \( h \in H^{1,2}(\Omega_1) \). Indeed, it follows from the construction of the singular function in (7-6) that there exists \( w \in H^{1,2}(\Omega_1) \) such that
\[
h(x) = \frac{d(x, \partial \Omega_2) - d(x, \partial \Omega_1)}{|x|^{\alpha_2 + \gamma}} + w(x) \quad \text{for all } x \in \Omega_1.
\]

(7-14)

Since \( \Omega_1 \subset \Omega_2 \) and 0 is on the boundary of both domains, the tangent spaces at 0 of \( \Omega_1 \) and \( \Omega_2 \) are equal, and one gets that \( d(x, \partial \Omega_1) - d(x, \partial \Omega_2) = O(|x|^2) \) as \( x \to 0 \). Since \( \alpha_+ - \alpha_-(\gamma) < 1 \), we then get that
\[
\tilde{h}(x) := \frac{d(x, \partial \Omega_2) - d(x, \partial \Omega_1)}{|x|^{\alpha_2 + \gamma}} = O(|x|^{1-\alpha_-(\gamma)}) \quad \text{as } x \to 0.
\]

Similarly, \( |\nabla \tilde{h}(x)| = O(|x|^{-\alpha_-(\gamma)}) \) as \( x \to 0 \). Therefore, we deduce that \( \tilde{h} \in H^{1,2}(\Omega_1) \). It then follows from (7-14) that \( h \in H^{1,2}(\Omega_1) \).

To prove the monotonicity, note first that since \( \gamma < \gamma_H(\Omega_1) \) and \( h \in H^{1,2}(\Omega_1) \), it follows from (7-13) and the comparison principle that \( h \geq 0 \) in \( \Omega_1 \) (indeed, this is obtained by multiplying (7-13) by \( h_- \in D_1^2(\Omega) \) and integrating; therefore, coercivity yields \( h_- \equiv 0 \)). Since \( h \neq 0 \), it follows from Hopf’s maximum principle that for any \( \delta > 0 \) small, there exists \( C(\delta) > 0 \) such that \( h(x) \geq C(\delta) d(x, \partial \Omega_1) \) for all \( x \in \partial B_\delta(0) \cap \Omega_1 \). We define the subsolution \( u_{\alpha_-(\gamma),-} \) as in Proposition 4.3. It then follows from the inequality above and the asymptotics in (4-5) that there exists \( \epsilon_0 > 0 \) such that \( h(x) \geq 2\epsilon_0 u_{\alpha_-(\gamma),-}(x) \) for all \( x \in \partial B_\delta(0) \cap \Omega_1 \). This inequality also holds on \( B_\delta(0) \cap \partial \Omega_1 \) since \( u_{\alpha_-(\gamma),-} \) vanishes on \( \partial \Omega_1 \). It then follows from the maximum principle that \( h(x) \geq 2\epsilon_0 u_{\alpha_-(\gamma),-}(x) \) for all \( x \in B_\delta(0) \cap \Omega_1 \). With the definition of \( h \) and the asymptotic (4-5), we then have that for \( \delta' > 0 \) small enough
\[
H_2(x) - H_1(x) \geq \epsilon_0 \frac{d(x, \partial \Omega_1)}{|x|^{\alpha_-(\gamma)}} \quad \text{for all } x \in B_{\delta'}(0) \cap \Omega_1.
\]

(7-15)

We let \( \tilde{\nu} \) be the inner unit normal vector of \( \partial \Omega_1 \) at 0. This is also the inner unit normal vector of \( \partial \Omega_2 \) at 0. Therefore, for any \( t > 0 \) small enough, we have that \( d(t\tilde{\nu}, \partial \Omega_i) = t \) for \( i = 1, 2 \). It then follows from the expressions (7-12) and (7-15) that
\[
(m_{\gamma}(\Omega_2) - m_{\gamma}(\Omega_1)) \frac{t}{|t|^{\alpha_-(\gamma)}} + o\left( \frac{t}{|t|^{\alpha_-(\gamma)}} \right) \geq \epsilon_0 \frac{t}{|t|^{\alpha_-(\gamma)}} \quad \text{as } t \downarrow 0.
\]

We then get that \( m_{\gamma}(\Omega_2) - m_{\gamma}(\Omega_1) \geq \epsilon_0 \), and therefore \( m_{\gamma}(\Omega_2) > m_{\gamma}(\Omega_1) \). This proves (7-10) and ends the first part of Proposition 7.2.

The proof of the second part is similar. Indeed, we take \( \Omega_2 := \mathbb{R}_+^n \) and we define \( H_2(x) := x_1/|x|^{\alpha_+(\gamma)} \). Arguing as above, we get that \( 0 > m_{\gamma}(\Omega) \), which completes the proof of Proposition 7.2. \( \square \)
Note that we have used above that the mass \( m_r(\mathbb{R}_+^n) \) is 0 even though we had only defined the mass for bounded sets. In the rest of the section, we shall extend the notion of mass to certain unbounded sets that include \( \mathbb{R}_+^n \). For that, we shall use the Kelvin transformation, defined as follows: for any \( x_0 \in \mathbb{R}^n \), let

\[
 i_{x_0}(x) := x_0 + |x_0|^2 \frac{x - x_0}{|x - x_0|^2} \quad \text{for all } x \in \mathbb{R}^n \setminus \{x_0\}.
\]  

(7-16)

The inversion \( i_{x_0} \) is clearly the identity map on \( \partial B_{|x_0|}(0) \) (the ball of center \( x_0 \) and of radius \( |x_0| \)), and in particular \( i_{x_0}(0) = 0 \).

**Definition 7.3.** We say that a domain \( \Omega \subset \mathbb{R}^n \) (0 \( \in \partial \Omega \)) is **conformally bounded** if there exists \( x_0 \not\in \overline{\Omega} \) such that \( i_{x_0}(\Omega) \) is a smooth bounded domain of \( \mathbb{R}^n \) having both 0 and \( x_0 \) on its boundary \( \partial(i_{x_0}(\Omega)) \).

One can easily check that \( \mathbb{R}_+^n \) is a smooth domain at infinity. For instance, take \( x_0 := (-1, 0, \ldots, 0) \). The following proposition shows that the notion of mass extends to unbounded domains that are conformally bounded.

**Proposition 7.4.** Let \( \Omega \) be a conformally bounded domain in \( \mathbb{R}^n \) such that 0 \( \in \partial \Omega \). Assume that \( \gamma_H(\Omega) > \frac{1}{4}(n^2 - 1) \) and that \( \gamma \in \left(\frac{1}{4}(n^2 - 1), \gamma_H(\Omega)\right) \). Then, up to a multiplicative constant, there exists a unique function \( H \in C^2(\overline{\Omega} \setminus \{0\}) \) such that

\[
\begin{cases}
-\Delta H - \frac{\gamma}{|x|^2} H = 0 & \text{in } \Omega, \\
H > 0 & \text{in } \Omega, \\
H = 0 & \text{on } \partial \Omega \setminus \{0\}, \\
H(x) \leq C|x|^{1 - \alpha_+} & \text{for } x \in \Omega.
\end{cases}
\]

(7-17)

Moreover, there exists \( c_1 > 0 \) and \( c_2 \in \mathbb{R} \) such that

\[ H(x) = c_1 \frac{d(x, \partial \Omega)}{|x|^\alpha_+} + c_2 \frac{d(x, \partial \Omega)}{|x|^\alpha_-} + o\left(\frac{d(x, \partial \Omega)}{|x|^\alpha_-}\right) \quad \text{as } x \to 0. \]

We define the mass \( b_\gamma(\Omega) := c_2/c_1 \), which is independent of the choice of \( H \) in (7-17).

**Proof.** For convenience, up to a rotation and a dilation, we can assume that \( x_0 := (-1, 0, \ldots, 0) \in \mathbb{R}^n \) so that the inversion becomes

\[ i(x) := x_0 + \frac{x - x_0}{|x - x_0|^2} \quad \text{for all } x \in \mathbb{R}^n \setminus \{x_0\}. \]

For any \( u \in C^2(U) \), with \( U \subset \mathbb{R}^n \), we define its Kelvin transform \( \hat{u} : \hat{U} \to \mathbb{R} \) by

\[ \hat{u}(x) := |x - x_0|^{2-n}u(i(x)) \quad \text{for all } x \in \hat{U} := i^{-1}(U \setminus \{x_0\}). \]

This transform leaves the Laplacian invariant in the following sense:

\[-\Delta \hat{u}(x) = |x - x_0|^{-(n+2)}(-\Delta u)(i(x)) \quad \text{for all } x \in \hat{U}. \]  

(7-18)
Define $\tilde{\Omega} := i(\Omega)$ and suppose $u \in C^2(\tilde{\Omega} \setminus \{0\})$ is such that
\[
\begin{cases}
-\Delta u - \frac{\gamma}{|x|^2} u = 0 & \text{in } \Omega, \\
u > 0 & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega.
\end{cases}
\]
The Kelvin transform $\tilde{u}$ of $u$ then satisfies
\[-\Delta \tilde{u} - V \tilde{u} = 0 \quad \text{in } \tilde{\Omega},
\]
where
\[V(x) := \frac{\gamma}{|x|^2 |x - x_0|^2} \quad \text{for } x \in \mathbb{R}^n \setminus \{0, x_0\}.
\]
It is easy to check that
\[V(x) = \frac{\gamma + O(|x|)}{|x|^2} \quad \text{as } x \to 0 \quad \text{and} \quad V(x) = \frac{\gamma + O(|x - x_0|)}{|x - x_0|^2} \quad \text{as } x \to x_0.
\]
In other words, the Kelvin transform allows us to reduce the study of the Hardy-singular boundary mass of a conformally bounded domain $\Omega$ into defining a notion of mass for the Schrödinger operator $-\Delta + V$ on $\tilde{\Omega}$.

Note that the coercivity of $-\Delta - \gamma |x|^{-2}$ on $\Omega$ (since $\gamma < \gamma_H(\Omega)$) yields the coercivity of $-\Delta - V$ on $\tilde{\Omega}$; that is, there exists $c_0 > 0$ such that
\[
\int_{\tilde{\Omega}} (|\nabla u|^2 - V(x) u^2) \, dx \geq c_0 \int_{\tilde{\Omega}} |\nabla u|^2 \, dx \quad \text{for all } u \in D^{1,2}(\tilde{\Omega}).
\]
Arguing as is Section 4, we get for $\delta > 0$ small enough, a function $u_{\alpha+}$ satisfying
\[
\begin{cases}
(-\Delta - V) u_{\alpha+} = O(d(x, \partial \tilde{\Omega}) |x|^{-\alpha+(\gamma)-1}) & \text{in } \tilde{\Omega} \cap \tilde{B}_\delta, \\
u_{\alpha+} > 0 & \text{in } \tilde{\Omega} \cap \tilde{B}_\delta, \\
u_{\alpha+} = 0 & \text{on } \partial \tilde{\Omega} \setminus \{0\},
\end{cases}
\]
and
\[u_{\alpha+}(x) = \frac{d(x, \partial \tilde{\Omega})}{|x|^{\alpha+(\gamma)}} (1 + O(|x|)) \quad \text{as } x \to 0.
\]
The function $f_0 := -\Delta u_{\alpha+} - Vu_{\alpha+}$ then satisfies for all $x \in \tilde{\Omega} \cap \tilde{B}_\delta$,
\[|f_0(x)| \leq C d(x, \partial \tilde{\Omega}) |x|^{-\alpha+(\gamma)-1} \leq C |x|^{-\alpha+(\gamma)},
\]
where $C$ is a positive constant. Since $\gamma > \frac{1}{4} (n^2 - 1)$, it follows that $f_0 \in L^{2n/(n+2)}(\tilde{\Omega})$. Let now $v_0 \in D^{1,2}(\tilde{\Omega})$ be such that
\[-\Delta v_0 - V v_0 = f_0 \quad \text{weakly in } D^{1,2}(\tilde{\Omega}).
\]
The existence follows from the coercivity of $-\Delta - V$ on $\tilde{\Omega}$, and the proof of Theorem 7.1 yields that $|v_0(x)|$ is bounded by $|x|^{1-\alpha-(\gamma)}$ around 0. Note that around $x_0$, we have $-\Delta v_0 - V v_0 = 0$ and the regularity theorem, Theorem 5.1, yields a control by $|x - x_0|^{1-\alpha-(\gamma)}$, which means that there exists $C > 0$ such that
\[|v_0(x)| \leq C d(x, \partial \tilde{\Omega}) (|x|^{-\alpha-(\gamma)} + |x - x_0|^{-\alpha-(\gamma)}) \quad \text{for all } x \in \tilde{\Omega}.
\]
The construction of the mass, Theorem 7.1, and the regularity theorem, Theorem 5.1, then yield that there exists \( K_0 \in \mathbb{R} \) such that

\[
v_0(x) = K_0 \frac{d(x, \partial \Omega)}{|x|^{\alpha_-(\gamma)}} + o\left(\frac{d(x, \partial \Omega)}{|x|^{\alpha_-(\gamma)}}\right). \tag{7-21}
\]

Define now \( \tilde{H}_0(x) := u_{\alpha_+(\gamma)}(x) - v_0(x) \) for all \( x \in \tilde{\Omega} \setminus \{0, x_0\} \), and consider its Kelvin transform

\[
H_0(x) := |x - x_0|^{2-n} \tilde{H}_0(i(x)) = |x - x_0|^{2-n}(u_{\alpha_+(\gamma)} - v_0)(i(x)), \quad x \in \Omega. \tag{7-22}
\]

It follows from (7-18) and the definitions of \( u_{\alpha_+(\gamma)} \) and \( v_0 \) that \( H_0 \) satisfies the properties

\[
\begin{cases}
-\Delta H_0 - \frac{\gamma}{|x|^2} H_0 = 0 & \text{in } \Omega, \\
H_0 > 0 & \text{in } \Omega, \\
H_0 = 0 & \text{in } \partial \Omega \setminus \{0\}.
\end{cases} \tag{7-23}
\]

Concerning the pointwise behavior, we have that

\[
H_0(x) \leq C|x|^{1-\alpha_+} \quad \text{for all } x \in \Omega, \quad |x| > 1. \tag{7-25}
\]

This proves the existence part in Proposition 7.4. In order to show uniqueness, we let \( H \in C^2(\tilde{\Omega} \setminus \{0\}) \) be as in Proposition 7.4, and consider its Kelvin transform \( \tilde{H}(x) := |x - x_0|^{2-n} H(i(x)) \) for all \( x \in \tilde{\Omega} \setminus \{0, x_0\} \). The transformation law (7-18) yields

\[
\begin{cases}
-\Delta \tilde{H} - V \tilde{H} = 0 & \text{in } \tilde{\Omega}, \\
\tilde{H} > 0 & \text{in } \tilde{\Omega}, \\
\tilde{H} = 0 & \text{in } \partial \tilde{\Omega} \setminus \{0, x_0\}. \tag{7-26}
\end{cases}
\]

Moreover, we have that \( \tilde{H}(x) \leq C|x|^{1-\alpha_+(\gamma)} + C|x - x_0|^{1-\alpha_-(\gamma)} \) for all \( x \in \tilde{\Omega} \). It then follows from Theorem 6.1 that there exist \( C_1, C_2 > 0 \) such that

\[
\tilde{H}(x) \sim_{x \to 0} C_1 \frac{d(x, \partial \tilde{\Omega})}{|x|^\alpha} \quad \text{and} \quad \tilde{H}(x) \sim_{x \to x_0} C_2 \frac{d(x, \partial \tilde{\Omega})}{|x - x_0|^\alpha}, \tag{7-27}
\]

where \( \alpha \in \{\alpha_-(\gamma), \alpha_+(\gamma)\} \). We claim that \( \alpha = \alpha_+(\gamma) \). Indeed, otherwise, we would have \( \tilde{H} \in D^{1,2}(\tilde{\Omega}) \) (see Theorem 6.1) and then (7-26) and coercivity would yield \( \tilde{H} \equiv 0 \), which is a contradiction. Therefore \( \alpha = \alpha_+(\gamma) \). By the same reasoning, the estimates (7-27) hold for \( \tilde{H}_0 \) (with different constants \( C_1, C_2 \)). Arguing as in the proof of Theorem 7.1, we get that there exists \( \lambda > 0 \) such that \( \tilde{H} = \lambda \tilde{H}_0 \), and therefore \( H = \lambda H_0 \). This proves uniqueness and completes the proof of Proposition 7.4.

\[ \square \]

Note that as a consequence of (7-24), the mass \( m_\gamma(\Omega) \) is well-defined and is equal to \(-K_0\).
8. Test functions and the existence of extremals

Let \( \Omega \) be a domain of \( \mathbb{R}^n \) such that \( 0 \in \partial \Omega \). For \( \gamma \in \mathbb{R} \) and \( s \in [0, 2) \), recall that

\[
\mu_{\gamma,s}(\Omega) := \inf_{u \in D^{1,2}(\Omega) \setminus \{0\}} J_{\gamma,s}^\Omega(u),
\]

(8-1)

where

\[
J_{\gamma,s}^\Omega(u) := \frac{\int_{\Omega}(\|\nabla u\|^2 - u^2\gamma/|x|^2) \, dx}{\left(\int_{\Omega} |u|^2 \, dx\right)^{2/2^*}}.
\]

Note that critical points \( u \in D^{1,2}(\Omega) \) of \( J_{\gamma,s}^\Omega \) are weak solutions to the PDE

\[
-\Delta u - \frac{\gamma}{|x|^2} = \lambda \frac{|u|^{2^* - 2}u}{|x|^s}
\]

for some \( \lambda \in \mathbb{R} \),

(8-2)

which can be rescaled to be equal to 1 if \( \lambda > 0 \) and to be \(-1\) if \( \lambda < 0 \). In this section, we investigate the existence of minimizers for \( J_{\gamma,s}^\Omega \). We start with the following easy case, where we do not have extremals.

**Proposition 8.1.** Let \( \Omega \subset \mathbb{R}^n \) be a smooth domain such that \( 0 \in \partial \Omega \) (no boundedness is assumed). When \( s = 0 \) and \( \gamma \leq 0 \), we have that \( \mu_{\gamma,0}(\Omega) = 1/K(n, 2)^2 \) (where \( 1/K(n, 2)^2 = \mu_{0,0}(\mathbb{R}^n) \) is the best constant in the Sobolev inequality (1-19)) and there is no extremal.

**Proof:** Note that \( 2^*(s) = 2^*(0) = 2^* \). Since \( \gamma \leq 0 \), we have for any \( u \in C^\infty_c(\Omega) \setminus \{0\} \),

\[
\frac{\int_{\Omega}(\|\nabla u\|^2 - u^2\gamma/|x|^2) \, dx}{\left(\int_{\Omega} |u|^2 \, dx\right)^{2/2^*}} \geq \frac{\int_{\Omega} |\nabla u|^2 \, dx}{\left(\int_{\Omega} |u|^2 \, dx\right)^{2/2^*}} \geq \frac{1}{K(n, 2)^2},
\]

(8-3)

and therefore \( \mu_{\gamma,0}(\Omega) \geq 1/K(n, 2)^2 \). Fix now \( x_0 \in \Omega \) and let \( \eta \in C^\infty_c(\Omega) \) be such that \( \eta(x) = 1 \) around \( x_0 \). Set

\[
u_{\epsilon}(x) := \eta(x)\left(\frac{\epsilon}{\epsilon^2 + |x - x_0|^2}\right)^{(n-2)/2}
\]

for all \( x \in \Omega \) and \( \epsilon > 0 \). Since \( x_0 \neq 0 \), it is classical (see, for example, [Aubin 1976]) that \( \lim_{\epsilon \to 0} J_{0,0}^\Omega(u_{\epsilon}) = 1/K(n, 2)^2 \). It follows that \( \mu_{\gamma,0}(\Omega) \leq 1/K(n, 2)^2 \). This proves that \( \mu_{\gamma,0}(\Omega) = 1/K(n, 2)^2 \).

Assume now that there exists an extremal \( u_0 \) for \( \mu_{\gamma,0}(\Omega) \) in \( D^{1,2}(\Omega) \setminus \{0\} \). It then follows from (8-3) that \( u_0 \in D^{1,2}(\Omega) \subset D^{1,2}(\mathbb{R}^n) \) is an extremal for the classical Sobolev inequality on \( \mathbb{R}^n \). But these extremals are known (see [Aubin 1976]) and their support is the whole of \( \mathbb{R}^n \), which is a contradiction since \( u_0 \) has bounded support in \( \Omega \). It follows that there is no extremal for \( \mu_{\gamma,0}(\Omega) \).

\( \square \)

The remainder of the section is devoted to the proof of the following.

**Theorem 8.2.** Let \( \Omega \) be a smooth bounded domain in \( \mathbb{R}^n \) \((n \geq 3)\) such that \( 0 \in \partial \Omega \) and let \( 0 \leq s < 2 \) and \( \gamma < \frac{1}{4}n^2 \). Assume that either \( s > 0 \), or that \( \{s = 0, n \geq 4 \text{ and } \gamma > 0\} \). There are then extremals for \( \mu_{\gamma,s}(\Omega) \) under one of the following two conditions:

1. \( \gamma \leq \frac{1}{4}(n^2 - 1) \) and the mean curvature of \( \partial \Omega \) at \( 0 \) is negative.
2. \( \gamma > \frac{1}{4}(n^2 - 1) \) and the mass \( m_{\gamma}(\Omega) \) of \( \Omega \) is positive.
Moreover, if $\gamma < \gamma_H(\Omega)$ (resp., $\gamma \geq \gamma_H(\Omega)$), then such extremals are positive solutions for (8-2) with $\lambda > 0$ (resp., $\lambda \leq 0$).

The remaining case $n = 3$, $s = 0$ and $\gamma > 0$ will be dealt with in Section 10.

According to Theorem 3.6, in order to establish existence of extremals, it suffices to show that $\mu_{\gamma,s}(\Omega) < \mu_{\gamma,s}(\mathbb{R}^n_+)$. The rest of the section consists in showing that the above-mentioned geometric conditions lead to such a gap. The existence of extremals on $\mathbb{R}^n_+$ as described in Proposition 1.3 is essential here.

In the sequel, $h_\Omega(0)$ will denote the mean curvature of $\partial \Omega$ at 0. The orientation is chosen such that the mean curvature of the canonical sphere (as the boundary of the ball) is positive. Since $\{s > 0\}$, or $\{s = 0, n \geq 4$ and $\gamma > 0\}$, it follows from Proposition 1.3 that there are extremals for $\mu_{\gamma,s}(\mathbb{R}^n_+)$. The following proposition combined with Theorem 3.6 clearly yield the claims in Theorem 8.2.

**Proposition 8.3.** We fix $\gamma < \frac{1}{4}n^2$. Assume that there are extremals for $\mu_{\gamma,s}(\mathbb{R}^n_+)$. There exist then two families $(u_{1,\epsilon})_{\epsilon > 0}$ and $(u_{2,\epsilon})_{\epsilon > 0}$ in $D^{1,2}(\Omega)$, and two positive constants $c^1_{\gamma,s}$ and $c^2_{\gamma,s}$ such that:

1. For $\gamma < \frac{1}{4}(n^2 - 1)$, we have that
   \[ J(u^1_{\epsilon}) = \mu_{\gamma,s}(\mathbb{R}^n_+) \left( 1 + c^1_{\gamma,s} \cdot h_\Omega(0) \cdot \epsilon + o(\epsilon) \right) \text{ when } \epsilon \to 0. \]  \tag{8-4}
2. For $\gamma = \frac{1}{4}(n^2 - 1)$, we have that
   \[ J(u^1_{\epsilon}) = \mu_{\gamma,s}(\mathbb{R}^n_+) \left( 1 + c^1_{\gamma,s} \cdot h_\Omega(0) \cdot \epsilon \ln \frac{1}{\epsilon} + o\left( \epsilon \ln \frac{1}{\epsilon} \right) \right) \text{ when } \epsilon \to 0. \]  \tag{8-5}
3. For $\gamma > \frac{1}{4}(n^2 - 1)$, we have as $\epsilon \to 0$, that
   \[ J(u^2_{\epsilon}) = \mu_{\gamma,s}(\mathbb{R}^n_+) \left( 1 - c^2_{\gamma,s} \cdot m_\gamma(\Omega) \cdot e^{\alpha_+(\gamma) - \alpha_-(\gamma)} + o(\epsilon^{\alpha_+(\gamma) - \alpha_-(\gamma)}) \right). \]  \tag{8-6}

**Remark.** When $\gamma < \frac{1}{4}(n^2 - 1)$, this result is due to Chern and Lin [2010]. Actually, they stated the result for $\gamma < \frac{1}{4}(n - 2)^2$, but their proof works for $\gamma < \frac{1}{4}(n^2 - 1)$. However, when $\gamma \geq \frac{1}{4}(n^2 - 1)$, we need the exact asymptotic profile of $U$ that was described by Corollary 5.3.

**Proof.** By assumption, there exists $U \in D^{1,2}(\mathbb{R}^n_+) \setminus \{0\}$, $U \geq 0$, that is a minimizer for $\mu_{\gamma,s}(\mathbb{R}^n_+)$. In other words,
   \[ J_{\gamma,s}(U) = \frac{\int_{\mathbb{R}^n_+} (|\nabla U|^2 - U^2 \gamma / |x|^2) \, dx}{\left( \int_{\mathbb{R}^n_+} |U|^{2^*(s)/|x|^s} \, dx \right)^{2/2^*(s)}} = \mu_{\gamma,s}(\mathbb{R}^n_+). \]

Therefore, there exists $\lambda > 0$ such that
   \[ \begin{cases} -\Delta U - \frac{\gamma}{|x|^2} U = \lambda \frac{U^{2^*(s)-1}}{|x|^s} & \text{in } \mathbb{R}^n_+, \\ U > 0 & \text{in } \mathbb{R}^n_+, \\ U = 0 & \text{in } \partial \mathbb{R}^n_+, \end{cases} \]  \tag{8-7}

and there exist $K_1, K_2 > 0$ such that
   \[ U(x) \sim_{x \to 0} K_1 \frac{x_1}{|x|^n} \text{ and } U(x) \sim_{|x| \to \infty} K_2 \frac{x_1}{|x|^n}. \]  \tag{8-8}
where here and in the sequel, we write for convenience 
\[ \alpha_+ := \alpha_+(\gamma) \quad \text{and} \quad \alpha_- := \alpha_-(\gamma). \]
In particular, it follows from Lemma 5.2 (after reducing all limits to happen at 0 via the Kelvin transform) that there exists \( C > 0 \) such that
\[ U(x) \leq C|x|^{-\alpha_+} \quad \text{and} \quad |\nabla U(x)| \leq C|x|^{-\alpha_+} \quad \text{for all} \quad x \in \mathbb{R}^n. \tag{8-9} \]
We shall now construct a suitable test function for each range of \( \gamma \). First note that
\[ \gamma < \frac{1}{4}(n^2 - 1) \iff \alpha_+ - \alpha_- > 1, \]
\[ \gamma = \frac{1}{4}(n^2 - 1) \iff \alpha_+ - \alpha_- = 1. \]
Concerning terminology, here and in the sequel, we define as in (4-6) following notation: given \((\varphi, V)\) for all \( \eta\)
\[ \text{let} \quad \varphi(\eta) = \eta \quad \text{be such that} \quad \varphi(0) = |\nabla \varphi(0)| = 0 \quad \text{and} \quad \varphi : \tilde{B}_{3\delta} \to \mathbb{R}^n, \]
\[ (x_1, x') \mapsto (x_1 + \varphi_0(x'), x'), \tag{8-10} \]
that realizes a diffeomorphism onto its image and such that
\[ \varphi(\tilde{B}_{3\delta} \cap \mathbb{R}^n_+) = \varphi(\tilde{B}_{3\delta}) \cap \Omega \quad \text{and} \quad \varphi(\tilde{B}_{3\delta} \cap \partial \mathbb{R}^n_+) = \varphi(\tilde{B}_{3\delta}) \cap \partial \Omega. \]
Let \( \eta \in C^\infty_c(\mathbb{R}^n) \) be such that \( \eta(x) = 1 \) for all \( x \in \tilde{B}_{\delta} \) and \( \eta(x) = 0 \) for all \( x \notin \tilde{B}_{2\delta} \).

**Case 1:** \( \gamma \leq \frac{1}{4}(n^2 - 1) \). As in [Chern and Lin 2010], for any \( \epsilon > 0 \), we define
\[ u_\epsilon(x) := \left( \eta \epsilon^{-(n-2)/2} U(\epsilon^{-1}x) \right) \circ \varphi^{-1}(x) \quad \text{for} \quad x \in \varphi(\tilde{B}_{2\delta}) \cap \Omega \quad \text{and} \quad 0 \text{ elsewhere.} \]
This case is devoted to giving a Taylor expansion of \( J_{\gamma^\ast}(u_\epsilon) \) as \( \epsilon \to 0 \). In the sequel, we adopt the following notation: given \((a_\epsilon)_{\epsilon > 0} \in \mathbb{R}_\ast^+ \), let \( \Theta_\gamma(a_\epsilon) \) denote a quantity such that, as \( \epsilon \to 0 \),
\[ \Theta_\gamma(a_\epsilon) := \begin{cases} o(a_\epsilon) & \text{if} \quad \gamma < \frac{1}{4}(n^2 - 1), \\
O(a_\epsilon) & \text{if} \quad \gamma = \frac{1}{4}(n^2 - 1). \end{cases} \]

**A. Estimate of \( \int_\Omega |\nabla u_\epsilon|^2 \, dx \).** It follows from (8-9) that
\[ |\nabla u_\epsilon(x)| \leq Ce^{\alpha_+-n/2}|x|^{-\alpha_+} \quad \text{for all} \quad x \in \Omega \quad \text{and} \quad \epsilon > 0. \tag{8-11} \]
Therefore,
\[ \int_{\varphi((\tilde{B}_{3\delta} \setminus \tilde{B}_{\delta}) \cap \mathbb{R}^n_+)} |\nabla u_\epsilon|^2 \, dx = \Theta_\gamma(\epsilon) \quad \text{as} \quad \epsilon \to 0. \]
It follows that
\[ \int_{\tilde{B}_{3\delta,+}} |\nabla u_\epsilon \circ \varphi|^2 |\text{Jac} \varphi| \, dx + \Theta_\gamma(\epsilon) \quad \text{as} \quad \epsilon \to 0, \]
where \( \tilde{B}_{\delta,+} := \tilde{B}_{\delta} \cap \mathbb{R}_+^n \). The definition (8-10) of \( \varphi \) yields \( \text{Jac } \varphi = 1 \). Moreover, for any \( \theta \in (0, 1) \), we have as \( x \to 0 \),

\[
\varphi^* \text{Eucl} := \begin{pmatrix} 1 & \frac{\partial_j \varphi_0}{\partial_i \varphi_0} \\ \frac{\partial_i \varphi_0}{\partial_j \varphi_0} & \delta_{ij} + \frac{\partial_i \varphi_0}{\partial_j \varphi_0} \frac{\partial_j \varphi_0}{\partial_i \varphi_0} \end{pmatrix} = \text{Id} + H + O(|x|^{1+\theta}),
\]

where

\[
H := \begin{pmatrix} 0 & \frac{\partial_j \varphi_0}{\partial_i \varphi_0} \\ \frac{\partial_i \varphi_0}{\partial_j \varphi_0} & 0 \end{pmatrix}.
\]

It follows that

\[
\int_{\Omega} |\nabla u_e|^2 \, dx = \int_{\tilde{B}_{\delta,+}} |\nabla (u_e \circ \varphi)|^2_{\text{Eucl}} \, dx - \int_{\tilde{B}_{\delta,+}} H^{ij} \partial_i (u_e \circ \varphi) \partial_j (u_e \circ \varphi) \, dx
\]

\[
+ O \left( \int_{\tilde{B}_{\delta,+}} |x|^{1+\theta} |\nabla (u_e \circ \varphi)|^2 \, dx \right) + \Theta_\gamma(\epsilon) \quad \text{as } \epsilon \to 0. \tag{8-12}
\]

We have that

\[
\int_{\tilde{B}_{\delta,+}} H^{ij} \partial_i (u_e \circ \varphi) \partial_j (u_e \circ \varphi) \, dx
\]

\[
= 2 \sum_{i \geq 2} \int_{\tilde{B}_{\delta,+}} H^{ii} \partial_i (u_e \circ \varphi) \partial_i (u_e \circ \varphi) \, dx = 2 \sum_{i \geq 2} \int_{\tilde{B}_{\delta,+}} \partial_i \varphi_0 (x') \partial_i (u_e \circ \varphi) \, dx
\]

\[
= 2 \sum_{i \geq 2} \int_{\tilde{B}_{\delta,+}} \partial_i \varphi_0 (0) (x')^i \partial_i (u_e \circ \varphi) \, dx + O \left( \int_{\tilde{B}_{\delta,+}} |x|^2 |\nabla (u_e \circ \varphi)|^2 \, dx \right) \quad \text{as } \epsilon \to 0. \tag{8-13}
\]

We let \( II \) be the second fundamental form at 0 of the oriented boundary \( \partial \Omega \). By definition, for any \( X, Y \in T_0 \partial \Omega \), we have that

\[
II(X, Y) := (d\tilde{v}_0(X), Y)_{\text{Eucl}},
\]

where \( \tilde{v} : \partial \Omega \to \mathbb{R}^n \) is the outer unit normal vector of \( \partial \Omega \). In particular, we have that \( \tilde{v}(0) = (-1, 0, \cdots, 0) \).

For any \( i, j \geq 2 \), we have that

\[
II_{ij} := II(\partial_i \varphi(0), \partial_j \varphi(0)) = (\partial_i (\tilde{v} \circ \varphi)(0), \partial_j \varphi(0)) = -(\tilde{v}(0), \partial_i \varphi(0)) = \partial_i \varphi_0(0).
\]

Plugging (8-13) in (8-12), and using a change of variables, we get that

\[
\int_{\Omega} |\nabla u_e|^2 \, dx = \int_{\tilde{B}_{\epsilon-1,\delta,+}} |\nabla U|^2 \, dx - 2 \sum_{i, j \geq 2} \int_{\tilde{B}_{\epsilon-1,\delta,+}} (x')^i \partial_i U \partial_j U \, dx
\]

\[
+ O \left( \int_{\tilde{B}_{\delta,+}} |x|^{1+\theta} |\nabla (u_e \circ \varphi)|^2 \, dx \right) + \Theta_\gamma(\epsilon) \quad \text{as } \epsilon \to 0. \tag{8-14}
\]

We now choose \( \theta \) in the following way:

(i) If \( \gamma < \frac{1}{4}(n^2 - 1) \), then take \( \theta \) in \((0, \alpha_+ - \alpha_- - 1)\).

(ii) If \( \gamma = \frac{1}{4}(n^2 - 1) \), take \( \theta \in (0, 1) \).
In both cases, we get by using (8-11), that
\[
\int_{\tilde{B}_{\epsilon}^{+}} |x|^{1+\theta}|\nabla (u_\epsilon \circ \varphi)|^2 \, dx = \Theta_\gamma (\epsilon) \quad \text{as } \epsilon \to 0. \tag{8-15}
\]
Moreover, using (8-9), we have that
\[
\int_{\tilde{B}_{\epsilon}^{-1}B_{\epsilon}^{+}} |\nabla U|^2 \, dx = \int_{\mathbb{R}^n_+} |\nabla U|^2 \, dx + \Theta_\gamma (\epsilon) \quad \text{as } \epsilon \to 0. \tag{8-16}
\]
Plugging together (8-14)–(8-16) yields
\[
\int_\Omega |\nabla u_\epsilon|^2 \, dx = \int_{\mathbb{R}^n_+} |\nabla U|^2 \, dx - 2II_{ij} \sum_{i,j \geq 2} \int_{\tilde{B}_{\epsilon}^{-1}B_{\epsilon}^{+}} (x')^j \partial_i U \partial_i U \, dx + \Theta_\gamma (\epsilon). \tag{8-17}
\]

**B. Estimate for \(\int_\Omega |u_\epsilon|^{2^*(\gamma)/|x|^\gamma} \, dx\).** Fix \(\sigma \in [0, 2]\). We will apply the estimates below to \(\sigma = s \in [0, 2)\) or to \(\sigma := 2\). The first estimate in (8-9) yields
\[
|u_\epsilon(x)| \leq C \epsilon^{\alpha_+ - n/2} d(x, \partial \Omega) |x|^{-\alpha_+} \leq C \epsilon^{\alpha_+ - n/2} |x|^{1-\alpha_+} \tag{8-18}
\]
for all \(\epsilon > 0\) and all \(x \in \Omega\). Since \(\text{Jac} \, \varphi = 1\), this estimate then yields
\[
\int_\Omega \frac{|u_\epsilon|^{2^*(\sigma)}}{|x|^\sigma} \, dx = \int_{\varphi(\tilde{B}_{\epsilon}^{+})} \frac{|u_\epsilon|^{2^*(\sigma)}}{|x|^{\sigma}} \, dx + \Theta_\gamma (\epsilon)
\]
\[
= \int_{\tilde{B}_{\epsilon}^{+}} \frac{|u_\epsilon \circ \varphi|^{2^*(\sigma)}}{|\varphi(x)|^{\sigma}} \, dx + \Theta_\gamma (\epsilon) \quad \text{as } \epsilon \to 0. \tag{8-19}
\]
If \(\gamma < \frac{1}{4}(n^2 - 1)\) or if \(\gamma = \frac{1}{4}(n^2 - 1)\) and \(\sigma < 2\), we choose \(\theta \in (0, (\alpha_+ - \alpha_-)2^*(\sigma)/2 - 1) \cap (0, 1)\). If \(\gamma = \frac{1}{4}(n^2 - 1)\) and \(\sigma = 2\), we choose any \(\theta \in (0, 1)\). Using the expression of \(\varphi(x_1, x')\), a Taylor expansion yields
\[
|\varphi(x)|^{-\sigma} = |x|^{-\sigma} \left(1 - \frac{\sigma}{2} x_1^2 \sum_{i,j \geq 2} \partial_{ij} \varphi(0)(x')^i (x')^j + O(|x|^{1+\theta})\right) \quad \text{as } \epsilon \to 0. \tag{8-20}
\]
The choice of \(\theta\) yields
\[
\int_{\tilde{B}_{\epsilon}^{+}} \frac{|u_\epsilon \circ \varphi|^{2^*(\sigma)}}{|\varphi(x)|^{\sigma}} \, dx = \Theta_\gamma (\epsilon) \quad \text{as } \epsilon \to 0. \tag{8-21}
\]
Putting together (8-19)–(8-21), using a change of variable and (8-9), we get as \(\epsilon \to 0\) that
\[
\int_\Omega \frac{|u_\epsilon|^{2^*(\sigma)}}{|x|^\sigma} \, dx = \int_{\mathbb{R}^n_+} \frac{|U|^{2^*(\sigma)}}{|x|^\sigma} \, dx - \frac{\sigma}{2} \sum_{i,j \geq 2} \epsilon II_{ij} \int_{\tilde{B}_{\epsilon}^{-1}B_{\epsilon}^{+}} \frac{|U|^{2^*(\sigma)}}{|x|^\sigma} \frac{x_1}{|x|^2} (x')^i (x')^j \, dx + \Theta_\gamma (\epsilon). \tag{8-22}
\]
We now compute the terms in \(U\) by using its symmetry property established in [Chern and Lin 2010]. Indeed, there exists \(\tilde{U} : (0, +\infty) \times \mathbb{R}^n_+\) such that \(U(x_1, x') = \tilde{U}(x_1, |x'|)\) for all \((x_1, x') \in \mathbb{R}^n_+\). Therefore,
for any \( i, j \geq 2 \), we get that
\[
\int_{B_{\epsilon}^{n+1}} |U|^{2^*(\sigma)} \frac{x_1}{|x|^2} (x')^i (x')^j \, dx = \frac{\delta_{ij}}{n-1} \int_{B_{\epsilon}^{n+1}} |U|^{2^*(\sigma)} \frac{x_1}{|x|^2} |x'|^2 \, dx
\]
and that
\[
\int_{B_{\epsilon}^{n+1}} (x')^i \partial_1 U \partial_i U \, dx = \frac{\delta_{ij}}{n-1} \int_{B_{\epsilon}^{n+1}} \partial_1 U (x', \nabla U) \, dx,
\]
where \( x = (x_1, x') \in \mathbb{R}^n_+ \). Therefore, the identities (8-17) and (8-22) can be rewritten as
\[
\int_{\Omega} |\nabla u_\epsilon|^2 \, dx = \int_{\mathbb{R}^n_+} |\nabla U|^2 \, dx - \frac{2m_{\Omega(0)}}{n-1} \epsilon \int_{B_{\epsilon}^{n+1}} \partial_1 U (x', \nabla U) \, dx + \Theta_\gamma(\epsilon) \tag{8-23}
\]
and
\[
\int_{\Omega} |u_\epsilon|^{2^*(\sigma)} \frac{x_1}{|x|^2} \, dx = \int_{\mathbb{R}^n_+} |u|^{2^*(\sigma)} \frac{x_1}{|x|^2} \, dx - \frac{\sigma h_{\Omega(0)}}{2(n+1)} \epsilon \int_{B_{\epsilon}^{n+1}} |U|^{2^*(\sigma)} \frac{x_1}{|x|^2} |x'|^2 \, dx + \Theta_\gamma(\epsilon) \tag{8-24}
\]
as \( \epsilon \to 0 \), where \( h_{\Omega(0)} = \sum_i \Pi_{ii} \) is the mean curvature at 0.

**C. An intermediate identity.** We now claim that as \( \epsilon \to 0 \),
\[
\int_{B_{\epsilon}^{n+1}} \partial_1 U (x', \nabla U) \, dx
\]
\[
= \int_{B_{\epsilon}^{n+1}} \frac{|x'|^2 x_1}{2|x|^2} \left( \lambda \frac{s}{2^*(s)} \frac{U^{2^*(s)}}{|x|^s} + \gamma \frac{U^2}{|x|^2} \right) \, dx - \int_{\partial \mathbb{R}^n_+ \cap \tilde{B}_{\epsilon}^{n+1}} \frac{|x'|^2 (\partial_1 U)^2}{4} \, dx + \Theta_\gamma(1), \tag{8-25}
\]
where \( \lambda > 0 \) is as in (8-7). This was shown by Chern and Lin [2010], and we include it for the sake of completeness. Here and in the sequel, \( v_i \) denotes the \( i \)-th coordinate of the direct outward normal vector on the boundary of the relevant domain (for instance, on \( \partial \mathbb{R}^n_+ \), we have that \( v_i = -\delta_{1i} \)). We write
\[
\int_{\tilde{B}_{\epsilon}^{n+1}} \partial_1 U (x', \nabla U) \, dx = \sum_{j \geq 2} \int_{\tilde{B}_{\epsilon}^{n+1}} \partial_1 U (x')^j \, \partial_j U \, dx
\]
\[
= \sum_{j \geq 2} \int_{\tilde{B}_{\epsilon}^{n+1}} \partial_1 U \partial_j \left( \frac{|x'|^2}{2} \right) \, \partial_j U \, dx
\]
\[
= \sum_{j \geq 2} \int_{\partial (\tilde{B}_{\epsilon}^{n+1})} \partial_1 U \frac{|x'|^2}{2} \, \partial_j U \nu_j \, d\sigma - \sum_{j \geq 2} \int_{\tilde{B}_{\epsilon}^{n+1}} \frac{|x'|^2}{2} \, \partial_j (\partial_1 U \partial_j U) \, dx
\]
\[
= \sum_{j \geq 2} \int_{\partial \mathbb{R}^n_+ \cap \tilde{B}_{\epsilon}^{n+1}} \partial_1 U \frac{|x'|^2}{2} \, \partial_j U \nu_j \, d\sigma + O \left( \int_{\partial \mathbb{R}^n_+ \cap \partial \tilde{B}_{\epsilon}^{n+1}} |x'|^2 |\nabla U|^2 (x) \, d\sigma \right) - \sum_{j \geq 2} \int_{\tilde{B}_{\epsilon}^{n+1}} \frac{|x'|^2}{2} (\partial_1 U \partial_j U + \partial_1 U \partial_{jj} U) \, dx. \tag{8-26}
\]
Since $U(0, x') = 0$ for all $x' \in \mathbb{R}^{n-1}$, using the upper-bound (8-9) and writing $\nabla' = (\partial_2, \ldots, \partial_n)$, we get that
\[
\int_{\tilde{B}^{-1}_{\epsilon,-\delta,+}} \partial_1 U(x', \nabla U) \, dx = - \sum_{j \geq 2} \int_{\tilde{B}^{-1}_{\epsilon,-\delta,+}} \frac{|x'|^2}{2} (\partial_1 U \partial_j U + \partial_1 U \partial_j U) \, dx + \Theta_\gamma (1)
\]
\[
= - \int_{\tilde{B}^{-1}_{\epsilon,-\delta,+}} \frac{|x'|^2}{4} \partial_1 ((\nabla' U)^2) \, dx + \int_{\tilde{B}^{-1}_{\epsilon,-\delta,+}} \frac{|x'|^2}{2} \partial_1 U (-\Delta U + \partial_1 U) \, dx + \Theta_\gamma (1)
\]
\[
= - \int_{\partial(\tilde{B}^{-1}_{\epsilon,-\delta,+})} \frac{|x'|^2}{4} \nabla' U \, d\gamma + \int_{\tilde{B}^{-1}_{\epsilon,-\delta,+}} \frac{|x'|^2}{2} \partial_1 U (-\Delta U) \, dx + \int_{\tilde{B}^{-1}_{\epsilon,-\delta,+}} \partial_1 \left( \frac{|x'|^2(\partial_1 U)^2}{4} \right) \, dx + \Theta_\gamma (1). \tag{8-27}
\]

Using again that $U$ vanishes on $\partial \mathbb{R}^n_+$ and the bound (8-9), we get as $\epsilon \to 0$,
\[
\int_{\tilde{B}^{-1}_{\epsilon,-\delta,+}} \partial_1 U(x', \nabla U) \, dx
\]
\[
= \int_{\tilde{B}^{-1}_{\epsilon,-\delta,+}} \frac{|x'|^2}{2} \partial_1 U (-\Delta U) \, dx + \int_{\partial \mathbb{R}^n_+ \cap \tilde{B}^{-1}_{\epsilon,-\delta,+}} \frac{|x'|^2}{4} \partial_1 U \left( \frac{U^{2(s-1)} - \lambda \frac{U^2}{|x|^s} + \gamma \frac{U}{|x|^2}}{2} \right) \, dx + \Theta_\gamma (1)
\]
\[
= \int_{\tilde{B}^{-1}_{\epsilon,-\delta,+}} \frac{|x'|^2}{2} \partial_1 U (-\Delta U) \, dx - \int_{\partial \mathbb{R}^n_+ \cap \tilde{B}^{-1}_{\epsilon,-\delta,+}} \frac{|x'|^2}{4} \partial_1 U \left( \frac{U^{2(s-1)} - \lambda \frac{U^2}{|x|^s} + \gamma \frac{U}{|x|^2}}{2} \right) \, dx + \Theta_\gamma (1). \tag{8-28}
\]

Now use equation (8-7) to get that
\[
\int_{\tilde{B}^{-1}_{\epsilon,-\delta,+}} \frac{|x'|^2}{2} \partial_1 U (-\Delta U) \, dx = \int_{\tilde{B}^{-1}_{\epsilon,-\delta,+}} \frac{|x'|^2}{2} \partial_1 U \left( \frac{U^{2(s-1)} - \lambda \frac{U^2}{|x|^s} + \gamma \frac{U}{|x|^2}}{2} \right) \, dx. \tag{8-29}
\]

Integrating by parts, using that $U$ vanishes on $\partial \mathbb{R}^n_+$ and the upper-bound (8-9), for $\sigma \in [0, 2]$, we get that
\[
\int_{\tilde{B}^{-1}_{\epsilon,-\delta,+}} |x'|^2 \partial_1 U \frac{U^{2(s)-1}}{|x|^\sigma} \, dx = \int_{\tilde{B}^{-1}_{\epsilon,-\delta,+}} |x'|^2 |x|^{2-\sigma} \partial_1 \left( \frac{U^{2(s)}}{2^*(\sigma)} \right) \, dx
\]
\[
= \int_{\partial(\tilde{B}^{-1}_{\epsilon,-\delta,+})} |x'|^2 |x|^{2-\sigma} U^{2*(\sigma)} \, d\gamma - \int_{\tilde{B}^{-1}_{\epsilon,-\delta,+}} \partial_1 (|x|^2 |x|^{-\sigma}) \left( \frac{U^{2(s)}}{2^*(\sigma)} \right) \, dx
\]
\[
= O \left( \int_{\mathbb{R}^n_+ \cap \tilde{B}^{-1}_{\epsilon,-\delta,+}} |x|^2 |x|^{2-\sigma} U^{2*(\sigma)} \, d\gamma \right) + \frac{\sigma}{2^*(\sigma)} \int_{\tilde{B}^{-1}_{\epsilon,-\delta,+}} \frac{|x'|^2 |x|^{1-\sigma}}{|x|^\sigma + \sigma} U^{2*(\sigma)} \, dx
\]
\[
= \frac{\sigma}{2^*(\sigma)} \int_{\tilde{B}^{-1}_{\epsilon,-\delta,+}} \frac{|x'|^2 |x|^{1-\sigma}}{|x|^\sigma + \sigma} U^{2*(\sigma)} \, dx + \Theta_\gamma (1) \quad \text{as } \epsilon \to 0. \tag{8-30}
\]

Putting together (8-28)–(8-30) yields (8-25).

**D. Estimate for $J_{\gamma,s}(u_\epsilon)$.** Since $U \in D^{1,2}(\mathbb{R}^n)$, it follows from (8-7) that
\[
\int_{\mathbb{R}^n_+} \left( |\nabla U|^2 - \frac{\gamma}{|x|^2} U^2 \right) \, dx = \lambda \int_{\mathbb{R}^n_+} \frac{U^{2(s)}}{|x|^\sigma} \, dx. \tag{8-31}
\]
This equality, combined with (8-23) and (8-24) gives
\[
J_{\gamma,s}(u_\epsilon) = \frac{\int_{\Omega} (|\nabla u_\epsilon|^2 - u_\epsilon^2 \gamma / |x|^2) \, dx}{\left( \int_{\partial \Omega} |u_\epsilon|^{2^*(s)}/|x|^s \, dx \right)^{2/2^*(s)}}
\]
\[
= \frac{\int_{\mathbb{R}^n_+} (|\nabla U|^2 - U^2 \gamma / |x|^2) \, dx}{\left( \int_{\mathbb{R}^n_+} |U|^{2^*(s)}/|x|^s \, dx \right)^{2/2^*(s)}},
\]
where for all $\epsilon > 0$,
\[
C_\epsilon := -2 \int_{\tilde{B}_{-1+s}} \partial_1 U(x', \nabla U) \, dx + \gamma \int_{\tilde{B}_{-1}s} \frac{|x'|^2 x_1}{|x|^2} \frac{U^2}{|x|^2} \, dx + \lambda \frac{s}{2^*(s)} \int_{\tilde{B}_{-1}s} \frac{|x'|^2 x_1}{|x|^2} \frac{U^{2^*(s)}}{|x|^s} \, dx.
\]
The identity (8-25) then yields as $\epsilon \to 0$,
\[
C_\epsilon = \int_{\partial \mathbb{R}^n_+ \cap \tilde{B}_{-1}s} \frac{|x'|^2 (\partial_1 U)^2}{2} \, dx + \Theta_\gamma(1).
\]
Therefore, (8-32) yields that as $\epsilon \to 0$,
\[
J_{\gamma,s}(u_\epsilon) = \mu_{\gamma,s}(\mathbb{R}^n_+) \left( 1 + \epsilon \frac{h_\omega(0)}{2(n-1)\lambda} \int_{\mathbb{R}^n_+} |U|^{2^*(s)}/|x|^s \, dx \right),
\]
\[
\Theta_\gamma(\epsilon)
\]
We now distinguish two cases:

(i) $\gamma < \frac{1}{4}(n^2 - 1)$. The bound (8-9) then yields $x' \mapsto |x'|^2 |\partial_1 U(x')|^2$ is in $L^1(\partial \mathbb{R}^n_+)$ and so we get from (8-33) that
\[
J_{\gamma,s}(u_\epsilon) = \mu_{\gamma,s}(\mathbb{R}^n_+) \left( 1 + C_0 \cdot h_\omega(0) \cdot \epsilon + o(\epsilon) \right) \quad \text{as } \epsilon \to 0,
\]
with
\[
C_0 := \frac{\int_{\partial \mathbb{R}^n_+} |x'|^2 (\partial_1 U)^2 \, dx'}{2(n-1)\lambda \int_{\mathbb{R}^n_+} |U|^{2^*(s)}/|x|^s \, dx} > 0.
\]

(ii) $\gamma = \frac{1}{4}(n^2 - 1)$. From (8-8), Lemma 5.2 and the Kelvin transform, we have that
\[
\lim_{|x'| \to +\infty} |x'|^{\alpha_+} |\partial_1 U(0, x')| = K_2 > 0.
\]
Since $2\alpha_+ - 2 = n - 1$, we get that
\[
\int_{\partial \mathbb{R}^n_+ \cap \tilde{B}_{-1}s} |x'|^2 (\partial_1 U)^2 \, dx' = \omega_{n-1} K_2^2 \ln \frac{1}{\epsilon} + o\left( \ln \frac{1}{\epsilon} \right)
\]
as $\epsilon \to 0$. Therefore, (8-33) yields
\[
J_{\gamma,s}(u_\epsilon) = \mu_{\gamma,s}(\mathbb{R}^n_+) \left( 1 + C'_0 h_\omega(0) \epsilon \ln \frac{1}{\epsilon} + o\left( \ln \frac{1}{\epsilon} \right) \right) \quad \text{as } \epsilon \to 0,
\]
where
\[
C'_0 := \frac{\omega_{n-1} K_2^2}{2(n-1)\lambda \int_{\mathbb{R}^n_+} |U|^{2^*(s)}/|x|^s \, dx} > 0.
\]
Cases (i) and (ii) prove Proposition 8.3 when $\gamma \leq \frac{1}{4}(n^2 - 1)$. 
Case 2: $\gamma > \frac{1}{4}(n^2 - 1)$. In this case, the construction of test functions is more subtle. First, use Theorem 7.1 to obtain $H \in C^2(\overline{\Omega} \setminus \{0\})$ such that (7-1) holds and

$$H(x) = \frac{d(x, \partial \Omega)}{|x|^{\alpha_+}} + m_\gamma(\Omega) \frac{d(x, \partial \Omega)}{|x|^{\alpha_-}} + o\left(\frac{d(x, \partial \Omega)}{|x|^{\alpha_-}}\right) \text{ when } x \to 0. \quad (8-36)$$

As above, we fix $\eta \in C^\infty_c(\mathbb{R}^n)$ such that $\eta(x) = 1$ for all $x \in \tilde{B}_\delta$ and $\eta(x) = 0$ for all $x \notin \tilde{B}_2\delta$. We then define $\beta$ such that

$$H(x) = \left(\eta \frac{x_1}{|x|^{\alpha_+}}\right) \circ \varphi^{-1}(x) + \beta(x) \quad \text{for all } x \in \Omega. \quad (8-37)$$

Here $\varphi$ is as in (4-7)–(4-12). Note that $\beta \in D^{1,2}(\Omega)$ and

$$\beta(x) = m_\gamma(\Omega) \frac{d(x, \partial \Omega)}{|x|^{\alpha_-}} + o\left(\frac{d(x, \partial \Omega)}{|x|^{\alpha_-}}\right) \text{ as } x \to 0. \quad (8-37)$$

Indeed, since $\alpha_+ - \alpha_- < 1$, an essential point underlying all of this case is that

$$|x| = o(|x|^{\alpha_+ - \alpha_-}) \quad \text{as } x \to 0. \quad (8-38)$$

We choose $U$ as in (8-7). By multiplying by a constant if necessary, we assume that $K_2 = 1$; that is,

$$U(x) \sim_{x \to 0} K_1 \frac{x_1}{|x|^{\alpha_-}} \quad \text{and} \quad U(x) \sim_{|x| \to +\infty} \frac{x_1}{|x|^{\alpha_+}}. \quad (8-38)$$

Now define

$$u_\epsilon(x) := (\eta \epsilon^{-(n-2)/2} U(\epsilon^{-1} \cdot)) \circ \varphi^{-1}(x) + \epsilon^{(\alpha_+ - \alpha_-)/2} \beta(x) \quad \text{for } x \in \Omega \text{ and } \epsilon > 0. \quad (8-39)$$

We start by showing that for any $k \geq 0$,

$$\lim_{\epsilon \to 0} \frac{u_\epsilon}{\epsilon^{(\alpha_+ - \alpha_-)/2}} = H \quad \text{in } C^k_{\text{loc}}(\overline{\Omega} \setminus \{0\}). \quad (8-40)$$

Indeed, the convergence in $C^0_{\text{loc}}(\overline{\Omega} \setminus \{0\})$ is a consequence of the definition of $u_\epsilon$, the choice $K_2 = 1$ and the asymptotic behavior (8-38). For convergence in $C^k$, we need in addition that $\nabla^i (U - x_1 |x|^{-\alpha_+}) = o(|x|^{1-\alpha_+ - i})$ as $x \to +\infty$ for all $i \geq 0$. This estimate follows from (8-38) and Lemma 5.2.

In the sequel, we adopt the following notation: $\theta_\epsilon^\epsilon$ will denote any quantity such that there exists $\theta : \mathbb{R} \to \mathbb{R}$ such that $\lim_{\epsilon \to 0} \lim_{\epsilon \to 0} \theta_\epsilon^\epsilon = 0$.

We first claim that for any $c > 0$, we have that

$$\int_{\Omega \setminus \psi(B_c(0)_{+})} \left(|\nabla u_\epsilon|^2 - \frac{\gamma}{|x|^2} u_\epsilon^2\right) dx$$

$$= \epsilon^{\alpha_+ - \alpha_-} \left((\alpha_+ - 1) c^{n-2\alpha_+} \frac{\omega_{n-1}}{2n} + m_\gamma(\Omega) \frac{(n-2)\omega_{n-1}}{2n}\right) + \theta_\epsilon^\epsilon \epsilon^{\alpha_+ - \alpha_-}. \quad (8-41)$$

Indeed, it follows from (8-40) that

$$\lim_{\epsilon \to 0} \int_{\Omega \setminus \psi(B_c(0)_{+})} \left(|\nabla u_\epsilon|^2 - u_\epsilon^2 \frac{\gamma}{|x|^2}\right) dx = \int_{\Omega \setminus \psi(B_c(0)_{+})} \left(|\nabla H|^2 - \frac{\gamma}{|x|^2} H^2\right) dx. \quad (8-42)$$
Since $H$ vanishes on $\partial \Omega \setminus \{0\}$ and satisfies $-\Delta H - H \gamma / |x|^2 = 0$, integrating by parts yields
\[
\int_{\Omega \setminus \varphi(B_c(0)_+)} \left( |\nabla H|^2 - \frac{\gamma}{|x|^2} H^2 \right) dx = -\int_{\varphi(\mathbb{R}^n_+ \cap \partial B_c(0))} H \partial_x H d\sigma
\]
\[
= -\int_{\mathbb{R}^n_+ \cap \partial B_c(0)} H \circ \varphi \partial_{\varphi,v}(H \circ \varphi) d(\varphi^*\sigma), \tag{8-43}
\]
where in the two last equalities, $v(x)$ is the outer normal vector of $B_c(0)$ at $x \in \partial B_c(0)$.

We now estimate $H \circ \varphi \partial_{\varphi,v} H \circ \varphi$. Since $\varphi \circ v(x) = x/|x| + O(|x|)$ as $x \to 0$, it follows from (8-36) that
\[
H \circ \varphi \partial_{\varphi,v}(H \circ \varphi) = \frac{(\alpha_+ - 1)\chi^2_x}{|x|^{2\alpha+1}} + (n - 2)m_\gamma(\Omega) \frac{x_1^2}{|x|^{n+1}} + o(|x|^{1-n}) \quad \text{as} \quad x \to 0.
\]
Integrating this expression on $B_c(0)_+ = \mathbb{R}^n_+ \cap \partial B_c(0)$ and plugging into (8-43) yields
\[
\int_{\Omega \setminus \varphi(B_c(0)_+)} \left( |\nabla H|^2 - \frac{\gamma}{|x|^2} H^2 \right) dx = \frac{(\alpha_+ - 1)c^{n-2\alpha+\omega_{n-1}}}{2n} + (n - 2)m_\gamma(\Omega) \frac{\omega_{n-1}}{2n} + \theta_c,
\]
where $\lim_{c \to 0} \theta_c = 0$. Here, we have used that
\[
\int_{S^n-1} x_1^2 d\sigma = \frac{1}{2} \int_{S^{n-1}} x_1^2 d\sigma = \frac{1}{2n} \int_{S^{n-1}} |x|^2 d\sigma = \frac{\omega_{n-1}}{2n}, \quad \omega_{n-1} := \int_{S^{n-1}} d\sigma.
\]
This equality and (8-42) prove (8-41).

We now claim that
\[
\int_{\Omega} \left( |\nabla u_\varepsilon|^2 - \frac{\gamma}{|x|^2} u_\varepsilon^2 \right) dx = \lambda \int_{\mathbb{R}^n_+} \frac{U^{2(s)}(x)}{|x|^s} dx + m_\gamma(\Omega) \frac{(n-2)\omega_{n-1}}{2n} \varepsilon^{\alpha_+-\alpha_-} + o(\varepsilon^{\alpha_+-\alpha_-}) \quad \text{as} \quad \varepsilon \to 0. \tag{8-44}
\]
Indeed, define $U_\varepsilon(x) := \varepsilon^{-(n-2)/2} U(\varepsilon^{-1} x)$ for all $x \in \mathbb{R}^n_+$. The definition (8-39) of $u_\varepsilon$ can be rewritten as
\[
u_\varepsilon \circ \varphi(x) = U_\varepsilon(x) + \varepsilon^{(\alpha_+-\alpha_-)/2} \beta \circ \varphi(x) \quad \text{for all} \quad x \in \mathbb{R}^n_+ \cap \tilde{B}_\delta.
\]
Fix $c \in (0, \delta)$, which we will eventually let go to 0. Since $d\varphi_0$ is an isometry, we get that
\[
\int_{\varphi(B_c(0)_+)} \left( |\nabla u_\varepsilon|^2 - \frac{\gamma}{|x|^2} u_\varepsilon^2 \right) dx
\]
\[
= \int_{B_c(0)_+} \left( |\nabla (u_\varepsilon \circ \varphi)|^2_{\varphi^*\text{Eucl}} - \frac{\gamma}{|\varphi(x)|^2}(u_\varepsilon \circ \varphi)^2 \right) |\text{Jac} \varphi| dx
\]
\[
= \int_{B_c(0)_+} \left( |\nabla U_\varepsilon|^2_{\varphi^*\text{Eucl}} - \frac{\gamma}{|\varphi(x)|^2} U_\varepsilon^2 \right) |\text{Jac} \varphi| dx
\]
\[
+ 2\varepsilon^{(\alpha_+-\alpha_-)/2} \int_{B_c(0)_+} \left( (\nabla U_\varepsilon, \nabla (\beta \circ \varphi))_{\varphi^*\text{Eucl}} - \frac{\gamma}{|\varphi(x)|^2} U_\varepsilon(u_\varepsilon \circ \varphi) \right) |\text{Jac} \varphi| dx
\]
\[
+ \varepsilon^{\alpha_+-\alpha_-} \int_{B_c(0)_+} \left( |\nabla (\beta \circ \varphi)|^2_{\varphi^*\text{Eucl}} - \frac{\gamma}{|\varphi(x)|^2}(\beta \circ \varphi)^2 \right) |\text{Jac} \varphi| dx. \tag{8-45}
\]
Since \( \varphi^* \text{Eucl} = \text{Eucl} + O(|x|), \ |\varphi(x)| = |x| + O(|x|^2) \) and \( \beta \in D^{1,2}(\Omega) \), we get that

\[
\int_{\varphi(B_\epsilon(0)+)} \left( |\nabla u_\epsilon|^2 - \frac{\gamma}{|x|^2} u_\epsilon^2 \right) \, dx \\
= \int_{B_\epsilon(0)+} \left( |\nabla U_\epsilon|^2_{\text{Eucl}} - \frac{\gamma}{|x|^2} U_\epsilon^2 \right) \, dx + O\left( \int_{B_\epsilon(0)+} |x| \left( |\nabla U_\epsilon|^2_{\text{Eucl}} + \frac{U_\epsilon^2}{|x|^2} \right) \, dx \right) \\
+ 2\epsilon^{(\alpha_+ - \alpha_-)/2} \int_{B_\epsilon(0)+} \left( (\nabla U_\epsilon, \nabla (\beta \circ \varphi))_{\text{Eucl}} - \frac{\gamma}{|x|^2} U_\epsilon (\beta \circ \varphi) \right) \, dx \\
+ O\left( \epsilon^{(\alpha_+ - \alpha_-)/2} \int_{B_\epsilon(0)+} |x| \left( |\nabla U_\epsilon| \cdot |\nabla (\beta \circ \varphi)| + \frac{U_\epsilon (\beta \circ \varphi)}{|x|^2} \right) \, dx \right) + \epsilon^{\alpha_+ - \alpha_- - \theta_\epsilon} \tag{8-46}
\]

as \( \epsilon \to 0 \). The pointwise estimates (8-38) yield

\[
\int_{\varphi(B_\epsilon(0)+)} \left( |\nabla u_\epsilon|^2 - \frac{\gamma}{|x|^2} u_\epsilon^2 \right) \, dx = \int_{B_\epsilon(0)+} \left( |\nabla U_\epsilon|^2_{\text{Eucl}} - \frac{\gamma}{|x|^2} U_\epsilon^2 \right) \, dx \\
+ 2\epsilon^{(\alpha_+ - \alpha_-)/2} \int_{B_\epsilon(0)+} \left( (\nabla U_\epsilon, \nabla (\beta \circ \varphi))_{\text{Eucl}} - \frac{\gamma}{|x|^2} U_\epsilon (\beta \circ \varphi) \right) \, dx + \epsilon^{\alpha_+ - \alpha_- - \theta_\epsilon}
\]

as \( \epsilon \to 0 \). Integrating by parts yields

\[
\int_{\varphi(B_\epsilon(0)+)} \left( |\nabla u_\epsilon|^2 - \frac{\gamma}{|x|^2} u_\epsilon^2 \right) \, dx \\
= \int_{B_\epsilon(0)+} \left( -\Delta U_\epsilon - \frac{\gamma}{|x|^2} U_\epsilon \right) U_\epsilon \, dx + \int_{\partial(B_\epsilon(0)+)} U_\epsilon \partial_v U_\epsilon \, d\sigma \\
+ 2\epsilon^{(\alpha_+ - \alpha_-)/2} \left( \int_{B_\epsilon(0)+} \left( -\Delta U_\epsilon - \frac{\gamma}{|x|^2} U_\epsilon \right) \beta \circ \varphi \, dx + \int_{\partial(B_\epsilon(0)+)} \beta \circ \varphi \partial_v U_\epsilon \, d\sigma \right) + \epsilon^{\alpha_+ - \alpha_- - \theta_\epsilon}
\]

as \( \epsilon \to 0 \). Since both \( U \) and \( \beta \circ \varphi \) vanish on \( \partial \mathbb{R}^n_+ \setminus \{0\} \), we get that

\[
\int_{\varphi(B_\epsilon(0)+)} \left( |\nabla u_\epsilon|^2 - \frac{\gamma}{|x|^2} u_\epsilon^2 \right) \, dx \\
= \int_{B_\epsilon(0)+} \left( -\Delta U_\epsilon - \frac{\gamma}{|x|^2} U_\epsilon \right) U_\epsilon \, dx + \int_{\mathbb{R}^n_+ \cap \partial B_\epsilon(0)} U_\epsilon \partial_v U_\epsilon \, d\sigma \\
+ 2\epsilon^{(\alpha_+ - \alpha_-)/2} \left( \int_{B_\epsilon(0)+} \left( -\Delta U_\epsilon - \frac{\gamma}{|x|^2} U_\epsilon \right) \beta \circ \varphi \, dx + \int_{\mathbb{R}^n_+ \cap \partial B_\epsilon(0)} \beta \circ \varphi \partial_v U_\epsilon \, d\sigma \right) + \epsilon^{\alpha_+ - \alpha_- - \theta_\epsilon}
\]

(8-47)

as \( \epsilon \to 0 \). The asymptotic estimate (8-38) of \( U \) and Lemma 5.2 yield (after a Kelvin transform)

\[
\partial_v U_\epsilon = -(\alpha_+ - 1)\epsilon^{(\alpha_+ - \alpha_-)/2} x_1 |x|^{-\alpha_+ - 1} + o(\epsilon^{(\alpha_+ - \alpha_-)/2} |x|^{-\alpha_+})
\]

as \( \epsilon \to 0 \) uniformly on compact subsets of \( \overline{\mathbb{R}^n_+ \setminus \{0\}} \). We then get that

\[
\beta \circ \varphi \partial_v U_\epsilon = \epsilon^{(\alpha_+ - \alpha_-)/2} \left( -m_\gamma(\Omega)(\alpha_+ - 1)x_1^2 |x|^{-n-1} + o(|x|^{1-n}) \right)
\]
and
\[ U_\epsilon \partial_y U_\epsilon = \epsilon^{\alpha+\alpha-} \left( - (\alpha_+ - 1)x^2_1 |x|^{-2\alpha_+ - 1} + o(|x|^{1-2\alpha_+}) \right) \]
as \( \epsilon \to 0 \) uniformly on compact subsets of \( \mathbb{R}^n_+ \setminus \{0\} \). Plugging these identities into (8-47) and using equation (8-7) yields, as \( \epsilon \to 0 \),
\[
\int_{\varphi(B_\epsilon(0)_+)} \left( |\nabla u_\epsilon|^2 - \frac{\gamma}{|x|^2} u_\epsilon^2 \right) dx = \int_{B_\epsilon(0)_+} \frac{U^{2(s)}_\epsilon}{|x|^s} dx - (\alpha_+ - 1) \frac{\omega_{n-1}}{2n} c^n - 2\alpha_+ \epsilon^{\alpha+\alpha-} + 2\epsilon^{(\alpha+\alpha-)}/2 \int_{B_\epsilon(0)_+} \frac{U^{2(s)}_\epsilon}{|x|^s} \beta \circ \varphi dx
\]
\[
+ (\alpha_+ - 1) \frac{\omega_{n-1}}{n} m_\gamma(\Omega) \epsilon^{\alpha+\alpha-} + \epsilon^{\alpha+\alpha-} \theta_\epsilon \tag{8-48}
\]
As \( \epsilon \to 0 \), we have that
\[
\int_{B_\epsilon(0)_+} \frac{U^{2(s)}_\epsilon}{|x|^s} dx = \int_{\mathbb{R}^n_+} \frac{U^{2(s)}_\epsilon}{|x|^s} dx + o(\epsilon^{\alpha+\alpha-}). \tag{8-49}
\]
The expansion (8-37) and the change of variable \( x := \epsilon y \) yield as \( \epsilon \to 0 \),
\[
\int_{B_\epsilon(0)_+} \frac{U^{2(s)}_\epsilon}{|x|^s} \beta \circ \varphi dx = \lambda m_\gamma(\Omega) \epsilon^{(\alpha+\alpha-)}/2 \int_{\mathbb{R}^n_+} \frac{U^{2(s)}_\epsilon}{|y|^s} \frac{y_1}{|y|^{\alpha-}} dy + \epsilon^{(\alpha+\alpha-)}/2 \theta_\epsilon \tag{8-50}
\]
Integrating by parts, and using the asymptotics (8-38) for \( U \), we have
\[
\lambda \int_{\mathbb{R}^n_+} \frac{U^{2(s)}_\epsilon}{|y|^s} \frac{y_1}{|y|^{\alpha-}} dy = \lim_{R \to +\infty} \int_{B_R(0)_+} \frac{U^{2(s)}_\epsilon}{|y|^s} \frac{y_1}{|y|^{\alpha-}} dy = \lim_{R \to +\infty} \int_{B_R(0)_+} \left( - \Delta U - \frac{\gamma}{|y|^2} U \right) \frac{y_1}{|y|^{\alpha-}} dy
\]
\[
= \lim_{R \to +\infty} \int_{B_R(0)_+} U \left( - \nabla \cdot \frac{\gamma}{|y|^2} \right) \left( \frac{y_1}{|y|^{\alpha-}} \right) dy - \int_{\partial B_R(0)_+} \partial_y U \frac{y_1}{|y|^{\alpha-}} d\sigma = (\alpha_+ - 1) \frac{\omega_{n-1}}{2n}. \tag{8-51}
\]
Putting together (8-49)–(8-51) gives
\[
\int_{\Omega} \left( |\nabla u_\epsilon|^2 - \frac{\gamma}{|x|^2} u_\epsilon^2 \right) dx = \lambda \int_{\mathbb{R}^n_+} \frac{U^{2(s)}_\epsilon}{|x|^s} dx + m_\gamma(\Omega) \frac{(n-2)\omega_{n-1}}{2n} \epsilon^{\alpha+\alpha-} + o(\epsilon^{\alpha+\alpha-})
\]
as \( \epsilon \to 0 \). This finally yields (8-44).

We finally claim that
\[
\int_{\Omega} \frac{u^{2(s)}_\epsilon}{|x|^s} dx = \int_{\mathbb{R}^n_+} \frac{U^{2(s)}_\epsilon}{|x|^s} dx + \frac{2(s)}{\lambda} m_\gamma(\Omega) \frac{(\alpha_+ - 1)\omega_{n-1}}{2n} \epsilon^{\alpha+\alpha-} + o(\epsilon^{\alpha+\alpha-}) \quad \text{as} \quad \epsilon \to 0. \tag{8-52}
\]
Indeed, fix $c > 0$. Due to estimates (8-37) and (8-38), we have that

$$
\int_\Omega \frac{u^2(s)_{\epsilon}}{|x|^s} \, dx = \int_{\varphi(B(0)_+)} \frac{u^2(s)_{\epsilon}}{|x|^s} \, dx + o(\epsilon^{\alpha_+ - \alpha_-})
$$

$$
= \int_{B_0(0)_+} \frac{|U_{\epsilon} + \epsilon^{(\alpha_+ - \alpha_-)/2} \beta \circ \varphi|^{2s}}{|\varphi(x)|^s} |\text{Jac} \varphi| \, dx + o(\epsilon^{\alpha_+ - \alpha_-})
$$

$$
= \int_{B_0(0)_+} \frac{|U_{\epsilon} + \epsilon^{(\alpha_+ - \alpha_-)/2} \beta \circ \varphi|^{2s}}{|x|^s} (1 + O(|x|)) \, dx + o(\epsilon^{\alpha_+ - \alpha_-})
$$
as $\epsilon \to 0$. As one checks, there exists $C > 0$ such that for all $X, Y \in \mathbb{R}$,

$$
|X + Y|^{2s} - |X|^{2s} - 2s|X|^{2s-2}XY \leq C(|X|^{2s-2}|Y|^2 + |Y|^{2s}). \tag{8-53}
$$

Therefore, using the asymptotics (8-37) and (8-38) of $U$ and $\beta$, we get that

$$
\int_\Omega \frac{u^2(s)_{\epsilon}}{|x|^s} \, dx = \int_{B_0(0)_+} \frac{U^{2s}_{\epsilon}}{|x|^s} \, dx + 2s(\epsilon^{(\alpha_+ - \alpha_-)/2} \beta \circ \varphi(1 + O(|x|)) \, dx + \epsilon^{(\alpha_+ - \alpha_-)/2} \theta_{\epsilon} c
$$

$$
= \int_{B_0(0)_+} \frac{U^{2s}_{\epsilon}}{|x|^s} \, dx + 2s(\epsilon^{(\alpha_+ - \alpha_-)/2} \beta \circ \varphi \, dx + \epsilon^{(\alpha_+ - \alpha_-)/2} \theta_{\epsilon} c
$$
as $\epsilon \to 0$.

Then (8-52) follows from this latest identity, combined with (8-49)–(8-51).

We finally use (8-31), (8-44) and (8-52) to get

$$
J_{y}^{\Omega}(u_{\epsilon}) = J_{y}^{\mathbb{R}^{n}}(U) \left( 1 - \frac{\alpha_+ - \frac{1}{n}}{n\lambda} \int_{\mathbb{R}^n} U^{2s}_{\epsilon} / |x|^s \, dx \right) \frac{m_{\gamma}(\Omega) \epsilon^{\alpha_+ - \alpha_-} + o(\epsilon^{\alpha_+ - \alpha_-})}{m_{\gamma}(\Omega_+) > 0 > m_{\gamma}(\Omega_-)} \right) \quad \text{as } \epsilon \to 0,
$$

which proves (8-6). This completes Proposition 8.3 and therefore Theorem 8.2. \hfill \Box

### 9. Domains with positive mass and an arbitrary geometry at 0

In this section, we construct smooth bounded domains in $\mathbb{R}^n$ with positive or negative mass, regardless of the local geometry of $\partial \Omega$ at 0. This is illustrated by the following result.

**Theorem 9.1.** Let $\omega$ be a smooth open set of $\mathbb{R}^n$. Then, there exist $r_0 > 0$ and two smooth bounded domains $\Omega_+, \Omega_- \in \mathbb{R}^n$ such that

$$
\Omega_+ \cap B_{r_0}(0) = \Omega_- \cap B_{r_0}(0) = \omega \cap B_{r_0}(0), \tag{9-1}
$$

$$
\min\{\gamma_H(\Omega_+), \gamma_H(\Omega_-)\} > \frac{1}{4}(n^2 - 1), \tag{9-2}
$$

$$
m_{\gamma}(\Omega_+) > 0 > m_{\gamma}(\Omega_-), \tag{9-3}
$$

whenever $\frac{1}{4}(n^2 - 1) < \gamma < \min\{\gamma_H(\Omega_+), \gamma_H(\Omega_-)\}$.

We shall need the following stability result for the mass under continuous deformations and truncations.
Proposition 9.2. Let \( \Omega \subset \mathbb{R}^n \) be a conformally bounded domain such that \( 0 \in \partial \Omega \). Assume that \( \gamma_H(\Omega) > \frac{1}{4}(n^2 - 1) \) and fix \( \gamma \in \left( \frac{1}{4}(n^2 - 1), \gamma_H(\Omega) \right) \). For any \( R > 0 \), let \( D_R \) be a smooth domain of \( \mathbb{R}^n \) such that:

- \( B_R(x_0) \subset D_R \subset B_{2R}(x_0) \),
- \( \Omega \cap D_R \) is a smooth domain of \( \mathbb{R}^n \).

Let \( \Phi \in C^\infty(\mathbb{R} \times \mathbb{R}^n, \mathbb{R}^n) \) be such that:

- \( \Phi_t := \Phi(t, \cdot) \) is a smooth diffeomorphism of \( \mathbb{R}^n \),
- \( \Phi_t(x) = x \) for all \( |x| > \frac{1}{2} \) and all \( t \in \mathbb{R} \),
- \( \Phi_t(0) = 0 \) for all \( t \in \mathbb{R} \),
- \( \Phi_0 = \text{Id}_{\mathbb{R}^n} \).

Set \( \Omega_{t,R} := \Phi_t(\Omega) \cap D_R \). Then as \( t \to 0 \), \( R \to +\infty \), we have that \( \gamma_H(\Omega_{t,R}) > \frac{1}{4}(n^2 - 1) \) and \( m_\gamma(\Omega_{t,R}) \) is well defined. In addition,

\[
\lim_{t \to 0, R \to +\infty} m_\gamma(\Omega_{t,R}) = m_\gamma(\Omega).
\] (9-4)

As a preliminary remark, we claim that if \( \Omega \) is a conformally bounded domain of \( \mathbb{R}^n \) such that \( 0 \in \partial \Omega \), then

\[
\liminf_{t \to 0, R \to +\infty} \gamma_H(\Omega_{t,R}) \geq \gamma_H(\Omega), \tag{9-4}
\]

where \( \Omega_{t,R} \) are defined as in Proposition 9.2. Indeed, by definition, \( \gamma_H(\Omega_{t,R}) \geq \gamma_H(\Omega_t) = \gamma_H(\Phi_t(\Omega)) \).

Inequality (9-4) then follows from (3-7) of Lemma 3.2.

We shall use the same approach as in the proof of Proposition 7.4. Assuming \( x_0 := (-1, 0, \ldots, 0) \in \mathbb{R}^n \), and denoting the corresponding Kelvin inversion by \( i \), this transformation allows us to map the operator \( -\Delta - \gamma/|x|^2 \) on a conformally bounded domain \( \Omega \) into the Schrödinger operator \( -\Delta + V \) on the bounded domain \( \tilde{\Omega} \), where \( V \) is the potential defined in (7-19).

Set now \( \tilde{\Omega} := i(\Omega) \), \( \tilde{\Phi}(t, x) := i \circ \Phi(t, i(x)) \) for \( (t, x) \in \mathbb{R} \times \mathbb{R}^n \), and \( \tilde{D}_r := \mathbb{R}^n \setminus i(D_{r-1}) \) in \( \mathbb{R}^n \). Observe that \( R \to +\infty \) in Proposition 9.2 is equivalent to \( r \to 0 \) in here. Note that \( \tilde{\Phi} \in C^\infty(\mathbb{R} \times \mathbb{R}^n, \mathbb{R}^n) \) is such that:

- For any \( t \in (-2, 2) \), the map \( \tilde{\Phi}_t := \tilde{\Phi}(t, \cdot) \) is a \( C^\infty \)-diffeomorphism onto its open image \( \tilde{\Phi}_t(\mathbb{R}^n) \).
- \( \tilde{\Phi}_0 = \text{Id} \).
- \( \tilde{\Phi}_t(0) = 0 \) for all \( t \in (-2, 2) \).
- \( \tilde{\Phi}_t(x) = x \) for all \( t \in (-2, 2) \) and all \( x \in B_{2\delta}(x_0) \) with \( \delta < \frac{1}{4} \).

Set \( \tilde{\Omega}_t := \tilde{\Phi}_t(\tilde{\Omega}) \) and note that the sets \( \tilde{D}_r \) satisfy the following properties:

- \( B_{r/2}(x_0) \subset \tilde{D}_r \subset B_r(x_0) \).
- \( \tilde{\Omega}_{t,r} := \tilde{\Omega}_t \setminus \tilde{D}_r \) is a smooth domain of \( \mathbb{R}^n \).
In particular, we have that $\tilde{\Omega}_{t,r} = i(\Omega_{t,r^{-1}})$. Let $u \in C^2(\tilde{\Omega}_t \setminus \{0\})$ be such that

\[
\begin{cases}
-\Delta u - \frac{\gamma}{|x|^2}u = 0 & \text{in } \Omega_{t,r}, \\
u > 0 & \text{in } \Omega_{t,r}, \\
u = 0 & \text{on } \partial \Omega_{t,r}.
\end{cases}
\]

We shall need the following.

**Lemma 9.3.** For any $t \in (-1, 1)$, there exists $u_t \in C^2(\tilde{\Omega}_t \setminus \{0, x_0\})$ such that

\[
\begin{cases}
-\Delta u_t - Vu_t = 0 & \text{in } \tilde{\Omega}_t, \\
u_t > 0 & \text{in } \tilde{\Omega}_t, \\
u_t = 0 & \text{on } \partial \tilde{\Omega}_t \setminus \{0, x_0\}, \\
u_t(x) \leq C|x|^{1-\alpha_+(\gamma)} + C|x - x_0|^{1-\alpha_-(\gamma)} & \text{for } x \in \tilde{\Omega}_t.
\end{cases}
\]

Moreover, we have that

\[
u_t(x) = \frac{d(x, \partial \tilde{\Omega}_t)}{|x|^{\alpha_+(\gamma)}} \left(1 + O(|x|^{\alpha_+(\gamma) - \alpha_-(\gamma)})\right)
\]

as $x \to 0$, uniformly with respect to $t \in (-1, 1)$.

**Proof.** We construct approximate singular solutions as in Section 4. For all $t \in (-2, 2)$, there exists a chart $\varphi_t$ that satisfies (4-7)–(4-12) for $\tilde{\Omega}_t$. Without restriction, we assume that $\lim_{r \to 0} \varphi_t = \varphi_0$ in $C^k(\tilde{B}_{2\delta}, \mathbb{R}^n)$. We define a cut-off function $\eta_\delta$ such that $\eta_\delta(x) = 1$ for $x \in \tilde{B}_\delta$ and $\eta_\delta(x) = 0$ for $x \not\in \tilde{B}_{2\delta}$. As in (4-14), we define $u_{\alpha_+(\gamma),t} \in C^2(\tilde{\Omega}_t \setminus \{0\})$ with compact support in $\varphi_t(\tilde{B}_{2\delta})$ such that

\[
u_{\alpha_+(\gamma),t} \circ \varphi_t(x_1, x') := \eta_\delta(x_1, x') x_1 |x|^{-\alpha_+(1 + \Theta_t(x))} \text{ for all } (x_1, x') \in \tilde{B}_{2\delta} \setminus \{0\},
\]

where $\Theta_t(x_1, x') := e^{-x_1 H_t(x')/2} - 1$ for all $x = (x_1, x') \in \tilde{B}_{2\delta}$ and all $t \in (-2, 2)$. Here, $H_t(x')$ is the mean curvature of $\partial \tilde{\Omega}_t$ at the point $\varphi_t(0, x')$. Note that $\lim_{t \to 0} \Theta_t = \Theta_0$ in $C^k(U)$. Arguing as in Section 4, we get that

\[
\begin{cases}
(-\Delta - V)u_{\alpha_+,t} = O(d(x, \partial \tilde{\Omega}_t)|x|^{-\alpha_+(\gamma) - 1}) & \text{in } \tilde{\Omega}_t \cap \tilde{B}_\delta, \\
u_{\alpha_+,t} > 0 & \text{in } \tilde{\Omega}_t \cap \tilde{B}_\delta, \\
u_{\alpha_+,t} = 0 & \text{on } \partial \tilde{\Omega}_t \setminus \{0\},
\end{cases}
\]

and

\[
u_{\alpha_+,t}(x) = \frac{d(x, \partial \tilde{\Omega}_t)}{|x|^{\alpha_+(\gamma)}} \left(1 + O(|x|)\right) \text{ as } x \to 0.
\]

The construction in Section 4 also yields

\[
\lim_{t \to 0} u_{\alpha_+,t} \circ \Phi_t = u_{\alpha_+,0} \in C^2_{\text{loc}}(\tilde{\Omega}_t \setminus \{0\}).
\]

Note also that all these estimates are uniform in $t \in (-1, 1)$. In particular, defining

\[
f_t := -\Delta u_{\alpha_+,t} - Vu_{\alpha_+,t},
\]

(9-9)
there exists $C > 0$ such that
\[
|f_t(x)| \leq Cd(x, \partial \tilde{\Omega}_t)|x|^{-\alpha_+/(\gamma)} \leq C|x|^{-\alpha_+/(\gamma)}
\]  
(9-10)
for all $t \in (-1, 1)$ and all $x \in \tilde{\Omega}_t \cap \tilde{B}_\delta$. Therefore, since $\gamma > \frac{1}{4}(n^2 - 1)$, it follows from (9-8) and this pointwise control that $f_t \in L^{2n/(n+2)}(\tilde{\Omega}_t)$ for all $t \in (-1, 1)$ and that
\[
\lim_{t \to 0} \|f_t \circ \Phi_t - f_0\|_{L^{2n/(n+2)}(\tilde{\Omega})} = 0.
\]  
(9-11)
For any $t \in (-1, 1)$, we let $v_t \in D^{1,2}(\tilde{\Omega}_t)$ be such that
\[-\Delta v_t - Vv_t = f_t \text{ weakly in } D^{1,2}(\tilde{\Omega}_t).
\]
The existence follows from the coercivity of $-\Delta - V$ on $\tilde{\Omega}_t$, which follows itself from the coercivity on $\tilde{\Omega} = \tilde{\Omega}_0$. We then get from (9-11) and the uniform coercivity on $\tilde{\Omega}$, that
\[
\lim_{t \to 0} v_t \circ \Phi_t = v_0 \text{ in } D^{1,2}(\tilde{\Omega}) \text{ and } C^1_{loc}(\tilde{\Omega} \setminus \{0, x_0\}).
\]
It follows from the construction of the mass in Section 7 (see the proof of Theorem 7.1) that around 0, $|v_t(x)|$ is bounded by $|x|^{1-\alpha_-(\gamma)}$. Around $x_0$, we know $-\Delta v_t - Vv_t = 0$ and the regularity theorem, Theorem 4.1, yields a control by $|x - x_0|^{1-\alpha_-(\gamma)}$. These controls are uniform with respect to $t \in (-1, 1)$. Therefore, there exists $C > 0$ such that
\[
|v_t(x)| \leq Cd(x, \partial \tilde{\Omega}_t)(|x|^{-\alpha_-(\gamma)} + |x - x_0|^{-\alpha_-(\gamma)})
\]
for all $t \in (-1, 1)$ and all $x \in \tilde{\Omega}_t$. Now define $u_t(x) := u_{\alpha_+, t}(x) - v_t(x)$ for all $t \in (-1, 1)$ and $x \in \tilde{\Omega}_t$. This function satisfies all the requirements of Lemma 9.3. \hfill \Box

Proof of Proposition 9.2. Let $\tilde{\Omega}_{t,r} = \tilde{\Omega}_t \setminus D_r$, and note that for $r \in (0, \frac{1}{4}\delta)$, we have $\tilde{\Omega}_{t,r} \cap B_\delta(0) = \tilde{\Omega} \cap B_\delta(0)$. We shall define a mass associated to the potential $V$ as in Proposition 7.4 and prove its continuity.

Step 1: The function $f_t : \tilde{\Omega}_t \to \mathbb{R}$ defined in (9-9) has compact support in $B_{2\delta}(0)$; therefore, it is well defined also on $\tilde{\Omega}_{t,r}$. Let $v_{t,r} \in D^{1,2}(\tilde{\Omega}_{t,r})$ be such that
\[-\Delta v_{t,r} - Vv_{t,r} = f_t \text{ weakly in } D^{1,2}(\tilde{\Omega}_{t,r}).
\]  
(9-12)
Since the operator $-\Delta - V$ is uniformly coercive on $\tilde{\Omega}_t$, it is also uniformly coercive on $\tilde{\Omega}_{t,r}$ with respect to $(t, r)$, so that the definition of $v_{t,r}$ via (9-12) makes sense. The uniform coercivity and (9-9)–(9-10) yield the existence of $C > 0$ such that $\|v_{t,r}\|_{D^{1,2}(\tilde{\Omega}_{t,r})} \leq C$ for all $t, r$. Since $x_0 \notin \tilde{\Omega}_{t,r}$, (9-9)–(9-10) and regularity theory yield $v_{t,r} \in C^1(\tilde{\Omega}_{t,r} \setminus \{0\})$ and for all $\rho > 0$, there exists $C(\rho) > 0$ independent of $t$ and $r$ such that
\[
\|v_{t,r}\|_{C^1(\tilde{\Omega}_{t,r} \setminus (B_\rho(0) \cup B_\rho(x_0)))} \leq C(\rho).
\]  
(9-13)
Step 2: There exists $C > 0$ such that for all $t \in (-1, 1)$ and all $x \in \tilde{\Omega}_{t,r}$,
\[
|v_{t,r}(x)| \leq Cd(x, \partial \tilde{\Omega}_r)(|x|^{-\alpha_-(\gamma)} + |x - x_0|^{-\alpha_-(\gamma)}).
\]  
(9-14)
Indeed, around 0, we know $\tilde{\Omega}_{t,r}$ coincides with $\tilde{\Omega}_t$, and the proof of the control goes as in the construction of the mass in Section 7 (see the proof of Theorem 7.1). The argument is different around $x_0$. We let $\rho > 0$ be such that $\tilde{\Omega}_t \cap B_{2\rho}(x_0) = \tilde{\Omega} \cap B_{2\rho}(x_0)$. Therefore, for $r \in (0, \rho)$, we have that

$$\tilde{\Omega}_{t,r} \cap B_{2\rho}(x_0) = (\tilde{\Omega} \setminus \tilde{D}_r) \cap B_{2\rho}(x_0).$$

Arguing as in the proof of Proposition 4.3, there exists $\tilde{u}_{\alpha_-} \in C^\infty(\bar{\tilde{\Omega} \setminus \{0\})$ and $\tau' > 0$ such that

$$\tilde{u}_{\alpha_-} > 0 \quad \text{in} \quad \tilde{\Omega} \cap B_{2\rho}(x_0),$$
$$\tilde{u}_{\alpha_-} = 0 \quad \text{in} \quad (\partial \tilde{\Omega}) \cap B_{2\rho}(x_0),$$
$$-\Delta \tilde{u}_{\alpha_-} - V \tilde{u}_{\alpha_-} > 0 \quad \text{in} \quad \tilde{\Omega} \cap B_{2\rho}(x_0).$$

Moreover, we have that

$$\tilde{u}_{\alpha_-}(x) = \frac{d(x, \partial \tilde{\Omega})}{|x-x_0|^\alpha} (1 + O(|x-x_0|)) \quad \text{as} \quad x \to x_0, \quad x \in \tilde{\Omega}. \quad (9-15)$$

Therefore, since $v_{t,r}$ vanishes on $B_{2\rho}(x_0) \cap \partial(\bar{\tilde{\Omega} \setminus \tilde{D}_r})$, it follows from (9-13) and the properties of $\tilde{u}_{\alpha_-}$ that there exists $C > 0$ such that $v_{t,r} \leq C \tilde{u}_{\alpha_-}$ on the boundary of $(\tilde{\Omega} \cap \tilde{D}_r) \cap B_{2\rho}(x_0)$. Since in addition $(-\Delta - V)v_{t,r} = 0 < (-\Delta - V)(C \tilde{u}_{\alpha_-})$, it follows from the comparison principle that $v_{t,r} \leq C \tilde{u}_{\alpha_-}$ in $(\tilde{\Omega} \setminus \tilde{D}_r) \cap B_{2\rho}(x_0)$. Arguing similarly with $-v_{t,r}$ and using the asymptotic (9-15), we get (9-14).

**Step 3:** We have

$$\lim_{t,r \to 0} v_{t,r} \circ \Phi_t = v_0 \quad \text{in} \quad D^{1,2}(\tilde{\Omega})_{\text{loc},(x_0)}, \cap C^1_{\text{loc}}(\tilde{\Omega} \setminus \{0, x_0\}), \quad \text{(9-16)}$$

where $v_0$ was defined in (7-20), and the convergence in $D^{1,2}(\tilde{\Omega})_{\text{loc},(x_0)}$ means that $\lim_{t,r \to 0} \eta v_{t,r} \circ \Phi_t = \eta v_0$ in $D^{1,2}(\tilde{\Omega})$ for all $\eta \in C^\infty(\mathbb{R}^n)$ vanishing around $x_0$. Indeed, $v_{t,r} \circ \Phi_t \in D^{1,2}(\tilde{\Omega} \setminus \tilde{D}_r) \subset D^{1,2}(\tilde{\Omega})$. Uniform coercivity yields weak convergence in $D^{1,2}(\tilde{\Omega})$ to $\tilde{v} \in D^{1,2}(\tilde{\Omega})$. Passing to the limit, one gets $(-\Delta - V)\tilde{v} = f_0$, so that $\tilde{v} = v_0$. Uniqueness then yields convergence in $C^1_{\text{loc}}(\tilde{\Omega} \setminus \{0, x_0\})$. With a change of variable, (9-12) yields an elliptic equation for $v_{t,r} \circ \Phi_t$. Multiplying this equation by $\eta^2 (v_{t,r} \circ \Phi_t - v_0)$ for $\eta \in C^\infty(\mathbb{R}^n)$ vanishing around $x_0$, one gets convergence of $\eta v_{t,r} \circ \Phi_t$ to $\eta v_0$ in $D^{1,2}(\tilde{\Omega})$. This proves the claim.

It follows from the construction of the mass (see Theorem 7.1) and the regularity theorem, Theorem 4.1, that there exists $K_0 \in \mathbb{R}$ and for all $(t, r)$ small, there exists $K_{t,r} \in \mathbb{R}$ such that

$$v_{t,r}(x) = K_{t,r} \frac{d(x, \partial \tilde{\Omega}_t)}{|x|^{\alpha - (\gamma)}} + o\left(\frac{d(x, \partial \tilde{\Omega}_t)}{|x|^{\alpha - (\gamma)}}\right) \quad \text{and} \quad v_0(x) = K_0 \frac{d(x, \partial \tilde{\Omega})}{|x|^{\alpha - (\gamma)}} + o\left(\frac{d(x, \partial \tilde{\Omega})}{|x|^{\alpha - (\gamma)}}\right) \quad \text{(9-17)}$$

as $x \to \tilde{x}$ goes to 0. Note that around 0, we know $\tilde{\Omega}_{t,r}$ coincides with $\tilde{\Omega}_t$.

**Step 4:** We claim that

$$\lim_{t,r \to 0} K_{t,r} = K_0. \quad \text{(9-18)}$$

We only give a sketch. Noting $\tilde{v}_{t,r} := v_{t,r} \circ \Phi_t$, the proof relies on (9-16) and the fact that

$$-\Delta \Phi_t \star v_{t,r} - V \circ \Phi_t \tilde{v}_{t,r} = f_t \circ \Phi_t \quad \text{in} \quad \tilde{\Omega} \cap B_\delta(0).$$

The comparison principle and the definitions (9-17) then yield (9-18).
Note that
\[ m_\gamma(\Omega) = -K_0, \quad (9-19) \]
where the mass of a conformally bounded \( \Omega \) is defined as in Proposition 7.4.

**Step 5:** convergence of the mass. We claim that
\[ \lim_{t \to 0, R \to \infty} m_\gamma(\Omega_{t,R}) = m_\gamma(\Omega). \quad (9-20) \]
We define \( \widetilde{H}_{t,r} := u_{\alpha,t} - v_{t,r} \) so that
\[ -\Delta \widetilde{H}_{t,r} - V \widetilde{H}_{t,r} = 0 \quad \text{in } \widetilde{\Omega}_{t,r}. \]
It follows from (9-6) and (9-17) that \( \widetilde{H}_{t,r} > 0 \) around 0. From the maximum principle, we deduce that \( \widetilde{H}_{t,r} > 0 \) on \( \widetilde{\Omega}_{t,r} \) and that it vanishes on \( \partial \widetilde{\Omega}_{t,r} \setminus \{0\} \).

It follows from (9-6) and (9-17) that
\[ \widetilde{H}_{t,r}(x) = \frac{d(x, \partial \widetilde{\Omega}_{t,r})}{|x|^\alpha_+} - K_{t,r} \frac{d(x, \partial \widetilde{\Omega}_{t,r})}{|x|^\alpha_-} + o \left( \frac{d(x, \partial \widetilde{\Omega}_{t,r})}{|x|^\alpha_-} \right) \]
as \( x \to 0, \ x \in \widetilde{\Omega}_{t,r} \). Coming back to \( \Omega_{t,R} \) with \( R = r^{-1} \) via the inversion \( i \) with
\[ H_{t,R}(x) := |x - x_0|^{2-n} \widetilde{H}_{t,r}(i(x)) \]
for all \( x \in \Omega_{t,R} \), we get that
\[ \begin{cases}
-\Delta H_{t,R} - \frac{\gamma}{|x|^2} H_{t,R} = 0 & \text{in } \Omega_{t,R}, \\
H_{t,R} > 0 & \text{in } \Omega_{t,R}, \\
H_{t,R} = 0 & \text{in } \partial \Omega_{t,R} \setminus \{0\}
\end{cases} \]
and
\[ H_{t,R}(x) = \frac{d(x, \partial \Omega_{t,R})}{|x|^\alpha_+} - K_{t,r} \frac{d(x, \partial \Omega_{t,R})}{|x|^\alpha_-} + o \left( \frac{d(x, \partial \Omega_{t,R})}{|x|^\alpha_-} \right) \]
as \( x \to 0, \ x \in \Omega_{t,R} \). Therefore, it follows from the definition of the mass (see Theorem 7.1) that \( m_\gamma(\Omega_{t,R}) = -K_{t,r} \) for all \( t, r, R = r^{-1} \). Claim (9-20) then follows from (9-18) and (9-19). \( \square \)

In order to prove Theorem 9.1, we need to exhibit prototypes of unbounded domains with either positive or negative mass.

**Proposition 9.4.** Let \( \Omega \) be a domain such that \( 0 \in \partial \Omega \) and \( \Omega \) is conformally bounded. Assume that \( \gamma_H(\Omega) > \frac{1}{4}(n^2 - 1) \) and fix \( \gamma \in \left( \frac{1}{4}(n^2 - 1), \gamma_H(\Omega) \right) \). Then \( m_\gamma(\Omega) > 0 \) if \( \mathbb{R}^n_+ \subsetneq \Omega \), and \( m_\gamma(\Omega) < 0 \) if \( \Omega \subsetneq \mathbb{R}^n_+ \).

**Proof.** With \( H_0 \) defined as in (7-22), we set
\[ \mathbb{u}(x) := H_0(x) - x_1|x|^{-\alpha_+} \quad \text{for all } x \in \Omega. \]
We first assume that $\mathbb{R}_+^n \subseteq \Omega$. Then we have that

$$
\begin{cases}
-\Delta u - \frac{\gamma}{|x|^2} u = 0 & \text{in } \mathbb{R}_+^n, \\
u \geq 0 & \text{in } \partial \mathbb{R}_+^n \setminus \{0\}.
\end{cases}
(9-21)
$$

We claim that

$$
\int_{\mathbb{R}_+^n} |\nabla u|^2 \, dx < +\infty.
(9-22)
$$

Indeed, at infinity, this is the consequence of the fact that $|\nabla u|(x) \leq C|x|^{-\alpha_+}$ for all $x \in \mathbb{R}_+^n$ large, this latest bound being a consequence of (7-25) combined with elliptic regularity theory. At 0, the argument is different. Indeed, one first notes that $d(x, \partial \Omega') = x_1 + O(|x|^2)$ for $x \in \mathbb{R}_+^n$ close to 0, and therefore, $u(x) = O(|x|^{1-\alpha_-})$ for $x \to 0$. The control on the gradient $|\nabla u|(x) \leq C|x|^{-\alpha_-}$ at 0 follows from the construction of $\tilde{H}_0$. This yields integrability at 0 and proves (9-22).

We claim that $u > 0$ in $\mathbb{R}_+^n$. Indeed, it follows from (9-21) and (9-22) that $u_\infty \in D^{1,2}(\mathbb{R}_+^n)$. Multiplying equation (7-23) by $u_\infty$, integrating by parts on $(B_R(0) \setminus B_\epsilon(0)) \cap \mathbb{R}_+^n$, and letting $\epsilon \to 0$ and $R \to +\infty$ by using (9-22), one gets $u_\infty \equiv 0$, and then $u \geq 0$. The result follows from Hopf’s maximum principle.

We now claim that

$$
m_\gamma(\Omega) > 0.
(9-23)
$$

Indeed, since $u > 0$ in $\mathbb{R}_+^n$, there exists $c_0 > 0$ such that $u(x) \geq c_0 x_1 |x|^{-\alpha_-}$ for all $x \in \partial(B_1(0)_+)$. Then it follows from (9-22), (9-21) and the comparison principle that $u(x) \geq c_0 x_1 |x|^{-\alpha_-}$ for all $x \in B_1(0)_+$. The expansion (7-24) then yields $-\lambda_0 \geq c_0 > 0$. This combined with (9-19) proves the claim.

When $\Omega \subseteq \mathbb{R}_+^n$, the argument is similar except that one works on $\Omega$ (and not $\mathbb{R}_+^n$) and that $u \leq 0$ in $\partial \Omega \setminus \{0\}$. This ends the proof of Proposition 9.4.

**Proof of Theorem 9.1.** Let $\omega$ be a smooth domain of $\mathbb{R}^n$ such that $0 \in \partial \omega$. Up to a rotation, there exists $\varphi \in C^\infty(\mathbb{R}^{n-1})$ such that $\varphi(0) = 0$, $\nabla \varphi(0) = 0$ and there exists $\delta_0 > 0$ such that

$$
\omega \cap B_{\delta_0}(0) = \{x_1 > \varphi(x') : (x_1, x') \in B_{\delta_0}(0)\}.
$$

Let $\eta \in C_c^\infty(B_{\delta_0}(0))$ be such that $\eta(x) = 1$ for all $x \in B_{\delta_0/2}(0)$, and define

$$
\Phi_t(x) := \left(x_1 + \eta(x) \frac{\varphi(tx')}{t}, x'\right) \quad \text{for all } t > 0 \text{ and } x \in \mathbb{R}^n,
$$

and $\Phi_0 := \text{Id}_{\mathbb{R}^n}$. It is easy to see that $\Phi_t$ satisfies the hypotheses of Proposition 9.2. Moreover, for $0 < t < 1$, we have that

$$
\frac{\omega}{t} \cap \Phi_t(B_{\delta_0/2}(0)) = \Phi_t(\mathbb{R}_+^n \cap B_{\delta_0/2}(0)).
$$

We let $\Omega$ be a smooth domain at infinity such that

$$
\Omega \cap B_1(0) = \mathbb{R}_+^n \cap B_1(0) \quad \text{and} \quad \gamma_H(\Omega) > \frac{1}{4}(n^2 - 1),
(9-24)
$$

\]
(for example, \( \mathbb{R}^n_+ \)), and let \( \Omega_{t,R} \) be as in Proposition 9.2. It is easy to see that

\[
\omega \cap t \Phi_t(B_{\delta_0/2}(0)) = t \Omega_{t,R} \cap t \Phi_t(B_{\delta_0/2}(0)).
\]

Therefore, for \( t > 0 \) small enough, we have that

\[
\omega \cap B_{t\delta_0/3}(0) = t \Omega_{t,R} \cap B_{t\delta_0/3}(0).
\]

Moreover, \( \gamma_H(t \Omega_{t,R}) = \gamma_H(\Omega_{t,R}) > \frac{1}{4}(n^2 - 1) \) as \( t \to 0 \) and \( R \to +\infty \); see (9-4). Concerning the mass, we have

\[
t^{\alpha_+(-\gamma) - \alpha_-(\gamma)} m_\gamma(t \Omega_{t,R}) = m_\gamma(\Omega_{t,R}) \to m_\gamma(\Omega) \quad \text{as} \quad t \to 0, \quad R \to +\infty.
\]

We now choose \( \Omega \) appropriately.

To get a negative mass, we choose \( \Omega \) smooth at infinity such that \( \Omega \cap B_1(0) = \mathbb{R}^n_+ \cap B_1(0) \) and \( \Omega \subsetneq \mathbb{R}^n_+ \). Then \( \gamma_H(\Omega) = \frac{1}{4}n^2 \), (9-24) holds and Proposition 9.4 yields \( m_\gamma(\Omega) < 0 \). With this choice of \( \Omega \), we take \( \Omega_- := \Omega_{t,R} \) for \( t \) small and \( R \) large.

To get a positive mass, we choose \( \mathbb{R}^n_+ \subsetneq \Omega \) such that (9-24) holds (this is possible for any value of \( \gamma_H(\Omega) \) arbitrarily close to \( \frac{1}{4}n^2 \), see point (5) of Proposition 3.1). Then Proposition 9.4 yields \( m_\gamma(\Omega) > 0 \). With this choice of \( \Omega \), we take \( \Omega_+ := \Omega_{t,R} \) for \( t \) small and \( R \) large. This proves Theorem 9.1.

\[\square\]

10. The Hardy singular interior mass and the remaining cases

The remaining situation not covered by Proposition 8.1 and Theorem 8.2 is \( s = 0, \ n = 3 \) and \( \gamma \in (0, \frac{1}{4}n^2) \). If \( \gamma \geq \gamma_H(\Omega) \), then Proposition 3.3 and Theorem 3.6 yield \( \mu_{\gamma,0}(\Omega) \leq 0 < \mu_{\gamma,0}(\mathbb{R}^n_+) \) and the existence of extremals is guaranteed. When \( \mu_{\gamma,0}(\mathbb{R}^n_+) \) does have an extremal \( U \), then Proposition 8.3 and Theorem 3.6 provide sufficient conditions for the existence of extremals. The rest of this section addresses the remaining case, that is, when \( \gamma \in (0, \gamma_H(\Omega)) \) and when \( \mu_{\gamma,0}(\mathbb{R}^n_+) \) has no extremal, and therefore \( \mu_{\gamma,0}(\mathbb{R}^n_+) = 1/K(3,2)^2 \) according to Proposition 1.3.

We first define the “interior” mass in the spirit of Schoen and Yau [1988].

**Proposition 10.1.** Let \( \Omega \subset \mathbb{R}^3 \) be an open smooth bounded domain such that \( 0 \in \partial \Omega \). Fix \( x_0 \in \Omega \). If \( \gamma \in (0, \gamma_H(\Omega)) \), then the equation

\[
\begin{cases}
-\Delta G - \frac{\gamma}{|x|^2} G = 0 & \text{in } \Omega \setminus \{x_0\}, \\
G > 0 & \text{in } \Omega \setminus \{x_0\}, \\
G = 0 & \text{on } \partial \Omega \setminus \{0\}
\end{cases}
\]

has a solution \( G \in C^2(\overline{\Omega} \setminus \{0, x_0\}) \cap D^1_0(\Omega \setminus \{x_0\}) \) that is unique up to multiplication by a constant. Moreover, for any \( x_0 \in \Omega \), there exists a unique \( R_\gamma(x_0) \in \mathbb{R} \) independent of the choice of \( G \) and \( c_G > 0 \) such that

\[
G(x) = c_G \left( \frac{1}{|x-x_0|} + R_\gamma(x_0) \right) + o(1) \quad \text{as} \quad x \to x_0.
\]
Proof. Since $\gamma < \gamma_H(\Omega)$, the operator $-\Delta - \gamma |x|^{-2}$ is coercive and we can consider $G$ to be its Green’s function at $x_0$ on $\Omega$ with Dirichlet boundary condition. In particular, for any $\varphi \in C_c^\infty(\Omega)$, we have that

$$\varphi(x) = \int_{\Omega} G_x(y) \left( -\Delta \varphi(y) - \gamma \frac{\varphi(y)}{|y|^2} \right) dy \quad \text{for } x \in \Omega,$$

where $G_x := G(x \cdot \cdot )$. Fix $x_0 \in \Omega$ and let $\eta \in C_c^\infty(\Omega)$ be such that $\eta(x) = 1$ around $x_0$. Define the distribution $\beta_{x_0} : \Omega \to \mathbb{R}$ as

$$G_{x_0}(x) = \frac{1}{\omega_2} \left( \frac{\eta(x)}{|x - x_0|} + \beta_{x_0}(x) \right) \quad \text{for all } x \in \Omega,$$

where $\omega_2 := 4\pi$ is the volume of the canonical 2-sphere. As one checks,

$$\left( -\Delta - \frac{\gamma}{|x|^2} \right) \beta_{x_0} = -\left( -\Delta - \frac{\gamma}{|x|^2} \right) \left( \frac{\eta(x)}{|x - x_0|} \right)$$

$$:= f = O(|x - x_0|^{-1})$$

in the distributional sense. Since $f \in L^2(\Omega)$ and, by uniqueness of the Green’s function (since the operator is coercive), we have that $\beta_{x_0} \in D^{1,2}(\Omega)$. It follows from standard elliptic theory that

$$\beta_{x_0} \in C^\infty(\bar{\Omega} \setminus \{0, x_0\}) \cap C^{0,\theta}(\bar{\Omega} \setminus B_\delta(0))$$

for all $\theta \in (0, 1)$ and $\delta > 0$. Since $f$ vanishes around 0, it follows from Theorem 4.1 and Lemma 5.2 that

$$\beta_{x_0}(x) = O(|x|^{-\alpha_{-}(\gamma)}) \quad \text{and} \quad |\nabla \beta_{x_0}(x)| = O(|x|^{-\alpha_{-}(\gamma)}) \quad \text{when } x \to 0. \quad (10-1)$$

We can therefore define the mass of $\Omega$ at $x_0$ associated to the operator $L_{\gamma}$ by $R_{\gamma}(\Omega, x_0) := \beta_{x_0}(x_0)$. As one checks, $\beta_{x_0}(x_0)$ is independent of the choice of $\eta$.

The uniqueness is proved as in Theorem 7.1. The behavior on the boundary is given by Theorem 4.1 and the interior behavior around $x_0$ is classical. \hfill \Box

Lemma 10.2. Let $\Omega \subset \mathbb{R}^3$ be an open smooth bounded domain such that $0 \in \partial \Omega$ and $x_0 \in \Omega$. Assume that $\gamma \in (0, \gamma_H(\Omega))$ and that $\mu_{\gamma, 0}(\mathbb{R}^3_+) = 1/K(3, 2)^2$. Then, there exists a family $(u_\epsilon) \in D^{1,2}(\Omega)$ such that

$$J_{\gamma, 0}^\Omega(u_\epsilon) = \frac{1}{K(n, 2)^2} \left( 1 - \frac{\omega_2 R_{\gamma}(x_0)}{3 \int_{\mathbb{R}^3} u^{2*} dx} \epsilon + o(\epsilon) \right) \quad \text{as } \epsilon \to 0, \quad (10-2)$$

where $U(x) := (1 + |x|^2)^{-1/2}$ for all $x \in \mathbb{R}^3$ and $2* = 2^*(0) = 2n/(n - 2)$.

Proof. The proof is very similar to what was performed by Schoen [1984] (see [Druet 2002a; 2002b; Jaber 2014]). For $\epsilon > 0$, define the functions

$$u_\epsilon(x) := \eta(x) \left( \frac{\epsilon}{\epsilon^2 + |x - x_0|^2} \right)^{1/2} + \epsilon^{1/2} \beta_{x_0}(x) \quad \text{for all } x \in \Omega.$$

As one checks, $u_\epsilon \in D^{1,2}(\Omega)$. Proceeding as in the case $\gamma > \frac{1}{4}(n^2 - 1)$ of Section 8, we get (10-2). We omit the details that are standard. This proves Lemma 10.2. \hfill \Box

We finally get the following.
Theorem 10.3. Let $\Omega$ be a bounded smooth domain of $\mathbb{R}^3$ such that $0 \in \partial \Omega$.

1. If $\gamma \geq \gamma_H(\Omega)$, then there are extremals for $\mu_{\gamma,0}(\Omega)$.

2. If $\gamma \leq 0$, then there are no extremals for $\mu_{\gamma,0}(\Omega)$.

3. If $0 < \gamma < \gamma_H(\Omega)$ and there are extremals for $\mu_{\gamma,0}(\mathbb{R}^n)$, then there are extremals for $\mu_{\gamma,0}(\Omega)$ under either one of the following conditions:
   - $\gamma \leq \frac{1}{4}(n^2 - 1)$ and the mean curvature of $\partial \Omega$ at 0 is negative.
   - $\gamma > \frac{1}{4}(n^2 - 1)$ and the mass $m_\gamma(\Omega)$ is positive.

4. If $0 < \gamma < \gamma_H(\Omega)$ and there are no extremals for $\mu_{\gamma,0}(\mathbb{R}^n)$, then there are extremals for $\mu_{\gamma,0}(\Omega)$ if there exists $x_0 \in \Omega$ such that $R_\gamma(\Omega, x_0) > 0$.

Proof. The two first points of the theorem follow from Proposition 8.1 and Theorem 3.6. The third point follows from Proposition 8.3. For the fourth point, in this situation, it follows from Proposition 1.3 that $\mu_{\gamma,0}(\mathbb{R}^n) = 1/K(n, 2)^2$, and then Lemma 10.2 gives $\mu_{\gamma,0}(\Omega) < \mu_{\gamma,0}(\mathbb{R}^n)$, which yields the existence of extremals by Theorem 3.6. This proves Theorem 10.3.
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CONICAL MAXIMAL REGULARITY FOR ELLIPTIC OPERATORS VIA HARDY SPACES

YI HUANG

We give a technically simple approach to the maximal regularity problem in parabolic tent spaces for second-order, divergence-form, complex-valued elliptic operators. By using the associated Hardy space theory combined with certain $L^2$-$L^2$ off-diagonal estimates, we reduce the tent space boundedness in the upper half-space to the reverse Riesz inequalities in the boundary space. This way, we also improve recent results obtained by P. Auscher et al.

1. Introduction

Let $\mathbb{R}^{1+n}_+$ be the upper half-space $\mathbb{R}_+ \times \mathbb{R}^n$ with $\mathbb{R}_+ = (0, \infty)$ and $n \in \mathbb{N}_+ = \{1, 2, \ldots \}$. Define the tent space $T^p_{par}, n/(n+1) < p < \infty$, as the space of all locally square-integrable functions on $\mathbb{R}^{1+n}_+$ such that

$$
\|F\|_{T^p_{par}} := \left( \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^{1+n}_+} \frac{1_{B(x,t^{1/2})}(y)}{t^{n/2}} |F(t,y)|^2 \, dt \, dy \right)^{p/2} \, dx \right)^{1/p} < \infty.
$$

The scale $T^p_{par}, n/(n+1) < p < \infty$, is a parabolic analogue of the tent spaces introduced by R. R. Coifman, Y. Meyer and E. M. Stein [Coifman et al. 1985].

Let $A = A(x)$ be an $n \times n$ matrix of complex $L^\infty$ coefficients, defined on $\mathbb{R}^n$, and satisfying the ellipticity (or “accretivity”) condition

$$
\lambda |\xi|^2 \leq \text{Re} A\xi \cdot \bar{\xi} \quad \text{and} \quad |A\xi \cdot \bar{\zeta}| \leq \Lambda |\xi| |\zeta|
$$

for $\xi, \zeta \in \mathbb{C}^n$ and for some $\lambda$ and $\Lambda$ such that $0 < \lambda \leq \Lambda < \infty$. Let

$$
L := - \text{div} A \nabla
$$


Keywords: maximal regularity operators, tent spaces, elliptic operators, Hardy spaces, off-diagonal decay, maximal $L^p$-regularity.
We shall say that a class of uniformly \( L \) (its precise definition will be recalled in next section). Consider the associated forward maximal regularity operator \( M^+_L \) given by

\[
M^+_L(F)_t := \int_0^t L e^{-(t-s)L} F_s \, ds,
\]

originally defined on \( F \in L^2(\mathbb{R}^+; D(L)) \). Here \( D(L) \) is the domain of \( L \) in \( L^2(\mathbb{R}^n) \) and \( F_s = F(s, \cdot) \). By a classical result of L. de Simon [1964], \( M^+_L \) extends to a bounded operator on \( L^2(\mathbb{R}^+; L^2(\mathbb{R}^n)) \). By Fubini’s theorem,

\[
T^2_{\text{par}}(\mathbb{R}^n) \simeq L^2(\mathbb{R}^n; L^2(\mathbb{R}^+)).
\]

For \( p \) different from 2, the analogous equivalence of (4) between \( T^p_{\text{par}}(\mathbb{R}^n) \) and \( L^p(\mathbb{R}^n; L^2(\mathbb{R}^+)) \) breaks down. We shall refer to the maximal regularity (namely, the boundedness of \( M^+_L \)) in \( T^p_{\text{par}} \) as conical maximal regularity for the reason that (parabolic) cones are involved in defining tent spaces in (1).

The maximal regularity operator \( M^+_L \) is a typical example of singular integral operators with operator-valued kernels. Let \( 1 \leq p \leq 2 \). Let

\[
\text{dist}(E, E') := \inf\{|x - y| : x \in E, y \in E'\}.
\]

We shall say that a class of uniformly \( L^2 = L^2(\mathbb{R}^n) \) bounded kernels \( \{T(t)\}_{t > 0} \) satisfies the \( L^p-L^2 \) off-diagonal decay with some order \( M \in \mathbb{N}_+ \) if we have

\[
\|1_{E'} T(t) 1_E f\|_{L^2} \lesssim t^{-n(1/2)(1/p - 1/2)} \left( 1 + \frac{\text{dist}(E, E')^2}{t} \right)^{-M} \|1_E f\|_{L^p}
\]

for all Borel sets \( E, E' \subset \mathbb{R}^n \), all \( t > 0 \) and all \( f \in L^p \cap L^2 \). We shall say \( \{T(t)\}_{t > 0} \) satisfies the \( L^p-L^2 \) off-diagonal decay if it satisfies the \( L^p-L^2 \) off-diagonal decay with any order \( M \in \mathbb{N}_+ \). Denote by \( p_- = p_-(L) \) the infimum of \( p \) for which the heat semigroup \( \{e^{-tL}\}_{t > 0} \) satisfies the \( L^p-L^2 \) off-diagonal decay. Define the index

\[
(p_-)_* := \frac{np_-}{n + p_-}.
\]

For \( L = -\Delta = -\text{div}\nabla \), one has \( p_- = 1 \) and \( 1_* = n/(n + 1) \).

Our main result in this letter reads as follows.

**Theorem 1.1.** Let \( L = -\text{div}\ A \nabla \) with \( A \) satisfying (2) and \( p_- \) defined as in (6). Then for \( p \in ((p_-)_*, 2] \), the maximal regularity operator \( M^+_L \) defined as in (3) extends to a bounded operator on \( T^p_{\text{par}} \).

We end the introduction with several remarks.

**Remark 1.2.** Under the assumption \((p_-)_* < 1\), Theorem 1.1 was first proved by Auscher et al. [2012a, Theorem 3.1] (with \( m = 2 \), \( \beta = 0 \) and \( q \) close to \( p_- \) in their statement). Indeed, we note that \((p_-)_* < 1\) is equivalent to \((p_-)' > n\), where \((p_-)'\) is the dual exponent of \( p_- \). A threshold condition essentially the same as \((p_-)' > n\) is used in [Auscher et al. 2012a].

A general framework of singular integral operators on tent spaces is also presented by Auscher et al. [2012a]. Their method is heavily based on the \( L^p-L^2 \) off-diagonal decay of the family \( \{tLe^{-tL}\}_{t > 0} \).
for $p \in (p_-, 2)$. Note that they already improved the previous result in [Auscher et al. 2012b], the $T_{\text{par}}^p$-boundedness of $M_L^+$ for $p \in (2, 2]$, which assumes $L^2$-$L^2$ off-diagonal decay only.

Here we shall give a technically simple approach to Theorem 1.1 by using the well-established $L$-associated Hardy space theory combined (mainly) with $L^2$-$L^2$ off-diagonal decay of $\{t Le^{-tL}\}_{t>0}$.

**Remark 1.3.** The motivation of the reduction scheme

(.operator theory on tent spaces) $\rightarrow$ (Hardy space theory),

which is involved in our proof of Theorem 1.1, comes from the study of conical maximal regularity (in elliptic tent spaces) for first-order perturbed Dirac operators [Huang 2015, Chapter 5]. Furthermore, the motivation of considering such conical (elliptic) maximal regularity estimates is suggested by their applications to boundary-value elliptic problems (see [Auscher and Axelsson 2011] for example). In the parabolic case, the conical maximal regularity results have already proven to be useful in various settings (see for example [Auscher et al. 2014; Auscher and Frey 2015]).

**Remark 1.4.** Though the singularity of the integral operator $M_L^+$ is at $s = t$, the most involved part turns out to be the estimation of tent space norms when $s \to 0$. For more explanations concerning the “singularity” pertaining to singular integral operators and maximal regularity operators on tent spaces, see [Auscher et al. 2012a, Remark 3.6; Auscher and Frey 2015, Remark 5.23].

**Remark 1.5.** Theorem 1.1 also extends to higher order elliptic operators. Then one changes correspondingly the homogeneity of tent spaces and off-diagonal decay in (5). We leave this issue to the interested reader.

### 2. Elliptic operators and Hardy spaces

We give some preliminary materials needed in the proof of Theorem 1.1.

Let $A$ satisfy (2). We define the divergence-form elliptic operator

$$L f := - \text{div}(A \nabla f),$$

which we interpret in the sense of maximal-accretive operators via a sesquilinear form. That is, $D(L)$ is the largest subspace contained in $W^{1,2}$ for which

$$\left| \int_{\mathbb{R}^n} A \nabla f \cdot \nabla g \right| \leq C \|g\|_2$$

for all $g \in W^{1,2}$, and we set $L f$ by

$$\langle L f, g \rangle = \int_{\mathbb{R}^n} A \nabla f \cdot \nabla g$$

for $f \in D(L)$ and $g \in W^{1,2}$. Thus defined, $L$ is a maximal-accretive operator on $L^2$ and $D(L)$ is dense in $W^{1,2}$. Furthermore, $L$ has a square root, denoted by $L^{1/2}$ and defined as the unique maximal-accretive operator such that

$$L^{1/2} L^{1/2} = L$$

as unbounded operators [Kato 1976, p. 281].
For $L$ as formulated above, the development of an $L$-associated Hardy space theory was taken in [Hofmann and Mayboroda 2009] (and independently in [Auscher et al. 2008] in a different geometric setting), in which the authors considered the model case $H^1_L(\mathbb{R}^n)$. In presence of pointwise heat kernel bounds, see [Duong and Yan 2005]. The definition of $H^1_L$ given in [Hofmann and Mayboroda 2009; Auscher et al. 2008] can be extended immediately to $n/(n+1) < p \leq 2$ [Hofmann et al. 2011]. To this end, consider the (conical) square function associated with the heat semigroup generated by $L$

$$S_L(f)(x) := \left( \int \int_{\Gamma(x)} |t^2 Le^{-t} f(y)|^2 \frac{dt}{t^{1+n}} \right)^{1/2}, \quad x \in \mathbb{R}^n,$$

where, as usual,

$$\Gamma(x) = \{(t, y) \in \mathbb{R}^{1+n} : |x - y| < t\}$$

is a nontangential cone with vertex at $x \in \mathbb{R}^n$. As in [Hofmann and Mayboroda 2009; Hofmann et al. 2011], we define $H^p_L(\mathbb{R}^n)$ for $n/(n+1) < p \leq 2$ as the completion of

$$\{f \in L^2(\mathbb{R}^n) : S_L(f) \in L^p(\mathbb{R}^n)\}$$

in the quasinorm

$$\|f\|_{H^p_L(\mathbb{R}^n)} := \|S_L(f)\|_{L^p(\mathbb{R}^n)}.$$

We will not get into the dual side ($p > 2$) of the Hardy space theory.

For $L^2$-off-diagonal decay related to $\{e^{-sL}, sLe^{-sL}, \sqrt{s}\nabla e^{-sL}\}_{s>0}$, and other holomorphic functions of $L$ (for example $(I - e^{-sL})^\sigma$ with $\sigma > 0$), we refer to Chapter 2 of the memoir [Auscher 2007].

3. Proof of Theorem 1.1

Note that the extension of $M^+_L$ will be divided into two steps: first from $F \in L^2(\mathbb{R}_+; D(L))$ to $T^2_{\text{par}}$ and then for $n/(n+1) < p \leq 2$ from $T^2_{\text{par}} \cap T^p_{\text{par}}$ to $T^p_{\text{par}}$.

First we split the operator $M^+_L$: for $\ell \in \mathbb{N}_+$ large, set

$$R^\ell_L := M^+_L - V^\ell_L,$$

where for $F \in L^2(\mathbb{R}_+; D(L))$ the singular part $R^\ell_L$ is given formally by

$$R^\ell_L(F)_t = \int_0^t Le^{-(t-s)L}(I - e^{-2sL})^{\ell} F_s ds$$

and the regular part is defined by

$$V^\ell_L = \sum_{k=1}^\ell \binom{\ell}{k} V_{L,k}$$

with

$$V_{L,k}(F)_t := \int_0^t Le^{-(t+(2k-1)s)L} F_s ds, \quad t \in \mathbb{R}_+.$$
Lemma 3.1. For $\ell \in 2\mathbb{N}_+$ and $\frac{1}{2} \ell > \frac{1}{2} + \frac{1}{4} n$, the operator $R^\ell_L$, as given in (9) through (8), extends to a bounded operator on $T^p_{\text{par}}$ for any $n/(n+1) < p \leq 2$.

Proof. The $T^2_{\text{par}}$-boundedness is de Simon’s theorem plus the uniform $L^2$-boundedness of $\{(I - e^{-2sL})^\ell\}_{s > 0}$. By interpolation it suffices to consider $n/(n+1) < p \leq 1$, and this follows from Lemmata 3.4 and 3.5 of [Auscher et al. 2012a] in the particular case $m = 2$, $\beta = 0$ and $q = 2$. Indeed, first we can decompose the operator $R^\ell_L$ as in [Auscher et al. 2012a] in the way

$$R^\ell_L(F)_t = \int_{t/2}^t Le^{-(t-s)L}(I - e^{-2sL})^\ell F_s ds + \int_0^{t/2} Le^{-(t-s)L}(I - e^{-2sL})^\ell F_s ds =: I + II.$$ 

Here we view $\mathcal{T}_1 = \{(I - e^{-2sL})^\ell\}_{s > 0}$ as an operator on $T^p_{\text{par}}$ given by

$$\mathcal{T}_1 : F \mapsto \mathcal{T}_1(F)_s := (I - e^{-2sL})^\ell F_s,$$

with the similar interpretation for $\mathcal{T}_2 = \{(I - e^{-2sL})^\ell/(sL)^{\ell/2}\}_{s > 0}$ in

$$Le^{-(t-s)L}(I - e^{-2sL})^\ell = \left(\frac{s}{t-s}\right)^{\ell/2} (t-s)L^{\ell/2} e^{-(t-s)L}(I - e^{-2sL})^\ell (sL)^{\ell/2}.$$ 

Note that $t-s \sim t$ when $s < t/2$. Therefore, to obtain the $T^p_{\text{par}}$-boundedness of $R^\ell_L$ for $n/(n+1) < p \leq 1$, we can use Lemma 3.4 of [Auscher et al. 2012a] together with the $T^p_{\text{par}}$-boundedness of $\mathcal{T}_1$ to estimate $I$ and use Lemma 3.5 of [Auscher et al. 2012a] together with the $T^p_{\text{par}}$-boundedness of $\mathcal{T}_2$ to estimate $II$. The latter tent space boundedness results on $\mathcal{T}_i$, $i = 1, 2$, are implied by their $L^2$-$L^2$ off-diagonal decay with order at least $\frac{1}{2} \ell$, which satisfies the condition

$$\frac{\ell}{2} > \frac{1}{2} + \frac{n}{4} = \frac{n}{2} \left(\frac{1}{n/(n+1)} - \frac{1}{2}\right).$$

This implication can be easily verified via the extrapolation method on tent spaces through atomic decompositions. Note that we also need the condition $\frac{1}{2} \ell > \frac{1}{2} + \frac{1}{4} n$ in $(s/(t-s))^{\ell/2} \sim (s/t)^{\ell/2}$ when applying Lemma 3.5 of [Auscher et al. 2012a].

Next we rewrite the operator $V_L$ in the following way:

$$V_L(F)_t = -\tilde{V}_L(F)_t + I_L(F)_t, \quad t \in \mathbb{R}_+,$$

where for $F \in L^2(\mathbb{R}_+; D(L))$ the backward part $\tilde{V}_L$ is defined by

$$\tilde{V}_L(F)_t := \int_t^\infty Le^{-(t+s)L}F_s ds, \quad t \in \mathbb{R}_+,$$

and the trace part $I_L$ is defined by

$$I_L(F)_t := \int_0^\infty Le^{-(t+s)L}F_s ds = \sqrt{L}e^{-tL} \int_0^\infty \sqrt{L}e^{-sL}F_s ds.$$ 

We used the square root property $\sqrt{L}\sqrt{L} = L$ recalled in (7).

---

1We point out that one can also prove this lemma by adapting directly the arguments for Lemma 3.4 of [Auscher et al. 2012a] (see [Huang 2015] for details).
Lemma 3.2. The integral operator $\tilde{V}_L$ as given in (11) extends to a bounded operator on $T^2_{par}$ for any $n/(n+1) < p \leq 2$.\footnote{As we will see in the proof, the lemma also holds for any $0 < p \leq 2$. But that does not help in proving Theorem 1.1.}

Proof. This is a consequence of a more general claim by Auscher et al. [2012a, Proposition 3.7], again corresponding to the case $m = 2$, $\beta = 0$ and $q = 2$. Indeed, [Auscher et al. 2012a, Proposition 3.7] deals with a counterpart to $M^+_L$, namely the backward maximal regularity operator

$$M^+_L(F)_t := \int_t^\infty Le^{-(s-t)L} F_s \, ds,$$

where $F \in L^2(\mathbb{R}^+; D(L))$, and they use the splitting

$$M^+_L(F)_t = \int_t^{2t} Le^{-(s-t)L} F_s \, ds + \int_{2t}^\infty Le^{-(s-t)L} F_s \, ds =: \text{III} + \text{IV}.$$

We only need to use those arguments in proving [Auscher et al. 2012a, Proposition 3.7] with IV involved since $s - t \sim s$ when $s > 2t$, which is equivalent to $s + t \sim s$ when $s > t$ in our setting. We omit the details. \hfill \Box

Now we use the $L$-associated Hardy spaces, which we recalled in Section 2, to treat the trace part $I_L$. First, from the conical square function estimates [Hofmann et al. 2011, Proposition 4.9], one has, for $n/(n+1) < p \leq 2$,

$$\left\| \sqrt{L} e^{-tL} \int_0^\infty \sqrt{L} e^{-sL} F_s \, ds \right\|_{T^2_{par}} \lesssim \left\| \int_0^\infty \sqrt{L} e^{-sL} F_s \, ds \right\|_{H^p_L},$$

for $F \in L^2(\mathbb{R}^+; D(L))$. Next, from the reverse Riesz inequalities [Hofmann et al. 2011, Proposition 5.17], one has, for $p \in ((p_-)_*, 2]$,

$$\| \sqrt{L} f \|_{H^p_L} \lesssim \| \nabla f \|_{H^p},$$

for $f \in L^2$; hence, one further has, for $p \in ((p_-)_*, 2]$,

$$\left\| \int_0^\infty \sqrt{L} e^{-sL} F_s \, ds \right\|_{H^p_L} \lesssim \left\| \int_0^\infty \nabla e^{-sL} F_s \, ds \right\|_{H^p}.$$

Here, as usual, we use the convention $H^p = L^p$ for $p > 1$.\footnote{We remark that in [Auscher and Frey 2015, Lemma 5.21] a variant of $I_L$ is treated in a similar way, with informative connections to the Hardy space theory associated with the first-order perturbed Dirac operators as alluded to in Remark 1.3.}

For $F \in T^2_{par}$, consider the sweeping operator

$$\pi_L(F) := \int_0^\infty \nabla e^{-sL} F_s \, ds.$$
for all $\vec{F} \in L^2(\mathbb{R}^n; \mathbb{C}^n)$; hence, the mapping given by

$$Q_{L^*}: \vec{F} \mapsto Q_{L^*}(\vec{F})(t, y) := (e^{-tL^*} \text{div} \vec{F})(y)$$

is bounded from $L^2(\mathbb{R}^n; \mathbb{C}^n)$ to $T^2_{\text{par}}$. Thereby, we see that $\pi_L : T^2_{\text{par}} \to L^2$ is a bounded operator by duality with $Q_{L^*}$.

Recall that a $T^p_{\text{par}}$-atom $A$ supported in the parabolic Carleson cylinder

$$\text{Cyl}(B) := (0, r_B^2) \times B$$

for some ball $B \subset \mathbb{R}^n$ (with radius $r_B$) satisfies the size estimate

$$\|A\|_{T^2_{\text{par}}} \leq |B|^{-(1/p-1/2)}. \quad (12)$$

We have the following result on $\pi_L$.

**Lemma 3.3.** For any $n/(n+1) < p \leq 1$ and any $T^p_{\text{par}}$-atom $A$ with $\text{supp} \ A \subset \text{Cyl}(B)$ for some ball $B \subset \mathbb{R}^n$ (with radius $r_B$),

$$m := \pi_L(A) = \int_{0}^{r_B^2} \nabla e^{-sL}A_s \, ds$$

satisfies the uniform estimate

$$\|m\|_{H^p} \lesssim 1. \quad (13)$$

Hence, $\pi_L$ extends to a bounded operator from $T^p_{\text{par}}$ to $H^p$ for $n/(n+1) < p \leq 2$.

**Proof.** For $m = \pi_L(A)$ with $A$ being $T^p_{\text{par}}$-atoms, $n/(n+1) < p \leq 1$, and by adapting [Coifman et al. 1983, Théorème 3; 1985, Theorem 6], (13) follows from the $L^2$-$L^2$ off-diagonal decay for the heat semigroup $\{e^{-sL}\}_{s>0}$ and the gradient family $\{\sqrt{s}\nabla e^{-sL}\}_{s>0}$, the size estimate (12) and the Coifman–Weiss molecular theory for $H^p$. Then for $n/(n+1) < p \leq 1$, $\pi_L$ extends to a bounded operator from $T^p_{\text{par}}$ to $H^p$, and by interpolation, $\pi_L$ extends to a bounded operator from $T^p_{\text{par}}$ to $H^p$ for $n/(n+1) < p \leq 2$. \hfill $\square$

With the splittings (8) and (10), together with the conditions $\ell \in 2\mathbb{N}_+$ and $\frac{1}{2} \ell > \frac{1}{2} + \frac{1}{4} n$, and using Lemmata 3.1, 3.2 and 3.3 in order, the proof of Theorem 1.1 (with $p \in ((p_\ast), 2]$) is then concluded.
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LOCAL EXPONENTIAL STABILIZATION
FOR A CLASS OF KORTEweg–DE Vries EQuatiONS
BY MEANS OF TIME-VARYING FEEDBACK LAWS

JEAN-MICHEL CORON, IVONNE RIVAS AND SHENGQUAN XIANG

We study the exponential stabilization problem for a nonlinear Korteweg-de Vries equation on a bounded interval in cases where the linearized control system is not controllable. The system has Dirichlet boundary conditions at the end-points of the interval and a Neumann nonhomogeneous boundary condition at the right end-point, which is the control. We build a class of time-varying feedback laws for which the solutions of the closed-loop systems with small initial data decay exponentially to 0. We present also results on the well-posedness of the closed-loop systems for general time-varying feedback laws.

1. Introduction

Let \( L \in (0, +\infty) \). We consider the stabilization of the controlled Korteweg–de Vries (KdV) system

\[
\begin{aligned}
 y_t + y_{xxx} + y_x + yy_x &= 0 \quad \text{for } (t, x) \in (s, +\infty) \times (0, L), \\
y(t, 0) &= y(t, L) = 0 \quad \text{for } t \in (s, +\infty), \\
y_x(t, L) &= u(t) \quad \text{for } t \in (s, +\infty),
\end{aligned}
\]

(1-1)

where \( s \in \mathbb{R} \) and where, at time \( t \in [s, +\infty) \), the state is \( y(t, \cdot) \in L^2(0, L) \) and the control is \( u(t) \in \mathbb{R} \).

Boussinesq [1877] and Korteweg and de Vries [1895] introduced KdV equations for describing the propagation of small-amplitude long water waves. For a better understanding of KdV equations, one can see [Whitham 1974], in which different mathematical models of water waves are deduced. These equations have turned out to be good models, not only for water waves but also to describe other physical phenomena. For mathematical studies on these equations, let us mention [Bona and Smith 1975; Constantin and Saut 1988; Craig et al. 1992; Temam 1969], as well as the discovery of solitons and the inverse scattering method [Gardner et al. 1967; Murray 1978] to solve these equations. We also refer here to [Bona et al. 2003; 2009; Coron and Crépeau 2004; Rivas et al. 2011; Zhang 1999] for well-posedness results of initial-boundary-value problems of our KdV equation (1-1) or for other equations which are similar to (1-1). Finally, let us refer to [Cerpa 2014; Rosier and Zhang 2009] for reviews on recent progresses on the control of various KdV equations.
The controllability research on (1-1) began when Lionel Rosier [1997] showed that the linearized KdV control system (around 0 in \( L^2(0, L) \))

\[
\begin{align*}
    y_t + y_{xxxx} + y_x &= 0 \quad \text{in} \ (0, T) \times (0, L), \\
    y(t, 0) = y(t, L) &= 0 \quad \text{on} \ (0, L), \\
    y_x(t, L) &= u(t) \quad \text{on} \ (0, T)
\end{align*}
\]  

is controllable if and only if \( L \notin \mathcal{N} \), where \( \mathcal{N} \) is called the set of critical lengths and is defined by

\[
\mathcal{N} := \left\{ 2\pi \sqrt{\frac{1}{3}(l^2 + lk + k^2)} : l, k \in \mathbb{N}^* \right\}.
\]  

From this controllability result Lionel Rosier, in the same article, deduced that the nonlinear KdV equations (1-1) are locally controllable (around 0 in \( L^2(0, L) \)) if \( L \notin \mathcal{N} \). His work also shows that the \( L^2(0, L) \) space can be decomposed as \( H \oplus M \), where \( M \) is the “uncontrollable” part for the linearized KdV control systems (1-2), and \( H \) is the “controllable” part. Moreover, \( M \) is of finite dimension, a dimension which strongly depends on some number theory property of the length \( L \). More precisely, the dimension of \( M \) is the number of different pairs of positive integers \((l_j, k_j)\) satisfying

\[
L = 2\pi \sqrt{\frac{1}{3}(l_j^2 + l_jk_j + k_j^2)}.
\]  

For each such pair of \((l_j, k_j)\) with \( l_j \geq k_j \), we can find two nonzero real-valued functions \( \varphi_j^1 \) and \( \varphi_j^2 \) such that \( \varphi^j := \varphi_j^1 + i\varphi_j^2 \) is a solution of

\[
\begin{align*}
    -i\omega(l_j, k_j)\varphi^j + (\varphi^j)' + (\varphi^j)''' &= 0, \\
    \varphi_j^1(0) = \varphi_j^1(L) &= 0, \\
    (\varphi_j^2)'(0) = (\varphi_j^2)'(L) &= 0,
\end{align*}
\]  

where \( \varphi_j^1, \varphi_j^2 \in C^\infty([0, L]) \) and \( \omega(l_j, k_j) \) is defined by

\[
\omega(l_j, k_j) := \frac{(2l_j + k_j)(l_j - k_j)(2k_j + l_j)}{3\sqrt{3}(l_j^2 + l_jk_j + k_j^2)^{3/2}}.
\]  

When \( l_j > k_j \), the functions \( \varphi_j^1, \varphi_j^2 \) are linearly independent, but when \( l_j = k_j \), we have \( \omega(l_j, k_j) = 0 \) and \( \varphi_j^1, \varphi_j^2 \) are linearly dependent. It is also proved in [Rosier 1997] that

\[
M = \text{Span}\{\varphi_1^1, \varphi_2^1, \ldots, \varphi_n^1, \varphi_n^2\}.
\]  

Multiplying (1-2) by \( \varphi^j \), integrating on \((0, L)\), performing integrations by parts and combining with (1-5), we get

\[
\frac{d}{dt} \left( \int_0^L y(t, x)\varphi^j(x) \, dx \right) = i\omega(l_j, k_j) \int_0^L y(t, x)\varphi^j(x) \, dx,
\]

which shows that \( M \) is included in the “uncontrollable” part of (1-2). Let us point out that there exists at most one pair of \((l_j, k_j)\) such that \( l_j = k_j \). Hence we can classify \( L \in \mathbb{R}^+ \) into five different cases and therefore divide \( \mathbb{R}^+ \) into five disjoint subsets of \((0, +\infty)\), which are defined as follows:
(1) \( C := \mathbb{R}^+ \setminus \mathcal{N} \). Then \( M = \{0\} \).

(2) \( \mathcal{N}_1 := \{ L \in \mathcal{N} : \text{there exists exactly one ordered pair } (l_j, k_j) \text{ satisfying (1-4)} \text{ and } l_j = k_j \} \). Then the dimension of \( M \) is 1.

(3) \( \mathcal{N}_2 := \{ L \in \mathcal{N} : \text{there exists exactly one ordered pair } (l_j, k_j) \text{ satisfying (1-4)} \text{ and } l_j > k_j \} \). Then the dimension of \( M \) is 2.

(4) \( \mathcal{N}_3 := \{ L \in \mathcal{N} : \text{there exist } n \geq 2 \text{ distinct ordered pairs } (l_j, k_j) \text{ satisfying (1-4)} \text{ and none satisfy } l_j = k_j \} \). Then the dimension of \( M \) is \( 2n \).

(5) \( \mathcal{N}_4 := \{ L \in \mathcal{N} : \text{there exist } n \geq 2 \text{ distinct ordered pairs } (l_j, k_j) \text{ satisfying (1-4)} \text{ and one satisfies } l_j = k_j \} \). Then the dimension of \( M \) is \( 2n - 1 \).

The five sets \( C, \{ \mathcal{N}_i \}_{i=1}^4 \) are pairwise disjoint and

\[ \mathbb{R}^+ = C \cup \mathcal{N}_1 \cup \mathcal{N}_2 \cup \mathcal{N}_3 \cup \mathcal{N}_4, \]
\[ \mathcal{N} = \mathcal{N}_1 \cup \mathcal{N}_2 \cup \mathcal{N}_3 \cup \mathcal{N}_4. \]

Additionally, Eduardo Cerpa [2007, Lemma 2.5] proved that each of these five sets has infinite number of elements; see also [Coron 2007, Proposition 8.3] for the case of \( \mathcal{N}_1 \).

Let us point out that \( L \notin \mathcal{N} \) is equivalent to \( M = \{0\} \). Hence, Lionel Rosier solved the (local) controllability problem of nonlinear KdV equations for \( L \in C \). Later on Jean-Michel Coron and Emmanuelle Crépeau [2004] proved the small-time local controllability of nonlinear KdV equations for the second case \( L \in \mathcal{N}_1 \), by a “power series expansion” method; the nonlinear term \( yy_x \) gives this controllability. Later on, Eduardo Cerpa [2007] proved the local controllability in large time for the third case \( L \in \mathcal{N}_2 \), still by using the “power series expansion” method. In this case, an expansion to the order 2 is sufficient but the local controllability in small time remains open. Finally Eduardo Cerpa and Emmanuelle Crépeau [2009a] concluded the study by proving the local controllability in large time of (1-1) for the two remaining critical cases (for which \( \dim M \geq 3 \)). The proofs of all these results rely on the “power series expansion” method, introduced in [Coron and Crépeau 2004]. This method has also been used to prove controllability results for Schrödinger equations [Beauchard 2005; Beauchard and Coron 2006; Beauchard and Morancey 2014; Morancey 2014] and for rapid asymptotic stability of a Navier-Stokes control system in [Chowdhury and Ervedoza 2017]. In this article we use it to get exponential stabilization of (1-1). For studies on the controllability of other KdV control systems problems, let us refer to [Capistrano-Filho et al. 2015; Gagnon 2016; Glass and Guerrero 2010; Goubet and Shen 2007; Rosier 2004; Zhang 1999].

The asymptotic stability of 0 without control (control term equal to 0) has been studied for years; see, in particular, [Cerpa and Coron 2013; Goubet and Shen 2007; Jia and Zhang 2012; Massarolo et al. 2007; Pazoto 2005; Perla Menzala et al. 2002; Rosier and Zhang 2006; Russell and Zhang 1995; 1996]. For example, the local exponential stability for our KdV equation if \( L \notin \mathcal{N} \) was proved in [Perla Menzala et al. 2002]. Let also point out here that in [Doronin and Natali 2014], the authors give the existence of (large) stationary solutions, which ensures that the exponential stability result in [Perla Menzala et al. 2002] is only local.

Concerning the stabilization by means of feedback laws, the locally exponential stabilization with arbitrary decay rate (rapid stabilization) with some linear feedback law was obtained by Eduardo Cerpa
and Emmanuelle Crépeau in [2009b] for the linear KdV equation (1-2). For the nonlinear case, the first rapid stabilization for Korteweg–de Vries equations was obtained by Camille Laurent, Lionel Rosier and Bing-Yu Zhang [Laurent et al. 2010] in the case of localized distributed control on a periodic domain. In that case, the linearized control system, let us write it \( \dot{y} = Ay + Bu \), is controllable. These authors used an approach due to Marshall Slemrod [1974] to construct linear feedback laws leading to the rapid stabilization of \( \dot{y} = Ay + Bu \) and then proved that the same feedback laws give the rapid stabilization of the nonlinear Korteweg de Vries equation. In the case of distributed control, the operator \( B \) is bounded. For boundary control the operator \( B \) is unbounded. The Slemrod approach has been modified to handle this case by Vilmos Komornik [1997] and by Jose Urquiza [2005], and [Cerpa and Crépeau 2009b] precisely uses the modification presented in [Urquiza 2005]. However, in contrast with the case of distributed control, it leads to unbounded linear feedback laws and one does not know for the moment if these linear feedback laws lead to asymptotic stabilization for the nonlinear Korteweg de Vries equation. One does not even know if the closed system is well posed for this nonlinear equation. The first rapid stabilization result in the nonlinear case and with boundary controls was obtained by Eduardo Cerpa and Jean-Michel Coron [2013]. Their approach relies on the backstepping method/transformation, a method introduced by Miroslav Krstic and his collaborators (see [Krstic and Smyshlyaev 2008] for an excellent starting point to this method). When \( L \notin \mathcal{N} \), by using a more general transformation and the controllability of (1-2), Jean-Michel Coron and Qi Lü [2014] proved the rapid stabilization of our KdV control system. Their method can be applied to many other equations, like Schrödinger equations [Coron et al. 2016] and Kuramoto–Sivashinsky equations [Coron and Lü 2015]. When \( L \in \mathcal{N} \), as mentioned above, the linearized control system (1-2) is not controllable, but the control system (1-1) is controllable. Let us recall that for the finite-dimensional case, the controllability doesn’t imply the existence of a (continuous) stationary feedback law which stabilizes (asymptotically, exponentially, etc.) the control system; see [Brockett 1983; Coron 1990]. However the controllability in general implies the existence of (continuous) time-varying feedback laws which asymptotically (and even in finite time) stabilize the control system; see [Coron 1995]. Hence it is natural to look for time-varying feedback laws \( u(t, y(t, \cdot )) \) such that 0 is (locally) asymptotically stable for the closed-loop system

\[
\begin{aligned}
&y_t + y_{xxx} + y_x + y y_x = 0 \quad \text{for} \ (t, x) \in (s, +\infty) \times (0, L), \\
&y(t, 0) = y(t, L) = 0 \quad \text{for} \ t \in (s, +\infty), \\
&y_x(t, L) = u(t, y(t, \cdot )) \quad \text{for} \ t \in (s, +\infty).
\end{aligned}
\]

(1-8)

Let us also point out that in [Laurent et al. 2010], as in [Coron and Rosier 1994] by Jean-Michel Coron and Lionel Rosier, which dealt with finite-dimensional control systems, time-varying feedback laws were used in order to combine two different feedback laws to get rapid global asymptotic stability of the closed loop system. Let us emphasize that \( u = 0 \) leads to (local) asymptotic stability when \( L \in \mathcal{N}_1 \) [Chu et al. 2015] and \( L \in \mathcal{N}_2 \) [Tang et al. 2016]. However, in both cases, the convergence is not exponential. It is then natural to ask if we can get exponential convergence to 0 with the help of some suitable time-varying feedback laws \( u(t, y(t, \cdot )) \). The aim of this paper is to prove that it is indeed possible in the case where

\[
L \text{ is in } \mathcal{N}_2 \text{ or in } \mathcal{N}_3.
\]

(1-9)
Let us denote by
\[ P_H : L^2(0, L) \to H \quad \text{and} \quad P_M : L^2(0, L) \to M \]
the orthogonal projections (for the \( L^2 \)-scalar product) on \( H \) and \( M \) respectively. Our main result is the following one, where the precise definition of a solution of (1-10) is given in Section 2.

**Theorem 1.** Assume that (1-9) holds. Then there exists a periodic time-varying feedback law \( u \), \( C > 0 \), \( \lambda > 0 \) and \( r > 0 \) such that, for every \( s \in \mathbb{R} \) and every \( \|y_0\|_{L^2_L} < r \), the Cauchy problem
\[
\begin{aligned}
y_t + y_{xxx} + y_x + yy_x &= 0 \quad \text{for} \ (t, x) \in (s, +\infty) \times (0, L), \\
y(t, 0) &= y(t, L) = 0 \quad \text{for} \ t \in (s, +\infty), \\
y_x(t, L) &= u(t, y(t, \cdot)) \quad \text{for} \ t \in (s, +\infty), \\
y(s, \cdot) &= y_0 \quad \text{for} \ x \in (0, L) 
\end{aligned}
\tag{1-10}
\]
has at least one solution in \( C^0([s, +\infty); L^2(0, L)) \cap L^2_{\text{loc}}([s, +\infty); H^1(0, L)) \) and every solution \( y \) of (1-10) is defined on \([s, +\infty)\) and satisfies, for every \( t \in [s, +\infty) \),
\[
\|P_H(y(t))\|_{L^2_L} + \|P_M(y(t))\|_{L^2_L}^{1/2} \leq Ce^{-\lambda(t-s)}\left(\|P_H(y_0)\|_{L^2_L} + \|P_M(y_0)\|_{L^2_L}^{1/2}\right). \tag{1-11}
\]

In order to simplify the notations, in this paper we sometimes simply denote \( y(t, \cdot) \) by \( y(t) \), if there is no misunderstanding; sometimes we also simply denote \( L^2(0, L) \) by \( L^2_L \) and \( L^2(0, T) \) by \( L^2_T \). Let us explain briefly an important ingredient of our proof of Theorem 1. Taking into account the uncontrollability of the linearized system, it is natural to split the KdV system into a coupled system for \( (P_H(y), P_M(y)) \). Then the finite-dimensional analogue of our KdV control system is
\[
\dot{x} = Ax + R_1(x, y) + Bu, \quad \dot{y} = Ly + Q(x, x) + R_2(x, y), \tag{1-12}
\]
where \( A, B, \) and \( L \) are matrices, \( Q \) is a quadratic map, \( R_1, R_2 \) are polynomials and \( u \) is the control. The state variable \( x \) plays the role of \( P_H(y) \), while \( y \) plays the role of \( P_M(y) \). The two polynomials \( R_1 \) and \( R_2 \) are quadratic and \( R_2(x, y) \) vanishes for \( y = 0 \). For this ODE system, in many cases the Brockett condition [1983] and the Coron condition [2007] for the existence of continuous stationary stabilizing feedback laws do not hold. However, as shown in [Coron and Rivas 2016], many physical systems of form (1-12) can be exponentially stabilized by means of time-varying feedback laws. We follow the construction of these time-varying feedback laws given in this article. However, due to the fact that \( H \) is of infinite dimension, many parts of the proof have to be modified compared to those given in [Coron and Rivas 2016]; in particular we do not know how to use a Lyapunov approach, in contrast to what is done in that paper.

This article is organized as follows. In Section 2, we recall some classical results and definitions about (1-1) and (1-2). In Section 3, we study the existence and uniqueness of solutions to the closed-loop system (1-10) with time-varying feedback laws \( u \) which are not smooth. In Section 4, we construct our time-varying feedback laws. In Section 5, we prove two estimates for solutions to the closed-loop system (1-10) (Propositions 15 and 16) which imply Theorem 1. The article ends with three appendices where proofs of propositions used in the main parts of the article are given.
We first recall some results on KdV equations and give the definition of a solution to the Cauchy problem (1-10). Let us start with the nonhomogeneous linear Cauchy problem

\[
\begin{align*}
    y_t + y_{xxx} + y_x &= \tilde{h} & \text{in } (T_1, T_2) \times (0, L), \\
y(t, 0) &= y(t, L) = 0 & \text{on } (T_1, T_2), \\
y_x(t, L) &= h(t) & \text{on } (T_1, T_2), \\
y(T_1, x) &= y_0(x) & \text{on } (0, L)
\end{align*}
\]  
(2-1)

for

\[
-\infty < T_1 < T_2 < +\infty, 
\]  
(2-2)

\[
y_0 \in L^2(0, L),
\]  
(2-3)

\[
\tilde{h} \in L^1(T_1, T_2; L^2(0, L)),
\]  
(2-4)

\[
h \in L^2(T_1, T_2).
\]  
(2-5)

Let us now give the definition of a solution to (2-1).

**Definition 2.** A solution to the Cauchy problem (2-1) is a function \( y \in L^1(T_1, T_2; L^2(0, L)) \) such that, for almost every \( \tau \in [T_1, T_2] \), the following holds: for every \( \phi \in C^3([T_1, \tau] \times [0, L]) \) such that

\[
\phi(t, 0) = \phi(t, L) = \phi_x(t, 0) = 0 \quad \forall t \in [T_1, \tau],
\]  
(2-6)

one has

\[
-\int_{T_1}^{\tau} \int_0^L \left( \phi_t + \phi_x + \phi_{xxx} \right) y \, dx \, dt - \int_{T_1}^{\tau} h(t) \phi_x(t, L) \, dt - \int_{T_1}^{\tau} \int_0^L \phi \tilde{h} \, dx \, dt + \int_0^L y(\tau, x) \phi(\tau, x) \, dx - \int_0^L y_0 \phi(T_1, x) \, dx = 0.
\]  
(2-7)

For \( T_1 \) and \( T_2 \) satisfying (2-2), let us define the linear space \( B_{T_1, T_2} \) by

\[
B_{T_1, T_2} := C^0([T_1, T_2]; L^2(0, L)) \cap L^2(T_1, T_2; H^1(0, L)).
\]  
(2-8)

This linear space \( B_{T_1, T_2} \) is equipped with the norm

\[
\| y \|_{B_{T_1, T_2}} := \max \{ \| y(t) \|_{L^2_L} : t \in [T_1, T_2] \} + \left( \int_{T_1}^{T_2} \| y_x(t) \|_{L^2_L}^2 \, dt \right)^{1/2}.
\]  
(2-9)

With this norm, \( B_{T_1, T_2} \) is a Banach space.

Let \( A : D(A) \subset L^2(0, L) \to L^2(0, L) \) be the linear operator defined by

\[
D(A) := \{ \phi \in H^3(0, L) : \phi(0) = \phi(L) = \phi_x(L) = 0 \},
\]  
(2-10)

\[
A \phi := -\phi_x - \phi_{xxx} \quad \forall \phi \in D(A).
\]  
(2-11)

It is known that both \( A \) and \( A^* \) are closed and dissipative (see, e.g., [Coron 2007, page 39]), and therefore \( A \) generates a strongly continuous semigroup of contractions \( S(t), t \in [0, +\infty) \) on \( L^2(0, L) \).
Rosier [1997], using the above properties of $A$ together with multiplier techniques, proved the following existence and uniqueness result for the Cauchy problem (2-1).

**Lemma 3.** The Cauchy problem (2-1) has one and only one solution. This solution is in $B_{T_1,T_2}$ and there exists a constant $C_2 > 0$ depending only on $T_2 - T_1$ such that

$$\|y\|_{B_{T_1,T_2}} \leq C_2\left(\|y_0\|_{L^2} + \|h\|_{L^2(T_1,T_2)} + \|\tilde{h}\|_{L^1(T_1,T_2;L^2(0,L))}\right). \tag{2-12}$$

In fact the notion of solution to the Cauchy problem (2-1) considered in [Rosier 1997] is a priori stronger than the one we consider here (it is required to be in $C^0([T_1, T_2]; L^2(0, L))$. However, the uniqueness of the solution in the sense of Definition 2 still follows from classical arguments; see, for example, [Coron 2007, Proof of Theorem 2.37, page 53].

Let us now turn to the nonlinear KdV equation

$$\begin{cases}
y_t + y_{xxx} + y_x + yy_x = \tilde{H} & \text{in } (T_1, T_2) \times (0, L), \\
y(t, 0) = y(t, L) = 0 & \text{on } (T_1, T_2), \\
y_x(t, L) = H(t) & \text{on } (T_1, T_2), \\
y(T_1, x) = y_0(x) & \text{on } (0, L).
\end{cases} \tag{2-13}$$

Inspired by Lemma 3, we adopt the following definition.

**Definition 4.** A solution to (2-13) is a function $y \in B_{T_1,T_2}$ which is a solution of (2-1) for $\tilde{h} := \tilde{H} - yy_x \in L^1(T_1, T_2; L^2(0, L))$ and $h := H$.

Throughout this article we will use similar definitions without giving them precisely, as, for example, in the case for system (3-15).

Coron and Crépeau [2004] proved the following lemma on the well-posedness of the Cauchy problem (2-13) for small initial data.

**Lemma 5.** There exist $\eta > 0$ and $C_3 > 0$ depending on $L$ and $T_2 - T_1$ such that, for every $y_0 \in L^2(0, L)$, every $H \in L^2(T_1, T_2)$ and every $\tilde{H} \in L^1(T_1, T_2; L^2(0, L))$ satisfying

$$\|y_0\|_{L^2} + \|H\|_{L^2(T_1,T_2)} + \|\tilde{H}\|_{L^1(T_1,T_2;L^2(0,L))} \leq \eta, \tag{2-14}$$

the Cauchy problem (2-13) has a unique solution and this solution satisfies

$$\|y\|_{B_{T_1,T_2}} \leq C_3\left(\|y_0\|_{L^2} + \|H\|_{L^2(T_1,T_2)} + \|\tilde{H}\|_{L^1(T_1,T_2;L^2(0,L))}\right). \tag{2-15}$$

### 3. Time-varying feedback laws and well-posedness of the associated closed-loop system

Throughout this section $u$ denotes a time-varying feedback law; it is a map from $\mathbb{R} \times L^2(0, L)$ with values into $\mathbb{R}$. We assume that this map is a Carathéodory map, i.e., it satisfies the three properties

$$\forall R > 0, \exists C_R(R) > 0 \text{ such that } \left(\|y\|_{L^2} \leq R \implies |u(t, y)| \leq C_R(R) \quad \forall t \in \mathbb{R}\right), \tag{3-1}$$

$$\forall y \in L^2(0, L), \text{the function } t \in \mathbb{R} \mapsto u(t, y) \in \mathbb{R} \text{ is measurable}, \tag{3-2}$$

for almost every $t \in \mathbb{R}$, the function $y \in L^2(0, L) \mapsto u(t, y) \in \mathbb{R}$ is continuous. \tag{3-3}
In this article we always assume that
\[
C_B(R) \geq 1 \quad \forall R \in [0, +\infty), \quad (3-4)
\]
\[
R \in [0, +\infty) \mapsto C_B(R) \in \mathbb{R} \text{ is a nondecreasing function.} \quad (3-5)
\]
Let \(s \in \mathbb{R}\) and let \(y_0 \in L^2(0, L)\). We start by giving the definition of a solution to
\[
\begin{cases}
  y_t + y_{xxx} + y_x + yy_x = 0 & \text{for } t \in \mathbb{R}, \ x \in (0, L), \\
  y(t, 0) = y(t, L) = 0 & \text{for } t \in \mathbb{R}, \\
  y_x(t, L) = u(t, y(t, \cdot)) & \text{for } t \in \mathbb{R},
\end{cases} \quad (3-6)
\]
and to the Cauchy problem
\[
\begin{cases}
  y_t + y_{xxx} + y_x + yy_x = 0 & \text{for } t > s, \ x \in (0, L), \\
  y(t, 0) = y(t, L) = 0 & \text{for } t > s, \\
  y_x(t, L) = u(t, y(t, \cdot)) & \text{for } t > s, \\
  y(s, x) = y_0(x) & \text{for } x \in (0, L),
\end{cases} \quad (3-7)
\]
where \(y_0\) is a given function in \(L^2(0, L)\) and \(s\) is a given real number.

**Definition 6.** Let \(I\) be an interval of \(\mathbb{R}\) with a nonempty interior. A function \(y\) is a solution of \((3-6)\) on \(I\) if \(y \in C^0(I; L^2(0, L))\) is such that, for every \([T_1, T_2] \subset I\) with \(-\infty < T_1 < T_2 < +\infty\), the restriction of \(y\) to \([T_1, T_2] \times (0, L)\) is a solution of \((2-13)\) with \(\tilde{H} := 0, H(t) := u(t, y(t))\) and \(y_0 := y(T_1)\). A function \(y\) is a solution to the Cauchy problem \((3-7)\) if there exists an interval \(I\) with a nonempty interior satisfying \(I \cap (-\infty, s] = \{s\}\) such that \(y \in C^0(I; L^2(0, L))\) is a solution of \((3-6)\) on \(I\) and satisfies the initial condition \(y(s) = y_0\) in \(L^2(0, L)\). The interval \(I\) is denoted by \(D(y)\). We say that a solution \(y\) to the Cauchy problem \((3-7)\) is maximal if, for every solution \(z\) to the Cauchy problem \((3-7)\) such that
\[
D(y) \subseteq D(z), \quad (3-8)
\]
\[
y(t) = z(t) \quad \text{for every } t \in D(y), \quad (3-9)
\]
one has
\[
D(y) = D(z). \quad (3-10)
\]
Let us now state our theorems concerning the Cauchy problem \((3-7)\).

**Theorem 7.** Assume that \(u\) is a Carathéodory function and that, for every \(R > 0\), there exists \(K(R) > 0\) such that
\[
\left( \|y\|_{L^2_L} \leq R \quad \text{and} \quad \|z\|_{L^2_L} \leq R \right) \implies \left( |u(t, y) - u(t, z)| \leq K(R) \|y - z\|_{L^2_L} \quad \forall t \in \mathbb{R} \right). \quad (3-11)
\]
Then, for every \(s \in \mathbb{R}\) and for every \(y_0 \in L^2(0, L)\), the Cauchy problem \((3-7)\) has one and only one maximal solution \(y\). If \(D(y)\) is not equal to \([s, +\infty)\), there exists \(\tau \in \mathbb{R}\) such that \(D(y) = [s, \tau)\) and one has
\[
\lim_{t \to \tau^-} \|y(t)\|_{L^2_L} = +\infty. \quad (3-12)
\]
Moreover, if \( C_B(R) \) satisfies
\[
\int_0^{+\infty} \frac{R}{(C_B(R))^2} dR = +\infty,
\]
then
\[
D(y) = [s, +\infty).
\]

**Theorem 8.** Assume that \( u \) is a Carathéodory function which satisfies condition (3-13). Then, for every \( s \in \mathbb{R} \) and for every \( y_0 \in L^2(0, L) \), the Cauchy problem (3-7) has at least one maximal solution \( y \) such that \( D(y) = [s, +\infty) \).

The proofs of Theorems 7 and 8 will be given in Appendix B.

We end this section with the following proposition, which gives the expected connection between the evolution of \( P_M(y) \) and \( P_H(y) \) and the fact that \( y \) is a solution to (3-6).

**Proposition 9.** Let \( u : \mathbb{R} \times L^2(0, L) \to \mathbb{R} \) be a Carathéodory feedback law. Let \( -\infty < s < T < +\infty \), let \( y \in \mathcal{B}_{s,T} \) and let \( y_0 \in L^2(0, L) \). Denote \( P_H(y) \) by \( y_1 \) and \( P_M(y) \) by \( y_2 \). Then \( y \) is a solution to the Cauchy problem (3-7) if and only if
\[
\begin{align*}
y_{1t} + y_{1x} + y_{1xxx} + P_H((y_1 + y_2)(y_1 + y_2)_x) &= 0, \\
y_1(t, 0) &= y_1(t, L) = 0, \\
y_{1x}(t, L) &= u(t, y_1 + y_2), \\
y_1(0, \cdot) &= P_H(y_0), \\
y_{2t} + y_{2x} + y_{2xxx} + P_M((y_1 + y_2)(y_1 + y_2)_x) &= 0, \\
y_2(t, 0) &= y_2(t, L) = 0, \\
y_{2x}(t, L) &= 0, \\
y_2(0, \cdot) &= P_M(y_0).
\end{align*}
\]

The proof of this proposition is given in Appendix A.

### 4. Construction of time-varying feedback laws

In this section, we construct feedback laws which will lead to the local exponential stability stated in Theorem 1. Let us denote by \( M_1 \) the set of elements in \( M \) having an \( L^2 \)-norm equal to 1:
\[
M_1 := \{ y \in M : \|y\|_{L^2} = 1 \}.
\]

Let \( M^j \) be the linear space generated by \( \varphi_1^j \) and \( \varphi_2^j \) for every \( j \in \{1, 2, \ldots, n\} \):
\[
M^j := \text{Span}\{\varphi_1^j, \varphi_2^j\}.
\]

The construction of our feedback laws relies on the following proposition.

**Proposition 10.** There exist \( T > 0 \) and \( v \in L^\infty([0, T] \times M_1; \mathbb{R}) \) such that the following properties hold:

- Property \( P_1 \) There exists \( \rho_1 \in (0, 1) \) such that
\[
\|S(T)y_0\|_{L^2(0,L)}^2 \leq \rho_1 \|y_0\|_{L^2(0,L)}^2 \quad \text{for every } y_0 \in H.
\]
\((P_2)\) For every \(y_0 \in M\),
\[
\|S(T) y_0\|^2_{L^2(0,L)} = \|y_0\|^2_{L^2(0,L)}.
\]

\((P_3)\) There exists \(C_0 > 0\) such that
\[
| v(t, y) - v(t, z) | \leq C_0 \| y - z \|_{L^2(0,L)} \quad \forall t \in [0, T], \forall y, z \in M_1.
\]

Moreover, there exists \(\delta > 0\) such that, for every \(z \in M_1\), the solution \((y_1, y_2)\) to the equation
\[
\begin{align*}
y_{1t} + y_{1x} + y_{1xxx} &= 0, \\
y_1(t, 0) &= y_1(t, L) = 0, \\
y_1(t, L) &= v(t, z), \\
y_1(0, x) &= 0, \\
y_2t + y_{2x} + y_{2xxx} + P_M(y_1y_{1x}) &= 0, \\
y_2(t, 0) &= y_2(t, L) = 0, \\
y_2(t, L) &= 0, \\
y_2(0, x) &= 0.
\end{align*}
\]
satisfies
\[
y_1(T) = 0 \quad \text{and} \quad \langle y_2(T), S(T)z \rangle_{L^2(0,L)} < -2\delta.
\]

**Proof of Proposition 10.** Property \((P_2)\) is given in [Rosier 1997]; one can also see (4-14) and (4-44). Property \((P_1)\) follows from the dissipativity of \(A\) and the controllability of (1-2) in \(H\) (see also [Perla Menzala et al. 2002]). Indeed, integrations by parts (and simple density arguments) show that, in the distribution sense in \((0, +\infty),\)
\[
\frac{d}{dt} \|S(t) y_0\|^2_{L^2} = -y_2^2(t, 0).
\]
Moreover, as Rosier [1997] proved for every \(T > 0\), there exists \(c > 1\) such that, for every \(y_0 \in H\),
\[
\|y_0\|^2_{L^2} \leq c \|y_x(t, 0)\|^2_{L^2(0,T)}.
\]
Integration of identity (4-6) on \((0, T)\) and the use of (4-7) give
\[
\|S(T) y_0\|^2_{L^2} \leq \frac{c-1}{c} \|y_0\|^2_{L^2}.
\]
Hence \(\rho_1 := (c-1)/c \in (0, 1)\) satisfies the required properties.

Our concern now is to deal with \((P_3)\). Let us first recall a result on the controllability of the linear control system
\[
\begin{align*}
y_t + y_{xxx} + y_x &= 0 \quad \text{in } (0, T) \times (0, L), \\
y(t, 0) &= y(t, L) = 0 \quad \text{on } (0, L), \\
y_x(t, L) &= u(t) \quad \text{on } (0, T),
\end{align*}
\]
where, at time \(t \in [0, T]\), the state is \(y(t, \cdot) \in L^2(0, L)\). Our goal is to investigate the cases where \(L \in \mathcal{N}_2 \cup \mathcal{N}_3\), but in order to explain more clearly our construction of \(v\), we first deal with the case where
\[
L = 2\pi \sqrt{\frac{1}{3} (1^2 + 1 \times 2 + 2^2)} = 2\pi \sqrt{\frac{7}{3}},
\]
which corresponds to \( l = 1 \) and \( k = 2 \) in (1-3). In that case the uncontrollable subspace \( M \) is a two-dimensional vector subspace of \( L^2(0, L) \) generated by

\[
\varphi_1(x) = C \cos\left(\frac{5}{\sqrt{21}}x\right) - 3 \cos\left(\frac{1}{\sqrt{21}}x\right) + 2 \cos\left(\frac{4}{\sqrt{21}}x\right), \\
\varphi_2(x) = C \left( -\sin\left(\frac{5}{\sqrt{21}}x\right) - 3 \sin\left(\frac{1}{\sqrt{21}}x\right) + 2 \sin\left(\frac{4}{\sqrt{21}}x\right) \right),
\]

where \( C \) is a positive constant such that \( \|\varphi_1\|_{L^2} = \|\varphi_2\|_{L^2} = 1 \). They satisfy

\[
\begin{aligned}
\varphi'_1 + \varphi''_1 &= -2\pi \varphi_2 / p, \\
\varphi_1(0) &= \varphi_1(L) = 0, \\
\varphi'_1(0) &= \varphi'_1(L) = 0
\end{aligned}
\tag{4-11}
\]

and

\[
\begin{aligned}
\varphi'_2 + \varphi''_2 &= 2\pi \varphi_1 / p, \\
\varphi_2(0) &= \varphi_2(L) = 0, \\
\varphi'_2(0) &= \varphi'_2(L) = 0
\end{aligned}
\tag{4-12}
\]

with (see [Cerpa 2007])

\[
p := \frac{441\pi}{10\sqrt{21}}.
\tag{4-13}
\]

For every \( t > 0 \), one has

\[
S(t)M \subset M \quad \text{and} \quad S(t) \text{ restricted to } M \text{ is the rotation of angle } \frac{2\pi t}{p},
\tag{4-14}
\]

if the orientation on \( M \) is chosen so that \( (\varphi_1, \varphi_2) \) is a direct basis, a choice which is done from now on. Moreover the control \( u \) has no action on \( M \) for the linear control system (1-2): for every initial data \( y_0 \in M \), whatever \( u \in L^2(0, T) \), the solution \( y \) of (1-2) with \( y(0) = y_0 \) satisfies \( P_M(y(t)) = S(t)y_0 \) for every \( t \in [0, +\infty) \). Let us denote by \( H \) the orthogonal in \( L^2(0, L) \) of \( M \) for the \( L^2 \)-scalar product \( H := M^\perp \). This linear space is left invariant by the linear control system (1-2): for every initial data \( y_0 \in H \), whatever \( u \in L^2(0, T) \), the solution \( y \) of (1-2) satisfying \( y(0) = y_0 \) is such that \( y(t) \in H \) for every \( t \in [0, +\infty) \). Moreover, as proved by Rosier [1997], the linear control system (1-2) is controllable in \( H \) in small time. More precisely, he proved the following lemma.

**Lemma 11.** Let \( T > 0 \). There exists \( C > 0 \) depending only on \( T \) such that, for every \( y_0, y_1 \in H \), there exists a control \( u \in L^2(0, T) \) satisfying

\[
\|u\|_{L^2_T} \leq C (\|y_0\|_{L^2} + \|y_1\|_{L^2})
\tag{4-15}
\]

such that the solution \( y \) of the Cauchy problem

\[
\begin{aligned}
y_t + y_{xxx} + y_x &= 0 & \quad \text{in } (0, T) \times (0, L), \\
y(t, 0) &= y(t, L) = 0 & \quad \text{on } (0, T), \\
y_x(t, L) &= u(t) & \quad \text{on } (0, T), \\
y(0, x) &= y_0(x) & \quad \text{on } (0, L)
\end{aligned}
\]

satisfies \( y(T, \cdot) = y_1 \).
A key ingredient of our construction of $v$ is the following proposition.

**Proposition 12.** Let $T > 0$. For every $L \in \mathbb{N}_2 \cup \mathbb{N}_3$, for every $j \in \{1, 2, \ldots, n\}$, there exists $u^j \in H^1(0, T)$ such that

$$\alpha(T, \cdot) = 0 \quad \text{and} \quad P_{M_j}(\beta(T, \cdot)) \neq 0,$$

where $(\alpha, \beta)$ is the solution of

\[
\begin{align*}
\alpha_t + \alpha_x + \alpha_{xxx} &= 0, \\
\alpha(t, 0) &= \alpha(t, L) = 0, \\
\alpha_x(t, L) &= u^j(t), \\
\alpha(0, x) &= 0, \\
\beta_t + \beta_x + \beta_{xxx} + \alpha \alpha_x &= 0, \\
\beta(t, 0) &= \beta(t, L) = 0, \\
\beta_x(t, L) &= 0, \\
\beta(0, x) &= 0. \\
\end{align*}
\]  

(4-16)

Proposition 12 is due to Eduardo Cerpa and Emmanuelle Crépeau if one requires only $u$ to be in $L^2(0, T)$ instead of being in $H^1(0, T)$: see [Cerpa 2007, Proposition 3.1] and [Cerpa and Crépeau 2009a, Proposition 3.1]. We explain in Appendix C how to modify the proof of [Cerpa 2007, Proposition 3.1] (as well as [Cerpa and Crépeau 2009a, Proposition 3.1]) in order to get Proposition 12.

We decompose $\beta$ into $\beta = \beta_1 + \beta_2$, where $\beta_1 := P_H(\beta)$ and $\beta_2 := P_M(\beta)$. Hence, similarly to Proposition 9, we get

\[
\begin{align*}
\beta_{2t} + \beta_{2x} + \beta_{2xxx} + P_M(\alpha \alpha_x) &= 0, \\
\beta_2(t, 0) &= \beta_2(t, L) = 0, \\
\beta_2x(t, L) &= 0, \\
\beta_2(0, x) &= 0. \\
\end{align*}
\]  

(4-17)

where $\beta_2(T, \cdot) = P_M(\beta(T, \cdot)) \neq 0$. In particular, $P_{M_j}(\beta_2(T, \cdot)) = P_{M_j}(\beta(T, \cdot)) \neq 0$.

Combining (4-16) and (4-17), we get:

**Corollary 13.** For every $L \in \mathbb{N}_2 \cup \mathbb{N}_3$, for every $T_0 > 0$, for every $j \in \{1, 2, \ldots, n\}$, there exists $u^j_0 \in L^\infty(0, T_0)$ such that the solution $(y_1, y_2)$ to equation (4-4) with $v(t, z) := u^j_0(t)$ satisfies

$$y_1(T_0) = 0 \quad \text{and} \quad P_{M_j}(y_2(T_0)) \neq 0.$$

(4-18)

Now we come back to the case when (4-10) holds. Let us fix $T_0 > 0$ such that

$$T_0 < \frac{1}{4} p.$$  

(4-19)

Let

$$q := \frac{1}{4} p.$$  

(4-20)

Let $u_0$ be as in Corollary 13. We define

$$Y_1(t) := y_1(t), \quad Y_2(t) := y_2(t) \quad \text{for} \ t \in [0, T_0]$$

(4-21)
and

\[ \psi_1 := Y_2(T_0) \in M \setminus \{0\}. \] (4-22)

Let

\[ \psi_2 = S(q)\psi_1 \in M, \quad \psi_3 = S(2q)\psi_1 \in M, \quad \psi_4 = S(3q)\psi_1 \in M, \] (4-23)
\[ T := 3q + T_0, \] (4-24)
\[ K_1 := [3q, 3q + T_0], \] (4-25)
\[ K_2 := [2q, 2q + T_0], \] (4-26)
\[ K_3 := [q, q + T_0], \] (4-27)
\[ K_4 := [0, T_0]. \] (4-28)

Note that (4-19) implies

\[ K_1, K_2, K_3 \text{ and } K_4 \text{ are pairwise disjoint.} \] (4-29)

Let us define four functions \([0, T] \to \mathbb{R}: u_1, u_2, u_3 \text{ and } u_4\) by requiring that, for every \(i \in \{1, 2, 3, 4\},\)

\[ u_i := \begin{cases} 0 & \text{on } [0, T] \setminus K_i, \\ u_0(\cdot - \tau_i) & \text{on } K_i, \end{cases} \] (4-30)

with

\[ \tau_1 = 3q, \quad \tau_2 = 2q, \quad \tau_3 = q, \quad \tau_4 = 0. \] (4-31)

One can easily verify that, for every \(i \in \{1, 2, 3, 4\},\) the solution of (4-4) for \(v = u_i\) is given explicitly by

\[ y_{i,1}(t) = \begin{cases} 0 & \text{on } [0, T] \setminus K_i, \\ Y_1(\cdot - \tau_i) & \text{on } K_i \end{cases}, \] (4-32)

and

\[ y_{i,2}(t) = \begin{cases} 0 & \text{on } [0, \tau_i], \\ Y_2(\cdot - \tau_i) & \text{on } K_i, \\ S(\cdot - \tau_i - T_0)\psi_1 & \text{on } [\tau_i + T_0, T]. \end{cases} \] (4-33)

For \(z \in M_1,\) let \(\alpha_1, \alpha_2, \alpha_3 \text{ and } \alpha_4\) in \([0, +\infty)\) be such that

\[ -S(T)z = \alpha_1\psi_1 + \alpha_2\psi_2 + \alpha_3\psi_3 + \alpha_4\psi_4, \] (4-34)
\[ \alpha_1\alpha_3 = 0, \quad \alpha_2\alpha_4 = 0. \] (4-35)

Let us define

\[ v(t, z) := \alpha_1 u_1(t) + \alpha_2 u_2(t) + \alpha_3 u_3(t) + \alpha_4 u_4(t). \] (4-36)

We notice that

\[ (\alpha_1^2 + \alpha_2^2 + \alpha_3^2 + \alpha_4^2)\|\psi_1\|^2_{L^2_\mathbb{R}} = 1, \] (4-37)

which, together with (4-36), implies that

\[ v \in L^\infty([0, T] \times M_1; \mathbb{R}). \] (4-38)
Moreover, using the above construction (and in particular (4.29)), one easily checks that the solution of (4.4) satisfies
\begin{align*}
y_1(t) &= \alpha_1 y_{1,1}(t) + \alpha_2 y_{2,1}(t) + \alpha_3 y_{3,1}(t) + \alpha_4 y_{4,1}(t) \quad \text{for } t \in [0, T], \\
y_2(t) &= \alpha_1^2 y_{1,2}(t) + \alpha_2^2 y_{2,2}(t) + \alpha_3^2 y_{3,2}(t) + \alpha_4^2 y_{4,2}(t) \quad \text{for } t \in [0, T].
\end{align*}

In particular
\begin{align*}
y_1(T) &= 0, \\
y_2(T) &= \alpha_1^2 \psi_1 + \alpha_2^2 \psi_2 + \alpha_3^2 \psi_3 + \alpha_4^2 \psi_4.
\end{align*}

From (4.34), (4.37) and (4.42), we can find that (4.5) holds if \( \delta > 0 \) is small enough. It is easy to check that the Lipschitz condition (4.3) is also satisfied. This completes the construction of \( v(t, z) \) such that \( (P_3) \) holds and also the proof of Proposition 10 if (4-10) holds.

For other values of \( L \in \mathcal{N}_2 \), only the values of \( \varphi_1, \varphi_2 \) and \( p \) have to be modified. For \( L \in \mathcal{N}_3 \), as mentioned in the Introduction, \( M \) is now of dimension \( 2n \), where \( n \) is the number of ordered pairs. It is proved in [Cerpa and Crépeau 2009a] that (compare with (4-11)–(4-14)), by a good choice of order on \( \{\varphi^j\} \), one can assume
\begin{equation}
0 < p^1 < p^2 < \cdots < p^n,
\end{equation}
where \( p^j := 2\pi/\omega^j \). For every \( t > 0 \), one has
\begin{equation}
S(t) M^j \subset M^j \quad \text{and} \quad S(t) \text{ restricted to } M^j \text{ is the rotation of angle } \frac{2\pi t}{p^j}.
\end{equation}

From (4.43), (4.44) and Corollary 13, one can get the following corollary (see also [Cerpa and Crépeau 2009a, Proposition 3.3]):

**Corollary 14.** For every \( L \in \mathcal{N}_3 \), there exists \( T_L > 0 \) such that, for every \( j \in \{1, 2, \ldots, n\} \), there exists \( u_0^j \in L^\infty(0, T_L) \) such that the solution \((y_1, y_2)\) to equation (4.4) with \( v(t, z) := u_0^j(t) \) satisfies
\begin{equation}
y_1(T_L) = 0 \quad \text{and} \quad y_2(T_L) = \varphi_1^j.
\end{equation}

Let us define
\begin{equation}
\psi_1^j := \varphi_1^j, \quad \psi_2^j := S(q^j)\varphi_1^j, \quad \psi_3^j := S(2q^j)\varphi_1^j, \quad \psi_4^j := S(3q^j)\varphi_1^j,
\end{equation}
where \( q^j := p^j/4 \).

Comparing with (4.22)–(4.33), we can find \( T > T_L \) and closed interval sets \( \{K_i^j\} \), where \( i \in \{1, 2, 3, 4\} \) and \( j \in \{1, 2, \ldots, n\} \), such that
\begin{align*}
K_i^j &\subset [0, T], \\
\{K_i^j\} &\text{ are pairwise disjoint.}
\end{align*}

We can also find functions \( \{u_i^j\} \in L^\infty([0, T]; \mathbb{R}) \), with
\begin{equation}
u_i^j(t) \text{ supports on } K_i^j.
\end{equation}
such that when we define the control as $u^j_i$, we get the solution of (4-4) satisfies

\[
y_{i,1}(t) \text{ supports on } K_i^j,
\]
\[
y_{i,1}(T) = 0,
\]
\[
y_{i,2}(T) = \psi_i^j.
\]

Then for $z \in M_1$, let $\alpha_i^j$ in $[0, +\infty)$ be such that

\[
-S(T)z = \sum_{i,j} \alpha_i^j \psi_i^j,
\]
\[
\alpha_1^j \alpha_2^j = 0, \quad \alpha_2^j \alpha_3^j = 0, \quad \sum_{i,j} (\alpha_i^j)^2 = 1,
\]

where $i \in \{1, 2, 3, 4\}$ and $j \in \{1, 2, \ldots, n\}$. Let us define

\[
v(t, z) := \sum_{i,j} \alpha_i^j u^j_i(t).
\]

Then the solution of (4-4) with control defined as $v(t, z)$ satisfies

\[
y_1(T) = 0,
\]
\[
y_2(T) = \sum_{i,j} (\alpha_i^j)^2 \psi_i^j.
\]

One can easily verify that condition (4-5) holds when $\delta > 0$ is small enough, and that Lipschitz condition (4-3) also holds. This completes the construction of $v(t, z)$ and the proof of Proposition 10.

\[\square\]

We are now able to define the periodic time-varying feedback laws $u_\varepsilon : \mathbb{R} \times L^2(0, L) \to \mathbb{R}$, which will lead to the exponential stabilization of (1-1). For $\varepsilon > 0$, we define $u_\varepsilon$ by

\[
u_\varepsilon|_{(0,T)\times L^2_L}(t, y) := \begin{cases} 0 & \text{if } \|y^M\|_{L^2_L} = 0, \\ \varepsilon \sqrt{\|y^M\|_{L^2_L}} v(t, S(-t)y^M/\|y^M\|_{L^2_L}) & \text{if } 0 < \|y^M\|_{L^2_L} \leq 1, \\ \varepsilon v(t, S(-t)y^M/\|y^M\|_{L^2_L}) & \text{if } \|y^M\|_{L^2_L} > 1, \end{cases}
\]

with $y^M := P_M(y)$, and

\[
u_\varepsilon(t, y) := u_\varepsilon|_{(0,T)\times L^2_L}(t - [t/T]T, y) \quad \forall t \in \mathbb{R}, \forall y \in L^2(0, L).
\]

\[5. \text{ Proof of Theorem 1}\]

Let us first point out that Theorem 1 is a consequence of the following two propositions.

**Proposition 15.** There exist $\varepsilon_1 > 0, r_1 > 0$ and $C_1$ such that, for every Carathéodory feedback law $u$ satisfying

\[
|u(t, z)| \leq \varepsilon_1 \min\{1, \sqrt{\|P_M(z)\|_{L^2_L}}\} \quad \forall t \in \mathbb{R}, \forall z \in L^2(0, L),
\]

\[\text{(5-1)}\]
for every $s \in \mathbb{R}$ and for every maximal solution $y$ of (3-6) defined at time $s$ and satisfying $\|y(s)\|_{L^2_L} < r_1$, $y$ is well-defined on $[s, s + T]$ and one has

$$\|P_H(y)\|_{L^2_{B,s+s+r}}^2 + \|P_M(y)\|_{L^2_{B,s+s+r}} \leq C_1 \left(\|P_H(y(s))\|_{L^2_L}^2 + \|P_M(y(s))\|_{L^2_L}^2 \right).$$

(5-2)

**Proposition 16.** For $\rho_1$ as in Proposition 10, let $\rho_2 > \rho_1$. There exists $\varepsilon_0 \in (0, 1)$ such that, for every $\varepsilon \in (0, \varepsilon_0)$, there exists $r_\varepsilon > 0$ such that, for every solution $y$ to (3-6) on $[0, T]$, for the feedback law $u := u_\varepsilon$ defined in (4-58) and (4-59), and satisfying $\|y(0)\|_{L^2_L} < r_\varepsilon$, one has

$$\|P_H(y(T))\|_{L^2_L}^2 + \varepsilon \|P_M(y(T))\|_{L^2_L}^2 \leq \rho_2 \|P_H(y(0))\|_{L^2_L}^2 + \varepsilon (1 - \delta\varepsilon^2) \|P_M(y(0))\|_{L^2_L}^2.$$  

(5-3)

Indeed, it suffices to choose $\rho_2 \in (\rho_1, 1)$, $\varepsilon \in (0, \varepsilon_0)$ and $u := u_\varepsilon$ defined in (4-58) and (4-59). Then, using the $T$-periodicity of $u$ with respect to time, Proposition 15 and Proposition 16, one checks that inequality (1-11) holds with

$$\lambda := \min \left\{-\frac{\ln(\rho_2)}{2T}, -\frac{\ln(1 - \delta\varepsilon^2)}{2T}\right\}$$

provided that $C$ is large enough and that $r$ is small enough. We now prove Propositions 15 and 16 successively.

**Proof of Proposition 15.** Performing a time translation if necessary, we may assume without loss of generality that $s = 0$. The fact that the maximal solution $y$ is at least defined on $[0, T]$ follows from Theorem 8 and (5-1). We choose $\varepsilon_1$ and $r_1$ small enough so that

$$r_1 + \varepsilon_1 T^{1/2} \leq \eta,$$  

(5-4)

where $\eta > 0$ is as in Lemma 5. From (5-1) and (5-4), we have

$$\|y(0)\|_{L^2_L} + \|u(t, y(t))\|_{L^2_L} \leq \eta,$$  

(5-5)

which allows us to apply Lemma 5 with $H(t) := u(t, y(t))$ and $\tilde{H} := 0$. Then, using (5-1) once more, we get

$$\|y\|_{B} \leq C_3 \left(\|y_0\|_{L^2_L} + \|u(t, y(t))\|_{L^2_L} \right) \leq C_3 \left(r_1 + \varepsilon_1 \sqrt{T} \|P_M(y)\|_{C^0 L^2_L} \right) \leq C_3 \left(r_1 + \varepsilon_1^2 T C_3 + \frac{1}{4C_3} \|y\|_{B} \right),$$

which implies that

$$\|y\|_{B} \leq 2C_3 (r_1 + \varepsilon_1^2 T C_3).$$  

(5-6)

In the above inequalities and until the end of the proof of Proposition 16, $B := B_{0,T}$.

We have the following lemma; see the proof of [Rosier 1997, Proposition 4.1 and (4.14)] or [Perla Menzala et al. 2002, page 121].

**Lemma 17.** If $y \in L^2(0, T; H^1(0, L))$, then $yy_x \in L^1(0, T; L^2(0, L))$. Moreover, there exists $c_4 > 0$, which is independent of $T$, such that, for every $T > 0$ and for every $y, z \in L^2(0, T; H^1(0, L))$, we have

$$\|yy_x - zz_x\|_{L^1_T L^2_L} \leq c_4 T^{1/4} (\|y\|_{B} + \|z\|_{B}) \|y - z\|_{B}.$$  

(5-7)
Let us define \( C_4 := c_4 T^{1/4} \). To simplify the notation, until the end of this section, we write \( y_1 \) and \( y_2 \) for \( P_H(y) \) and \( P_M(y) \) respectively. From (5-1), (5-6), Lemma 3, Lemma 17 and Proposition 9, we get

\[
\|y_1\|_B \leq C_2(\|y_0^H\|_L^2 + \|u(t, y_1 + y_2)\|_{L^2_t} + \|P_H((y_1 + y_2)(y_1 + y_2)_x)\|_{L^1_tL^2_x})
\]

\[
\leq C_2(\|y_0^H\|_L^2 + \epsilon_1 \sqrt{\|y_2\|_{L^2_x}} + \|(y_1 + y_2)(y_1 + y_2)_x\|_{L^1_tL^2_x})
\]

\[
\leq C_2(\|y_0^H\|_L^2 + \epsilon_1 \|y_2\|_{L^3_t}^{1/2} + C_4\|y_1 + y_2\|_{L^2_tH^1_x}^2)
\]  

\[(5-8)\]

and

\[
\|y_2\|_B \leq C_2(\|y_0^M\|_L^2 + \|P_M((y_1 + y_2)(y_1 + y_2)_x)\|_{L^1_tL^2_x})
\]

\[
\leq C_2(\|y_0^M\|_L^2 + \|(y_1 + y_2)(y_1 + y_2)_x\|_{L^1_tL^2_x})
\]

\[
\leq C_2(\|y_0^M\|_L^2 + C_4\|y_1 + y_2\|_{L^2_tH^1_x}^2)
\]

\[
\leq 2C_2(\|y_0^M\|_L^2 + C_4\|y_1\|_B^2 + C_4\|y_2\|_B^2).
\]  

\[(5-9)\]

Since \( M \) is a finite-dimensional subspace of \( H^1(0, L) \), there exists \( C_5 > 0 \) such that

\[
\|f\|_{H^1(0, L)} \leq C_5\|f\|_{L^2_t} \quad \text{for every } f \in M.
\]  

\[(5-10)\]

Hence

\[
\|y_2\|_B = \|y_2\|_{L^\infty_tL^2_x} + \|y_2\|_{L^3_tH^1_x} \leq \|y_2\|_{L^\infty_tL^2_x} + C_5\sqrt{T}\|y_2\|_{L^\infty_tL^2_x}.
\]  

\[(5-11)\]

Since \( y_2(t) \) is the \( L^2 \)-orthogonal projection of \( M \) on \( y(t) \), we have

\[
\|y_2\|_{L^\infty_tL^2_x} \leq \|y\|_{L^\infty_tL^2_x} \leq \|y\|_B,
\]

which, together with (5-6) and (5-11), implies

\[
\|y_2\|_B \leq (1 + C_5\sqrt{T})\|y\|_B \leq 2(1 + C_5\sqrt{T})C_3(r_1 + \epsilon_1^2TC_3).
\]  

\[(5-12)\]

Decreasing if necessary \( r_1 \) and \( \epsilon_1 \), we may assume

\[
4C_2C_4(1 + C_5\sqrt{T})C_3(r_1 + \epsilon_1^2TC_3) < \frac{1}{2}.
\]  

\[(5-13)\]

From estimation (5-9) and condition (5-13), we get

\[
\|y_2\|_B \leq 4C_2(\|y_0^M\|_L^2 + C_4\|y_1\|_B^2).
\]  

\[(5-14)\]

From (5-6), (5-8), (5-12) and (5-14), we deduce that

\[
\|y_1\|_B^2 \leq 3C_2^2(\|y_0^H\|_{L^2_x}^2 + \epsilon_1^2\|y_2\|_{L^3_t}^2 + C_4^2\|y_1 + y_2\|_{L^2_tH^1_x}^4)
\]

\[
\leq 3C_2^2(\|y_0^H\|_{L^2_x}^2 + \epsilon_1^2T\|y_2\|_{L^\infty_tL^2_x}^4 + 2C_4^2\|y\|_B^2(\|y_1\|_B^2 + \|y_2\|_B^2))
\]

\[
\leq 3C_2^2\|y_0^H\|_{L^2_x}^2 + 3C_2^2(\epsilon_1^2T + 16C_4^2(1 + C_5\sqrt{T})C_3^3(r_1 + \epsilon_1^2TC_3)^3)\|y_2\|_B
\]

\[
+ 24C_2^2C_4^2C_3^3(r_1 + \epsilon_1^2TC_3)^2\|y_1\|_B^2
\]

\[
\leq 3C_2^2\|y_0^H\|_{L^2_x}^2 + 12C_2^2(\epsilon_1^2T + 16C_4^2(1 + C_5\sqrt{T})C_3^3(r_1 + \epsilon_1^2TC_3)^3)\|y_0^M\|_{L^2_x}^2
\]

\[
+ (12C_2^3C_4(\epsilon_1^2T + 16C_4^2(1 + C_5\sqrt{T})C_3^3(r_1 + \epsilon_1^2TC_3)^3) + 24C_2^2C_4^2C_3^3(r_1 + \epsilon_1^2TC_3)^2)\|y_1\|_B^2.
\]  

\[(5-15)\]
Again, decreasing if necessary \( r_1 \) and \( \varepsilon_1 \), we may assume
\[
12C_2^3C_4(\varepsilon_1^2T + 16C_4^2(1 + C_5\sqrt{T})C_3^3(r_1 + \varepsilon_1^2TC_3^3)) + 24C_2^3C_4^2C_3^2(r_1 + \varepsilon_1^2TC_3^3)^2 < \frac{1}{2}. \tag{5-16}
\]
From (5-15) and (5-16), we get
\[
\|y_1\|_{L^2_1}^2 \leq 6C_2^2\|y_0^H\|_{L^2_1}^2 + 24C_2^3(\varepsilon_1^2T + 16C_4^2(1 + C_5\sqrt{T})C_3^3(r_1 + \varepsilon_1^2TC_3^3))\|y_0^M\|_{L^2_1}
\leq 6C_2^2\|y_0^H\|_{L^2_1}^2 + C_4^{-1}\|y_0^M\|_{L^2_1},
\]
which, combined with (5-14), gives the existence of \( C_1 > 0 \) independent of \( y \) such that
\[
\|y_1\|_{L^2_1}^2 + \|y_2\|_{B} \leq C_1(\|y_0^H\|_{L^2_1}^2 + \|y_0^M\|_{L^2_1}). \tag{5-17}
\]
This completes the proof of Proposition 15.

\[\square\]

**Proof of Proposition 16.** To simplify the notation, from now on we denote by \( C \) various constants which vary from place to place but do not depend on \( \varepsilon \) and \( r \).

By Lemma 3 applied with \( y := y_1(t) - S(t)y_0^H, h(t) := u_\varepsilon(t, y(t)) \) and \( \hat{h} := (y_1 + y_2)(y_1 + y_2)_x \) and by Proposition 15, we have
\[
\|y_1(t) - S(t)y_0^H\|_{B} \leq C\left(\|u_\varepsilon\|_{L^2_1} + \|P_H((y_1 + y_2)(y_1 + y_2)_x)\|_{L^2_1L^1_1}\right)
\leq C(\varepsilon\|y_2\|_{L^2_1L^1_1} + \|y_1 + y_2\|_{B})
\leq C(\varepsilon\|y_2\|_{B}^{1/2} + \|y_1\|_{B}^2 + \|y_2\|_{B}^2)
\leq C(\varepsilon + \sqrt{r})(\|y_0^H\|_{L^2_1} + \|y_0^M\|_{L^2_1})^{1/2}, \tag{5-18}
\]
where \( r := \|y_0\|_{L^2_1} < r_\varepsilon < 1 \). On \( r_\varepsilon \), we impose that
\[
r_\varepsilon < \varepsilon^{1/2}. \tag{5-19}
\]
From (5-18) and (5-19), we have
\[
\|y_1(t) - S(t)y_0^H\|_{B} \leq C\varepsilon(\|y_0^H\|_{L^2_1}^{1/2} + \|y_0^M\|_{L^2_1})^{1/2}. \tag{5-20}
\]
Notice that, by Lemma 3, we have
\[
\|S(t)y_0^M\|_{B} \leq C\|y_0^M\|_{L^2_1}; \tag{5-21}
\|S(t)y_0^H\|_{B} \leq C\|y_0^H\|_{L^2_1}. \tag{5-22}
\]
Proceeding as in the proof of (5-20), we have
\[
\|y_2(t) - S(t)y_0^M\|_{B} \leq C\|P_M((y_1 + y_2)(y_1 + y_2)_x)\|_{L^2_1L^1_1}
\leq C\|y_1 + y_2\|_{B}^2
\leq C(\|y_2\|_{B} + \|S(t)y_0^H\|_{B} + \varepsilon(\|y_0^H\|_{L^2_1} + \|y_0^M\|_{L^2_1})^{1/2})^2
\leq C((r + \varepsilon^2)(\|y_0^H\|_{L^2_1}^{2} + \|y_0^M\|_{L^2_1}) + \|y_0^H\|_{L^2_1}^{2})
\leq C(\varepsilon^2\|y_0^M\|_{L^2_1} + \|y_0^H\|_{L^2_1}^{2}). \tag{5-23}
\]
Let us now study successively the two cases
\[ \|y_0^H\|_{L_t^2} \geq \epsilon^{2/3} \sqrt{\|y_0^M\|_{L_t^2}}, \]  
\[ \|y_0^H\|_{L_t^2} < \epsilon^{2/3} \sqrt{\|y_0^M\|_{L_t^2}}. \]  
(5-24)  
(5-25)

We start with the case where (5-24) holds. From (P₁), (P₂), (5-20), (5-23) and (5-24), we get the existence of \( \epsilon_2 \in (0, \epsilon_1) \) such that, for every \( \epsilon \in (0, \epsilon_2) \),
\[ \|y_1(T)\|_{L_t^2}^2 + \epsilon \|y_2(T)\|_{L_t^2} \]
\[ \leq (C \epsilon (\|y_0^H\|_{L_t^2}^2 + \|y_0^M\|_{L_t^2})^{1/2} + \|S(T)\|_{L_t^2})^2 + \epsilon (C \epsilon (\|y_0^H\|_{L_t^2}^2 + \|y_0^M\|_{L_t^2}^2) + \|S(T)\|_{L_t^2}) \]
\[ \leq (\rho_1 \rho_2)^{1/2} \|y_0^H\|_{L_t^2}^2 + C \epsilon^2 (\|y_0^H\|_{L_t^2}^2 + \|y_0^M\|_{L_t^2}) + C \epsilon \|y_0^H\|_{L_t^2}^2 + (\epsilon + C \epsilon^3) \|y_0^M\|_{L_t^2} \]
\[ \leq \rho_2 \|y_0^H\|_{L_t^2}^2 + \epsilon (1 - \delta \epsilon^2) \|y_0^M\|_{L_t^2}. \]  
(5-26)

Let us now study the case where (5-25) holds. Let us define
\[ b := y_0^M. \]  
(5-27)

Then, from (5-20), (5-22), (5-23) and (5-25), we get
\[ \|y_1(t)\|_B \leq \|S(t)\|_{L_t^2} + \epsilon \|y_0^H\|_{L_t^2} \leq C \epsilon^{1/3} \|b\|_{L_t^2}. \]  
(5-29)

which shows that \( y_2(\cdot) \) is close to \( S(\cdot)y_0^M \). Let \( z : [0, T] \to L^2(0, L) \) be the solution to the Cauchy problem
\[
\begin{cases}
z_{1t} + z_{1xxx} + z_{1x} = 0 & \text{in } (0, T) \times (0, L), \\
z_1(t, 0) = z_1(t, L) = 0 & \text{on } (0, T), \\
z_{1x}(t, L) = v(t, b/\|b\|_{L_t^2}) & \text{on } (0, T), \\
z_1(0, x) = 0 & \text{on } (0, L).
\end{cases}
\]  
(5-30)

From (P₃), we know that \( z_1(T) = 0 \). Moreover, Lemma 3 tells us that
\[ \|z_1(t)\|_B \leq C \left\| v \left( t, \frac{b}{\|b\|_{L_t^2}} \right) \right\|_{L_t^2} \leq C. \]  
(5-31)

Let us define \( w_1 \) by
\[ w_1 := y_1 - S(t)y_0^H - \epsilon \|b\|_{L_t^2}^{1/2} z_1. \]  
(5-32)

Then \( w_1 \) is the solution to the Cauchy problem
\[
\begin{cases}
w_{1t} + w_{1xxx} + w_{1x} + P_H ((y_1 + y_2)(y_1 + y_2)_x) = 0, \\
w_1(t, 0) = w_1(t, L) = 0, \\
w_{1x}(t, L) = \epsilon \left( \|y_2(t)\|_{L_t^2}^{1/2} v(t, S(-t)y_2(t)/\|y_2(t)\|_{L_t^2}) - \|b\|_{L_t^2}^{1/2} v(t, b/\|b\|_{L_t^2}) \right) = 0, \\
w_1(0, x) = 0.
\end{cases}
\]  
(5-33)
By Lemma 3, we get
\[ \|w_1\|_B \leq C \left\| \mathcal{P}_H \left( (y_1 + y_2)(y_1 + y_2)_x \right) \right\|_{L^1_t L^2_x} + \varepsilon C \left\| \left( \|y_2(t)\|_{L^2_x}^{1/2} v\left( t, \frac{S(-t)y_2(t)}{\|y_2(t)\|_{L^2_x}} \right) - \|b\|_{L^2_x}^{1/2} v\left( t, \frac{b}{\|b\|_{L^2_x}} \right) \right) \right\|_{L^1_t L^2_x}. \]  
(5-34)

Note that (5-29) ensures that the right-hand side of (5-34) is of order $\varepsilon^2$. Indeed, for the first term of the right-hand side of inequality (5-34), we have, using (5-19), (5-28) and (5-29),
\[ C \left\| \mathcal{P}_H \left( (y_1 + y_2)(y_1 + y_2)_x \right) \right\|_{L^1_t L^2_x} \leq C \|y_1 + y_2\|_B^2 \leq C \varepsilon^{4/3} \|b\|_{L^2_x} + C \|b\|_{L^2_x} \leq C \|b\|_{L^2_x}^{1/2} \|b\|_{L^2_x}^{1/2} \leq C \varepsilon^{6/3} \|b\|_{L^2_x}^{1/2}. \]  
(5-35)

For the second term of the right-hand side of inequality (5-34), by (4-14), the Lipschitz condition (4-3) on $v$ and (5-29), we get, for every $t \in [0, T]$,
\begin{align*}
\left\| \|b\|_{L^2_x}^{1/2} \left( v\left( t, \frac{b}{\|b\|_{L^2_x}} \right) - v\left( t, \frac{S(-t)y_2(t)}{\|y_2(t)\|_{L^2_x}} \right) \right) \right\| & \leq C \|b\|_{L^2_x}^{1/2} \left\| \left( \frac{b}{\|b\|_{L^2_x}} - \frac{S(-t)y_2(t)}{\|y_2(t)\|_{L^2_x}} \right) \right\|_{L^2_x} \\
& \leq C \|b\|_{L^2_x}^{-1/2} \|y_2(t)\|_{L^2_x} \left( \|y_2(t)\|_{L^2_x} \|b - S(-t)y_2(t)\|_{L^2_x} + \|S(-t)y_2(t)\|_{L^2_x} \right) \|y_2(t)\|_{L^2_x} \|b\|_{L^2_x} \\
& \leq C \varepsilon^{4/3} \|b\|_{L^2_x}^{1/2}. 
\end{align*}
(5-36)

and
\[ \left\| \left( \|y_2(t)\|_{L^2_x}^{1/2} - \|b\|_{L^2_x}^{1/2} \right) v\left( t, \frac{S(-t)y_2(t)}{\|y_2(t)\|_{L^2_x}} \right) \right\| \leq C \varepsilon^{4/3} \|b\|_{L^2_x}^{1/2}. \]  
(5-37)

Combining (5-35)–(5-37), we obtain the following estimate on $w_1$:
\[ \|w_1\|_B \leq C \varepsilon^2 \|b\|_{L^2_x}^{1/2}. \]  
(5-38)

We fix
\[ \rho_3 \in (\rho_1, \rho_2). \]  
(5-39)

Then, by (5-32), $(P_1)$ and the fact that $z_1(T) = 0$, we get
\[ \|y_1(T)\|_{L^2_x}^2 \leq \rho_3 \|y_0\|_{L^2_x}^2 + C \varepsilon^4 \|b\|_{L^2_x} \]  
(5-40)

We then come to the estimate of $y_2$. Let $\tau_1(t) := S(t)y_0^H$ and let $\tau_2 : [0, T] \to L^2(0, L)$ and $\tau_2 : [0, T] \to L^2(0, L)$ be the solutions to the Cauchy problems
\begin{align}
\tau_2(t, x) &= \tau_2(t, L) = 0, \\
\tau_2(0, x) &= 0, \\
\tau_2(x, t) &= \tau_2(x, t). 
\end{align}
(5-41)
and

\[
\begin{aligned}
\begin{cases}
  z_{2t} + z_{2xx} + z_{2x} + P_M(z_1 z_{1x}) = 0, \\
  z_2(t, 0) = z_2(t, L) = 0, \\
  \tau_2(t) = \tau_2(t, L) = 0, \\
  \tau_2(0, x) = 0.
\end{cases}
\end{aligned}
\tag{5-42}
\]

Lemmas 3 and 17, (5-25) and (5-28) show us that

\[
\| \tau_2 \|_B \leq C \| P_M(\tau_1 y_{1x} + \tau_1 x_1) \|_{L^1_t L^2_x} \\
\leq C \| \tau_1 \|_B (\| y_1 \|_B + \| \tau_1 \|_B) \\
\leq C \epsilon^{2/3} \| b \|_{L^2_t}^{1/2} \| y_0 \|_{L^2_x}
\tag{5-43}
\]

and

\[
\| z_2 \|_B \leq \| z_1 \|_B^2 \leq C. \tag{5-44}
\]

From (P_3), (5-30) and (5-42), we get

\[
\langle z_2(T), S(T) b \rangle_{(L^2_t, L^2_x)} < -2\delta \| b \|_{L^2_x}. \tag{5-45}
\]

Hence

\[
\| S(T) b + \epsilon^2 \|_{L^2_t}^2 \| z_2(T) \|_{L^2_x} = \left( (S(T) b + \epsilon^2 \|_{L^2_t}^2 z_2(T), S(T) b + \epsilon^2 \|_{L^2_t}^2 z_2(T) )_{(L^2_t, L^2_x)} \right)^{1/2} \\
\leq \left( \| b \|_{L^2_t}^2 + \epsilon^4 \| b \|_{L^2_t}^2 C_{1/2} + 4\delta \epsilon^2 \| b \|_{L^2_t}^2 \right)^{1/2} \\
\leq \| b \|_{L^2_t}^2 (1 - 2\delta \epsilon^2 + C \epsilon^4). \tag{5-46}
\]

Let us define \( w_2 : [0, T] \rightarrow L^2(0, L) \) by

\[
w_2 := y_2 - \tau_2 - \epsilon^2 \| b \|_{L^2_t}^2 z_2 - S(t) b. \tag{5-47}
\]

Then, from (3-15), (5-41) and (5-42), we get that

\[
w_{2t} = y_{2t} - \tau_{2t} - \epsilon^2 \| b \|_{L^2_t}^2 z_{2t} - (S(t) b)_t \\
= -w_{2x} - w_{2xxx} - P_M((y_1 + y_2)(y_1 + y_2)_x) + P_M(\tau_1 y_{1x} + \tau_1 x_1 y_1) - P_M(\tau_1 \tau_{1x}) + \epsilon^2 \| b \|_{L^2_t}^2 P_M(z_1 z_{1x}) \\
= -w_{2x} - w_{2xxx} - \epsilon^2 \| b \|_{L^2_t}^{1/2} P_M(w_1 z_{1x} + w_{1x} z_1) - P_M(w_1 w_{1x}) - P_M(y_1 y_{2x} + y_2 y_{1x} + y_2 y_{2x}).
\]

Hence, \( w_2 \) is the solution to the Cauchy problem

\[
\begin{aligned}
\begin{cases}
  w_{2t} + w_{2xxx} + w_{2x} + \epsilon \| b \|_{L^2_t}^{1/2} P_M(w_1 z_{1x} + w_{1x} z_1) + P_M(w_1 w_{1x}) + P_M(y_1 y_{2x} + y_2 y_{1x} + y_2 y_{2x}) = 0, \\
  w_2(t, 0) = w_2(t, L) = 0, \\
  w_{2x}(t, L) = 0, \\
  w_2(0, x) = 0.
\end{cases}
\end{aligned} \tag{5-48}
\]
From Lemmas 3 and 17, Proposition 15, (5-19), (5-25) and (5-38), we get
\[
\lVert w_2 \rVert_{L_*^1} \leq C \varepsilon \lVert b \rVert_{L_*^2}^{1/2} \lVert P_M(w_1 z_1 + w_{1x} z_1) \rVert_{L_*^1 L_*^2} + C \lVert P_M(w_1 w_{1x}) \rVert_{L_*^1 L_*^2} \\
+ C \lVert P_M(y_1 y_{2x} + y_2 y_{1x} + y_2 y_{2x}) \rVert_{L_*^1 L_*^2}
\]
\[
\leq C \varepsilon \lVert b \rVert_{L_*^2}^{1/2} \varepsilon^2 \lVert b \rVert_{L_*^2}^{1/2} + C \varepsilon^4 \lVert b \rVert_{L_*^2} + C (\lVert y_0^H \rVert_{L_*^2}^2 + \lVert y_0^M \rVert_{L_*^2})^{3/2}
\]
\[
\leq C \varepsilon^3 \lVert b \rVert_{L_*^2}. \tag{5-49}
\]
We can now estimate \( y_2(T) \) from (5-43), (5-46), (5-47) and (5-49):
\[
\lVert y_2(T) \rVert_{L_*^2} = \lVert w_2(T) + \tau_2(T) + \varepsilon^2 \lVert b \rVert_{L_*^2} z_2(T) + S(T) b \rVert_{L_*^2}
\]
\[
\leq \lVert b \rVert_{L_*^2} (C \varepsilon^3 + 1 - 2 \delta \varepsilon^2 + C \varepsilon^4) + C \varepsilon^{2/3} \lVert b \rVert_{L_*^2}^{1/2} \lVert y_0^H \rVert_{L_*^2}. \tag{5-50}
\]
Combining (5-27), (5-39), (5-40) and (5-50), we get the existence of \( \varepsilon_3 > 0 \) such that, for every \( \varepsilon \in (0, \varepsilon_3] \),
\[
\lVert y_1(T) \rVert_{L_*^2}^2 + \varepsilon \lVert y_2(T) \rVert_{L_*^2}^{1/2} + \varepsilon (\lVert b \rVert_{L_*^2}^2 (C \varepsilon^3 + 1 - 2 \delta \varepsilon^2 + C \varepsilon^4) + C \varepsilon^{2/3} \lVert b \rVert_{L_*^2}^{1/2} \lVert y_0^H \rVert_{L_*^2})
\]
\[
\leq \rho_3 \lVert y_0^H \rVert_{L_*^2}^2 + C \varepsilon^4 \lVert b \rVert_{L_*^2} + \varepsilon^2 (\lVert b \rVert_{L_*^2} (C \varepsilon^3 + 1 - 2 \delta \varepsilon^2 + C \varepsilon^4) + C \varepsilon^{2/3} \lVert b \rVert_{L_*^2}^{1/2} \lVert y_0^H \rVert_{L_*^2})
\]
\[
\leq \rho_2 \lVert y_0^H \rVert_{L_*^2}^2 + \varepsilon (1 - \delta \varepsilon^2) \lVert y_0^M \rVert_{L_*^2}. \tag{5-51}
\]
This concludes the proof of Proposition 16.

\[\square\]

Appendix A: Proof of Proposition 9

Proof of Proposition 9. It is clear that, if \((y_1, y_2)\) is a solution to (3-15), then \(y\) is solution to (3-7). Let us assume that \(y\) is a solution to the Cauchy problem (3-7). Then, by Definition 4, for every \(\tau \in [s, T]\) and for every \(\phi \in C^3([s, \tau] \times [0, L])\) satisfying
\[
\phi(t, 0) = \phi(t, L) = \phi_x(t, 0) = 0 \quad \forall t \in [s, \tau], \tag{A-1}
\]
we have
\[
-\int_s^\tau \int_0^L (\phi_t + \phi_x + \phi_{xxx}) y \, dx \, dt - \int_s^\tau u(t, y(t, \cdot)) \phi_x(t, L) \, dt + \int_s^\tau \int_0^L \phi y y_x \, dx \, dt
\]
\[
+ \int_0^L \int_0^\tau y(t, x) \phi(t, x) \, dx \, dt - \int_0^L y_0 \phi(s, x) \, dx = 0. \tag{A-2}
\]

Let us denote by \(\phi_1\) and \(\phi_2\) the projections of \(\phi\) on \(H\) and \(M\) respectively: \(\phi_1 := P_H(\phi), \, \phi_2 := P_M(\phi)\). Because \(M\) is spanned by \(\varphi_j^1\) and \(\varphi_j^2, \, j \in \{1, \ldots, n\}\), which are of class \(C^\infty\) and satisfy
\[
\varphi_1^j(0) = \varphi_1^j(L) = \varphi_{1x}^j(0) = \varphi_{1x}^j(L) = 0,
\]
\[
\varphi_2^j(0) = \varphi_2^j(L) = \varphi_{2x}^j(0) = \varphi_{2x}^j(L) = 0,
\]
the functions \(\phi_1, \phi_2 \in C^3([s, \tau] \times [0, L])\) and satisfy
\[
\phi_1(t, 0) = \phi_1(t, L) = \phi_{1x}(t, 0) = 0 \quad \forall t \in [s, \tau], \tag{A-3}
\]
\[
\phi_2(t, 0) = \phi_2(t, L) = \phi_{2x}(t, 0) = \phi_{2x}(t, L) = 0 \quad \forall t \in [s, \tau]. \tag{A-4}
\]
Using \((A-2)\) for \(\phi = \phi_2\) in \((A-2)\) together with \((A-4)\), we get
\[
-\int_s^\tau \int_0^L (\phi_{2t} + \phi_{2x} + \phi_{2xxx}) y \, dx \, dt + \int_s^\tau \int_0^L \phi_2 y y_x \, dx \, dt \\
+ \int_0^L y(\tau, x) \phi_2(\tau, x) \, dx - \int_0^L y_0 \phi_2(s, x) \, dx = 0, \quad (A-5)
\]
which, combined with the fact that \(\phi_{2t} + \phi_{2x} + \phi_{2xxx} \in M\), gives
\[
-\int_s^\tau \int_0^L (\phi_{t} + \phi_{x} + \phi_{xxx}) y_2 \, dx \, dt + \int_s^\tau \int_0^L \phi_2 P_M(y y_x) \, dx \, dt \\
+ \int_0^L y_2(\tau, x) \phi_2(\tau, x) \, dx - \int_0^L P_M(y_0) \phi_2(s, x) \, dx = 0. \quad (A-6)
\]
Simple integrations by parts show that \(\phi_1 + \phi_{1xxx} \in M = H\). Since, \(\phi_1\) and \(\phi_{1t}\) are also in \(H\), we get from \((A-6)\) that
\[
-\int_s^\tau \int_0^L (\phi_t + \phi_x + \phi_{xxx}) y_2 \, dx \, dt + \int_s^\tau \int_0^L \phi_2 P_M(y y_x) \, dx \, dt \\
+ \int_0^L y_2(\tau, x) \phi(\tau, x) \, dx - \int_0^L P_M(y_0) \phi(s, x) \, dx = 0, \quad (A-7)
\]
which is exactly the definition of a solution of the \(y_2\)-part of the linear KdV system \((3-15)\). We then combine \((A-2)\) and \((A-7)\) to get
\[
-\int_s^\tau \int_0^L (\phi_t + \phi_x + \phi_{xxx}) y_1 \, dx \, dt - \int_s^\tau u(t, y(t, \cdot)) \phi_x(t, L) \, dt + \int_s^\tau \int_0^L \phi_2 P_H(y y_x) \, dx \, dt \\
+ \int_0^L y_1(\tau, x) \phi(\tau, x) \, dx - \int_0^L P_H(y_0) \phi(0, x) \, dx = 0, \quad (A-8)
\]
and we get the definition of a solution to the \(y_1\)-part of the linear KdV system \((3-15)\). This concludes the proof of Proposition 9.

\[\square\]

Appendix B: Proofs of Theorems 7 and 8

Our strategy to prove Theorem 7 is to prove first the existence of a solution for small times and then to use some a priori estimates to control the \(L^2_L\)-norm of the solution with which we can extend the solution to a longer time, and to continue until the solution blows up. We start by proving the following lemma.

**Lemma 18.** Let \(C_2 > 0\) be as in Lemma 3 for \(T_2 - T_1 = 1\). Assume that \(u\) is a Carathéodory function and that, for every \(R > 0\), there exists \(K(R) > 0\) such that
\[
\left(\|y\|_{L^2_L} \leq R \quad \text{and} \quad \|z\|_{L^2_L} \leq R\right) \implies \left(\|u(t, y) - u(t, z)\| \leq K(R)\|y - z\|_{L^2_L} \quad \forall t \in \mathbb{R}\right). \quad (B-1)
\]
Then, for every \(R \in (0, +\infty)\), there exists a time \(T(R) > 0\) such that, for every \(s \in \mathbb{R}\) and for every \(y_0 \in L^2(0, L)\) with \(\|y_0\|_{L^2_L} \leq R\), the Cauchy problem \((3-7)\) has one and only one solution \(y\) on \([s, s + T(R)]\). Moreover, this solution satisfies
\[
\|y\|_{B_{s, s + T(R)}} \leq C_R := 3C_2 R. \quad (B-2)
\]
Proof of Lemma 18. Let us first point out that it follows from our choice of $C_2$ and Lemma 3 that, for every $-\infty < T_1 < T_2 < +\infty$ such that $T_2 - T_1 \leq 1$, for every solution $y$ of problem (2-1), estimation (2-12) holds.

Let $y_0 \in L^2(0, L)$ be such that
\[
\|y_0\|_{L^2_t} \leq R. \tag{B-3}
\]

Let us define $B_1$ by
\[
B_1 := \{ y \in B_{s,s+T(R)} : \|y\|_{B_{s,s+T(R)}} \leq C_R \}.
\]
The set $B_1$ is a closed subset of $B_{s,s+T(R)}$. For every $y \in B_1$, we define $\Psi(y)$ as the solution of (2-1) with $\tilde{h} := -y\dot{y}_x$, $h(t) := u(t, y(t, \cdot))$ and $y_0 := y_0$. Let us prove that, for $T(R)$ small enough, the smallness being independent of $y_0$ provided that it satisfies (B-3), we have
\[
\Psi(B_1) \subset B_1. \tag{B-4}
\]

Indeed for $y \in B_1$, by Lemmas 3 and 17, we have, if $T(R) \leq 1$,
\[
\|\Psi(y)\|_B \leq C_2\left(\|y_0\|_{L^1_t} + \|h\|_{L^2_t} + \|\tilde{h}\|_{L^1(0,T;L^2(0,L))}\right)
\leq C_2\left(\|y_0\|_{L^1_t} + \|u(t, y(t, \cdot))\|_{L^2_t} + \|y\dot{y}_x\|_{L^1(0,x,T(R);L^2(0,L))}\right)
\leq C_2\left(R + C_B(C_R)T(R)^{1/2} + c_4T(R)^{1/4}\|y\|_{B}^2\right). \tag{B-5}
\]

In (B-5) and until the end of the proof of Lemma 18, for ease of notation, we simply write $\|\cdot\|_B$ for $\|\cdot\|_{B_{s,s+T(R)}}$. From (B-5), we get that, if
\[
T(R) \leq \min\left\{\left(\frac{R}{C_B(C_R)}\right)^2, \left(\frac{1}{9c_4C_2^2R}\right)^4, 1\right\}, \tag{B-6}
\]
then (B-4) holds. From now on, we assume that (B-6) holds.

Note that every $y \in B_1$ such that $\Psi(y) = y$ is a solution of (3-7). In order to use the Banach fixed point theorem, it remains to estimate $\|\Psi(y) - \Psi(z)\|_B$. We know that $\Psi(y) - \Psi(z)$ is the solution of equation (2-1) with $T_1 := s$, $T_2 = s + T(R)$, $\tilde{h} := -y\dot{y}_x + z\dot{z}_x$, $h(t) := u(t, y(t, \cdot)) - u(t, z(t, \cdot))$ and $y_0 := 0$. Hence, from Lemmas 3 and 17 and (B-1), we get
\[
\|\Psi(y) - \Psi(z)\|_B \leq C_2\left(\|y_0\|_{L^1_t} + \|h\|_{L^2_t} + \|\tilde{h}\|_{L^1(0,T;L^2(0,L))}\right)
\leq C_2\left(0 + T(R)^{1/2}K(C_R)\|y - z\|_B + c_4T(R)^{1/4}\|y - z\|_B\right)
\leq C_2\|y - z\|_B\left(T(R)^{1/2}K(C_R) + 2c_4T(R)^{1/4}C_R\right),
\]
which shows that, if
\[
T(R) \leq \min\left\{\left(\frac{1}{12c_4C_2^2R}\right)^4, \left(\frac{1}{4C_2K(3C_2R)}\right)^2\right\}, \tag{B-7}
\]
then,
\[
\|\Psi(y) - \Psi(z)\|_B \leq \frac{3}{4}\|y - z\|_B.
\]
Hence, by the Banach fixed point theorem, there exists \( y \in B_1 \) such that \( \Psi(y) = y \), which is the solution that we are looking for. We define \( T(R) \) as

\[
T(R) := \min \left\{ \left( \frac{R}{C_B(3C_2R)} \right)^2, \left( \frac{1}{12C_4C_2^2R} \right)^4, \left( \frac{1}{4C_2K(3C_2R)} \right)^2, 1 \right\}.
\] (B-8)

It only remains to prove the uniqueness of the solution to the Cauchy problem (3-7) (the above proof gives only the uniqueness in the set \( B_1 \)). Clearly it suffices to prove that two solutions to (3-6) which are equal at a time \( \tau \) are equal in a neighborhood of \( \tau \) in \([\tau, +\infty)\). This property follows from the above proof and from the fact that, for every solution \( y : [\tau, \tau_1] \rightarrow L^2(0, L) \) of (3-7), if \( T > 0 \) is small enough (the smallness depending on \( y \)),

\[
\|y\|_{B_\tau, \tau+T} \leq 3C_2 \|y(\tau)\|_{L^2_L}. \] (B-9)

This concludes the proof of Lemma 18.

Proceeding similarly to the proof of Lemma 18, one can get the following lemma concerning the Cauchy problem (2-13).

**Lemma 19.** Let \( C_2 > 0 \) be as in Lemma 3 for \( T_2 - T_1 = 1 \). Given \( R, M > 0 \), there exists \( T(R, M) > 0 \) such that, for every \( s \in \mathbb{R} \), for every \( y_0 \in L^2(0, L) \) with \( \|y_0\|_{L^2_L} \leq R \), and for every measurable \( H : (s, s + T(R, M)) \rightarrow \mathbb{R} \) such that \( |H(t)| \leq M \) for every \( t \in (s, s + T(R, M)) \), the Cauchy problem

\[
\begin{cases}
y_t + y_{xxx} + y_x + yy_x = 0 & \text{in } (s, s + T(R, M)) \times (0, L), \\
y(t, 0) = y(t, L) = 0 & \text{on } (s, s + T(R, M)), \\
y_x(t, L) = H(t) & \text{on } (s, s + T(R, M)), \\
y(s, x) = y_0(x) & \text{on } (0, L)
\end{cases}
\] (B-10)

has one and only one solution \( y \) on \([s, s + T(R, M)]\). Moreover, this solution satisfies

\[
\|y\|_{B_{s,s+T(R,M)}} \leq 3C_2 R. \] (B-11)

We are now in position to prove Theorem 7.

**Proof of Theorem 7.** The uniqueness follows from the proof of the uniqueness part of Lemma 18. Let us give the proof of the existence. Let \( y_0 \in L^2(0, L) \), let \( s \in \mathbb{R} \) and let \( T_0 := T(\|y_0\|_{L^2_L}) \). By Lemma 18, there exists a solution \( y \in B_{s,s+T_0} \) to the Cauchy problem (3-7). Hence, together with the uniqueness of the solution, we can find a maximal solution \( y : D(y) \rightarrow L^2(0, L) \) with \([s, s + T_0] \subset D(y)\). By the maximality of the solution \( y \) and Lemma 18, there exists \( \tau \in [s + T_0, +\infty) \) such that \( D(y) = [s, \tau] \). Let us assume that \( \tau < +\infty \) and that (3-12) does not hold. Then there exist an increasing sequence \((t_n)_{n \in \mathbb{N}}\) of real numbers in \((s, \tau)\) and \( R \in (0, +\infty) \) such that

\[
\lim_{n \to +\infty} t_n = \tau, \quad \|y(t_n)\|_{L^2_L} \leq R \quad \forall n \in \mathbb{N}. \] (B-12) (B-13)
By (B-12), there exists \( n_0 \in \mathbb{N} \) such that
\[
t_n \geq \tau - \frac{1}{2} T(R).
\] (B-14)

From Lemma 18, there is a solution \( z : [t_n, t_n + T(R)] \rightarrow L^2(0, L) \) of (3-7) for the initial time \( s := t_n \) and the initial data \( z(t_n) := y(t_n) \). Let us then define \( \tilde{y} : [s, t_n + T(R)] \rightarrow L^2(0, L) \) by
\[
\tilde{y}(t) := y(t) \quad \forall t \in [s, t_n], \\
\tilde{y}(t) := z(t) \quad \forall t \in [t_n, t_n + T(R)].
\] (B-15) (B-16)

Then \( \tilde{y} \) is also a solution to the Cauchy problem (3-7). By the uniqueness of this solution, we have \( y = \tilde{y} \) on \( D(y) \cap D(\tilde{y}) \). However, from (B-14), we have that \( D(y) \subsetneq D(\tilde{y}) \), in contradiction with the maximality of \( y \).

Finally, we prove that, if \( C(R) \) satisfies (3-13), then, for the maximal solution \( y \) to (3-7), we have \( D(y) = [s, +\infty) \). We argue by contradiction and therefore assume that the maximal solution \( y \) is such that \( D(y) = [s, \tau) \) with \( \tau < +\infty \). Then (3-12) holds. Let us estimate \( \|y(t)\|_{L^2_t} \) when \( t \) tends to \( \tau^− \). We define the energy \( E : [s, \tau) \rightarrow [0, +\infty) \) by
\[
E(t) := \int_0^L |y(t, x)|^2 \, dx.
\] (B-17)

Then \( E \in C^0([s, \tau)) \) and, in the distribution sense, it satisfies
\[
\frac{dE}{dt} \leq |u(t, y(t, \cdot))|^2 \leq C_B^2(\sqrt{E}).
\] (B-18)

(We get such an estimate first in the classical sense for regular initial data and regular boundary conditions \( y_x(t, L) = \varphi(t) \) with the related compatibility conditions; the general case then follows from this special case by smoothing the initial data and the boundary conditions, by passing to the limit, and by using the uniqueness of the solution.) From (3-12) and (B-18), we get
\[
\frac{1}{2} \int_0^{+\infty} \frac{1}{C_B^2(\sqrt{E})} \, dE < +\infty.
\] (B-19)

However the left-hand side of (B-19) is equal to the left-hand side of (3-13). Hence (3-13) and (B-19) are in contradiction. This completes the proof of Theorem 7.

The proof of Theorem 8 is more difficult. For this proof, we adapt a strategy introduced by Carathéodory to solve ordinary differential equations \( \dot{y} = f(t, y) \) when \( f \) is not smooth. Roughly speaking it consists in solving \( \dot{y} = f(t, y(t - h)) \), where \( h \) is a positive time-delay, and then letting \( h \) tend to 0. Here we do not put the time-delay on \( y \) (it does not seem to be possible) but only on the feedback law: \( u(t, y(t)) \) is replaced by \( u(t, y(t - h)) \).

**Proof of Theorem 8.** Let us define \( H : [0, +\infty) \rightarrow [0, +\infty) \) by
\[
H(a) := \int_0^a \frac{1}{(C_B(\sqrt{E}))^2} \, dE = 2 \int_0^{\sqrt{a}} \frac{R}{(C_B(R))^2} \, dR.
\] (B-20)
From (3-13), we know that \( H \) is a bijection from \([0, +\infty)\) into \([0, +\infty)\). We denote by \( H^{-1} : [0, +\infty) \rightarrow [0, +\infty) \) the inverse of this map.

For a given \( y_0 \in L^2(0, L) \) and \( s \in \mathbb{R} \), let us prove that there exists a solution \( y \) defined on \([s, +\infty)\) to the Cauchy problem (3-7), which also satisfies

\[
\|y(t)\|^2_{L^2(0,L)} \leq H^{-1}(H(\|y(s)\|^2_{L^2}) + (t-s)) < +\infty \quad \forall t \in [s, +\infty).
\] (B-21)

Let \( n \in \mathbb{N}^* \). Let us consider the Cauchy system on \([s, s+1/n]\)

\[
\begin{align*}
  y_t + y_{xxx} + y_x + yy_x &= 0 & \text{in } (s, s+(1/n)) \times (0, L), \\
  y(t, 0) = y(t, L) &= 0 & \text{on } (s, s+(1/n)), \\
  y_x(t, L) &= u(t, y_0) & \text{on } (s, s+(1/n)), \\
  y(s, x) &= y_0(x) & \text{on } (0, L).
\end{align*}
\] (B-22)

By Theorem 7 applied with the feedback law \((t, y) \mapsto u(t, y_0)\) (a measurable bounded feedback law which now does not depend on \( y \) and therefore satisfies (3-11)), the Cauchy problem (B-22) has one and only one solution \( y \). Let us now consider the Cauchy problem on \([s+(1/n), s+(2/n)]\)

\[
\begin{align*}
  y_t + y_{xxx} + y_x + yy_x &= 0 & \text{in } (s+(1/n), s+(2/n)) \times (0, L), \\
  y(t, 0) = y(t, L) &= 0 & \text{on } (s+(1/n), s+(2/n)), \\
  y_x(t, L) &= u(t, y(t-(1/n))) & \text{on } (s+(1/n), s+(2/n)), \\
  y(s, x) &= y_0(x) & \text{on } (0, L).
\end{align*}
\] (B-23)

As for (B-22), this Cauchy problem has one and only one solution, which we still denote by \( y \). We keep going and, by induction on the integer \( i \), define \( y \in C^0([s, +\infty); L^2(0, L)) \) so that, on \([s+(i/n), s+((i+1)/n)]\), \( i \in \mathbb{N} \setminus \{0\} \), we have \( y \) is the solution to the Cauchy problem

\[
\begin{align*}
  y_t + y_{xxx} + y_x + yy_x &= 0 & \text{in } (s+(i/n), s+((i+1)/n)) \times (0, L), \\
  y(t, 0) = y(t, L) &= 0 & \text{on } (s+(i/n), s+((i+1)/n)), \\
  y_x(t, L) &= u(t, y(t-(1/n))) & \text{on } (s+(i/n), s+((i+1)/n)), \\
  y(s+(i/n)) &= y(s+(i/n)-0) & \text{on } (0, L),
\end{align*}
\] (B-24)

where, in the last equation, we mean that the initial value, i.e., the value at time \((s+(i/n))\), is the value at time \((s+(i/n))\) of the \( y \) defined previously on \([s+((i-1)/n)), s+(i/n)]\).

Again, we let, for \( t \in [s, +\infty)\),

\[
E(t) := \int_0^L |y(t, x)|^2 \, dx.
\] (B-25)

Then \( E \in C^0([s, +\infty)) \) and, in the distribution sense, it satisfies (compare with (B-18))

\[
\frac{dE}{dt} \leq |u(t, y_0)|^2 \leq C_B^2(\sqrt{E(s)}), \quad t \in (s, s+(1/n)),
\] (B-26)

\[
\frac{dE}{dt} \leq |u(t, y(t-(1/n)))|^2 \leq C_B^2(\sqrt{E(t-(1/n))}), \quad t \in (s+(i/n), s+((i+1)/n)), \quad i > 0.
\] (B-27)
Let $\varphi : [0, +\infty) \to [0, +\infty)$ be the solution of
\[
\frac{d\varphi}{dt} = C^2_B(\sqrt{\varphi(t)}), \quad \varphi(s) = E(s).
\] (B-28)

Using (B-26)–(B-28) and simple comparison arguments, one gets
\[
E(t) \leq \varphi(t) \quad \forall t \in [s, +\infty),
\] (B-29)
that is,
\[
E(t) \leq H^{-1}(H(E(s)) + (t - s)) \quad \forall t \in [s, +\infty).
\] (B-30)

We now want to let $n \to +\infty$. In order to show the dependence on $n$, we write $y^n$ instead of $y$. In particular (B-30) becomes
\[
\|y^n(t)\|^2_{L^2(0,L)} \leq H^{-1}(H(\|y_0(s)\|^2_{L^2}) + (t - s)) \quad \forall t \in [s, +\infty).
\] (B-31)

From Lemma 19, (B-31) and the construction of $y^n$, we get that, for every $T > s$, there exists $M(T) > 0$ such that
\[
\|y^n\|_{\mathcal{B}_{s,T}} \leq M(T) \quad \forall n \in \mathbb{N}.
\] (B-32)

Hence, upon extracting a subsequence of $(y^n)_n$, which we still denote by $(y^n)_n$, there exists
\[
y \in L^\infty_{loc}([s, +\infty); L^2(0, L)) \cap L^2_{loc}([s, +\infty); H^1(0, L))
\] (B-33)
such that, for every $T > s$,
\[
y^n \to y \quad \text{in } L^\infty(s, T; L^2(0, L)) \text{ weak } \ast \text{ as } n \to +\infty,
\] (B-34)
\[
y^n \to y \quad \text{in } L^2(s, T; H^1(0, L)) \text{ weak as } n \to +\infty.
\] (B-35)

Let us define $z^n : [s, s + +\infty) \times (0, L) \to \mathbb{R}$ and $y^n : [s, +\infty) \to \mathbb{R}$ by
\[
z^n(t) := y_0 \quad \forall t \in [s, s + (1/n)],
\] (B-36)
\[
z^n(t) := y^n(t - (1/n)) \quad \forall t \in (s + (1/n), +\infty),
\] (B-37)
\[
y^n(t) := u(t, z^n) \quad \forall t \in [s, +\infty).
\] (B-38)

Note that $y^n$ is the solution to the Cauchy problem
\[
\begin{aligned}
y^n_t + y^n_{xxx} + y^n_x + y^n y^n_x &= 0 & \text{in } (s, +\infty) \times (0, L),
y^n(t, 0) &= y^n(t, L) = 0 & \text{on } (s, +\infty),
y^n_x(t, L) &= y^n(t) & \text{on } (s, +\infty),
y^n(x, s) &= y_0(x) & \text{on } (0, L).
\end{aligned}
\] (B-39)

From (B-32) and the first line of (B-39), we get that
\[
\forall T > 0, \quad \left(\frac{d}{dt} y^n\right)_{n \in \mathbb{N}} \text{ is bounded in } L^2(s, s + T; H^{-2}(0, L)).
\] (B-40)
From (B-34), (B-35), (B-40) and the Aubin-Lions lemma [Aubin 1963], we get

\[ y^n \to y \text{ in } L^2(s, T; L^2(0, L)) \text{ as } n \to +\infty \quad \forall T > s. \] (B-41)

From (B-41) we know that, upon extracting a subsequence if necessary, still denoted by \((y^n)_n\),

\[ \lim_{n \to +\infty} \| y^n(t) - y(t) \|_{L^2_L} = 0 \quad \text{for almost every } t \in (s, +\infty). \] (B-42)

Letting \(n \to +\infty\) in inequality (B-30) for \(y^n\) and using (B-42), we get

\[ \| y(t) \|_{L^2(0, L)}^2 \leq H^{-1}(H(\|y_0\|_{L^2_L}^2) + (t - s)) \quad \text{for almost every } t \in (0, +\infty). \] (B-43)

Note that, for every \(T > s\),

\[ \| z^n - y \|_{L^2((s,T);L^2_L)} \leq \frac{1}{\sqrt{n}} \| y_0 \|_{L^2_L} + \| y^n(\cdot - (1/n)) - y(\cdot - (1/n)) \|_{L^2(s+(1/n),T; L^2(0, L))} + \| y(\cdot - (1/n)) - y(\cdot) \|_{L^2(s+(1/n),T; L^2(0, L))} + \| y(\cdot) \|_{L^2(s+(1/n),T; L^2(0, L))}. \] (B-44)

From (B-36), (B-37), (B-41) and (B-44), we get

\[ z^n \to y \text{ in } L^2(s, T; L^2(0, L)) \text{ as } n \to +\infty \quad \forall T > s. \] (B-45)

Extracting, if necessary, from the sequence \((z^n)_n\) a subsequence, still denoted by \((z^n)_n\), and using (B-45), we have

\[ \lim_{n \to +\infty} \| z^n(t) - y(t) \|_{L^2_L} = 0 \quad \text{for almost every } t \in (s, +\infty). \] (B-46)

From (3-1)–(3-3), (B-32), (B-36), (B-37) and (B-46), extracting a subsequence from the sequence \((y^n)_n\) if necessary, still denoted by \((y^n)_n\), we may assume that

\[ y^n \to y(t) := u(t, y(t)) \text{ in } L^\infty(s, T) \text{ weak } \ast \text{ as } n \to +\infty \quad \forall T > s. \] (B-47)

Let us now check that

\[ y \text{ is a solution to the Cauchy problem (3-7).} \] (B-48)

Let \(\tau \in [s, +\infty)\) and let \(\phi \in C^3([s, \tau] \times [0, L])\) be such that

\[ \phi(t, 0) = \phi(t, L) = \phi_x(t, 0) = 0 \quad \forall t \in [T_1, \tau]. \] (B-49)

From (B-39), one has, for every \(n \in \mathbb{N}\),

\[ - \int_{T_1}^T \int_0^L (\phi_t + \phi_x + \phi_{xxx})y^n dx dt - \int_{T_1}^T y^n \phi_x(t, L) dt + \int_{T_1}^T \int_0^L \phi y^n y^n dx dt + \int_0^L y(\tau, x)\phi(\tau, x) dx - \int_0^L y_0 \phi(s, x) dx = 0. \] (B-50)
Let $\tau$ be such that
\[
\lim_{n \to +\infty} \| y^n(\tau) - y(\tau) \|_{L^2} = 0. \tag{B-51}
\]

Let us recall that, by (B-42), (B-51) holds for almost every $\tau \in [s, +\infty)$. Using (B-35), (B-41), (B-47), (B-51) and letting $n \to +\infty$ in (B-50), we get
\[
\begin{align*}
- \int_{T_1}^{T_2} \int_0^L (\phi_t + \phi_x + \phi_{xxx}) y \, dx \, dt - \int_{T_1}^{T_2} u(t, y(t)) \phi_x(t, L) \, dt + \int_{T_1}^{T_2} \int_0^L \phi y y_x \, dx \, dt \\
+ \int_0^L y(\tau, x) \phi(\tau, x) \, dx - \int_0^L y_0 \phi(s, x) \, dx = 0. \tag{B-52}
\end{align*}
\]

Thus $y$ is a solution to (2-1), with $T_1 := s$, $T_2$ arbitrary in $(s, +\infty)$, $\tilde{h} := -yy_x \in L^1([s, T_2] ; L^2(0, L))$ and $h = u(\cdot, y(\cdot)) \in L^2(s, T_2)$. Let us emphasize that, by Lemma 3, it also implies that $y \in B_{s,T}$ for every $T \in (s, +\infty)$. This concludes the proof of (B-48) and of Theorem 8. \hfill \Box

Appendix C: Proof of Proposition 12

Let us first recall that Proposition 12 is due to Eduardo Cerpa if one requires only $u$ to be in $L^2(0, T)$ instead of being in $H^1(0, T)$; see [Cerpa 2007, Proposition 3.1] and [Cerpa and Crépeau 2009a, Proposition 3.1]. In his proof, he uses Lemma 11, the controllability in $H$ with controls $u \in L^2$. Actually, the only place in his proof where the controllability in $H$ is used is on page 887 of [Cerpa 2007] for the construction of $\alpha_1$, where, with the notations of that paper $\Re(y_\lambda), \Im(y_\lambda) \in H$. We notice that $\Re(y_\lambda), \Im(y_\lambda)$ share more regularity and better boundary conditions. Indeed, one has
\[
\begin{align*}
\lambda y_\lambda + y_\lambda' + y_\lambda''' &= 0, \\
y_\lambda(0) &= y_\lambda(L) = 0,
\end{align*}
\]
which implies that
\[
\Re(y_\lambda), \Im(y_\lambda) \in \mathcal{H}^3,
\]
where
\[
\mathcal{H}^3 := H \cap \{ \omega \in H^3(0, L) : \omega(0) = \omega(L) = 0 \}. \tag{C-1}
\]

In order to adapt Cerpa’s proof in the framework of $u \in H^1(0, T)$, it is sufficient to prove the following controllability result in $\mathcal{H}^3$ with control $u \in H^1(0, T)$.

**Proposition 20.** For every $y_0, y_1 \in \mathcal{H}^3$ and for every $T > 0$, there exists a control $u \in H^1(0, T)$ such that the solution $y \in B$ to the Cauchy problem
\[
\begin{align*}
y_t + y_{xxx} + y_x &= 0, \\
y(t, 0) &= y(t, L) = 0, \\
y_x(t, L) &= u(t), \\
y(0, \cdot) &= y_0
\end{align*}
\]
satisfies $y(T, \cdot) = y_1$. 
The proof of Proposition 12 is the same as the one of [Cerpa 2007, Proposition 3.1], with the only difference that one uses Proposition 20 instead of Lemma 11.

**Proof of Proposition 20.** Let us first point out that $0$ is not an eigenvalue of the operator $A$. Indeed this follows from property $(P_2)$, $(1-5)$ and $(1-6)$. Using Lemma 11 and [Tucsnak and Weiss 2009, Proposition 10.3.4] with $\beta = 0$, it suffices to check that

for every $f \in H$, there exists $y \in \mathcal{H}^3$ such that $-y_{xxx} - y_x = f$. (C-2)

Let $f \in H$. We know that there exists $y \in H^3(0, L)$ such that

$-y_{xxx} - y_x = f$, \hspace{1cm} (C-3)

$y(0) = y(L) = y_x(L) = 0$. \hspace{1cm} (C-4)

Simple integrations by parts, together with $(4-11)$, $(4-12)$, $(C-3)$ and $(C-4)$, show that, with $\varphi := \varphi_1 + i \varphi_2$,

\[
0 = \int_0^L f \varphi \, dx = \int_0^L (-y_{xxx} - y_x) \varphi \, dx = \int_0^L y(\varphi_{xxx} + \varphi_x) \, dx = i \frac{2\pi}{p} \int_0^L y \varphi \, dx,
\]

which, together with $(C-4)$, implies that $y \in \mathcal{H}^3$. This concludes the proof of (C-2) as well as the proof of Proposition 20 and of Proposition 12. $\square$
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ON THE GROWTH OF SOBOLEV NORMS FOR NLS ON 2- AND 3-DIMENSIONAL MANIFOLDS

FABRICE PLANCHON, NIHOLAY TZVETKOV AND NICOLA VISCIGLIA

Using suitable modified energies, we study higher-order Sobolev norms’ growth in time for the nonlinear Schrödinger equation (NLS) on a generic 2- or 3-dimensional compact manifold. In two dimensions, we extend earlier results that dealt only with cubic nonlinearities, and get polynomial-in-time bounds for any higher-order nonlinearities. In three dimensions, we prove that solutions to the cubic NLS grow at most exponentially, while for the subcubic NLS we get polynomial bounds on the growth of the $H^2$ norm.

1. Introduction

We are interested in long-time qualitative properties of solutions to the family of nonlinear Schrödinger equations

\[
\begin{align*}
    i \partial_t u + \Delta_g u &= |u|^{p-1} u, \quad (t, x) \in \mathbb{R} \times M^d, \\
    u(0, x) &= \varphi \in H^m(M^d),
\end{align*}
\]

where $\Delta_g$ is the Laplace–Beltrami operator associated with a $d$-dimensional compact Riemannian manifold $(M^d, g)$ and $H^m(M^d)$, the standard Sobolev space associated to $\Delta_g$, where $m \in \mathbb{N}$ with $m \geq 2$. More specifically we are interested in the analysis of the possible growth of higher-order Sobolev norms for large times, namely the behavior of the quantity $\|u(t, x)\|_{H^m(M^d)}$ for $m \geq 2$ and $t \gg 1$.

This issue of growth of higher-order Sobolev norms has garnered a lot of attention in recent years, mainly because of its connection with the so-called weak wave turbulence, e.g., a cascade of energy from low to high frequencies. In fact two main issues have been extensively studied in the literature: the first one concerns a priori bounds on how fast higher-order Sobolev norms can grow along the flow associated with Hamiltonian PDEs (see [Bourgain 1993; 1996; 1999a; 1999b; Colliander et al. 2012; Delort 2014; Sohinger 2011a; 2011b; 2012; Staffilani 1997; Thirouin 2017; Zhong 2008]); the second one concerns the existence of global solutions whose higher-order Sobolev norms are unbounded (see [Colliander et al. 2010; Gérard and Grellier 2016; 2015; Guardia 2014; Guardia et al. 2016; Guardia and Kaloshin 2015; Hani 2014; Hani et al. 2015; Haus and Procesi 2015; Xu 2015]).

Here, we aim at dealing with the first problem, namely to provide a priori bounds on the growth of higher-order Sobolev norms, or equivalently to understand how fast the dynamical system under consideration can move energy from the low frequencies to the high frequencies.

Planchn was partially supported by ANR grant GEODISP, ERC grant SCAPDE and ERC grant BLOWDISOL, Tzvetkov was partially supported by the ERC grant DISPEQ, and Visciglia was supported by the grant PRA 2016 Problemi di Evoluzione: Studio Qualitativo e Comportamento Asintotico.

**MSC2010**: 35Q55.

**Keywords**: growth of Sobolev norms, NLS on compact manifolds.
First of all we point out that solutions to (1) enjoy so-called mass and energy conservation laws:

\[
\int_{M^d} |u(t, x)|^2 \, d\text{vol}_g = \int_{M^d} |\varphi(x)|^2 \, d\text{vol}_g,
\]

\[
\int_{M^d} \left( |\nabla_g u(t, x)|^2_g + \frac{1}{p+1} |u(t, x)|^{p+1} \right) \, d\text{vol}_g = \int_{M^d} \left( |\nabla_g \varphi(x)|^2_g + \frac{1}{p+1} |\varphi(x)|^{p+1} \right) \, d\text{vol}_g,
\]

where \(\nabla_g\) and \(|\cdot|_g\) are respectively the gradient and the norm associated with the metric \(g\), and \(|\cdot|\) denotes the modulus of any complex number. These conservation laws immediately imply that

\[
\sup_{\mathbb{R}} \|u(t, x)\|_{H^1(M^d)} < \infty,
\]

and therefore the growth in time of \(H^m\) norms is only of interest for \(m \geq 2\).

In the sequel, with notation as above, we shall be interested in the following cases:

- \((d, p) = (2, 2n + 1)\) with \(n \in \mathbb{N}, \ n \geq 1\) (2-dimensional manifold and odd integer nonlinearity),
- \((d, p) = (3, 3)\) (3-dimensional manifold and cubic nonlinearity),
- \((d, p) = (3, p)\) with \(2 < p < 3\) (3-dimensional manifold and subcubic nonlinearity).

In those settings, existence of local solutions follows by classical arguments, provided one assumes the initial datum to be \(H^2\). On the other hand, following [Burq et al. 2004], one can establish local (and hence global) Cauchy theory in \(H^1\) for generic nonlinear potentials in the 2-dimensional case, as well as local (and global) Cauchy theory in \(H^{1+\epsilon}\) for the cubic and subcubic NLS in the 3-dimensional case (see [Burq et al. 2003; 2004]). From now on and for the sake of simplicity, we shall assume existence and uniqueness of a global solution, and focus on estimating the growth of higher-order Sobolev norms. However, we point out that our argument not only provides polynomial bounds of such growth, but also yields an alternative proof of global existence in three dimensions.

We will use as a basic tool (in fact, as a black box) available Strichartz estimates on manifolds (see [Burq et al. 2004; Staffilani and Tataru 2002]) together with the introduction of suitable modified energies, which is the main new ingredient in this context. For this reason we will not discuss further the issue of global existence, which is indeed guaranteed by aforementioned previous results.

We first start with the 2-dimensional case. It is worth mentioning that, to the authors’ knowledge, no results were available in the literature about growth of higher-order Sobolev norms for NLS with higher than cubic nonlinearities, although one may reasonably believe that this problem could be addressed, at least in two dimensions, by adapting the strategy pioneered by Bourgain (see for instance [Zhong 2008]). Nevertheless as a warm up we show how this problem can be handled by a completely different strategy, based on the introduction of suitable modified energies: its benefit relies on a clear decoupling between higher-order energy estimates relying on clever integration by parts and the (deep) input provided by dispersive estimates of Strichartz type. Moreover by using modified energies, one can deal as well with generic nonlinear potential \(V(|u|^2)\) rather than \(|u|^{p-1}\), where \(V\) may not necessarily be a pure power (see also Remark 1.7 below).

We emphasize that modified energies have proved useful in different contexts (see, for instance, [Chiron and Rousset 2009; Hunter et al. 2015; Koch and Tataru 2016; Kwon 2008; Ozawa and Visciglia 2016;]...
We underline that the aforementioned energy $E$ where they are combined with dispersive bounds in order to get results on the growth of higher-order Sobolev norms.

We underline that our argument, being essentially based on integration by parts, relies on the time derivative of suitable higher-order energies $E_m$, whose leading term is essentially the norm $\|u(t, x)\|_{H^m}^2$. In fact, for $m = 2k$ an even integer, one should think of $\|\partial_t^k u(t, x)\|_{L^2}$ as a good prototype of modified energy, up to lower-order terms. In other words, one should think of replacing $\Delta_g$ by $\partial_t$ rather than the other way around when using the equation satisfied by $u$.

A direct consequence of this privileged use of $\partial_t$ is that in our approach the geometry of the manifold is not directly involved in the computation, and integration by parts in the space variables, when required, is performed thanks to the following elementary identity, available on any generic manifold:

$$\Delta_g(f h) = h\Delta_g f + 2(\nabla_g f, \nabla_g h)_g + f \Delta_g h.$$  

We also underline that the aforementioned energy $E_m$ is not preserved along the flow; however, by computing its time derivative along solutions, we may estimate the resulting space-time integral taking advantage of dispersive bounds, namely Strichartz estimates with loss, which are available on a generic manifold (or better ones when available).

In order to state our result in two dimensions, we recall Strichartz estimates with loss:

$$\|e^{it\Delta_g} \varphi\|_{L^4((0,1) \times M^2)} \lesssim \|\varphi\|_{H^{s_0}(M^2)}.$$  

(3)

It is well known that estimate (3) holds on $\mathbb{T}^2$ for any $s_0 > 0$ (see [Bourgain 1993; 1999a]) and on the sphere $S^2$ for any $s_0 > \frac{1}{8}$ (see [Burq et al. 2004]). We can now state our first result, where we assume (3) to be satisfied for some $s_0$ in the range $[0, \frac{1}{4}]$. We recall that the existence of such an $s_0$ is guaranteed on every compact manifold $M^2$ by [Burq et al. 2004].

**Theorem 1.1.** For every $\epsilon > 0$, $m \in \mathbb{N}$ with $m \geq 2$ and for every solution $u(t, x) \in C_t(H^m(M^2))$ to (1), where $d = 2$ and $p = 2n + 1$ for $n \geq 1$, we get

$$\sup_{(0,T)} \|u(t, x)\|_{H^m(M^2)} \leq C(\max\{1, T\})^{\frac{m-1}{2s_0} + \epsilon},$$  

(4)

where $C = C(\epsilon, m, \|\varphi\|_{H^m}) > 0$ and $s_0 \in [0, \frac{1}{4}]$ is given in (3).

Notice that bounds from **Theorem 1.1** also apply to solutions of NLS on $\mathbb{T}$. In fact the dynamics of NLS on $\mathbb{T}$ is a subset of the dynamics on $\mathbb{T}^2$, and this framework is covered by **Theorem 1.1**, where we can choose $s_0 = 0$. In particular, **Theorem 1.1** recovers results from [Colliander et al. 2012] for solutions to NLS on $\mathbb{T}$ with $p > 5$. Notice that paper obtains a better $\mathbb{T}^{\frac{m-1}{2} + \epsilon}$ growth for $p = 5$ by implementing a normal-form method. We will address this better growth for all $p > 5$ with a suitable modification of our argument in a later work.

**Remark 1.2.** We underline that the main point in order to establish **Theorem 1.1** is the following bound: for all $\tau \in (0, 1)$, $\epsilon > 0$,

$$\|u(\tau)\|_{H^m(M^2)}^2 - \|u(0)\|_{H^m(M^2)}^2 \lesssim \sqrt{\tau} \|u\|_{L^\infty((0,\tau); H^m(M^2))}^{\frac{2m-3+2s_0}{m-1} + \epsilon} + \|u\|_{L^\infty((0,\tau); H^m(M^2))}^{\frac{2m-4}{m-1} + \epsilon}.  

(5)
Once this bound is established, a classical argument (which in turn requires the local well-posedness of the Cauchy problem in the energy space $H^1$) leads to the polynomial growth. More specifically notice that the exponent $(m-1)/(1-2s_0) + \varepsilon$ (which appears in the right-hand side of (4)) can be computed as the quantity $1/2\gamma$, where $2-2\gamma = (2m-3+2s_0)/(m-1) + \varepsilon$ is the power of the first term in the right-hand side of (5). Next we choose $\tau = \tau(\|u(0)\|_{H^1})$ to be the time of existence provided by the $H^1$ local Cauchy theory. Then (5) gives

$$\|u(t+\tau)\|^2_{H^m(M^3)} \leq \|u(t)\|^2_{H^m(M^3)} + C(\|u\|^2_{L^\infty((t,t+\tau);H^m(M^3))} + 1).$$

As a byproduct of the local existence theory in $H^1$, and conservation of the energy, we get

$$\|u(t+\tau)\|^2_{H^m(M^3)} \leq \|u(t)\|^2_{H^m(M^3)} + C(\|u(t)\|^{2-2\gamma}_{H^m(M^3)} + 1).$$

Therefore the sequence $\alpha_n = 1 + \|u(n\tau)\|^2_{H^m(M^3)}$ satisfies $\alpha_{n+1} \leq \alpha_n + C\alpha_n^{1-\gamma}$, which in turn implies $\alpha_n \lesssim n^{1/\gamma}$, leading to (4) by induction on $n$.

Next we present our result on the growth of higher-order Sobolev norms for the cubic NLS on a generic 3-dimensional compact manifold $M^3$. We recall that, following [Burq et al. 2004], the Cauchy problem is globally well-posed for every initial data $\varphi \in H^{1+\epsilon_0}(M^3)$, and that, following the crucial use of logarithmic Sobolev type inequalities, one can get the following double exponential bound,

$$\sup_{(0,T)} \|u(t,x)\|_{H^m(M^3)} \leq C \exp(\exp(CT)).$$

Our main contribution is an improvement on the bound above; indeed, we will replace the double exponential with a single one. It should be emphasized that, in the 3-dimensional case, it is at best unclear to us how Bourgain’s original argument and derivatives thereof could be used in order to get Theorem 1.3. More specifically, in three dimensions our use of modified energies appears to be a key tool in order to eliminate one of the two exponentials.

**Theorem 1.3.** For every $m \in \mathbb{N}$ with $m \geq 2$ and for every solution $u(t,x) \in C_t(H^m(M^3))$ to (1), where $(d, p) = (3, 3)$, we have

$$\sup_{(0,T)} \|u(t,x)\|_{H^m(M^3)} \leq C \exp(CT),$$

where $C = C(m, \|\varphi\|_{H^m}) > 0$.

**Remark 1.4.** The proof of Theorem 1.3 follows by a straightforward iteration once the following bound is established: for all $\tau \in (0, 1)$,

$$\|u(\tau)\|^2_{H^m(M^3)} - \|u(0)\|^2_{H^m(M^3)} \lesssim \tau \|u\|^2_{L^\infty((0,\tau);H^m(M^3))} + \|u\|^{\gamma}_{L^\infty((0,\tau);H^m(M^3))},$$

where $\gamma \in (0, 2)$ is a suitable number and the implicit constant depends only on the energy of $u$. Indeed, using (6) for $\tau$ small enough and the fact that $\gamma < 2$, we get the bound

$$\|u\|^2_{L^\infty((0,\tau);H^m(M^3))} \leq 2\|u(0)\|^2_{H^m(M^3)} + C.$$
Remark 1.5. Notice that in Theorems 1.1 and 1.3 we provide bounds on the growth of the $H^m$ Sobolev norm for initial data of regularity $H^m$, for a given, odd or even, integer $m$. We point out that most of the paper will be devoted to the case of even integers. In the last section we sketch how to adapt the argument to odd integers. Of course, if we assume the initial datum $\varphi$ to be $H^m C^1$, then the growth of $H^m$, with $m$ odd, can be obtained by interpolation between the growth of the two norms $H^{m+1}$ and $H^{m-1}$, with $m - 1$ and $m + 1$ even. Hence if the initial datum is smooth enough, it is not necessary to deal separately with the case $m$ odd. However the situation is more delicate since we assume only the regularity $H^m$ (with $m$ odd) on the initial datum.

Finally, we end our presentation with a result dealing with NLS on a 3-dimensional compact manifold $M^3$ with subcubic nonlinearity, establishing polynomial growth for the $H^2$ Sobolev norm. It makes no sense to consider higher-order Sobolev norms, given that the nonlinearity is not smooth enough to guarantee that regularity $H^m$, with $m > 2$, is preserved along the evolution.

Nevertheless we emphasize that the next result appears to be the first one available in the literature about polynomial growth of any Sobolev norms above the energy, on a generic 3-dimensional compact manifold.

Theorem 1.6. For every solution $u(t, x) \in \mathcal{C}_t(H^2(M^3))$ to (1) with $d = 3$ and $p \in (2, 3)$ we have
\[
\sup_{(0,T)} \|u(t, x)\|_{H^2(M^3)} \leq C(\max\{1, T\}) \frac{4}{3-p},
\]
where $C = C(\|\varphi\|_{H^2}) > 0$.

Remark 1.7. The proof of Theorem 1.6 follows once the following local bound is established: for all $\tau \in (0, 1),$
\[
\|u(\tau)\|_{H^2(M^3)}^2 - \|u(0)\|_{H^2(M^3)}^2 \lesssim \tau \|u\|_{L^\infty((0,\tau); H^2(M^3))}^{\frac{p+5}{4}} + \|u\|_{L^\infty((0,\tau); H^2(M^3))}^{\gamma} \tag{7}
\]
for some $\gamma \in (0, \frac{p+5}{4})$. In order to conclude the polynomial growth from (7), we can combine Remarks 1.2 and 1.4. In fact arguing as in Remark 1.4 we get
\[
\|u\|_{L^\infty((0,\tau); H^m(M^3))}^2 \leq 2\|u(0)\|_{H^m(M^3)}^2 + C.
\]
Once this bound is established, the polynomial growth follows by using (7) and arguing exactly as in Remark 1.2.

Remark 1.8. Following our approach to proving (7), there is no need to restrict oneself to pure power nonlinearities. In particular, polynomial growth for solutions to NLS on generic 3-dimensional compact manifolds could be established for general higher-order Sobolev norms (namely $H^m$ with $m \geq 2$), provided the subcubic nonlinearity is suitably regularized in order to guarantee that $H^m$ regularity is preserved along the flow. Nevertheless, for the sake of simplicity we elected not to deal with the full generality in this work.

2. Linear Strichartz estimates

Strichartz estimates on $M^2$. In the sequel we shall make use without any further comment of the following Strichartz estimate, which was already recalled in the Introduction:
\[
\|e^{it\Delta_g} \varphi\|_{L^4((0,1) \times M^2)} \lesssim \|\varphi\|_{H^{\alpha_0}(M^2)}.
\]
By using Duhamel formula we also have at our disposal an inhomogeneous estimate that we state as an independent proposition.

**Proposition 2.1.** Let \( v(t, x) \) be solution to
\[
\begin{align*}
  i \partial_t v + \Delta_g v &= F, \quad (t, x) \in \mathbb{R} \times M^2, \\
  u(0, x) &= \varphi \in H^{s_0}(M^2).
\end{align*}
\]
Then we have, for \( T \in (0, 1) \),
\[
\| v \|_{L^4((0, T) \times M^2)} \lesssim \| \varphi \|_{H^{s_0}(M^2)} + T \| F \|_{L^\infty((0, T); H^{s_0}(M^2))}.
\]

**Strichartz estimates on \( M^3 \).** In the proofs of Theorems 1.3 and 1.6 we shall make use of the following suitable version of the endpoint Strichartz estimate:

**Proposition 2.2.** Let \( v(t, x) \) be solution to
\[
\begin{align*}
  i \partial_t v + \Delta_g v &= F, \quad (t, x) \in \mathbb{R} \times M^3.
\end{align*}
\]
Then we have, for \( \tau \in (0, 1) \),
\[
\| v \|_{L^2((0, \tau); L^6(M^3))} \lesssim \varepsilon \| v \|_{L^\infty((0, \tau); H^s(M^3))} + \| v \|_{L^2((0, \tau); H^{1/2}(M^3))} + \| F \|_{L^2((0, \tau); L^{6/5}(M^3))}.
\]

Notice that the above estimate may look somewhat unusual compared with the classical version of Strichartz estimates, where on the right-hand side one expects a norm involving the initial datum \( v(0, x) \) and another norm involving the forcing term \( F(t, x) \).

Nevertheless we underline that in the case \( F = 0 \), the estimate above reduces to the usual Strichartz estimate with loss of half of a derivative (see [Burq et al. 2004; Staffilani and Tataru 2002]). On the other hand, the main point of (10) is that no derivative losses occur on the forcing term \( F(t, x) \) when this term is not identically zero, and the loss of derivative indeed occurs only for the solution \( v(t, x) \) on the right-hand side. Estimates in this spirit are also of crucial importance in the low regularity well-posedness theory for quasilinear dispersive PDEs (see, e.g., [Koch and Tzvetkov 2003]). We emphasize that the estimate (10) comes from the following spectrally localized version (see [Burq et al. 2004; Staffilani and Tataru 2002] and for more details Proposition 5.4 in [Bouclet and Tzvetkov 2007]):
\[
\| \pi_N v \|_{L^2((0, 1); L^6(M^3))} \lesssim \| \pi_N v \|_{L^\infty((0, 1); L^2(M^3))} + \| \pi_N v \|_{L^2((0, 1); H^{1/2}(M^3))} + \| \pi_N F \|_{L^2((0, 1); L^{6/5}(M^3))},
\]
where \( \{ \pi_N \} \) is the usual Littlewood–Paley spectral projector and \( N \) ranges over dyadic numbers. In fact by taking squares and summing over \( N \) we get (10), provided that we make use of the bound
\[
\sum_N \| \pi_N v \|^2_{L^\infty((0, 1); L^2(M^3))} \lesssim \sum_N \frac{1}{N^\varepsilon} \| v \|^2_{L^\infty((0, 1); H^s(M^3))}
\]
together with the equivalence of the \( L^r \) norm of \( v \) with the \( L^r \) \( (1 < r < \infty) \) norm of its squared function \( \left( \sum_N | \pi_N v |^2 \right)^{1/2} \).
3. Modified energies associated with even Sobolev norms

**Modified energies.** In this subsection we consider the general Cauchy problem

\[
\begin{aligned}
&i \partial_t u + \Delta_g u = |u|^{p-1} u, \quad (t, x) \in \mathbb{R} \times M^d, \\
&u(0, x) = \varphi \in H^{2k}(M^d),
\end{aligned}
\]

where \((M^d, g)\) is a compact \(d\)-dimensional Riemannian manifold.

In the sequel we shall extensively make use of the following bound without further notice:

\[
\|u\|_{L^\infty(\mathbb{R}; H^1(M^d))} \lesssim_{p, \|\varphi\|_{H^1}} 1.
\]

For every solution \(u(t, x)\) to the Cauchy problem (11) we introduce the following energy, to be used in connection with growth of the Sobolev norm \(H^{2k}\):

\[
\mathcal{E}_{2k}(u) = \|\partial_t^k u\|^2_{L^2(M^d)} - \frac{p-1}{4} \int_{M^d} |\partial_t^{k-1} \nabla_g (|u|^2)|^2 g |u|^{p-3} \text{dvol}_g - \int_{M^d} |\partial_t^{k-1} (|u|^{p-1} u)|^2 \text{dvol}_g.
\]

We have the following key identity.

**Proposition 3.1.** Let \(u(t, x)\) be a solution to (11), where \(p = 2n + 1 \geq 3\), with initial data \(\varphi \in H^{2k}(M^d)\). Then we have

\[
\frac{d}{dt} \mathcal{E}_{2k}(u(t, x)) = -\frac{p-1}{4} \int_{M^d} |\partial_t^{k-1} \nabla_g (|u|^2)|^2 g \partial_t (|u|^{p-3}) \text{dvol}_g + 2 \int_{M^d} \partial_t^k (|u|^{p-1}) \partial_t^{k-1} (|\nabla_g u|^2) \text{dvol}_g
\]

\[
+ \sum_{j=0}^{k-1} c_j \int_{M^d} \nabla_g (|u|^2) \partial_t^{k-1} \nabla_g (|u|^2) g \partial_t^{k-j} (|u|^{p-3}) \text{dvol}_g
\]

\[
+ \text{Re} \sum_{j=0}^{k-2} c_j \int_{M^d} \partial_t^j (|u|^{p-1}) \partial_t^{k-j} u \partial_t^{k-1} (|u|^{p-1} \tilde{u}) \text{dvol}_g
\]

\[
+ \text{Re} \sum_{j=0}^{k-1} c_j \int_{M^d} \partial_t^j (|u|^{p-1}) \partial_t^{k-j} (\Delta_g \tilde{u}) \partial_t^{k-1-j} u \text{dvol}_g
\]

\[
+ \text{Im} \sum_{j=1}^{k-1} c_j \int_{M^d} \partial_t^j (|u|^{p-1}) \partial_t^{k-j} u \partial_t^k \tilde{u} \text{dvol}_g,
\]

where \(c_j\) denote explicit constants that may change from line to line.

**Proof.** We start with the following computation:

\[
\frac{d}{dt} \|\partial_t^k u\|^2_{L^2(M^d)} = 2 \text{Re}(\partial_t^{k+1} u, \partial_t^k u) = 2 \text{Re}(\partial_t^k (-\Delta_g u + |u|^{p-1} u), i \partial_t^k u)
\]

\[
= 2 \text{Im} \int_{M^d} (\partial_t^k \nabla_g u, \partial_t^k \nabla_g u)_g \text{dvol}_g + 2 \text{Re}(\partial_t^k (|u|^{p-1} u), i \partial_t^k u),
\]
where \((f, g)\) denotes the usual \(L^2(M^d)\) scalar product \(\int_{M^d} f \cdot \bar{g} \, d\text{vol}_g\). Since the first term on the right-hand side vanishes identically we get
\[
\frac{d}{dt} \|\partial_t^k u\|^2_{L^2(M^d)} = 2 \text{Re}(\partial_t^k (\|u\|^{p-1}), i \partial_t^k u) = 2 \text{Re}(\partial_t^k (\|u\|^{p-1}), i \partial_t^k u) + 2 \text{Re}(\|u\|^{p-1} \partial_t^k u, i \partial_t^k u) + \text{Re} \sum_{j=1}^{k-1} c_j (\partial_t^j (\|u\|^{p-1}) \partial_t^{k-j} u, i \partial_t^k u),
\]
where \(c_j\) are suitable integers. Notice that the second term on the right-hand side vanishes identically and if we substitute for the equation again then we get
\[
\frac{d}{dt} \|\partial_t^k u\|^2_{L^2(M^d)} = 2 \text{Re}(\partial_t^k (\|u\|^{p-1}) u, -\Delta_g (\partial_t^{k-1} u)) + 2 \text{Re}(\partial_t^k (\|u\|^{p-1}) u, \partial_t^{k-1} (\|u\|^{p-1} u)) + \text{Re} \sum_{j=0}^{k-1} c_j (\partial_t^j (\|u\|^{p-1}) \partial_t^{k-j} u, \partial_t^{k-1} u) + \int_{M^d} \text{Re} \sum_{j=0}^{k-1} c_j (\partial_t^j (\|u\|^{p-1}) \partial_t^{k-j} u, i \partial_t^k u) \, d\text{vol}_g.
\]
Next we focus on the first term on the right-hand side
\[
2 \text{Re}(\partial_t^k (\|u\|^{p-1}) u, -\Delta_g (\partial_t^{k-1} u)) = \int_{M^d} \partial_t^k (\|u\|^{p-1}) (-\bar{u} \partial_t^{k-1} (\Delta_g u) - u \partial_t^{k-1} (\Delta_g \bar{u})) \, d\text{vol}_g
\]
and we notice
\[
-\bar{u} \Delta_g (\partial_t^{k-1} u) - u \Delta_g (\partial_t^{k-1} \bar{u}) = \partial_t^{k-1} (-u \Delta_g u - u \Delta_g \bar{u}) + \sum_{j=0}^{k-2} c_j \partial_t^j (\Delta_g u) \partial_t^{k-j-1} \bar{u}.
\]
Moreover we have the identity
\[
\Delta_g (\|u\|^2) = u \Delta_g \bar{u} + \bar{u} \Delta_g u + 2 |\nabla_g u|^2.
\]
Hence,
\[
2 \text{Re}(\partial_t^k (\|u\|^{p-1}) u, -\Delta_g \partial_t^{k-1} u) = - \int_{M^d} \partial_t^k (\|u\|^{p-1}) \partial_t^{k-1} \Delta_g (\|u\|^2) \, d\text{vol}_g + 2 \int_{M^d} \partial_t^k (\|u\|^{p-1}) \partial_t^{k-1} (|\nabla_g u|^2) \, d\text{vol}_g + \sum_{j=0}^{k-2} c_j \int_{M^d} \partial_t^j (\Delta_g u) \partial_t^{k-j-1} \bar{u} \, d\text{vol}_g.
\]
and by elementary computations we get
\[ = \int_{M^d} (\partial_t^k \nabla_g (|u|^{p-1}), \partial_t^{k-1} \nabla_g (|u|^2))_g \; d\text{vol}_g + 2 \int_{M^d} \partial_t^k (|u|^{p-1}) \partial_t^{k-1} (|\nabla_g u|^2)_g \; d\text{vol}_g + \text{Re} \sum_{j=0}^{k-2} c_j \int_{M^d} \partial_t^k (|u|^{p-1}) \partial_t^j (\Delta_g u) \partial_t^{k-1-j} \bar{u} \; d\text{vol}_g, \]
and we conclude by combining this identity with (14).

Using the Leibniz rule to develop \( \partial_t^k \) we get
\[ = \frac{p-1}{2} \int_{M^d} (\partial_t^k \nabla_g (|u|^2)|u|^{p-3}, \partial_t^{k-1} \nabla_g (|u|^2))_g \; d\text{vol}_g + 2 \int_{M^d} \partial_t^k (|u|^{p-1}) \partial_t^{k-1} (|\nabla_g u|^2)_g \; d\text{vol}_g + \text{Re} \sum_{j=0}^{k-2} c_j \int_{M^d} \partial_t^k (|u|^{p-1}) \partial_t^j (\Delta_g u) \partial_t^{k-1-j} \bar{u} \; d\text{vol}_g \]
\[ = \frac{p-1}{4} \int_{M^d} \partial_t |\partial_t^{k-1} \nabla_g (|u|^2)|^2_g |u|^{p-3} \; d\text{vol}_g + \text{Re} \sum_{j=0}^{k-2} c_j \int_{M^d} \partial_t^k (|u|^{p-1}) \partial_t^j (\Delta_g u) \partial_t^{k-1-j} \bar{u} \; d\text{vol}_g, \]
and we conclude by combining this identity with (14). \( \square \)

Remark 3.2. In the specific case of the cubic NLS (i.e., (11) with \( p = 3 \)) we have some simplifications; more precisely we get
\[ E_{2k}(u) = \| \partial_t^k u \|_{L^2(M^d)}^2 - \frac{1}{2} \int_{M^d} |\partial_t^{k-1} \nabla_g (|u|^2)|^2_g \; d\text{vol}_g - \int_{M^d} |\partial_t^{k-1} (|u|^2)|^2 \; d\text{vol}_g \]
and also
\[ \frac{d}{dt} E_{2k}(u(t, x)) \]
\[ = 2 \int_{M^d} \partial_t^k (|u|^2) \partial_t^{k-1} (|\nabla_g u|^2)_g \; d\text{vol}_g + \text{Re} \sum_{j=0}^{k-2} c_j \int_{M^d} \partial_t^k (|u|^2) \partial_t^j (\Delta_g u) \partial_t^{k-1-j} \bar{u} \; d\text{vol}_g \]
\[ + \text{Re} \sum_{j=0}^{k-1} c_j \int_{M^d} \partial_t^j (|u|^2) \partial_t^{k-j} u \partial_t^{k-1-j} (|\bar{u}|^2) \; d\text{vol}_g + \text{Im} \sum_{j=1}^{k-1} c_j \int_{M^d} \partial_t^j (|u|^2) \partial_t^{k-j} u \partial_t^k \bar{u} \; d\text{vol}_g. \] (15)
The norms $\|\partial_t^k u\|_{L^2}$ and $\|u\|_{H^{2k}}$ are comparable. The aim of this subsection is indeed to prove that the leading term in our modified energy $\mathcal{E}_{2k}(u)$ is equivalent to the Sobolev norm $\|u\|_{H^{2k}}$, provided that $u(t, x)$ is a solution to (11) with $d = 2$ and $p \geq 3$ or $d = 3$ and $p = 3$.

**Proposition 3.3.** Let $u(t, x)$ be solution to (11), where either $d = 2$ and $p \geq 3$ is an integer, or $d = 3$ and $p = 3$. Then for every $k, s \in \mathbb{N}$ we have

$$\|\partial_t^k u - i^k \Delta_g^k u\|_{H^s(M^d)} \lesssim \|\phi\|_{H^1} \|u\|_{H^{s+2k-1}(M^d)}. \quad (16)$$

**Proof.** We shall use the following identity (satisfied by every solution to (11) in any dimension $d$):

$$\partial_t^h u = i^h \Delta_g^h u + \sum_{j=0}^{h-1} c_j \partial_t^j \Delta_g^{h-j-1}(u|u|^{p-1}), \quad (17)$$

where $c_j \in \mathbb{C}$ are suitable coefficients. The elementary proof follows by induction on $h$ and by using the equation solved by $u(t, x)$.

**First case:** $d = 2, p \geq 3$. We argue by induction on $k$, and hence we shall prove $k \Rightarrow k + 1$. By (17) we aim at proving

$$\|\partial_t^{j_l} (u|u|^{p-1})\|_{H^{2k-2j_l+2s}(M^2)} \lesssim \|u\|_{H^{s+2k+1}(M^2)}, \quad j = 0, \ldots, k, \quad (18)$$

by assuming the property (16) is true for $k$. By expanding the time and space derivatives on the left-hand side above, we deduce (18) by the chain of inequalities

$$\prod_{j_1 + \ldots + j_p = j} \|\partial_t^{j_1} u\|_{W^{s_1, 2p}(M^2)} \lesssim \prod_{j_1 + \ldots + j_p = j} \|\partial_t^{j_1} u\|_{H^{s_1+1}(M^2)} \lesssim \prod_{j_1 + \ldots + j_p = j} \|u\|_{H^{2j_1+s_1+1}(M^2)},$$

where we used the Sobolev embedding $H^1(M^2) \subset L^{2p}(M^2)$ and we have used the induction hypothesis at the last step. We can continue the estimate by a trivial interpolation argument as follows:

$$\cdots \lesssim \left( \prod_{l=1, \ldots, p} \|u\|_{H^{s+2k+1}(M^2)} \|u\|_{H^1(M^2)}^{1-\theta_l} \right)^{\theta_l},$$

where

$$\theta_l (s + 2k + 1) + (1 - \theta_l) = 2j_l + s_l + 1.$$

We conclude using (12), since $\sum_{l=1}^p \theta_l = 1$ for $j = 0, \ldots, k$.

**Second case:** $d = 3, p = 3$. Arguing as above, and by assuming the result true for $k$, we are reduced to proving

$$\|\partial_t^{j_l} (u|u|^2)\|_{H^{2k-2j_l+s}(M^3)} \lesssim \|u\|_{H^{s+2k+1}(M^3)}, \quad j = 0, \ldots, k. \quad (19)$$
Expanding again the time and space derivatives on the left-hand side, we are reduced to the estimate
\[ \| \partial_t^j u \|_{W^{k_1,6}(M^3)} \times \| \partial_t^{j_2} u \|_{W^{k_2,6}(M^3)} \times \| \partial_t^{j_3} u \|_{W^{k_3,6}(M^3)} \]
\[ \lesssim \| \partial_t^{j_1} u \|_{H^{k_1+1}(M^3)} \times \| \partial_t^{j_2} u \|_{H^{k_2+1}(M^3)} \times \| \partial_t^{j_3} u \|_{H^{k_3+1}(M^3)} \]
\[ \lesssim \| u \|_{H^{2j_1+k_1+1}(M^3)} \| u \|_{H^{2j_2+k_2+1}(M^3)} \| u \|_{H^{2j_3+k_3+1}(M^3)}, \]
where
\[ j_1 + j_2 + j_3 = j, \quad k_1 + k_2 + k_3 = 2k - 2j + s. \]

Notice that we have used the Sobolev embedding \( H^1(M^3) \subset L^6(M^3) \) and the induction hypothesis at the last step. By interpolation we have
\[ \| u \|_{H^{2j_1+k_1+1}(M^3)} \lesssim \| u \|_{H^{s+2k+1}(M^3)} \| u \|_{H^1(M^3)}^{1-\theta_l}, \quad l = 1, 2, 3, \]
where
\[ \theta_l(s + 2k + 1) + (1 - \theta_l) = 2j_l + k_l + 1, \]
and we conclude as above since \( \sum_{l=1}^{3} \theta_l = 1 \) for \( j = 0, \ldots, k. \]

**Strichartz estimates for nonlinear solutions.** In this subsection we get a priori bounds for the Strichartz norms of solutions to (11) in dimension \( d = 2 \), with a general nonlinearity, and in dimension \( d = 3 \), with cubic nonlinearity. In the sequel we denote by \( L^p_t X \) the space \( L^p((0, \tau); X) \), where \( X \) is a Banach space and \( p \in [1, \infty] \).

**Proposition 3.4.** We have the following estimate for every solution \( u(t,x) \) to (11) for \( d = 2 \) and \( p = 2n + 1 \geq 3 \) is an integer: for any \( \epsilon > 0 \) and \( \tau \in (0, 1) \),
\[ \| \partial_t^j u \|_{L^2_t^\epsilon W^{s,4}(M^2)} \lesssim \epsilon \| \varphi \|_{H^1} \| u \|_{L^\infty_t H^{2j+s}(M^2)} \| u \|_{L^\infty_t H^{2j+s+1}(M^2)} \| u \|_{L^\infty_t H^{2j+2}(M^2)}. \]  

**Proof.** We use (9), together with the equation solved by \( \partial_t^j u \), and we get
\[ \| \partial_t^j u \|_{L^2_t^\epsilon W^{s,4}(M^2)} \]
\[ \lesssim \| \partial_t^j u(0) \|_{H^{s+\sigma_0}(M^2)} + \tau \| \partial_t^j (u|u|^{p-1}) \|_{L^\infty_t H^{s+\sigma_0}(M^2)} \]
\[ \lesssim \| \partial_t^j u(0) \|_{H^s}^{1-\sigma_0} \| \partial_t^j u(0) \|_{H^{s+1}(M^2)}^{\sigma_0} + T \| \partial_t^j (u|u|^{p-1}) \|_{L^\infty_t H^{s}(M^2)} \| \partial_t^j (u|u|^{p-1}) \|_{L^\infty_t H^{s+1}(M^2)} \]
\[ \lesssim c_{\epsilon, \varphi} \| u \|_{H^s(M^2)} \| u \|_{H^{2j+s}(M^2)} \| u \|_{H^{2j+2}}. \]

Notice that the first term on the right-hand side can be estimated by Proposition 3.3. Hence we shall complete the proof provided that for every \( \epsilon > 0 \),
\[ \| \partial_t^j (u|u|^{p-1}) \|_{H^s(M^2)} \lesssim \| f \|_{H^s(M^2)} \| g \|_{L^\infty(M^2)} + \| g \|_{H^r(M^2)} \| f \|_{L^\infty(M^2)} \]
for all \( j, s = 1, 2, \ldots \).

Expanding the time derivative \( \partial_t^j \) and using
\[ \| f \|_{H^r(M^2)} \lesssim \| f \|_{H^r(M^2)} \| g \|_{L^\infty(M^2)} + \| g \|_{H^r(M^2)} \| f \|_{L^\infty(M^2)} \]
we are reduced to estimating
\[ \| \partial_t^j u \|_{H^s(M^2)} \times \| \partial_t^{j_2} u \|_{L^\infty(M^2)} \times \cdots \times \| \partial_t^{j_p} u \|_{L^\infty(M^2)}. \]
where $j_1 + \cdots + j_p = j$. Notice that from

$$\|v\|_{L^\infty(M^2)} \lesssim \varepsilon \|v\|_{H^1(M^2)}^{1-\varepsilon} \|v\|_{H^2(M^2)}^{\varepsilon}$$

we get

$$\|\partial_t^{j_1} u\|_{H^s(M^2)} \times \|\partial_t^{j_2} u\|_{L^\infty(M^2)} \times \cdots \times \|\partial_t^{j_p} u\|_{L^\infty(M^2)} \lesssim \varepsilon \|\partial_t^{j_1} u\|_{H^s(M^2)} \times \|\partial_t^{j_2} u\|_{H^1(M^2)}^{1-\varepsilon} \times \cdots \times \|\partial_t^{j_p} u\|_{H^1(M^2)}^{(1-\theta_2)(1-\varepsilon)} \times \|u\|_{H^2(M^2)}^{(p-1)\varepsilon},$$

and hence by (16)

$$\cdots \lesssim \|u\|_{H^2(M^2)} \times \|u\|_{H^1(M^2)}^{1-\varepsilon} \times \cdots \times \|u\|_{H^2(M^2)} \times \|u\|_{H^1(M^2)}^{(1-\theta_2)(1-\varepsilon)} \times \|u\|_{H^2(M^2)}^{(p-1)\varepsilon},$$

where at the last step we have used an interpolation argument with

$$\theta_1(2j + s) + (1 - \theta_1) = 2j_1 + s, \quad \theta_1(2j + s) + (1 - \theta_1) = 2j_1 + 1, \quad l = 2, \ldots, p.$$ 

Notice that we get $\sum_{l=1}^p \theta_l = 1$ and we conclude by (12). \qed

**Proposition 3.5.** We have the following estimate for every solution $u(t, x)$ to (11) for $(p, l) = (3, 3)$ and for every $\varepsilon > 0$, $\tau \in (0, 1)$:

$$\|\partial_t^j u\|_{L_x^\infty L_y^6(M^3)} \lesssim \varepsilon \|\varphi\|_{H^1} \|\partial_t^j u\|_{L_x^\infty L_y^2(M^3)} \|\partial_t^j u\|_{L_x^\infty H^1(M^3)}^{1-\varepsilon} + \sqrt{\tau} \|u\|_{L_x^\infty H^2(M^3)}^{1/2} \|u\|_{L_x^\infty H^{2j+1}(M^3)}^{1/2} \sum_{j_1 + j_2 + j_3 = j} \|u\|_{L_x^\infty H^{2j+1}(M^3)} \|u\|_{L_x^\infty H^{2j+2}(M^3)} \|u\|_{L_x^\infty H^{2j+3}(M^3)},$$

and

$$\|\partial_t^j u\|_{L_x^\infty W^{1,6}(M^3)} \lesssim \varepsilon \|\varphi\|_{H^1} \|\partial_t^j u\|_{L_x^\infty H^1(M^3)}^{1-\varepsilon} + \sqrt{\tau} \|u\|_{L_x^\infty H^2(M^3)}^{1/2} \|u\|_{L_x^\infty H^{2j+1}(M^3)}^{1/2} \sum_{j_1 + j_2 + j_3 = j} \|u\|_{L_x^\infty H^{2j+2}(M^3)} \|u\|_{L_x^\infty H^{2j+3}(M^3)} \|u\|_{L_x^\infty H^{2j+3}(M^3)}.$$ 

**Proof.** We prove (23), the proof of (22) being similar. By using Strichartz estimates and the equation solved by $\partial_t^j u$ we get

$$\|\partial_t^j u\|_{L_x^2 W^{1,6}(M^3)} \lesssim \|\partial_t^j u\|_{L_x^\infty H^{1+\varepsilon}(M^3)} + \sqrt{T} \|\partial_t^j u\|_{L_x^\infty H^{3/2}(M^3)} + \|\partial_t^j (u|u|^2)\|_{L_x^2 W^{1,6/5}(M^3)} \lesssim \|\partial_t^j u\|_{L_x^\infty H^1(M^3)}^{1-\varepsilon} \|\partial_t^j u\|_{L_x^\infty H^2(M^3)}^{\varepsilon} + \|\partial_t^j u\|_{L_x^\infty H^1(M^3)}^{1/2} \|\partial_t^j u\|_{L_x^\infty H^2(M^3)}^{1/2} \|\partial_t^j (u|u|^2)\|_{L_x^2 W^{1,6/5}(M^3)}.
Notice that by expanding the time derivative, and by using Hölder we get
\[
\|\partial_t^j (u | u|^2) \|_{W^{1,6/5}(M^3)} \lesssim \sum_{j_1 + j_2 + j_3 = j} \|\partial_{t_1}^{j_1} u\|_{H^1(M^3)} \|\partial_{t_2}^{j_2} u\|_{L^6(M^3)} \|\partial_{t_3}^{j_3} u\|_{L^6(M^3)}
\]
\[
\lesssim \sum_{j_1 + j_2 + j_3 = j} \|\partial_{t_1}^{j_1} u\|_{H^1(M^3)} \|\partial_{t_2}^{j_2} u\|_{H^1(M^3)} \|\partial_{t_3}^{j_3} u\|_{H^1(M^3)}.
\]
We then conclude by using Proposition 3.3 in the special case of the cubic NLS on $M^3$.

\[\square\]

4. Polynomial growth of $H^{2k}$ for pure power NLS on $M^2$

This section is devoted to the proof of Theorem 1.1 in the case $m = 2k$. We shall need the following estimate.

**Proposition 4.1.** Let us assume that $u(t, x)$ solves (11) with $d = 2$ and $p = 2n + 1 \geq 3$. Then we have the following bound for every $\tau \in (0, 1)$:
\[
\int_0^\tau \left| \text{right-hand side of (13)} \right| \, ds \lesssim \sqrt{\tau} \|u\|_{L^\infty_T H^{2k}(M^2)}^{\frac{4k-3+2s_0}{2k-1}} + \|u\|_{L^\infty_T H^{2k}(M^2)}^{\frac{4k-4}{2k-1} + \epsilon}.
\]

**Proof.** Since we work on a 2-dimensional compact manifold we simplify notation as follows: $L^q$, $W^{s,q}$, $H^s$ denote the spaces $L^q(M^2)$, $W^{s,q}(M^2)$, $H^s(M^2)$. Moreover in the sequel we shall denote by $\epsilon > 0$ any arbitrary small constant whose value can change from line to line. We shall also make use of the inequality
\[
\|u\|_{L^\infty_T H^s} \lesssim \|u\|_{L^\infty_T H^{2k}}^{\frac{s-1}{2k-1}} \|u\|_{L^\infty_T H^{2k}}, \quad s \in [1, 2k],
\]
which in turn follows by combining an elementary interpolation inequality with (12).

Let I, II, III, IV, V, VI be the successive terms on each line of the right-hand side in (13). Estimating I can be reduced to controlling the terms
\[
\int_0^T \|\partial_t u\|_{W^{1,4}}^2 \|\partial_x^2 u\|_{L^\infty}^2 \|\partial_t u\|_{L^2} \|u\|_{L^\infty}^{p-4} \, ds, \quad k_1 + k_2 = k - 1,
\]
and we have, by combining (21), Proposition 3.3, Proposition 3.4 and the Hölder inequality,
\[
(25) \lesssim \sqrt{T} \|u\|_{L^\infty_T H^{2k+1} + 1} 2^{\frac{1-s_0}{2k+1} + 1} \|u\|_{L^\infty_T H^{2k+1} + 1} \|\partial_t u\|_{L^\infty_T W^{1,4}}^2 \lesssim \sqrt{T} \|u\|_{L^\infty_T H^{2k+1} + 1} \|u\|_{L^\infty_T H^{2k+1} + 1} \|\partial_t u\|_{L^\infty_T W^{1,4}}^2 \lesssim \sqrt{T} \|u\|_{L^\infty_T H^{2k} + 1} \|u\|_{L^\infty_T H^{2k+1} + 1} \|\partial_t u\|_{L^\infty_T W^{1,4}}^2 \lesssim \sqrt{T} \|u\|_{L^\infty_T H^{2k} + 1} \|u\|_{L^\infty_T H^{2k} + 1} \|\partial_t u\|_{L^\infty_T W^{1,4}}^2 \lesssim \sqrt{T} \|u\|_{L^\infty_T H^{2k} + 1} \|u\|_{L^\infty_T H^{2k} + 1} \|\partial_t u\|_{L^\infty_T W^{1,4}}^2 \lesssim \sqrt{T} \|u\|_{L^\infty_T H^{2k} + 1} \|u\|_{L^\infty_T H^{2k} + 1} \|\partial_t u\|_{L^\infty_T W^{1,4}}^2 \lesssim \sqrt{T} \|u\|_{L^\infty_T H^{2k} + 1} \|u\|_{L^\infty_T H^{2k} + 1} \|\partial_t u\|_{L^\infty_T W^{1,4}}^2.
\]

where at the last step we have used (24). Notice that the value of $\epsilon > 0$ changes at each line, but can be chosen arbitrarily small. Concerning II, we are reduced to controlling
\[
\int_0^T \|\partial_t^{j_1} u\|_{L^2} \left( \prod_{h=2, \ldots, p-1} \|\partial_t^{j_h} u\|_{L^\infty} \right) \|\partial_t^{j_1} u\|_{W^{1,4}} \|\partial_t^{j_2} u\|_{W^{1,4}},
\]
(26)
where we assume $j_1 = \max\{j_1, j_2, \ldots, j_{p-1}\}$ and
\[ j_1 + \cdots + j_{p-1} = k, \quad k_1 + k_2 = k - 1. \]

By using the interpolation estimate (21) together with Proposition 3.3, Proposition 3.4 and the Hölder inequality, we get
\begin{equation}
(26) \lesssim \sqrt{T} \| u \|_{L_T^\infty H^{2k}} \| u \|_{L_T^\infty H^{2j_1}} \left( \prod_{h=2, \ldots, p-1} \| u \|_{L_T^\infty H^{2j_h+1}} \right) \times \| u \|_{L_T^\infty H^{2k_1+1}} \| u \|_{L_T^\infty H^{2k_1+2}} \| u \|_{L_T^\infty H^{2j_1+2}} \| u \|_{L_T^\infty H^{2j_2+2}} \lesssim \sqrt{T} \| u \|_{L_T^\infty H^{2k}}^{\frac{4k-3+2s_0}{2k-1} + \epsilon},
\end{equation}
where we used (24) at the last step. Next we deal with III, and it is sufficient to control
\begin{equation}
\int_0^T \| \partial_t^{h_1} u \|_{L^\infty} \| \partial_t^{h_2} u \|_{W^{1,4}} \| \partial_t^{m_1} u \|_{L^2} \left( \prod_{i=2, \ldots, p-3} \| \partial_t^{m_i} u \|_{L^\infty} \right) \| \partial_t^{l_1} u \|_{L^\infty} \| \partial_t^{l_2} u \|_{W^{1,4}},
\end{equation}
where we assume $m_1 = \max\{m_1, m_2, \ldots, m_{p-3}\}$ and
\[ h_1 + h_2 = j \in [0, k-1], \quad m_1 + \cdots + m_{p-3} = k - j, \quad l_1 + l_2 = k - 1. \]

Arguing as above, it can be estimated by
\begin{equation}
(27) \lesssim \sqrt{T} \| u \|_{L_T^\infty H^{2k}} \| u \|_{L_T^\infty H^{2h_1+1}} \| u \|_{L_T^\infty H^{2h_2+1}} \| u \|_{L_T^\infty H^{2h_2+2}} \| u \|_{L_T^\infty H^{2m_1}} \times \left( \prod_{i=2, \ldots, p-3} \| u \|_{L_T^\infty H^{2m_i+1}} \right) \| u \|_{L_T^\infty H^{2l_1+1}} \| u \|_{L_T^\infty H^{2l_2+1}} \| u \|_{L_T^\infty H^{2l_2+2}} \lesssim \sqrt{T} \| u \|_{L_T^\infty H^{2k}}^{\frac{4k-3+2s_0}{2k-1} + \epsilon}.
\end{equation}

In order to treat IV we are reduced to controlling
\begin{equation}
\int_0^T \| \partial_t^{j_1} u \|_{L^2} \left( \prod_{h=2, \ldots, p-1} \| \partial_t^{h} u \|_{L^\infty} \right) \| \partial_t^{j} (\Delta_g u) \|_{L^4} \| \partial_t^{k-1-j} \bar{u} \|_{L^4},
\end{equation}
where we assume $j_1 = \max\{j_1, j_2, \ldots, j_{p-1}\}$ and
\[ j_1 + \cdots + j_{p-1} = k, \]
and by an argument similar to those above we have
\begin{equation}
(28) \lesssim \sqrt{T} \| u \|_{L_T^\infty H^{2k}} \| u \|_{L_T^\infty H^{2j_1}} \left( \prod_{h=2, \ldots, p-1} \| u \|_{L_T^\infty H^{2j_h+1}} \right) \times \| u \|_{L_T^\infty H^{2j_2+2}} \| u \|_{L_T^\infty H^{2j_2+3}} \| u \|_{L_T^\infty H^{2k-2-j_2}} \| u \|_{L_T^\infty H^{2k-j_2}} \lesssim \sqrt{T} \| u \|_{L_T^\infty H^{2k}}^{\frac{4k-3+2s_0}{2k-1} + \epsilon}.
\end{equation}
In order to estimate \( V \) it is sufficient to control the terms
\[
\int_0^T \| \partial_t^{m_1} u \|_{L^4} \left( \prod_{i=2, \ldots, p-1} \| \partial_t^{m_i} u \|_{L^\infty} \right) \| \partial_t^{k-j} u \|_{L^4} \| \partial_t^k u \|_{L^2},
\]
where we assume \( m_1 = \max\{m_1, m_2, \ldots, m_{p-1}\} \) and
\[
m_1 + \cdots + m_{p-1} = j,
\]
and as usual we get
\[
(29) \lesssim \sqrt{\tau} \| u \|_{L_t^\infty H^{2k}}^{1+\epsilon} \| u \|_{L_t^\infty H^{2m_1}}^{1-s_0} \| u \|_{L_t^\infty H^{2m_1+1}}^{s_0} \left( \prod_{i=2, \ldots, p-1} \| u \|_{L_t^\infty H^{2m_i+1}}^{1-\epsilon} \right)
\times \| u \|_{L_t^\infty H^{2k-2j}}^{1-s_0} \| u \|_{L_t^\infty H^{2k-2j+1}}^{s_0}.
\]

We conclude with the estimate of VI, which in turn can be reduced to controlling
\[
\int_0^T \| \partial_t^{m_1} u \|_{L^2} \left( \prod_{i=2, \ldots, p-1} \| \partial_t^{m_i} u \|_{L^\infty} \right) \| \partial_t^{k-j} u \|_{L^\infty} \| \partial_t^{l_1} u \|_{L^2} \left( \prod_{i=2, \ldots, p} \| \partial_t^{l_i} u \|_{L^\infty} \right),
\]
where we assume \( m_1 = \max\{m_1, m_2, \ldots, m_{p-1}\} \) and
\[
m_1 + \cdots + m_{p-1} = j, \quad l_1 + \cdots + l_p = k - 1,
\]
and we get
\[
(30) \lesssim \tau \| u \|_{L_t^\infty H^{2k}}^\epsilon \| u \|_{L_t^\infty H^{2m_1}} \left( \prod_{i=2, \ldots, p-1} \| u \|_{L_t^\infty H^{2m_i+1}}^{1-\epsilon} \right)
\times \| u \|_{L_t^\infty H^{2k-2j+1}} \| u \|_{L_t^\infty H^{2l_1+1}} \left( \prod_{i=2, \ldots, p-1} \| u \|_{L_t^\infty H^{2l_i+1}}^{1-\epsilon} \right)
\lesssim \tau \| u \|_{L_t^\infty H^{2k}}^{4k-\epsilon} + \epsilon.
\]

The key estimate to deduce Theorem 1.1 is the following one (see Remark 1.2).

**Proposition 4.2.** Let us assume that \( u(t, x) \) solves (11) with \( d = 2 \) and \( p \geq 3 \). Then we have the following bound for every \( \tau \in (0, 1) \) and for every \( \epsilon > 0 \):
\[
\| u(\tau) \|_{H^{2k}}^2 - \| u(0) \|_{H^{2k}}^2 \leq \sqrt{\tau} \| u \|_{L_t^\infty H^{2k}}^{4k-3+2\epsilon} + \| u \|_{L_t^\infty H^{2k}}^{4k-\epsilon} + \| u \|_{L_t^\infty H^{2k}}^{4k-\epsilon} + \epsilon.
\]

**Proof.** We write \( E_{2k}(u) = \| \partial_t^k u \|_{L^2}^2 + R_{2k}(u) \), where
\[
R_{2k}(u) = -\frac{p-1}{4} \int |\partial_t^{k-1} \nabla_g (|u|^2)|^2 |u|^{p-3} \mathrm{dvol}_g - \int |\partial_t^{k-1} (|u|^{p-1}u)|^2 \mathrm{dvol}_g.
\]
We claim that
\[
| R_{2k}(u) | \lesssim \| u \|_{H^{2k}}^{4k-\epsilon} + \| u \|_{H^{2k}}^{4k-\epsilon} + \epsilon.
\] (31)
In fact notice that arguing as in the proof of Proposition 4.1 we get
\[
\int |\partial_t^{k-1} \nabla_g (|u|^2) g| u|^{p-3} \mathrm{d}vol_g \lesssim \sum_{k_1+k_2=k-1} \|\partial_t^{k_1} u\|_{W^{1,2}_g}^2 \|\partial_t^{k_2} u\|_{L^\infty} \|u\|_{L^\infty}^{p-3} \\
\lesssim \sum_{k_1+k_2=k-1} \|u\|_{H^{2k+1}}^2 \|u\|_{H^{2k+1}}^2 \|u\|_{H^{2k}}^\varepsilon \lesssim \|u\|_{L^\infty H^{2k}}^{\frac{4k-4}{2k} + \varepsilon}
\]
and also
\[
\int |\partial_t^{k-1} (|u|^{p-1} u)|^2 \mathrm{d}vol_g \lesssim \sum_{j_1+\cdots+j_p=k-1} \|\partial_t^{j_1} u\|_{L^2}^2 \left( \prod_{h=1,\ldots,p} \|\partial_t^{j_h} u\|_{L^\infty} \right) \\
\lesssim \sum_{j_1+\cdots+j_p=k-1} \|u\|_{H^{2j_1}}^2 \left( \prod_{h=1,\ldots,p} \|u\|_{H^{2j_h+1}}^2 \right) \|u\|_{L^\infty H^{2k}}^\varepsilon \lesssim \|u\|_{L^\infty H^{2k}}^{\frac{4k-4}{2k} + \varepsilon}.
\]

Next notice that if we integrate the identity (13) and we use Proposition 4.1 then
\[
\|\partial_t^k u(\tau)\|_{L^2}^2 - \|\partial_t^k u(0)\|_{L^2}^2 \lesssim \sup_{(0,\tau]} |\mathcal{R}_{2k}(u)| + \sqrt{\tau} \|u\|_{L^\infty H^{2k}}^{\frac{4k-3+2\varepsilon}{2k-1} + \varepsilon} + \|u\|_{L^\infty H^{2k}}^{\frac{4k-4}{2k} + \varepsilon}.
\]

We conclude by using (31) and Proposition 3.3.

\[
\square
\]

5. Exponential growth for $H^{2k}$ norms of solutions to the cubic NLS on $M^3$

The aim of this section is the proof of Theorem 1.3 in the case $m = 2k$.

The following is the 3-dimensional version of Proposition 4.1 for the cubic NLS.

**Proposition 5.1.** Let us assume that $u(t, x)$ solves (11) with $d = 3$ and $p = 3$. Then we have the following bound for every $\tau \in (0, 1)$
\[
\int_0^\tau \text{right-hand side of (13)} \, ds \lesssim \tau \|u\|_{L^\infty_t H^{2k}}^2 + \|u\|_{L^\infty_t H^{2k}}^\gamma
\]
for some $\gamma \in (0, 2)$.

**Proof.** Since we work on a 3-dimensional compact manifold we simplify the notation as follows: $L^q$, $W^{s,q}$, $H^s$ denote the spaces $L^q(M^3)$, $W^{s,q}(M^3)$, $H^s(M^3)$. In the sequel we shall also make use of the following inequalities, which in turn follow by combining an elementary interpolation inequality with (12). We also notice that by combining Proposition 3.3 and Proposition 3.5 with (24) we get
\[
\|\partial_t^j u\|_{L^2_t L^6} \lesssim \|u\|_{L^\infty_t H^{2j}}^{1-\varepsilon} \|u\|_{L^\infty_t H^{2j+1}}^\varepsilon + \sqrt{\tau} \|u\|_{L^\infty_t H^{2j+1}}^{1/2} \|u\|_{L^\infty_t H^{2j+1}}^{1/2} \\
+ \sqrt{\tau} \sum_{\substack{j_1+j_2+j_3=j \\ j_1=\max\{j_1,j_2,j_3\}}} \|u\|_{L^\infty_t H^{2j_1}} \|u\|_{L^\infty_t H^{2j_2+1}} \|u\|_{L^\infty_t H^{2j_3+1}} \\
\lesssim \|u\|_{L^\infty_t H^{2k}}^{2j-1+\varepsilon} + \sqrt{\tau} \|u\|_{L^\infty_t H^{2k}}^{4j-1} \|u\|_{L^\infty_t H^{2k}}^{2k-1} + \sqrt{\tau} \|u\|_{L^\infty_t H^{2k}}^{2j-1+\varepsilon}.
\]

(32)
provided that $j \geq 1$, and
\[
\| \partial_t^j u \|_{L_t^\infty L_x^{1.6}} \leq C \left( \| u \|_{L_t^\infty H_x^{2j+1}} + \| u \|_{L_t^\infty H_x^{2j+2}} + \sqrt{t} \| u \|_{L_t^\infty H_x^{2j+1}} \right. \\
\left. \quad + \sqrt{t} \sum_{j_1 + j_2 + j_3 = j} \| u \|_{L_t^\infty H_x^{2j_1+1}} \| u \|_{L_t^\infty H_x^{2j_2+1}} \| u \|_{L_t^\infty H_x^{2j_3+1}} \right.
\]
\[
\leq \| u \|_{L_t^\infty H_x^{2k}}^{\frac{2j+k}{4k-1}} + \sqrt{t} \| u \|_{L_t^\infty H_x^{2k}}^{\frac{4j+1}{4k-2}} + \sqrt{t} \| u \|_{L_t^\infty H_x^{2k}}^{\frac{2j}{4k-1}}.
\quad (33)
\]

We denote by $I$, $II$, $III$, $IV$ the four terms on each line of the right-hand side in (15). We first estimate the term $I$. By developing the time derivatives $\partial_t^k$ and $\partial_t^{k-1}$, and by using the Hölder inequality, we are reduced to estimating
\[
\int_0^T \| \partial_t^{j_1} u \|_{L_t^2} \| \partial_t^{j_2} u \|_{L_t^6} \| \partial_t^{j_1} u \|_{W_t^{1.6}} \| \partial_t^{j_2} u \|_{W_t^{1.6}} \, ds,
\quad (34)
\]
where we can assume $k_1 \geq k_2$ and
\[
j_1 + j_2 = k - 1, \quad k_1 + k_2 = k.
\]

Notice that by combining the Sobolev embedding $H^1(M^3) \subset L^6(M^3)$ with Proposition 3.3 for $d = 3$ and $p = 3$, and (24) we have
\[
(34) \leq \| u \|_{L_t^\infty H_x^{2k_1}} \| u \|_{L_t^\infty H_x^{2k_2+1}} \| \partial_t^{j_1} u \|_{L_t^2 W_t^{1.6}} \| \partial_t^{j_2} u \|_{L_t^2 W_t^{1.6}} \leq \| u \|_{L_t^\infty H_x^{2k}} \| \partial_t^{j_1} u \|_{L_t^2 W_t^{1.6}} \| \partial_t^{j_2} u \|_{L_t^2 W_t^{1.6}},
\]
and we can continue the estimate by using (33). Indeed we should estimate $\| \partial_t^j u \|_{L_t^2 W_t^{1.6}}$ by three terms on the right-hand side in (33). However, we can consider only the term that gives the worst growth with respect to the power of $\| u \|_{L_t^\infty H_x^{2k}}$ (i.e., only the second term on the right-hand side of (33), as all the other terms give a smaller power of $\| u \|_{L_t^\infty H_x^{2k}}$). Summarizing we get
\[
(34) \leq \tau \| u \|_{L_t^\infty H_x^{2k}}^2 + \| u \|_{L_t^\infty H_x^{2k}}^\gamma
\]
for a suitable $\gamma \in (0, 2)$. Next we estimate the term $II$, which can be reduced to estimating the terms
\[
\int_0^T \| \partial_t^{k_1} u \|_{L_t^2} \| \partial_t^{k_2} u \|_{L_t^6} \| \partial_t^{j} \Delta u \|_{L_t^6} \| \partial_t^{k-1-j} u \|_{L_t^6},
\quad (35)
\]
where we can assume $k_1 \leq k_2$ and
\[
j = 0, \ldots, k - 2, \quad k_1 + k_2 = k.
\]

By using the Sobolev embedding $H^1(M^3) \subset L^6(M^3)$ in conjunction with Proposition 3.3 we get
\[
(35) \leq \| u \|_{L_t^\infty H_x^{2k_1}} \| \partial_t^{k_2} u \|_{L_t^6} \| u \|_{L_t^\infty H_x^{2j+3}} \| \partial_t^{k-1-j} u \|_{L_t^\infty L_x^6}.
\]

By using (32) and (24) we get
\[
(35) \leq \| u \|_{L_t^\infty H_x^{2k_1}} \| u \|_{L_t^\infty H_x^{2k}}^{\frac{4k_2-1}{4k-2}} \| u \|_{L_t^\infty H_x^{2k}}^{\frac{4j+1}{4k-2}} \| u \|_{L_t^\infty H_x^{2k}}^{\frac{4j+1}{4k-2}} \leq \tau \| u \|_{L_t^\infty H_x^{2k}}^2 + \| u \|_{L_t^\infty H_x^{2k}}^\gamma,
\]
where \( \gamma \in (0, 2) \). Concerning the term III we are reduced to
\[
\int_0^T \| \partial_t^{j_1} u \|_{L^\infty} \| \partial_t^{j_2} u \|_{L^\infty} \| \partial_t^{k-j} u \|_{L^2} \| \partial_t^{k_1} u \|_{L^6} \| \partial_t^{k_2} u \|_{L^6} \| \partial_t^{k_3} u \|_{L^6},
\]
\[j_1 + j_2 = j, \quad 0 \leq j \leq k - 1, \quad k_1 + k_2 + k_3 = k - 1. \tag{36}\]
By the Sobolev embeddings \( H^1(M^3) \subset L^6(M^3) \) and \( H^2(M^3) \subset L^\infty(M^3) \) and Proposition 3.3 we get
\[
(36) \lesssim \| u \|_{L_t^\infty H_x^{2j_1+2}} \| u \|_{L_t^\infty H_x^{2j_2+2}} \| u \|_{L_t^\infty H_x^{2k-2j}} \| \partial_t^{k_1} u \|_{L_x^6} \| \partial_t^{k_2} u \|_{L_x^6} \| u \|_{L_t^\infty H_x^{2k_3+1}}.
\]
By combining (32) with (24) we get
\[
(36) \lesssim \tau \| u \|_{L_t^\infty H_x^{2k}}^2 + \| u \|_{L_t^\infty H_x^{2k}}^\gamma
\]
for \( \gamma \in (0, 2) \). Concerning IV, it is sufficient to estimate
\[
\int_0^T \| \partial_t^j u \|_{L^2} \| \partial_t^{k-j} u \|_{L^6} \| \partial_t^{j_1} u \|_{L^6} \| \partial_t^{j_2} u \|_{L^6}, \quad j_1 + j_2 = j, \quad 1 \leq j \leq k - 1. \tag{37}\]
We can control it by using \( H^1(M^3) \subset L^6(M^3) \) and Proposition 3.3:
\[
(37) \lesssim \| u \|_{L_t^\infty H_x^{2k}} \| u \|_{L_t^\infty H_x^{2k+1}} \| \partial_t^{j} u \|_{L_x^6} \| \partial_t^{j_1} u \|_{L_x^6} \| \partial_t^{j_2} u \|_{L_x^6}.
\]
Again by (32) and (24) we get
\[
(37) \lesssim \tau \| u \|_{L_t^\infty H_x^{2k}}^2 + \| u \|_{L_t^\infty H_x^{2k}}^\gamma
\]
for some \( \gamma \in (0, 2) \).

In order to conclude the proof of Theorem 1.3, following the same argument as in the proof of Theorem 1.1, we have to split \( \mathcal{E}_{2k}(u) \) as \( \mathcal{E}_{2k}(u) = \| \partial_t^j u \|_{L^2}^2 + \mathcal{R}_{2k}(u) \), where
\[
\mathcal{R}_{2k}(u) = -\frac{1}{2} \int |\partial_t^{k-1} \nabla_g (|u|^2)|_g^2 \text{dvol}_g - \int |\partial_t^{k-1} (|u|^2 u)|^2 \text{dvol}_g,
\]
and we need to estimate the term \( \mathcal{R}_{2k}(u) \), namely
\[
|\mathcal{R}_{2k}(u)| \lesssim \| u \|_{H_x^{2k}}^{\frac{4k-3}{2}} + \| u \|_{H_x^{2k}}^{\frac{4k-5}{2}},
\]
which is a version of (31) in three dimensions. Once we prove this estimate, the conclusion is similar to Theorem 1.1. Notice that
\[
\int |\partial_t^{k-1} \nabla_g (|u|^2)|_g^2 \text{dvol}_g \lesssim \sum_{k_1+k_2=k-1} \| \partial_t^{k_1} u \|_{W^{1,2}}^2 \| \partial_t^{k_2} u \|_{L^\infty}^2
\]
\[
\lesssim \sum_{k_1+k_2=k-1} \| u \|_{H_x^{2k_1+1}}^2 \| u \|_{H_x^{2k_2+1}}^{1-\epsilon} \| u \|_{H_x^{2k_2+1}}^{1+\epsilon} \lesssim \| u \|_{H_x^{2k}}^{\frac{4k-3}{2}} + \epsilon,
\]
where we used the estimate
\[ \|v\|_{L^\infty} \lesssim \|v\|_{H^1}^{1+\epsilon} \|v\|_{H^2}^{1-\epsilon}, \]
which in turn follows by combining interpolation with Sobolev embedding, Proposition 3.3 and (24). Moreover we have
\[ \int \left| \partial_t^{k-1} (|u|^2 u) \right|^2 \, d\text{vol}_g \]
\[ \lesssim \sum_{j_1 + j_2 + j_3 = k-1} \left\| \partial_t^{j_1} u \right\|_{L^2}^2 \left\| \partial_t^{j_2} u \right\|_{L^\infty}^2 \left\| \partial_t^{j_3} u \right\|_{L^\infty}^2 \]
\[ \lesssim \sum_{j_1 + j_2 + j_3 = k-1} \left\| u \right\|_{H^{2j_1}}^2 \left\| u \right\|_{H^{2j_2+1}}^{1-\epsilon} \left\| u \right\|_{H^{2j_3+1}}^{1-\epsilon} \left\| u \right\|_{H^{2j_2+2}}^{1+\epsilon} \lesssim \left\| u \right\|_H^{\frac{4k-5}{2k-1} + \epsilon}, \]
where we used (38), Proposition 3.3 and (24).

6. Polynomial growth of $H^2$ for the subcubic NLS on $M^3$

Next we prove Theorem 1.6. We introduce the energy
\[ \mathcal{F}_2(v(t,x)) = \int_{M^3} |\partial_t v|^2 \, d\text{vol}_g - (p-1) \int_{M^3} |v|^{p-1} |\nabla_g v|^2 \, d\text{vol}_g - \frac{p-1}{p} \int_{M^3} |v|^{2p} \, d\text{vol}_g. \]

**Proposition 6.1.** Let $u(t,x)$ be solution to (11) for $d=3$ and $2 < p < 3$. Then we have
\[ \frac{d}{dt} \mathcal{F}_2 u(t,x) \]
\[ = (p-1)(p-3) \int_{M^3} |u|^{p-2} \partial_t |u| \left| \nabla_g u \right|^2 \, d\text{vol}_g + 2(p-1) \int_{M^3} |u|^{p-2} \partial_t |u| \left| \nabla_g u \right|_g^2 \, d\text{vol}_g. \]

**Proof.** We start with the following computation:
\[ \frac{d}{dt} \left\| \partial_t u \right\|_{L^2}^2 = 2 \text{Re}(\partial_t^2 u, \partial_t u) \]
\[ = 2 \text{Re}(\partial_t (-\Delta_g u + |u|^{p-1} u), i \partial_t u) \]
\[ = 2 \text{Im} \int_{M^3} (\partial_t \nabla_g u, \partial_t \nabla_g u)_g \, d\text{vol}_g + 2 \text{Re}(\partial_t (|u|^{p-1} u), i \partial_t u), \]
where $(f,g) = \int_{M^3} f \bar{g} \, d\text{vol}_g$. Since the first term vanishes, we get
\[ \frac{d}{dt} \left\| \partial_t u \right\|_{L^2}^2 = 2 \text{Re}(\partial_t (|u|^{p-1} u), i \partial_t u) + 2 \text{Re}(\partial_t (|u|^{p-1} u), i \partial_t u) \]
\[ = 2 \text{Re}(\partial_t (|u|^{p-1} u), -\Delta_g u) + 2 \text{Re}(\partial_t (|u|^{p-1} u), |u|^{p-1} u) \]
\[ = 2 \text{Re}(\partial_t (|u|^{p-1} u), -\Delta_g u) + \frac{p-1}{p} \frac{d}{dt} \int_{M^3} |u|^{2p} \, d\text{vol}_g. \]

By using the identity
\[ \Delta_g (|u|^2) = u \Delta_g \bar{u} + \bar{u} \Delta_g u + 2 |\nabla_g u|^2, \]
we get
\[ 2 \text{Re}(\partial_t(|u|^{p-1})u, -\Delta_g u) \]
\[ = - (\partial_t |u|^{p-1}, \Delta_g |u|^2) + 2 (\partial_t |u|^{p-1}, |\nabla_g u|^2_g) \]
\[ = (\partial_t \nabla_g |u|^{p-1}, |\nabla_g u|^2_g) + 2 (\partial_t |u|^{p-1}, |\nabla_g u|^2_g) \]
\[ = 2(p - 1) (\partial_t (|u|^{p-2} \nabla_g |u|), |u| \nabla_g |u|) + 2 (\partial_t |u|^{p-1}, |\nabla_g u|^2_g) \]
\[ = 2(p - 1) \frac{d}{dt} (|u|^{p-2} \nabla_g |u|, |u| \nabla_g |u|) - 2(p - 1) (|u|^{p-2} \nabla_g |u|, \partial_t |u| \nabla_g |u|) \]
\[ - 2(p - 1) (|u|^{p-2} \nabla_g |u|, |u| \nabla_g \partial_t |u|) + 2 (\partial_t |u|^{p-1}, |\nabla_g u|^2_g) \]
\[ = 2(p - 1) \frac{d}{dt} (|u|^{p-1}, |\nabla_g |u||^2) + (p - 1) (\partial_t |u|^{p-1}, |\nabla_g |u||^2) + 2 (\partial_t |u|^{p-1}, |\nabla_g u|^2_g). \]

The following proposition is a substitute for Proposition 5.1 in the subcubic case.

**Proposition 6.2.** We have for every \( \tau \in (0, 1) \)
\[ \int_0^\tau |\text{right-hand side of (39)}| \, ds \lesssim \tau \|u\|_{L_1^\infty H^2}^{\frac{p+5}{4}} + \|u\|_{L_1^\infty H^2}^p \]
for some \( \gamma \in (0, \frac{p+5}{4}). \)

**Proof.** We can write the terms on the right-hand side of (39) as I and II. We estimate I and the estimate of II is similar. We estimate I as follows (we shall use the diamagnetic inequality in order to remove \(|\cdot|\) inside the derivatives \(\nabla_g \) and \(\partial_t\) by the Hölder inequality:
\[ |I| \lesssim \|\partial_t u\|_{L_1^\infty L^2} \|u\|_{L_1^\infty W^{1, \frac{12}{p-1}}} \|u\|_{L_1^\infty L^6}^{p-2} \lesssim \tau^{\frac{6-2p}{8}} \|u\|_{L_1^\infty L^2} \|u\|_{L_1^\infty L^2} \|u\|_{L_1^{\frac{8}{p+1}} W^{1, \frac{12}{s-1}}} \],
where the pair \(\left(\frac{8}{p+1}, \frac{12}{s-1}\right)\) is Strichartz admissible. Notice that by using the equation solved by \(u(t, x)\), we are allowed to replace \(\|\partial_t u\|_{L_1^\infty L^2}\) with \(\|u\|_{L_1^\infty H^2}\) and hence
\[ |I| \lesssim \tau^{\frac{6-2p}{8}} \|u\|_{L_1^\infty H^2} \|u\|_{L_1^{\frac{8}{p+1}} W^{1, \frac{12}{s-1}}}^{\frac{p+1}{4}}. \]
Next notice that we have the bound
\[ \|u\|_{L_1^{\frac{8}{p+1}} W^{1, \frac{12}{s-1}}} \lesssim \|u\|_{L_1^\infty H^1}^{\frac{s}{4}} \|u\|_{L_1^\infty W^{1.6}}^{\frac{p+1}{4}}, \]
and hence due to the conservation of the energy, we can continue the estimate above as
\[ |I| \lesssim \tau^{\frac{6-2p}{8}} \|u\|_{L_1^\infty H^2} \|u\|_{L_1^\infty L^2}^{\frac{p+1}{4}}. \]
We can continue the estimate by using the Strichartz estimates (33) for \(j = 0\) (which are still available for solutions to the subcubic NLS):
\[ |I| \lesssim \tau \|u\|_{L_1^\infty H^2} \|u\|_{L_1^\infty H^2}^{\frac{p+1}{4}} + \|u\|_{L_1^\infty H^2}^p. \]
for some $\gamma \in \left(0, \frac{p+5}{4}\right)$ (indeed we have estimated the term $\|u\|_{L^2_t W^{1.6}}$ with the middle term on the right-hand side in (33) since it is the one that involves the larger power of $\|u\|_{L^\infty_t H^2}$, and the lower powers are absorbed in the term $\|u\|_{L^\infty_t H^2}^{\gamma}$. 

Integrating (39) on $[0, \tau]$ and arguing exactly as in the proofs of Theorems 1.1 and 1.3, we get the bound

$$\|u(\tau)\|_{H^2(M^3)}^2 - \|u(0)\|_{H^2(M^3)}^2 \lesssim \tau \|u\|_{L^\infty_t((0,\tau); H^2(M^3))}^{\frac{p+5}{4}} + \|u\|_{L^\infty_t((0,\tau); H^2(M^3))}^{\gamma}$$

for some $\gamma \in \left(0, \frac{p+5}{4}\right)$. This is sufficient to conclude Remark 1.7.

7. Growth of odd Sobolev norms $H^{2k+1}$

We point out that if we assume the initial datum $\varphi$ to be $H^{2k+2}$, then the estimate

$$\sup_{(0,T)} \|u(t,x)\|_{H^{2k+1}(M^2)} \leq C(\max\{1,T\})^{\frac{2k}{2-\gamma_0} + \epsilon},$$

stated in Theorem 1.1, follows by interpolation between the following bounds, which have been already proved by looking at growth of even Sobolev norms:

$$\sup_{(0,T)} \|u(t,x)\|_{H^{2k+2}(M^2)} \leq C(\max\{1,T\})^{\frac{2k+1}{2-\gamma_0} + \epsilon},$$

$$\sup_{(0,T)} \|u(t,x)\|_{H^{2k}(M^2)} \leq C(\max\{1,T\})^{\frac{2k-1}{2-\gamma_0} + \epsilon}.$$ 

A similar argument follows in order to prove Theorem 1.3 for $m = 2k + 1$.

However, the main point in this section is that we assume the initial datum $\varphi$ to be only in $H^{2k+1}$, and hence the argument above cannot be applied.

The proofs of Theorems 1.1 and 1.3 (which have been proved in the case $m = 2k$) can be adapted to the case $m = 2k + 1$ by using the modified energies

$$\mathcal{E}_{2k+1}(u) = \frac{1}{2} \|\partial_t^k \nabla_g u\|_{L^2}^2 + \frac{1}{2} \int |u|^{p-1} |\partial_t^k u|^2 \, d\text{vol}_g + \frac{p-1}{8} \int |u|^{p-3} |\partial_t^k (|u|^2)|^2 \, d\text{vol}_g$$

$$- \text{Re} \sum_{j=1}^{k-1} c_j \int \partial_t^j u \partial_t^{k-j} (|u|^{p-1}) \partial_t^k u \, d\text{vol}_g$$

$$- \sum_{j=1}^{k-1} c_j \int \partial_t^{k-j} (|u|^{p-3}) \partial_t^j (|u|^2) \partial_t^k (|u|^2) \, d\text{vol}_g.$$ 

(40)

Indeed we have the following proposition, from which one may conclude the proof of Theorems 1.1 and 1.3 in the case $m = 2k + 1$, exactly as we did in the case $m = 2k$. We leave details to the reader.

**Proposition 7.1.** Let $u(t, x)$ be a solution to (1) with initial datum $\varphi$ in $H^{2k+1}$. Then we have the identity
\[
\frac{d}{dt} \mathcal{E}_{2k+1}(u(t,x)) = \frac{1}{2} \int \partial_t(|u|^{p-1})|\partial_t^k u|^2 \, d\text{vol}_g - \Re \sum_{j=1}^{k-1} c_j \int \partial_t^{j+1} u \partial_t^{k-j} (|u|^{p-1}) \partial_t^k \bar{u} \, d\text{vol}_g
\]

\[
- \Re \sum_{j=1}^{k-1} c_j \int \partial_t^j u \partial_t^{k-j+1} (|u|^{p-1}) \partial_t^k \bar{u} \, d\text{vol}_g + \frac{P-1}{8} \int_{M^2} \partial_t (|u|^{p-3}) |\partial_t^k (|u|^2)|^2 \, d\text{vol}_g
\]

\[
+ \sum_{j=1}^{k-1} c_j \int \partial_t^{k-j+1} (|u|^{p-3}) \partial_t^j (|u|^2) \partial_t^k (|u|^2) \, d\text{vol}_g
\]

\[
+ \sum_{j=1}^{k-1} c_j \int \partial_t^{k-j} (|u|^{p-3}) \partial_t^{j+1} (|u|^2) \partial_t^k (|u|^2) \, d\text{vol}_g
\]

\[
+ \sum_{j=1}^{k} c_j \int \partial_t^k (|u|^{p-1}) \partial_t^j u \partial_t^{k+1-j} \bar{u} \, d\text{vol}_g,
\]

where \(c_j \in \mathbb{R}\) are explicit real numbers that can change in different lines.

**Proof.** First of all notice that we have

\[
\Re(i \partial_t^{k+1} u, \partial_t^k u) = \Re(\partial_t^{k} (\Delta_g u), \partial_t^k u) + \Re(\partial_t^{k} (u|u|^{p-1}), \partial_t^k u)
\]

\[
= \|\partial_t^k \nabla_g u\|_{L^2}^2 + \Re(\partial_t^{k} (u|u|^{p-1}), \partial_t^k u).
\]

Due to the identity above and by taking the time derivative, we get

\[
\frac{d}{dt}(\|\partial_t^k \nabla_g u\|_{L^2}^2 + \Re(\partial_t^{k} (u|u|^{p-1}), \partial_t^k u)) = \frac{d}{dt} \Re(i \partial_t^{k+1} u, \partial_t^k u) = \Re(i \partial_t^{k+2} u, \partial_t^k u)
\]

\[
= \Re(\partial_t^{k+1} (\Delta_g u), \partial_t^k u) + \Re(\partial_t^{k+1} (u|u|^{p-1}), \partial_t^k u)
\]

\[
= \frac{1}{2} \frac{d}{dt} \|\partial_t^k \nabla_g u\|_{L^2}^2 + \Re(\partial_t^{k+1} (|u|^{p-1} u), \partial_t^k u).
\]

Next we focus on the second term on the right-hand side:

\[
\Re(\partial_t^{k+1} (|u|^{p-1} u), \partial_t^k u)
\]

\[
= \frac{d}{dt} \Re(\partial_t^k (|u|^{p-1} u), \partial_t^k u) - \Re(\partial_t^k (|u|^{p-1} u), \partial_t^{k+1} u)
\]

\[
= \frac{d}{dt} \Re(\partial_t^k (|u|^{p-1} u), \partial_t^k u) - \Re(\partial_t^k (|u|^{p-1} u), \partial_t^{k+1} u) - \Re(|u|^{p-1} \partial_t^k u, \partial_t^{k+1} u)
\]

\[
+ \Re \sum_{j=1}^{k-1} c_j (\partial_t^j u \partial_t^{k-j} (|u|^{p-1}), \partial_t^{k+1} u)
\]

\[
= \frac{d}{dt} \Re(\partial_t^k (|u|^{p-1} u), \partial_t^k u) - \Re(\partial_t^k (|u|^{p-1} u), \partial_t^{k+1} u) - \frac{1}{2} \frac{d}{dt} \int |u|^{p-1} |\partial_t^k u|^2 \, d\text{vol}_g
\]

\[
+ \frac{1}{2} \int \partial_t (|u|^{p-1}) |\partial_t^k u|^2 \, d\text{vol}_g + \Re \sum_{j=1}^{k-1} c_j (\partial_t^j u \partial_t^{k-j} (|u|^{p-1}), \partial_t^{k+1} u)
\]
The authors are grateful to the referee for interesting remarks and suggestions to improve this paper.

Next we deal with the third term on the right-hand side:

\[-\text{Re}(\partial_t^k (|u|^{p-1})u, \partial_t^{k+1}u)\]

\[= -\frac{1}{2} \int \partial_t^k (|u|^{p-1}) \partial_t^{k+1} (|u|^2) \, \text{dvol}_g + \sum_{j=1}^{k} c_j \int \partial_t^j (|u|^{p-3}) \partial_t^j (|u|^2) \partial_t^{k+1-j} (|u|^2) \, \text{dvol}_g\]

and we notice that \(\partial_t^k (|u|^{p-1}) = \frac{1}{2}(p-1) \partial_t^{k-1}(\partial_t (|u|^2))|u|^{p-3}\). Hence we can continue the identity above as follows:

\[\ldots = -\frac{p-1}{4} \int |u|^{p-3} \partial_t^k (|u|^2) \partial_t^{k+1} (|u|^2) \, \text{dvol}_g + \sum_{j=1}^{k-1} c_j \int \partial_t^{k-j} (|u|^{p-3}) \partial_t^j (|u|^2) \partial_t^{k+1-j} (|u|^2) \, \text{dvol}_g\]

\[\quad + \sum_{j=1}^{k} c_j \int \partial_t^{k-j} (|u|^{p-3}) \partial_t^j (|u|^2) \partial_t^{k+1-j} (|u|^2) \, \text{dvol}_g\]

Then by elementary considerations

\[\ldots = -\frac{p-1}{8} \frac{d}{dt} \int |u|^{p-3} \partial_t^k (|u|^2)^2 \, \text{dvol}_g + \frac{p-1}{8} \int \partial_t (|u|^{p-3}) |\partial_t^k (|u|^2)|^2 \, \text{dvol}_g\]

\[+ \frac{d}{dt} \sum_{j=1}^{k-1} c_j \int \partial_t^{k-j} (|u|^{p-3}) \partial_t^j (|u|^2) \partial_t^k (|u|^2) \, \text{dvol}_g + \sum_{j=1}^{k-1} c_j \int \partial_t^{k-j+1} (|u|^{p-3}) \partial_t^j (|u|^2) \partial_t^k (|u|^2) \, \text{dvol}_g\]

\[+ \sum_{j=1}^{k-1} c_j \int \partial_t^{k-j} (|u|^{p-3}) \partial_t^j (|u|^2) \partial_t^k (|u|^2) \, \text{dvol}_g + \sum_{j=1}^{k} c_j \int \partial_t^k (|u|^{p-3}) \partial_t^j u \partial_t^{k+1-j} u \, \text{dvol}_g.\]
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A SUFFICIENT CONDITION FOR GLOBAL EXISTENCE OF SOLUTIONS TO A GENERALIZED DERIVATIVE NONLINEAR SCHröDINGER EQUATION

Noriyoshi Fukaya, Masayuki Hayashi and Takahisa Inui

We give a sufficient condition for global existence of the solutions to a generalized derivative nonlinear Schrödinger equation (gDNLS) by a variational argument. The variational argument is applicable to a cubic derivative nonlinear Schrödinger equation (DNLS). For (DNLS), Wu (2015) proved that the solution with the initial data $u_0$ is global if $\|u_0\|_{L^2}^2 < 4\pi$ by the sharp Gagliardo–Nirenberg inequality. The variational argument gives us another proof of the global existence for (DNLS). Moreover, by the variational argument, we can show that the solution to (DNLS) is global if the initial data $u_0$ satisfies $\|u_0\|_{L^2}^2 = 4\pi$ and the momentum $P(u_0)$ is negative.

1. Introduction

1A. Background. The following equation is known as a derivative nonlinear Schrödinger equation:

$$i \partial_t v + \partial_x^2 v + i \partial_x (|v|^2 v) = 0, \quad (t, x) \in \mathbb{R} \times \mathbb{R}. \quad (1-1)$$

This equation appears in plasma physics [Mio et al. 1976; Mjølhus 1976] and as a model for ultrashort optical pulses [Moses et al. 2007]. Using the gauge transformation

$$u(t, x) = v(t, x) \exp \left( \frac{i}{2} \int_{-\infty}^{x} |v(t, x)|^2 dx \right),$$

we get a Hamiltonian form of (1-1):

$$i \partial_t u + \partial_x^2 u + i |u|^2 \partial_x u = 0, \quad (t, x) \in \mathbb{R} \times \mathbb{R). \quad (DNLS)$$

Namely, this equation can be written as $i \partial_t u = E'(u)$ (see below for the definition of the Hamiltonian $E$). The Cauchy problem for (DNLS) (or equivalently (1-1)) has been studied by many researchers. It is known that (DNLS) is locally well-posed in the energy space $H^1(\mathbb{R})$. See [Tsutsumi and Fukuda 1980; Hayashi
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Keywords: variational structure, generalized derivative nonlinear Schrödinger equation, global existence.
and Ozawa 1992; Hayashi 1993; Hayashi and Ozawa 1994a; 1994b]. Hayashi and Ozawa [1994a] proved that the solution is global if \( \|u_0\|_{L^2}^2 < 2\pi \). See also [Ozawa 1996]. Wu [2013; 2015] proved that it holds if \( \|u_0\|_{L^2}^2 < 4\pi \). Recently, Miao, Tang, and Xu obtained the global well-posedness by a variational argument (see the remark on page 1156). For the initial data with low regularity, there are also many references. Takaoka [1999] proved that (DNLS) is locally well-posed in \( H^s(\mathbb{R}) \) when \( s \geq \frac{1}{2} \) by the Fourier restricted method. Biagioni and Linares [2001] proved that the solution map from \( H^s(\mathbb{R}) \) to \( C([-T, T] : H^s(\mathbb{R})) \), where \( T > 0 \), for (DNLS) is not locally uniformly continuous when \( s < \frac{1}{2} \). Colliander, Keel, Staffilani, Takaoka, and Tao [Colliander et al. 2002] proved that the \( H^s \)-solution is global if \( \|u_0\|_{L^2}^2 < 2\pi \) when \( s > \frac{1}{2} \) by the \( I \)-method (see also [Colliander et al. 2001; Takaoka 2001]). Recently, Miao, Wu, and Xu [Miao et al. 2011] showed that \( H^{1/2} \)-solution is global if \( \|u_0\|_{L^2}^2 < 2\pi \). Guo and Wu [2017] improved their result; that is, they proved that \( H^{1/2} \)-solution is global if \( \|u_0\|_{L^2}^2 < 4\pi \). The orbital stability of solitary waves has been also studied. It is known that (DNLS) has a two-parameter family of the solitary waves \( u_{\omega,c}(t,x) = e^{i\omega t}\phi_{\omega,c}(x-ct) \), where \( (\omega, c) \) satisfies \( \omega > c^2/4 \), \( \omega = c^2/4 \) and \( c > 0 \) (see below for the explicit formula of \( \phi_{\omega,c} \)). Guo and Wu [1995] proved that the solitary waves \( u_{\omega,c} \) are orbitally stable when \( \omega > c^2/4 \) and \( c < 0 \) by the abstract theory of Grillakis, Shatah, and Strauss [Grillakis et al. 1987; 1990] and the spectral analysis of the linearized operators. Colin and Ohta [2006] proved that the solitary waves \( u_{\omega,c} \) are orbitally stable when \( \omega > c^2/4 \) by characterizing the solitary waves from the viewpoint of a variational structure. The case of \( \omega = c^2/4 \) and \( c > 0 \) was treated by Kwon and Wu [2016]. Recently, the stability of the multisolitons was studied by Miao, Tang, and Xu [Miao et al. 2017b] and Le Coz and Wu [2016].

To understand the structural properties of (DNLS), Liu, Simpson, and Sulem [Liu et al. 2013] introduced an extension of (DNLS) with general power nonlinearity. The generalized derivative nonlinear Schrödinger equation is

\[
\begin{align*}
&i\partial_t u + \partial_x^2 u + i|u|^{2\sigma} \partial_x u = 0, \quad (t,x) \in \mathbb{R} \times \mathbb{R}, \\
&u(0, x) = u_0(x), \quad x \in \mathbb{R},
\end{align*}
\]

(gDNLS)

where \( \sigma > 0 \). Equation (gDNLS) is invariant under the scaling transformation

\[
\gamma^t u(\gamma^2 t, \gamma x), \quad \gamma > 0.
\]

This implies that its critical Sobolev exponent is \( s_c = \frac{1}{2} - 1/(2\sigma) \). In particular, (DNLS) is \( L^2 \)-critical. Liu et al. [2013] investigated the orbital stability of a two-parameter family of solitary waves

\[
u_{\omega,c}(t,x) = e^{i\omega t}\phi_{\omega,c}(x-ct),
\]

where \( (\omega, c) \) satisfies \( \omega > c^2/4 \), or \( \omega = c^2/4 \) and \( c > 0 \), and

\[
\phi_{\omega,c}(x) = \Phi_{\omega,c}(x) \exp \left( i \frac{c}{2} x - \frac{i}{2\sigma + 2} \int_0^x \Phi_{\omega,c}(y)^{2\sigma} dy \right),
\]

\[
\Phi_{\omega,c}(x) = \begin{cases} 
\left( \frac{(\sigma + 1)(4\omega - c^2)}{2\sqrt{\omega} \cosh(\sqrt{\omega} \sqrt{4\omega - c^2}x) - c} \right)^{1/(2\sigma)} & \text{if } \omega > c^2/4, \\
\left( \frac{2(\sigma + 1)c}{\sigma^2(c^2x)^2 + 1} \right)^{1/(2\sigma)} & \text{if } \omega = c^2/4 \text{ and } c > 0.
\end{cases}
\]
We note that $\Phi_{\omega,c}$ is the positive even solution of
\[
-\Phi'' + (\omega - \frac{1}{4}c^2)\Phi + \frac{1}{2}c^2|\Phi|^{2\sigma}\Phi - \frac{2\sigma + 1}{(2\sigma + 2)^2}|\Phi|^{4\sigma}\Phi = 0, \quad x \in \mathbb{R}, \tag{1-4}
\]
and then the complex-valued function $\phi_{\omega,c}$ satisfies
\[
-\phi'' + \omega \phi + ic \phi' - i|\phi|^{2\sigma}\phi' = 0, \quad x \in \mathbb{R}.
\]

Liu et al. [2013] proved that the solitary waves are orbitally stable if $-2\sqrt{c} < c < 2\sqrt{c}$, and orbitally unstable if $2\sqrt{z_0} < c < 2\sqrt{z}$ when $1 < \sigma < 2$, where the constant $z_0 = z_0(\sigma) \in (-1, 1)$ is the solution of
\[
F_\sigma(z) := (\sigma - 1)^2\left\{ \int_0^\infty (\cosh y - z)^{-1/\sigma} dy \right\}^2 - \left\{ \int_0^\infty (\cosh y - z)^{-1/\sigma - 1}(z \cosh y - 1) dy \right\}^2 = 0.
\]
Moreover, they also proved that the solitary waves for all $\omega > c^2/4$ are orbitally unstable when $\sigma \geq 2$ and orbitally stable when $0 < \sigma < 1$. Recently, Fukaya [2016] proved that the solitary waves are orbitally unstable if $c = 2z_0\sqrt{c}$ when $\frac{1}{2} < \sigma < 2$. More recently, Tang and Xu investigated stability of the sum of two solitary waves for (gDNLS) (see [Tang and Xu 2017] for more details). Before Liu et al. [2013], Hao [2007] considered (gDNLS) and proved the local well-posedness in $H^{1/2}(\mathbb{R})$ when $\sigma \geq \frac{5}{2}$. Santos [2015] proved the existence and uniqueness of a solution $u \in C([0, T]; H^{1/2}(\mathbb{R}))$ for sufficiently small initial data when $\sigma > 1$. Recently, Hayashi and Ozawa [2016] proved local well-posedness in $H^1(\mathbb{R})$ when $\sigma \geq 1$ and that the following quantities are conserved:
\[
E(u) := \frac{1}{2}\|\partial_x u\|_{L^2}^2 - \frac{1}{2\sigma + 2} \operatorname{Re} \int_{\mathbb{R}} i |u|^{2\sigma} \bar{u} \partial_x u \, dx, \quad \tag{Energy}
\]
\[
M(u) := \|u\|_{L^2}^2, \quad \tag{Mass}
\]
\[
P(u) := \operatorname{Re} \int_{\mathbb{R}} i \partial_x u \bar{u} \, dx. \quad \tag{Momentum}
\]
Moreover, they proved global well-posedness for small initial data. They also constructed global solutions for any initial data in $H^1(\mathbb{R})$ in the case $0 < \sigma < 1$ ($L^2$-subcritical case). However, in the case $\sigma \geq 1$ ($L^2$-critical or supercritical case), there has been no global existence result for large data. In the present paper, we investigate global well-posedness for (gDNLS) in the case $\sigma \geq 1$ by a variational argument. More precisely, we give a variational characterization of solitary waves and a sufficient condition for global existence of solutions to (gDNLS) by using the characterization. Such an argument was done for nonlinear hyperbolic partial differential equations by Sattinger [1968] (see also [Tsutsumi 1972; Payne and Sattinger 1975]). Our argument is also applicable to (DNLS). Indeed, the variational argument gives another proof of the result by Wu [2015]. Moreover, we prove that the solution of (DNLS) is global if the initial data $u_0$ satisfies $\|u_0\|_{L^2}^2 = 4\pi$ and $P(u_0) < 0$.

**1B. Main results.** To state our main results, we introduce some notations. Let $(\omega, c)$ satisfy
\[
\omega > c^2/4 \quad \text{or} \quad \omega = c^2/4 \text{ and } c > 0. \tag{1-5}
\]
For \((\omega, c)\) satisfying (1-5), we define
\[
S_{\omega,c}(\varphi) := E(\varphi) + \frac{1}{2} \omega M(\varphi) + \frac{1}{2} c P(\varphi).
\]
We denote the nonlinear term by
\[
N(\varphi) := \text{Re} \int_\mathbb{R} i|\varphi|^{2\sigma} \bar{\varphi} \partial_x \varphi \, dx.
\]
We define
\[
\tilde{S}_{\omega,c}(\varphi) := \frac{1}{2} \| \partial_x \varphi \|_{L^2}^2 + \frac{1}{2} (\omega - \frac{1}{4} c^2) \| \varphi \|_{L^2}^2 + \frac{c}{2(2\sigma + 2)} \| \varphi \|_{L^{2\sigma+2}}^{2\sigma+2} - \frac{1}{2\sigma+2} N(\varphi).
\]
Then, we have \(S_{\omega,c}(\varphi) = \tilde{S}_{\omega,c}(e^{-c/2i}x \varphi)\) by using the identities
\[
\begin{align*}
&\frac{c}{2} P(\varphi) = -\| \partial_x \varphi \|_{L^2}^2 - \frac{1}{4} c^2 \| \varphi \|_{L^2}^2 + \| \partial_x (e^{-c/2i}x \varphi) \|_{L^2}^2, \\
&\frac{c}{2} (2\sigma + 2) = -\sigma \| \varphi \|_{L^{2\sigma+2}}^{2\sigma+2} + N(e^{-c/2i}x \varphi).
\end{align*}
\]
We denote the scaling transformation by \(f_{\lambda}^{\alpha,\beta}(x) := e^{\alpha \lambda} f(e^{-\beta \lambda} x)\) for \((\alpha, \beta) \in \mathbb{R}^2\) and any function \(f\). For \((\alpha, \beta) \in \mathbb{R}^2\), we define
\[
\begin{align*}
K_{\omega,c}^{\alpha,\beta}(\psi) &= \partial_\lambda \tilde{S}_{\omega,c}(\psi_{\lambda}^{\alpha,\beta}) |_{\lambda=0}, \\
K_{\omega,c}^{\alpha,\beta}(\varphi) &= \tilde{K}_{\omega,c}^{\alpha,\beta}(e^{-c/2i}x \varphi).
\end{align*}
\]
By a direct calculation, we have the explicit formulae
\[
\begin{align*}
\tilde{K}_{\omega,c}^{\alpha,\beta}(\psi) &= \langle S_{\omega,c}'(\psi), \alpha \psi - \beta x \partial_x \psi \rangle \\
&= \frac{2\alpha - \beta}{2} \| \partial_x \varphi \|_{L^2}^2 + \frac{2\alpha + \beta}{2} \left( \omega - \frac{c^2}{4} \right) \| \varphi \|_{L^2}^2 + \frac{(2\sigma + 2)\alpha + \beta}{2(2\sigma + 2)} \| \varphi \|_{L^{2\sigma+2}}^{2\sigma+2} - \alpha N(\varphi), \\
K_{\omega,c}^{\alpha,\beta}(\varphi) &= \langle S_{\omega,c}'(e^{-c/2i}x \varphi), \alpha e^{-c/2i}x \varphi - \beta x \partial_x (e^{-c/2i}x \varphi) \rangle \\
&= \langle S_{\omega,c}'(\varphi), \alpha \varphi + \frac{1}{2} ci \beta x \varphi - \beta x \partial_x \varphi \rangle \\
&= \frac{2\alpha - \beta}{2} \| \partial_x \varphi \|_{L^2}^2 + \left( \frac{2\alpha + \beta}{2} - \omega - \frac{c^2}{4} \beta \right) \| \varphi \|_{L^2}^2 + \frac{2\alpha - \beta}{2} c P(\varphi) + \frac{\beta c}{2(2\sigma + 2)} \| \varphi \|_{L^{2\sigma+2}}^{2\sigma+2} - \alpha N(\varphi),
\end{align*}
\]
where we have used (1-6) and (1-7).

Remark. (1) If \(\beta \neq 0\), then \(K_{\omega,c}^{\alpha,\beta}\) is different from \(I_{\omega,c}^{\alpha,\beta}(\varphi) := \partial_\lambda S_{\omega,c}(\psi_{\lambda}^{\alpha,\beta}) |_{\lambda=0}\). Indeed, the explicit formula of \(I_{\omega,c}^{\alpha,\beta}\) is
\[
I_{\omega,c}^{\alpha,\beta}(\varphi) = \frac{2\alpha - \beta}{2} \| \partial_x \varphi \|_{L^2}^2 + \frac{2\alpha + \beta}{2} \omega \| \varphi \|_{L^2}^2 + c \alpha P(\varphi) - \alpha N(\varphi).
\]
We note that \(K_{\omega,c}^{\alpha,0}\) coincides with \(I_{\omega,c}^{\alpha,0}\), and especially \(K_{\omega,c}^{1,0} = I_{\omega,c}^{1,0}\) is nothing but the Nehari functional.

(2) It is not clear whether the momentum \(P\) is positive or not. That is why we introduce \(\tilde{S}_{\omega,c}\) by using (1-6). Such an argument can be seen in [Bellazzini et al. 2014b] (see (14) therein for the details).

(3) The functional \(K_{\omega,c}^{\alpha,\beta}\) is more useful to obtain the characterization of the solitary waves when \(\omega = c^2/4\) and \(c > 0\) than \(I_{\omega,c}^{\alpha,\beta}\) since \(K_{\omega,c}^{\alpha,\beta}\) contains the \(L^{2\sigma+2}\)-norm (see the proof in Section 2B).
We consider the following minimization problem:

\[ -\psi'' + (\omega - \frac{1}{4} c^2) \psi + \frac{1}{2} c |\psi|^{2\sigma} \psi - i |\psi|^{2\sigma} \psi' = 0, \quad x \in \mathbb{R}. \]

We define the following function space for \((\omega, c)\) satisfying (1-5):

\[ X_{\omega, c} := \begin{cases} H^1(\mathbb{R}) & \text{if } \omega > c^2/4, \\ \dot{H}^1(\mathbb{R}) \cap L^{2\sigma+2}(\mathbb{R}) & \text{if } \omega = c^2/4 \text{ and } c > 0. \end{cases} \]

We consider the following minimization problem:

\[ \mu_{\omega, c}^{\alpha, \beta} := \inf \{ S_{\omega, \alpha, \beta}(\varphi) : e^{-(c/2)i} \varphi \in X_{\omega, c} \setminus \{0\}, \ K_{\omega, c}^{\alpha, \beta}(\varphi) = 0 \} \]

\[ = \inf \{ \tilde{S}_{\omega, c}(\psi) : \psi \in X_{\omega, c} \setminus \{0\}, \ \tilde{K}_{\omega, c}^{\alpha, \beta}(\psi) = 0 \}. \]

**Remark.** (1) We note that the solitary waves \(\phi_{c^2/4, \alpha, \beta}\) do not belong to \(L^2(\mathbb{R})\) when \(\sigma \geq 2\). Therefore, we define \(X_{c^2/4, c} := \dot{H}^1(\mathbb{R}) \cap L^{2\sigma+2}(\mathbb{R})\) to characterize the solitary waves \(\phi_{c^2/4, \alpha, \beta}\) (cf. [Kwon and Wu 2016]).

(2) \(S_{c^2/4, c}\) seems meaningless on the function space \(\{ \varphi : e^{-(c/2)i} \varphi \in X_{c^2/4, c} \}\) since \(S_{c^2/4, c}\) contains \(L^2\)-norm. However, in fact, \(S_{c^2/4, c}\) is well-defined on the function space since \(\tilde{S}_{c^2/4, c}\) is defined on \(\dot{H}^1(\mathbb{R}) \cap L^{2\sigma+2}(\mathbb{R})\) and the equality \(S_{c^2/4, c}(\varphi) = \tilde{S}_{c^2/4, c}(e^{-(c/2)i} \varphi)\) holds. Similarly, \(K_{c^2/4, c}^{\alpha, \beta}\) is well-defined on this function space.

(3) Since \(\varphi \in H^1(\mathbb{R})\) if and only if \(e^{-(c/2)i} \varphi \in H^1(\mathbb{R})\), when \(\omega > c^2/4\), we have

\[ \mu_{\omega, c}^{\alpha, \beta} = \inf \{ S_{\omega, c}(\varphi) : \varphi \in H^1(\mathbb{R}) \setminus \{0\}, \ K_{\omega, c}^{\alpha, \beta}(\varphi) = 0 \}. \]

However, when \(\omega = c^2/4\) and \(c > 0\), the above equality does not hold.

We assume that \((\alpha, \beta) \in \mathbb{R}^2\) satisfies

\[ \begin{cases} 2\alpha - \beta > 0, \ 2\alpha + \beta > 0, \ \text{and} \ \beta c \leq 0 & \text{when } \omega > c^2/4, \\ 2\alpha - \beta > 0, \ 2\alpha + \beta > 0, \ \text{and} \ \beta < 0 & \text{when } \omega = c^2/4 \text{ and } c > 0. \end{cases} \]  

(1-8)

We define some function spaces:

\[ \mathcal{M}_{\omega, c}^{\alpha, \beta} := \{ \varphi : e^{-(c/2)i} \varphi \in X_{\omega, c} \setminus \{0\}, \ S_{\omega, c}(\varphi) = \mu_{\omega, c}^{\alpha, \beta}, \ K_{\omega, c}^{\alpha, \beta}(\varphi) = 0 \}, \]

\[ \mathcal{G}_{\omega, c} := \{ \varphi : e^{-(c/2)i} \varphi \in X_{\omega, c} \setminus \{0\}, \ S_{\omega, c}'(\varphi) = 0 \}. \]

We give the following characterization of the solitary waves.

**Theorem 1.1.** Let \(\sigma \geq 1\), \((\omega, c)\) satisfy (1-5), and \((\alpha, \beta)\) satisfy (1-8). Then,

\[ \mathcal{M}_{\omega, c}^{\alpha, \beta} = \mathcal{G}_{\omega, c} = \{ e^{i\theta_0} \phi_{\omega, c}(\cdot - x_0) : \theta_0 \in [0, 2\pi), \ x_0 \in \mathbb{R} \}. \]

**Theorem 1.1** also means that \(\mu_{\omega, c}^{\alpha, \beta}\) and \(\mathcal{M}_{\omega, c}^{\alpha, \beta}\) are independent of \((\alpha, \beta)\) and \(\mathcal{M}_{\omega, c}^{\alpha, \beta}\) is not empty. Thus, we denote \(\mu_{\omega, c}^{\alpha, \beta}\) by \(\mu_{\omega, c}\).

We define

\[ \mathcal{K}_{\omega, c}^{\alpha, \beta, +} := \{ \varphi \in H^1(\mathbb{R}) : S_{\omega, c}(\varphi) \leq \mu_{\omega, c}, \ K_{\omega, c}^{\alpha, \beta}(\varphi) \geq 0 \}, \]

\[ \mathcal{K}_{\omega, c}^{\alpha, \beta, -} := \{ \varphi \in H^1(\mathbb{R}) : S_{\omega, c}(\varphi) \leq \mu_{\omega, c}, \ K_{\omega, c}^{\alpha, \beta}(\varphi) < 0 \}. \]

The characterization by **Theorem 1.1** gives us the following sufficient condition for global existence.
Theorem 1.2. Let $\sigma \geq 1$, $(\omega, c)$ satisfy (1-5), and $(\alpha, \beta)$ satisfy (1-8). Then, $\mathcal{X}^{\alpha, \beta, \pm}_{\omega, c}$ are invariant under the flow of $(g\text{DNLS})$. Namely, if the initial data $u_0$ belongs to $\mathcal{X}^{\alpha, \beta, \pm}_{\omega, c}$, then the solution $u(t)$ of $(g\text{DNLS})$ also belongs to $\mathcal{X}^{\alpha, \beta, \pm}_{\omega, c}$ for all $t \in I_{\text{max}}$, where $I_{\text{max}}$ denotes the maximal existence time.

Moreover, if the initial data $u_0$ belongs to $\mathcal{X}^{\alpha, \beta, +}_{\omega, c}$ for some $(\omega, c)$ satisfying (1-5) and $(\alpha, \beta)$ satisfying (1-8), then the corresponding solution $u$ of $(g\text{DNLS})$ exists globally in time and

$$\|u\|_{L^\infty(\mathbb{R}; H^1(\mathbb{R}))} \leq C(\|u_0\|_{H^1}),$$

where $C : [0, \infty) \to \mathbb{R}$ is continuous.

Recently, Miao et al. [2017a] independently obtained the results similar to Theorems 1.1 and 1.2 when $\sigma = 1$. We will compare their method with our argument in the remark on page 1156.

We show that Theorem 1.2 gives us some interesting corollaries for $(\text{DNLS})$.

Corollary 1.3. Let $\sigma = 1$. If the initial data $u_0 \in H^1(\mathbb{R})$ satisfies $\|u_0\|_{L^2}^2 < 4\pi$, then the solution of $(\text{DNLS})$ is global.

Two proofs have been known for Corollary 1.3. One was obtained by Wu [2015] and another one by Guo and Wu [2017]. We give another proof by Theorem 1.2. We compare the methods of [Wu 2015; Guo and Wu 2017], which depend on the sharp Gagliardo–Nirenberg-type inequality, with our variational argument.

Using the gauge transformation to the solution of $(\text{DNLS})$ $u(t, x) = w(t, x) \exp\left( -\frac{i}{4} \int_{-\infty}^x |w(t, x)|^2 \, dx \right)$, then $w$ satisfies the equation

$$\begin{cases}
  i \partial_t w + \partial_x^2 w + \frac{1}{2} i |w|^2 \partial_x w - \frac{1}{2} i w^2 \partial_x w + \frac{3}{16} |w|^4 w = 0, & (t, x) \in \mathbb{R} \times \mathbb{R}, \\
  w(0, x) = w_0(x), & x \in \mathbb{R}.
\end{cases}$$

The energy and the momentum are transformed as

$$\mathcal{E}(w) = \frac{1}{2} \|\partial_x w\|_{L^2}^2 - \frac{1}{32} \|w\|_{L^6}^6,$$

$$\mathcal{P}(w) = \text{Re} \int_{\mathbb{R}} i \partial_x w \bar{w} \, dx + \frac{1}{4} \|w\|_{L^4}^4.$$

Hayashi and Ozawa [1992] used the sharp Gagliardo–Nirenberg inequality

$$\|f\|_{L^6}^6 \leq \frac{4}{\pi^2} \|f\|_{L^2}^4 \|\partial_x f\|_{L^2}^2$$

in order to obtain an a priori estimate in $\dot{H}^1(\mathbb{R})$. We note that the optimizer for the inequality (1-11) is given by $Q := \Phi_{1,0}$ and $Q$ satisfies the elliptic equation

$$-Q'' + Q - \frac{3}{16} Q^5 = 0.$$
also the momentum and the sharp Gagliardo–Nirenberg inequality
\[ \| f \|_{L^6}^6 \leq 3(2\pi)^{-2/3}\| f \|_{L^4}^{16/3}\| \partial_x f \|_{L^2}^{2/3}. \tag{1-13} \]

We note that the optimizer for the inequality (1-13) is given by \( W := \Phi_{1/4,1} \) and \( W \) satisfies the elliptic equation
\[ -W'' + \frac{1}{2}W^3 - \frac{3}{16}W^5 = 0. \tag{1-14} \]

Wu [2015] proved that the \( H^1 \)-solution of (DNLS) is global if the initial data \( u_0 \) satisfies \( \| u_0 \|_{L^2}^2 = \| w_0 \|_{L^2}^2 < \| W \|_{L^2}^2 = 4\pi \). His proof depends on a contradiction argument. Supposing that there exists a time sequence \( \{t_n\}_{n\in\mathbb{N}} \) with \( t_n \to T_{\text{max}} \) or \( -T_{\text{min}} \) such that \( \| \partial_x w(t_n) \|_{L^2} \to \infty \) as \( n \to \infty \), where \( (-T_{\text{min}}, T_{\text{max}}) \) is the maximal time interval, he mainly proved that \( X = \| w(t_n) \|_{L^4}^8/\| w(t_n) \|_{L^6}^6 \) satisfies
\[ X^3 - \| w \|_{L^2}^2 X^2 + 16(3(2\pi)^{-2/3})^{-3}\| w \|_{L^2}^4 < 0, \]
but this does not hold when \( \| w \|_{L^2}^2 < 4\pi \). On the other hand, Guo and Wu [2017] gave an a priori estimate directly for (1-10) by the sharp Gagliardo–Nirenberg inequality (1-13). More precisely, they showed in [Guo and Wu 2017, Lemma 2.1] the inequality
\[ \mathcal{P}(w) \geq \frac{1}{4}\| w \|_{L^4}^4 \left( 1 - \frac{\| w \|_{L^2}^2}{2\sqrt{\pi}} \right) - \frac{8\sqrt{\pi} \mathcal{E}(w)\| w \|_{L^4}^4}{\| w \|_{L^2}^4}, \tag{1-15} \]
and thus, \( \| \partial_x w \|_{L^2}^2 \) is bounded by \( \mathcal{P} \) and \( \mathcal{E} \) if \( \| w \|_{L^2}^2 < 4\pi \) [Guo and Wu 2017, Lemma 2.2]. In our variational argument, we do not use a contradiction argument, the gauge transformation like (1-9), or any sharp Gagliardo–Nirenberg inequality.

We give the global existence result in the threshold case by Theorem 1.2.

**Corollary 1.4.** Let \( \sigma = 1 \). We assume that the initial data \( u_0 \in H^1(\mathbb{R}) \) satisfies \( \| u_0 \|_{L^2}^2 = 4\pi \). If \( P(u_0) < 0 \), then the solution of (DNLS) is global.

After submitting the present paper, Guo pointed out that Corollary 1.4 can be obtained by (1-15). We also give the proof by (1-15) for the reader’s convenience.

The following corollary means that there exist global solutions with any large mass.

**Corollary 1.5.** Let \( \sigma \geq 1 \). Given \( \psi \in H^1(\mathbb{R}) \), set the initial data as \( u_{0,c} = e^{(c/2)ix}\psi \). Then there exists \( c_0 > 0 \) such that, if \( c \geq c_0 \), then the corresponding solution \( u_c \) of (gDNLS) is global.

**Remark.** The existence of blow-up solutions in finite time is still an open problem. It might be a very interesting problem whether finite-time blow-up occurs when the initial data \( u_0 \) satisfies \( \| u_0 \|_{L^2}^2 = 4\pi \) and \( P(u_0) > 0 \).

**1C. Compare DNLS with mass-critical NLS.** Equation (DNLS) is \( L^2 \)-critical in the sense that the equation and \( L^2 \)-norm are invariant under the scaling transformation
\[ u_{\gamma}(t, x) := \gamma^{1/2}u(\gamma^2t, \gamma x), \quad \gamma > 0. \]

The same invariance holds for the quintic nonlinear Schrödinger equation in one-dimensional space:
\[ i\partial_t u + \partial_x^2 u + \frac{3}{16}|u|^4u = 0, \quad (t, x) \in \mathbb{R} \times \mathbb{R}. \tag{1-16} \]
This equation has the same energy as (1-10). It is known that (1-16) is locally well-posed in the energy space $H^1(\mathbb{R})$ and the solution is global if the initial data $u_0$ satisfies $\|u_0\|^2_{L^2} < \|Q\|^2_{L^2}$, where $Q$ is the ground state of the same elliptic equation (1-12). The condition $\|u_0\|^2_{L^2} < \|Q\|^2_{L^2}$ is equivalent to the condition obtained by the variational argument. In this argument, the momentum is not essential since (1-16) is invariant under the Galilean transformation, and thus, we may assume that the momentum is zero. On the other hand, (DNLS) is not invariant under the Galilean transformation. Therefore, the condition by the variational argument is better than the assumption $\|u_0\|^2_{L^2} < \|W\|^2_{L^2} = 4\pi$. Indeed, the momentum and the parameter $c$ play important roles in Corollaries 1.4 and 1.5.

1D. Idea of proofs. The proof of Theorem 1.1 is based on the method of Colin and Ohta [2006] (concentration compactness method). They characterized the solitary waves for $\omega > c^2/4$ when $\sigma = 1$ by the Nehari functional $I_{\omega,c}^{1,0}$. However, in the case $\omega = c^2/4$ and $c > 0$, we cannot apply their argument directly since the $L^2$-norm in $I_{\omega,c}^{1,0}$ disappears by (1-6). Therefore, we introduce the new functional $K_{\omega,c}^{\alpha,\beta}$ for $(\alpha, \beta)$ satisfying (1-8). We can use the $L^{2\sigma+2}$-norm instead of the $L^2$-norm by using $K_{\omega,c}^{\alpha,\beta}$. That is why we introduce the function space $X_{\omega,c}$ as $H^1 \cap L^{2\sigma+2}$ in the massless case (i.e., $\omega = c^2/4$ and $c > 0$). Noting that the solitary waves $\phi_{c^2/4,c}$ do not belong to $L^2(\mathbb{R})$ when $\sigma \geq 2$, the function space $X_{\omega,c}$ is essential to obtain the characterization of the solitary waves $\phi_{c^2/4,c}$. Based on the argument of Colin and Ohta [2006], we characterize the solitary waves $\phi_{c^2/4,c}$ by $K_{\omega,c}^{\alpha,\beta}$. By the conservation laws and the characterization of the solitary waves, we get an a priori estimate and thus obtain Theorem 1.2. The corollaries follow from Theorem 1.2. In their proofs, the parameter $c$ plays an important role. More precisely, taking $c > 0$ large, we get the corollaries. At last, we emphasize that we do not use the sharp Gagliardo–Nirenberg inequality and we do not apply the gauge transformation to (gDNLS) since the equation after applying the transformation is complicated unlike (DNLS).

Remark. Miao et al. [2017a] treated the case of $\sigma = 1$. They considered (1-10) by using the gauge transformation and defined the action by $S_{\omega,c} := E + \omega M/2 + cP/2$. They applied a concentration compactness argument to give the variational characterization of the solitary waves. Then, they use the Nehari functional $K_{\omega,c}$ derived from the action $S_{\omega,c}$. The explicit formula of $K_{\omega,c}$ is

$$K_{\omega,c}(w) := \|\partial_x w\|^2_{L^2} - \frac{3}{16} \|w\|^6_{L^6} + \omega \|w\|^2_{L^2} + c \text{Re} \int_{\mathbb{R}} i \partial_x w \overline{w} \ dx + \frac{1}{2} c \|w\|^4_{L^4}.$$

They defined

$$\mathcal{A}_{\omega,c}^{\pm} := \{ \varphi \in H^1(\mathbb{R}) : S_{\omega,c}(\varphi) \leq S_{\omega,c}(\phi_{\omega,c}), \ K_{\omega,c}(\varphi) \geq 0 \},$$

and they also showed that $\mathcal{A}_{\omega,c}^{\pm}$ are invariant under the flow of (1-10) and the solution to (1-10) is global if $w_0 \in \mathcal{A}_{\omega,c}^{+}$ for some $(\omega, c)$. The functional $K_{\omega,c}$ is useful to characterize the solitary waves $\phi_{c^2/4,c}$ since it contains $L^4$-norm. Namely, one can use the Nehari functional by the gauge transformation. On the other hand, we cannot use the Nehari functional when we do not apply the gauge transformation, and thus, we introduce the new functionals $K_{\omega,c}^{\alpha,\beta}$.

The rest of the present paper is as follows. In Section 2A, we prepare some lemmas to obtain the characterization of the solitary waves and prove the a priori estimate (see (2-2)). In Section 2B, we give
the characterization of the solitary waves $\phi_{c^2/4, c}$. We remark that the characterization of the solitary waves $\phi_{\omega, c}$ for $\omega > c^2/4$ can be obtained in the same manner as in [Colin and Ohta 2006], and then we omit the proof. Section 3 is devoted to the proof of Theorem 1.2 and the corollaries. In the Appendix, we show that there is no nontrivial solution of the nonlinear elliptic equation (1-4) if $\omega < c^2/4$, or $\omega = c^2/4$ and $c \leq 0$.

### 2. Variational characterization of the solitary waves

#### 2A. Preliminaries.
We define function spaces

\[ \mathcal{M}_{\alpha, c} := \{ \psi \in X_{\omega, c} \setminus \{0\} : \tilde{S}_{\omega, c}(\psi) = \mu_{\omega, c}, \tilde{K}_{\omega, c}(\psi) = 0 \}, \]

\[ \mathcal{G}_{\omega, c} := \{ \psi \in X_{\omega, c} \setminus \{0\} : \tilde{S}'_{\omega, c}(\psi) = 0 \}. \]

In this section, we prove the following proposition, which gives Theorem 1.1.

**Proposition 2.1.** Let $(\omega, c)$ satisfy (1-5) and $(\alpha, \beta)$ satisfy (1-8). Then

\[ \mathcal{M}_{\alpha, \beta} = \mathcal{G}_{\omega, c} = \{ e^{i\theta} e^{-c/2} i x \phi_{\omega, c}(\cdot - y) : \theta \in [0, 2\pi), \ y \in \mathbb{R} \}. \]

Indeed, Theorem 1.1 follows from Proposition 2.1 and the following properties:

\[ \varphi \in \mathcal{M}_{\alpha, \beta} \iff e^{-(c/2) i x} \varphi \in \mathcal{M}_{\alpha, \beta}, \]

\[ \varphi \in \mathcal{G}_{\omega, c} \iff e^{-(c/2) i x} \varphi \in \mathcal{G}_{\omega, c}, \]

where we note that $\tilde{S}'_{\omega, c}(e^{-(c/2) i x} \varphi) = e^{-(c/2) i x} \tilde{S}'_{\omega, c}(\varphi)$ holds.

To prove Proposition 2.1, we prepare some basic lemmas. We have the Gagliardo–Nirenberg-type inequality.

**Lemma 2.2.** Let $p \geq 1$. We have the estimate

\[ \| f \|_{L^p}^{2p} \leq 2p \| f \|_{L^{p-2}}^{2p-1} \| \partial_x f \|_{L^2}. \] (2-1)

**Proof.** By the Hölder inequality,

\[ |f(x)|^2 = \int_{-\infty}^{x} \frac{d}{dy} (|f(y)|^2) dy \]

\[ = \int_{-\infty}^{x} 2p |f(y)|^{2p-2} \text{Re}(\overline{f(y)}(\partial_x f)(y)) dy \]

\[ \leq 2p \| f \|_{L^p}^{2p-1} \| \partial_x f \|_{L^p} \]

\[ = 2p \| f \|_{L^{p-2}}^{2p-1} \| \partial_x f \|_{L^2}. \]

Taking the supremum, we obtain (2-1). \qed

We have the Lieb compactness lemma. See [Lieb 1983] for $p = 2$ and [Bellazzini et al. 2014a, Lemma 2.1] for more general setting.

**Lemma 2.3.** Let $p \geq 2$ and $d \in \mathbb{N}$. Let $\{ f_n \}$ be a bounded sequence in $\dot{H}^1(\mathbb{R}^d) \cap L^p(\mathbb{R}^d)$. Assume that there exists $q \in (p, 2^*)$ such that $\limsup_{n \to \infty} \| f_n \|_{L^q} > 0$. Then there exist $\{ y_n \}$ and $f \in \dot{H}^1(\mathbb{R}^d) \cap L^p(\mathbb{R}^d) \setminus \{0\}$ such that $\{ f_n(\cdot - y_n) \}$ has a subsequence that converges to $f$ weakly in $\dot{H}^1(\mathbb{R}^d) \cap L^p(\mathbb{R}^d)$.
We have the Brézis–Lieb lemma [1983].

**Lemma 2.4.** Let $d \in \mathbb{N}$ and $1 < p < \infty$. Let $\{f_n\}$ be a bounded sequence in $L^p(\mathbb{R}^d)$ and $f_n \to f$ a.e. in $\mathbb{R}^d$. Then

$$
\|f_n\|_{L^p}^p - \|f_n - f\|_{L^p}^p - \|f\|_{L^p}^p \to 0.
$$

If $\{f_n\}$ is a bounded sequence in $L^2(\mathbb{R}^d)$ and $f_n$ converges to $f$ weakly in $L^2(\mathbb{R}^d)$, then the statement with $p = 2$ holds.

A direct calculation gives us the following relation.

**Lemma 2.5.** We have

$$
\alpha(2\sigma + 2)\tilde{S}_{0,c}(\psi) = \widetilde{K}^{\alpha,\beta}_{\omega,c}(\psi) + \frac{2\sigma + \beta}{2} \frac{1}{\partial_x} \frac{\|\partial_x \psi\|_{L^2}^2}{\|\partial_x \psi\|_{L^2}^2} + \frac{1}{\partial_y} \left( \frac{\|\partial_y \psi\|_{L^2}^2}{\|\partial_y \psi\|_{L^2}^2} - \frac{\beta c}{2(2\sigma + 2)} \|\psi\|_{L^{2\sigma+2}}^2 \right).
$$

We denote the difference $\alpha(2\sigma + 2)\tilde{S}_{\omega,c}(\psi) - \widetilde{K}^{\alpha,\beta}_{\omega,c}(\psi)$ by

$$
\tilde{J}^{\alpha,\beta}_{\omega,c}(\psi) := \frac{2\sigma + \beta}{2} \frac{1}{\partial_x} \frac{\|\partial_x \psi\|_{L^2}^2}{\|\partial_x \psi\|_{L^2}^2} + \frac{1}{\partial_y} \left( \frac{\|\partial_y \psi\|_{L^2}^2}{\|\partial_y \psi\|_{L^2}^2} - \frac{\beta c}{2(2\sigma + 2)} \|\psi\|_{L^{2\sigma+2}}^2 \right).
$$

**2B. Variational characterization.** First we consider the case of $\omega = c^2/4$ and $c > 0$. Then $(\alpha, \beta)$ satisfies

$$
\alpha > 0, \quad \beta > 0, \quad \beta < 0.
$$

Hereafter, we often omit the indices $\omega$, $c$, $\alpha$, and $\beta$ for simplicity.

**Lemma 2.6.** The following equality holds:

$$
\tilde{\mathcal{I}}_{\omega,c} = \{e^{i\theta_0}e^{-(c/2)i\chi} \varphi_{\omega,c}(\cdot - x_0) : \theta_0 \in [0, 2\pi), \ x_0 \in \mathbb{R}\}.
$$

**Proof.** Since $e^{-(c/2)i\chi} \varphi_{\omega,c}$ satisfies $\tilde{S}_{\omega,c}(e^{-(c/2)i\chi} \varphi_{\omega,c}) = e^{-(c/2)i\chi} \tilde{S}_{\omega,c}(\varphi_{\omega,c}) = 0$, we have $\tilde{\mathcal{I}}_{\omega,c} \supset \{e^{i\theta_0}e^{-(c/2)i\chi} \varphi_{\omega,c}(\cdot - x_0) : \theta_0 \in [0, 2\pi), \ x_0 \in \mathbb{R}\}$. We prove $\tilde{\mathcal{I}}_{\omega,c} \subset \{e^{i\theta_0}e^{-(c/2)i\chi} \varphi_{\omega,c}(\cdot - x_0) : \theta_0 \in [0, 2\pi), \ x_0 \in \mathbb{R}\}$. Letting $\psi \in \tilde{\mathcal{I}}_{\omega,c}$ and

$$
\psi(x) = \Phi(x) \exp\left(-\frac{i}{2\sigma + 2} \int_0^x |\Phi(y)|^{2\sigma} \, dy\right),
$$

then $\Phi$ is a solution of

$$
-\Phi'' + \frac{1}{2c} |\Phi|^{2\sigma} \Phi - \frac{2\sigma + 1}{2(2\sigma + 2)} |\Phi|^{4\sigma} \Phi + \frac{\sigma}{\sigma + 1} |\Phi|^{2\sigma-2} \text{Im}(\bar{\Phi}\Phi') \Phi = 0.
$$

Setting $A(\Phi) := \frac{1}{2c} |\Phi|^{2\sigma} - ((2\sigma + 1)/(2\sigma + 2)) |\Phi|^{4\sigma} + (\sigma/(\sigma + 1)) |\Phi|^{2\sigma-2} \text{Im}(\bar{\Phi}\Phi')$, $f := \text{Re} \Phi$, and $g := \text{Im} \Phi$,

$$
f'' = A(\Phi) f, \quad g'' = A(\Phi) g.
$$

Therefore,

$$
(fg' - gf')' = fg'' - g f'' = f A(\Phi) g - g A(\Phi) f = A(\Phi) fg - A(\Phi) fg = 0.
$$
Since $f, g \in \dot{H}^1(\mathbb{R}) \cap L^{2\sigma+2}(\mathbb{R})$, we obtain $fg' - gf' = 0$. On the other hand, $fg' - gf' = \text{Re } \Phi \text{ Im } \Phi' - \text{Im } \Phi \text{ Re } \Phi' = \text{Im}(\Phi\Phi')$. Thus, $\text{Im}(\Phi\Phi') = 0$ for any $x \in \mathbb{R}$. Therefore, $\Phi$ satisfies

$$-\Phi'' + \frac{1}{2}c|\Phi|^2\Phi - \frac{2\sigma + 1}{(2\sigma + 2)^2}|\Phi|^{4\sigma}\Phi = 0. \quad (2-4)$$

Therefore, there exist $\theta_0$ and $x_0$ such that $\Phi = e^{i\theta_0}\phi_{\omega,c}(\cdot - x_0)$ since $\phi_{\omega,c}$ is the unique solution of $(2-4)$ up to translation and phase (see the Appendix). This implies $\psi(x) = e^{i\theta}e^{-(c/2)i\tau}\phi_{\omega,c}(x - x_0). \quad \square$

**Remark.** According to [Colin and Ohta 2006], it looks natural to take the integral on the infinite interval $(-\infty, x]$ in the gauge transformation as

$$\psi(x) = \Phi(x) \exp \left(-\frac{i}{2\sigma + 2} \int_{-\infty}^{x} |\Phi(y)|^{2\sigma} \, dy \right).$$

However, in the massless case, it is not clear whether $\psi \in \tilde{\mathcal{G}}_{\omega,c}$ belongs to $L^{2\sigma}(\mathbb{R})$. This is why we take the integral on the finite interval $[0, x]$ instead of $(-\infty, x]$.

**Lemma 2.7.** We have \( \tilde{\mathcal{G}}_{\omega,c} \supset \tilde{\mathcal{M}}^{\alpha,\beta}_{\omega,c} \).

**Proof.** This is obvious if $\tilde{\mathcal{M}} = \emptyset$. We consider the case of $\tilde{\mathcal{M}} \neq \emptyset$. Let $\psi \in \tilde{\mathcal{M}}$. Since $\psi$ is a minimizer, there exists a Lagrange multiplier $\eta \in \mathcal{M}$ such that $\tilde{S}'(\psi) = \eta \tilde{K}'(\psi)$. Then

$$0 = \tilde{K}(\psi) = \langle \tilde{S}'(\psi), \partial_x \psi_{\alpha,\beta} \rangle |_{\lambda = 0} = \eta \langle \tilde{K}'(\psi), \partial_x \psi_{\alpha,\beta} \rangle |_{\lambda = 0} = \eta \partial_x \tilde{K}(\psi_{\alpha,\beta}) |_{\lambda = 0},$$

where we remark that this is justified by a density argument. By a direct calculation, we obtain

$$\partial_x \tilde{K}(\psi_{\alpha,\beta}) |_{\lambda = 0} = \frac{(2\alpha - \beta)^2}{2} \|\partial_x \psi\|_{L^2}^2 - \frac{(2\sigma + 2)\alpha + \beta}{2(2\sigma + 2)} \|\psi\|_{L^{2\sigma+2}}^{2\sigma+2} - \frac{(2\sigma + 2)\alpha}{2\sigma + 2} N(\psi)$$

$$= \frac{-(2\alpha - \beta)(2\sigma + \beta)}{2} \|\partial_x \psi\|_{L^2}^2 + \frac{(2\sigma + 2)\alpha + \beta}{2(2\sigma + 2)} \|\psi\|_{L^{2\sigma+2}}^{2\sigma+2} + (2\sigma + 2)\alpha \tilde{K}(\psi)$$

$$< 0,$$

where in the last inequality we use

$$2\alpha - \beta > 0, \quad 2\alpha + \beta > 0, \quad \beta < 0, \quad \tilde{K}(\psi) = 0.$$

Therefore, $\eta = 0$. This implies $\tilde{S}'_{\omega,c}(\psi) = 0$ and then $\psi \in \tilde{\mathcal{G}}_{\omega,c}$. \quad \square

**Lemma 2.8.** We have \( \tilde{\mathcal{G}}_{\omega,c} \subset \tilde{\mathcal{M}}^{\alpha,\beta}_{\omega,c} \) if $\tilde{\mathcal{M}}^{\alpha,\beta}_{\omega,c} \neq \emptyset$.

**Proof.** Let $\psi \in \tilde{\mathcal{G}}$. Then there exist $\theta_0 \in [0, 2\pi)$ and $x_0 \in \mathbb{R}$ such that $\psi = e^{i\theta_0}e^{-(c/2)i\tau}\phi_{\omega,c}(\cdot - x_0)$ by Lemma 2.6. If $\tilde{\mathcal{M}} \neq \emptyset$, then we can take $\varphi \in \tilde{\mathcal{M}}$. By Lemmas 2.6 and 2.7, there exist $\theta_1 \in [0, 2\pi)$ and $x_1 \in \mathbb{R}$ such that $\varphi = e^{i\theta_1}e^{-(c/2)i\tau}\phi_{\omega,c}(\cdot - x_1)$. Thus, $\tilde{S}_{\omega,c}(\psi) = \tilde{S}_{\omega,c}(\phi_{\omega,c}) = \tilde{S}_{\omega,c}(\varphi) = \mu_{\omega,c}$. Moreover, we have $\tilde{K}(\psi) = \langle \tilde{S}_{\omega,c}'(\psi), \partial_x \psi_{\alpha,\beta} \rangle |_{\lambda = 0} = 0$. \quad \square

**Lemma 2.9.** We have $\tilde{\mathcal{M}}^{\alpha,\beta}_{\omega,c} \neq \emptyset$.

To prove this lemma, we show the following proposition.
Proposition 2.10. Let \( \{ \psi_n \}_{n \in \mathbb{N}} \subset X_{\omega,c} \) satisfy
\[
\tilde{S}_{\omega,c}(\psi_n) \rightarrow \mu_{\omega,c}^{\alpha,\beta} \quad \text{and} \quad \tilde{K}_{\omega,c}^{\alpha,\beta}(\psi_n) \rightarrow 0.
\]
Then there exist \( \{ y_n \} \subset \mathbb{R} \) and \( \psi \in \mathcal{M}_{\omega,c}^{\alpha,\beta} \) such that \( \{ \psi_n(\cdot - y_n) \} \) has a subsequence which converges to \( \psi \) strongly in \( X_{\omega,c} \).

To prove this proposition, first, we prove the following lemma.

Lemma 2.11. We have \( \mu_{\omega,c}^{\alpha,\beta} > 0 \).

**Proof.** We recall that \( \mu_{\omega,c}^{\alpha,\beta} = \inf \{ \tilde{S}_{\omega,c}(\psi) : \psi \in X_{\omega,c} \setminus \{0\}, \hat{K}_{\omega,c}^{\alpha,\beta}(\psi) = 0 \} \). By (2-2), it is trivial that \( \mu \geq 0 \). We prove \( \mu > 0 \) by contradiction. We assume that \( \mu = 0 \). Taking the minimizing sequence \( \{ \psi_n \} \subset X_{\omega,c} \), i.e., \( \tilde{S}(\psi_n) \rightarrow \mu = 0 \) and \( \tilde{K}(\psi_n) = 0 \), we have \( \| \partial_x \psi_n \|_{L^2}^2 \rightarrow 0 \) and \( \| \psi_n \|_{L^{2+2\alpha+2}}^{2+2\alpha+2} \rightarrow 0 \) by (2-2) and (2-3). Then, by using (2-1) with \( p = (\sigma + 2)/2 \), we get \( \| \psi_n \|_{L^\infty} \rightarrow 0 \) as \( n \rightarrow \infty \). By using
\[
-\mathcal{N}(\psi) = -\| \partial_x \psi \|_{L^2}^2 - \frac{1}{4} \| \psi \|_{L^{4\sigma+2}}^{4\sigma+2} + \| \partial_x \psi + \frac{1}{2} i |\psi|^{2\sigma} \psi \|_{L^2}^2,
\]
we obtain
\[
\tilde{K}(\psi_n) = \frac{2\alpha - \beta}{2} \| \partial_x \psi_n \|_{L^2}^2 + \frac{(2\sigma + 2\alpha + \beta)\epsilon}{2(2\sigma + 2)} \| \psi_n \|_{L^{2+2\alpha+2}}^{2+2\alpha} - \alpha \mathcal{N}(\psi_n)
\]
\[
\geq -\frac{1}{2} \beta \| \partial_x \psi_n \|_{L^2}^2 + \frac{(2\sigma + 2\alpha + \beta)\epsilon}{2(2\sigma + 2)} \| \psi_n \|_{L^{2+2\alpha+2}}^{2+2\alpha} - \frac{1}{4} \alpha \| \psi_n \|_{L^{4\sigma+2}}^{4\sigma+2} + \alpha \| \partial_x \psi_n \|_{L^2}^2 + \frac{1}{2} |\psi|_{L^2}^2 \| \psi_n \|_{L^2}^2
\]
\[
\geq \frac{(2\sigma + 2\alpha + \beta)\epsilon}{2(2\sigma + 2)} \| \psi_n \|_{L^{2+2\alpha+2}}^{2+2\alpha} - \frac{1}{4} \alpha \| \psi_n \|_{L^{4\sigma+2}}^{4\sigma+2}
\]
\[
\geq \left( \frac{(2\sigma + 2\alpha + \beta)\epsilon}{2(2\sigma + 2)} - \frac{1}{4} \alpha \| \psi_n \|_{L^\infty}^{2\sigma} \right) \| \psi_n \|_{L^{2+2\alpha+2}}^{2+2\alpha}
\]
\[
> 0,
\]
for large \( n \in \mathbb{N} \) since \( \| \psi_n \|_{L^\infty} \rightarrow 0 \) as \( n \rightarrow \infty \). However, this contradicts \( \tilde{K}(\psi_n) = 0 \) for all \( n \in \mathbb{N} \). \( \square \)

**Proof of Proposition 2.10.** We take \( \{ \psi_n \} \subset X_{\omega,c} \) such that \( \tilde{S}_{\omega,c}(\psi_n) \rightarrow \mu_{\omega,c}^{\alpha,\beta} \) and \( \tilde{K}_{\omega,c}^{\alpha,\beta}(\psi_n) \rightarrow 0 \). Then, \( \{ \psi_n \} \) is a bounded sequence in \( X_{\omega,c} \) by (2-2).

**Step 1.** We prove \( \limsup_{n \rightarrow \infty} \| \psi_n \|_{L^{4\sigma+2}} \geq 0 \) by contradiction. We suppose that \( \limsup_{n \rightarrow \infty} \| \psi_n \|_{L^{4\sigma+2}} = 0 \). Since
\[
0 \leftarrow \tilde{K}(\psi_n) \geq -\frac{1}{2} \beta \| \partial_x \psi_n \|_{L^2}^2 + \frac{(2\sigma + 2\alpha + \beta)\epsilon}{2(2\sigma + 2)} \| \psi_n \|_{L^{2+2\alpha+2}}^{2+2\alpha} - \frac{1}{4} \alpha \| \psi_n \|_{L^{4\sigma+2}}^{4\sigma+2},
\]
we obtain \( \| \partial_x \psi_n \|_{L^2}^2 \rightarrow 0 \) and \( \| \psi_n \|_{L^{4\sigma+2}}^{4\sigma+2} \rightarrow 0 \) as \( n \rightarrow \infty \). By (2-2), we get \( \tilde{S}(\psi_n) \rightarrow 0 \). This contradicts \( \mu > 0 \).

**Step 2.** Since \( \{ \psi_n \} \) is bounded in \( X_{\omega,c} = \dot{H}^1(\mathbb{R}) \cap L^{2\sigma+2}(\mathbb{R}) \) and \( \limsup_{n \rightarrow \infty} \| \psi_n \|_{L^{4\sigma+2}} > 0 \), by applying Lemma 2.3 with \( f_n = \psi_n \), \( d = 1 \), and \( p = 2\sigma + 2 \), there exist \( \{ y_n \} \) and \( v \in X_{\omega,c} \setminus \{0\} \) such that \( \{ \psi_n(\cdot - y_n) \} \) (we denote this by \( v_n \)) has a subsequence that converges to \( v \) weakly in \( X_{\omega,c} \).
Step 3. We show
\[ \tilde{K}(v_n) - \tilde{K}(v - v_n) - \tilde{K}(v) \to 0 \quad \text{as } n \to \infty. \]  
(2-5)

We note that
\[ \tilde{K}(\psi) = -\frac{1}{2}\beta\|\partial_x \psi\|_{L^2}^2 + \frac{(2\sigma + 2)\alpha + \beta)C}{2(2\sigma + 2)}\|\psi\|_{L^{2\sigma + 2}}^{2\sigma + 2} - \frac{1}{4}\alpha\|\psi\|_{L^{2\sigma + 2}}^{4\sigma + 2} + \alpha\|\partial_x \psi\| + \frac{1}{2}i|\psi|^{2\sigma} \psi \|_{L^2}^2, \]  
(2-6)
for any \( \psi \in X_{\omega,c} \). Since \( v_n \) converges to \( v \) weakly in \( X_{\omega,c} \), we have \( v_n \to v \) a.e. in \( \mathbb{R} \). Therefore, by Lemma 2.4, we have \( \|v_n\|^p_{L^p} - \|v_n - v\|^p_{L^p} - \|v\|^p_{L^p} \to 0 \) for \( 2\sigma + 2 \leq p < \infty \). Moreover, setting
\[ w_n := \partial_x v_n + \frac{1}{2}i|v_n|^{2\sigma} v_n \quad \text{and} \quad w = \partial_x v + \frac{1}{2}i|v|^{2\sigma} v, \]
\( w_n \) converges to \( w \) weakly in \( L^2(\mathbb{R}) \). Indeed, it is obvious that \( \partial_x v_n \to \partial_x v \) in \( L^2(\mathbb{R}) \) and we have, for any \( f \in C_0^\infty(\mathbb{R}) \),
\[ \left| \int_{\mathbb{R}} f(x)(|v_n(x)|^{2\sigma} v_n(x) - |v(x)|^{2\sigma} v(x)) \, dx \right| \leq \int \sup_{f} |f(x)(|v_n(x)|^{2\sigma} + |v(x)|^{2\sigma})|v_n(x) - v(x)| \, dx \]
\[ \leq \int \sup_{f} |v_n(x) - v(x)| \, dx \to 0, \]
where we use the Hölder inequality, the fact that \( \{v_n\} \) is bounded in \( L^\infty(\mathbb{R}) \), and the compactness of the embedding \( \dot{H}^1(\Omega) \cap L^{2\sigma + 2}(\Omega) \hookrightarrow H^1(\Omega) \hookrightarrow L^p(\Omega) \) for a bounded domain \( \Omega \subset \mathbb{R} \) and \( 1 \leq p \leq \infty \). Thus, \( w_n \) converges to \( w \) weakly in \( L^2(\mathbb{R}) \). Therefore, by (2-6), we get (2-5).

Step 4. We prove \( \alpha(2\sigma + 2)\mu < \tilde{J}(\psi) \) if \( \tilde{K}(\psi) < 0 \). By the definition of \( \mu, \)
\[ \mu_{\omega,c}^{\alpha,\beta} = \frac{1}{\alpha(2\sigma + 2)} \inf\{\tilde{J}_{\omega,c}^{\alpha,\beta} : \psi \in X_{\omega,c} \setminus \{0\}, \tilde{K}_{\omega,c}^{\alpha,\beta}(\psi) = 0 \}. \]  
(2-7)
If \( \psi \in X_{\omega,c} \) satisfies \( \tilde{K}(\psi) < 0 \), then there exists \( \lambda_0 \in (0, 1) \) such that \( \tilde{K}(\lambda_0 \psi) = 0 \) since \( \tilde{K}(\lambda \psi) > 0 \) for small \( \lambda \in (0, 1) \). Therefore, we have \( \alpha(2\sigma + 2)\mu \leq \tilde{J}(\lambda_0 \psi) < \tilde{J}(\psi) \).

Step 5. We prove \( \tilde{K}(v) \leq 0 \) by contradiction. We suppose \( \tilde{K}(v) > 0 \). Since \( \tilde{K}(v_n) \to 0 \) and (2-5) hold,
\[ \tilde{K}(v - v_n) \to -\tilde{K}(v) < 0. \]
This implies that \( \tilde{K}(v - v_n) < 0 \) for large \( n \in \mathbb{N} \). Therefore, by Step 4, we get \( \alpha(2\sigma + 2)\mu < \tilde{J}(v - v_n) \) for large \( n \in \mathbb{N} \). By the same argument as in Step 3,
\[ \tilde{J}(v_n) - \tilde{J}(v - v_n) - \tilde{J}(v) \to 0 \quad \text{as } n \to \infty. \]
Therefore, we get \( \tilde{J}(v) = \lim_{n \to \infty} (\tilde{J}(v_n) - \tilde{J}(v - v_n)) \leq 0 \) since we have \( \tilde{J}(v_n) \to \alpha(2\sigma + 2)\mu \) by the definition of \( \tilde{J} \) and \( \tilde{K}(v_n) \to 0 \). By Step 2, we have \( v \neq 0 \) and then \( \tilde{J}(v) > 0 \). This is a contradiction.

Step 6. We prove that \( v \) belongs to \( \mathcal{M} \). By (2-7) and the weakly lower semicontinuity of \( \tilde{J} \), we obtain
\[ \alpha(2\sigma + 2)\mu \leq \tilde{J}(v) \leq \liminf_{n \to \infty} \tilde{J}(v_n) = \alpha(2\sigma + 2)\mu. \]
Thus, \( \tilde{J}(v) = \alpha(2\sigma + 2)\mu \) and \( v_n \) converges to \( v \) strongly in \( X_{\omega,c} \). Therefore, we get \( \tilde{S}(v) = \mu \) and \( \tilde{K}(v) = 0 \) by Steps 4 and 5. \(\blacksquare\)
Therefore, we obtain Proposition 2.1 when \( \omega = c^2/4 \) and \( c > 0 \).

The case of \( \omega > c^2/4 \) is much easier. Indeed, we can obtain Proposition 2.1 by the same argument as in the case \( \omega = c^2/4 \) and \( c > 0 \) by using \( L^2(\mathbb{R}) \) instead of \( L^{2\sigma+2}(\mathbb{R}) \). See also [Colin and Ohta 2006], where the statement only for the Nehari functional \( K_{\omega,c}^{1,0} \) is obtained. Thus, we omit the proof.

3. Global existence

In this section, we show Theorem 1.2.

**Proof of Theorem 1.2.** Let \( u_0 \) belong to \( \mathcal{H}_{\omega,c}^{\alpha,\beta,+} \). First, we consider the case that \( K_{\omega,c}^{\alpha,\beta}(u_0) = 0 \). Then, \( u_0 = 0 \) or \( u_0 = e^{i\theta_0}\phi_{\omega,c}(\cdot - x_0) \) by Theorem 1.1. By the uniqueness of solution to (gDNLS), we have \( u(t) = 0 \) or \( u(t) = e^{i\theta_0}e^{i\alpha t}\phi_{\omega,c}(x-ct-x_0) \), respectively. This implies that \( K_{\omega,c}^{\alpha,\beta}(u(t)) = 0 \) for all time. This means that \( u(t) \in \mathcal{H}_{\omega,c}^{\alpha,\beta,+} \) for all time. Next, we consider the case that \( K_{\omega,c}^{\alpha,\beta}(u_0) > 0 \). We suppose that there exists a time \( t \) such that \( K_{\omega,c}^{\alpha,\beta}(u(t)) \leq 0 \). Then there exists \( t_* \) such that \( K_{\omega,c}^{\alpha,\beta}(u(t_*)) = 0 \) by the continuity of the flow. By the above argument, \( K_{\omega,c}^{\alpha,\beta}(u(t)) = 0 \) for all time. This is a contradiction. Thus, \( u(t) \) belongs to \( \mathcal{H}_{\omega,c}^{\alpha,\beta,+} \) for all time. When \( u_0 \) belongs to \( \mathcal{H}_{\omega,c}^{\alpha,\beta,-} \), the same argument implies that \( u(t) \) belongs to \( \mathcal{H}_{\omega,c}^{\alpha,\beta,-} \) for all time. Next, we prove that the solution is global if \( u_0 \in \mathcal{H}_{\omega,c}^{\alpha,\beta,+} \). Then, since

\[
\alpha(2\sigma+2)S_{\omega,c}(\varphi) = K_{\omega,c}^{\alpha,\beta}(\varphi) + \frac{2\sigma\alpha + \beta}{2}\|\partial_x\varphi - \frac{1}{2}ci\varphi\|_{L^2}^2 + (\omega - \frac{1}{4}c^2)\frac{2\sigma\alpha - \beta}{2}\|\varphi\|_{L^2}^2 - \frac{\beta c}{2(2\sigma + 2)}\|\varphi\|_{L^{2\sigma+2}}^2
\]

and \( K_{\omega,c}^{\alpha,\beta}(u(t)) > 0 \) for all time \( t \), we have that \( \|\partial_xu(t) - \frac{1}{2}ciu(t)\|_{L^2}^2 \) is uniformly bounded. Therefore,

\[
\|\partial_xu(t)\|_{L^2} \leq \|\partial_xu(t) - \frac{1}{2}ciu(t)\|_{L^2} + \frac{1}{2}|c|\|u(t)\|_{L^2} < C + \frac{1}{2}|c|\|u_0\|_{L^2},
\]

for some positive constant \( C \) independent of \( t \). This boundedness and the conservation law of the \( L^2 \)-norm imply that \( u \) is global in time. \( \square \)

We give proofs of Corollaries 1.3, 1.4, and 1.5. Direct calculations imply the following lemma (see [Colin and Ohta 2006] for the details).

**Lemma 3.1.** Let \( \sigma = 1 \) and \( (\omega, c) \) satisfy (1-5). Then, we have the relations

\[
M(\phi_{\omega,c}) = 8\tan^{-1}\sqrt[4]{\frac{2\sqrt{\omega + c}}{2\sqrt{\omega - c}}},
\]

\[
P(\phi_{\omega,c}) = 2\sqrt{4\omega - c^2},
\]

\[
E(\phi_{\omega,c}) = -\frac{1}{2}c\sqrt{4\omega - c^2}.
\]

In particular,

\[
S_{\omega,c}(\phi_{\omega,c}) = 4\omega\tan^{-1}\sqrt[4]{\frac{2\sqrt{\omega + c}}{2\sqrt{\omega - c}} + \frac{1}{2}|c|\sqrt{4\omega - c^2}}.
\]

**Remark.** When \( \sigma = 1 \), we have \( M(\phi_{\omega,c^2/4,c}) = 4\pi \), \( P(\phi_{\omega,c^2/4,c}) = 0 \), and \( E(\phi_{\omega,c^2/4,c}) = 0 \) for all \( c > 0 \) by Lemma 3.1. On the other hand, if \( M(\phi) = 4\pi \), \( P(\phi) = 0 \), and \( E(\phi) \leq 0 \), then \( \phi(x) = e^{i\theta_0}\phi_{\omega,c^2/4,c}(x-x_0) \)
for some $\theta_0 \in \mathbb{R}$, $x_0 \in \mathbb{R}$, and $c_0 > 0$. Indeed, $M(\phi) = 4\pi$, $P(\phi) = 0$, and $E(\phi) \leq 0$ imply that

$$K_{c^2/4, c}^{\alpha, \beta}(\phi) \leq -\frac{2\alpha + \beta}{2} \|\partial_x \phi\|_{L^2}^2 + \frac{2\alpha - \beta - 2\pi}{2} c^2 \|\phi\|_{L^4}^2 + \frac{\beta c}{8} \|\phi\|_{L^4}^4.$$ 

Since $K_{c^2/4, c}^{\alpha, \beta}(\phi) < 0$ for small $c > 0$ and $K_{c^2/4, c}^{\alpha, \beta}(\phi) \to +\infty$ as $c \to \infty$, there exists $c_0 > 0$ such that $K_{c_0^2/4, c_0}^{\alpha, \beta}(\phi) = 0$. Therefore, Theorem 1.1 implies that $\phi(x) = e^{i\theta_0} \phi_{c_0^2/4, c_0}(x - x_0)$. Note that this means that there is no function satisfying $M(\phi) = 4\pi$, $P(\phi) = 0$, and $E(\phi) < 0$.

First, we prove Corollary 1.3.

**Proof of Corollary 1.3.** Let $u_0$ satisfy $\|u_0\|_{L^2}^2 < 4\pi$. The statement is trivial if $u_0 = 0$. We assume that $u_0 \neq 0$. Since $\|u_0\|_{L^2}^2 < 4\pi$,

$$S_{c^2/4, c}(u_0) = E(u_0) + \frac{1}{8} c^2 \|u_0\|_{L^2}^2 + \frac{1}{2} c P(u_0) < c^2 \pi/2,$$

for sufficiently large $c > 0$. Moreover, since $\|u_0\|_{L^2}^2 \neq 0$,

$$K_{c^2/4, c}^{\alpha, \beta}(u_0) = \frac{2\alpha - \beta}{2} \|\partial_x u_0\|_{L^2}^2 + \frac{2\alpha - \beta - 2\pi}{2} c^2 \|u_0\|_{L^2}^2 + \frac{2\alpha - \beta - c P(u_0)}{2} \|u_0\|_{L^4}^2 - \alpha N(u_0) \to \infty \quad \text{as} \quad c \to \infty,$$

(3-2)

for any $(\alpha, \beta)$ satisfying (1-8). Thus, $K_{c^2/4, c}^{\alpha, \beta}(u_0) > 0$ for large $c > 0$. Thus, there exists $c > 0$ such that $K_{c^2/4, c}^{\alpha, \beta}(u_0) > 0$ and $S_{c^2/4, c}(u_0) < c^2 \pi/2$, where we note that $\mu_{c^2/4, c} = c^2 \pi/2$ by Lemma 3.1 when $\sigma = 1$. By Theorem 1.2, the solution $u$ is global.

Secondly, we give a proof of Corollary 1.4 by Theorem 1.2.

**Proof of Corollary 1.4.** Let $u_0$ satisfy $\|u_0\|_{L^2}^2 = 4\pi$ and $P(u_0) < 0$. We recall that $\mu_{c^2/4, c} = c^2 \pi/2$ by Lemma 3.1 when $\sigma = 1$. Since $P(u_0) < 0$, we have, for large $c > 0$,

$$S_{c^2/4, c}(u_0) = E(u_0) + \frac{1}{2} c^2 \pi + \frac{1}{2} c P(u_0) \leq \mu_{c^2/4, c}.$$ 

On the other hand, because $2\alpha - \beta > 0$ and $\|u_0\|_{L^2}^2 \neq 0$, we obtain (3-2). Thus, $K_{c^2/4, c}^{\alpha, \beta}(u_0) > 0$ for large $c > 0$. This means that the assumption in Theorem 1.2 holds for sufficiently large $c$. This implies that $u$ is global.

We give another proof. This is due to [Guo and Wu 2017].

**Another proof of Corollary 1.4.** We have

$$P(u) \geq \frac{1}{4} \|u\|_{L^4}^4 \left(1 - \frac{\|u\|_{L^2}^2}{2\sqrt{\pi}}\right) - \frac{8\sqrt{\pi} E(u) \|u\|_{L^2}^2}{\|u\|_{L^4}^4},$$

applying the gauge transformation $u = w \exp(-\frac{1}{4} \int_{-\infty}^{x} |w(y)|^2 \, dy)$ to (1-15). See [Guo and Wu 2017, Lemma 2.1] for the proof of (1-15). When $\|u_0\|_{L^2}^2 = 4\pi$ and $P(u_0) < 0$, we get

$$\|u(t)\|_{L^4}^4 \leq \frac{8\sqrt{\pi} E(u_0) \|u_0\|_{L^2}^2}{|P(u_0)|}.$$ 

(3-3)
Therefore, by the Hölder inequality, the Gagliardo–Nirenberg inequality, and the Young inequality,
\[
\|\partial_x u(t)\|_{L^2}^2 \leq 2E(u_0) + \frac{1}{2} \Re \int_\mathbb{R} i|u(t,x)|^2\overline{u(t,x)}\partial_x u(t,x)\,dx
\]
\[
\leq 2E(u_0) + \frac{1}{2}\|u(t)\|_{L^6}^2\|\partial_x u(t)\|_{L^2}
\]
\[
\leq 2E(u_0) + C\|u(t)\|_{L^4}^{8/3}\|\partial_x u(t)\|_{L^2}^{4/3}
\]
\[
\leq 2E(u_0) + C\|u(t)\|_{L^4}^4 + \frac{1}{2}\|\partial_x u(t)\|_{L^2}^2.
\]
This inequality and (3-3) give an a priori estimate, and thus, the solution is global. □

At last, we prove Corollary 1.5.

**Proof of Corollary 1.5.** Let σ ≥ 1. Since \(u_{0,c} = e^{(c/2)ix}\psi\),
\[
S_{c^2/4,c}(u_{0,c}) = \overline{S}_{c^2/4,c}(\psi)
\]
\[
= \frac{1}{2}\|\partial_x \psi\|_{L^2}^2 + \frac{c}{2(2\sigma + 2)}\|\psi\|_{L^{2\sigma + 2}}^{2\sigma + 2} - \frac{1}{\sigma + 2}N(\psi)
\]
\[
\leq c^{1+1/\sigma}S_{1/4,1}(\psi_{1/4,1}) = S_{c^2/4,c}(\psi_{c^2/4,c}),
\]
\[
K_{c^2/4,c}^{\alpha,\beta}(u_{0,c}) = K_{c^2/4,c}^{\alpha,\beta}(\psi)
\]
\[
= \frac{2\alpha - \beta}{2}\|\partial_x \psi\|_{L^2}^2 + \frac{(2\sigma + 2)\alpha + \beta c}{2(2\sigma + 2)}\|\psi\|_{L^{2\sigma + 2}}^{2\sigma + 2} - \alpha N(\psi)
\]
\[
\geq 0,
\]
for large \(c > 0\). By Theorem 1.2, therefore, the solution \(u_c\) with the initial data \(u_{0,c}\) is global for large \(c > 0\). □

**Appendix: Uniqueness and nonexistence**

We prove the uniqueness of the massless elliptic equation.

**Proposition A.1.** Let \(1 < p < q < \infty\), \(a > 0\), and \(b > 0\). Assume there exists a nontrivial solution in \(\dot{H}^1(\mathbb{R}) \cap L^{p+1}(\mathbb{R})\) of the equation
\[
-\varphi'' + a|\varphi|^{p-1}\varphi - b|\varphi|^{q-1}\varphi = 0
\]
**in the distribution sense. Then there exist \(\theta_0 \in [0, 2\pi]\) and \(x_0 \in \mathbb{R}\) such that \(\varphi = e^{i\theta_0}\psi(\cdot - x_0)\), where \(\psi\) is the unique positive, even, and decreasing function which satisfies (A-1).**

**Proof.** Since \(a|\varphi|^{p-1}\varphi - b|\varphi|^{q-1}\varphi\) belongs to \(L^2(\mathbb{R})\), we obtain \(\varphi \in \dot{H}^2(\mathbb{R})\). A bootstrap argument gives us that \(\varphi \in \dot{H}^3(\mathbb{R})\). By the Sobolev embedding, \(\varphi \in C^2(\mathbb{R})\) and \(\varphi\) satisfies the equation in the classical sense. Multiplying the equation by \(\varphi'\) and integrating on \((-\infty, x)\), we obtain
\[
-\frac{1}{2}|\varphi'(x)|^2 + \frac{a}{p+1}|\varphi(x)|^{p+1} - \frac{b}{q+1}|\varphi(x)|^{q+1} = 0.
\]
**We write \(\varphi = \rho e^{i\theta}\), where \(\rho > 0\) and \(\rho, \theta \in C^2(\mathbb{R})\). It is easily seen that \(\theta \equiv \theta_0\) for some \(\theta_0 \in [0, 2\pi]\). Since \(\rho \in L^{p+1}(\mathbb{R})\), there must exist \(x_0 \in \mathbb{R}\) such that \(\rho'(x_0) = 0\). By (A-2), \(\rho(x_0) = c\), where \(c^{q-p} =
\]
(a(q + 1))/(b(p + 1)). Let ψ be the real-valued solution of (A-1) such that ψ(0) = c and ψ′(0) = 0. Using the uniqueness of the ordinary differential equation, we can deduce that φ = e^{iθ_0}ψ(· − x_0).

We prove the nonexistence of a nontrivial solution to the nonlinear elliptic equation (1-4) in the case ω < c^2/4, or ω = c^2/4 and c ≤ 0. See [Berestycki and Lions 1983, Theorem 5] for the necessary and sufficient condition for the existence of nontrivial solutions to more general second-order ordinary differential equations.

**Proposition A.2.** Let 1 < p, q < ∞. If φ ∈ H^1(ℝ) satisfies

\[-φ'' + ωφ + a|φ|^{p-1}φ - b|φ|^{q-1}φ = 0 \quad \text{in the distribution sense},\]

where a, b ∈ ℝ and ω < 0, then we have φ = 0.

*Proof.* By a usual bootstrap argument [Cazenave 2003, §8], we have φ ∈ H^3(ℝ). We get φ ∈ C^2(ℝ) by the Sobolev embedding. Therefore, φ′(x) → 0 and φ(x) → 0 as |x| → ∞. Multiplying the equation by φ′ and integrating on (−∞, x), we obtain

\[-\frac{1}{2}|φ′(x)|^2 + \frac{1}{2}ω|φ(x)|^2 + \frac{a}{p+1}|φ(x)|^{p+1} - \frac{b}{q+1}|φ(x)|^{q+1} = 0. \quad (A-3)\]

Since φ(x) → 0 as |x| → ∞, we get

\[\frac{1}{2}ω|φ(x)|^2 + \frac{a}{p+1}|φ(x)|^{p+1} - \frac{b}{q+1}|φ(x)|^{q+1} < 0 \quad \text{for some x}\]

or

\[|φ(x)| = 0 \quad \text{for some x}.

In the former case, we obtain |φ′(x)| < 0 by (A-3). This is a contradiction. In the latter case, we obtain |φ′(x)| = 0 by (A-3). By the uniqueness of the ordinary differential equation, we get φ = 0.

By the same argument as in the proof of Proposition A.2, we obtain the nonexistence of a nontrivial solution to the nonlinear elliptic equation (1-4) when ω = c^2/4 and c ≤ 0 as follows.

**Proposition A.3.** Let 1 < p, q < ∞. If φ ∈ H^1(ℝ) ∩ L^{p+1}(ℝ) satisfies

\[-φ'' - a|φ|^{p-1}φ - b|φ|^{q-1}φ = 0 \quad \text{in the distribution sense},\]

where a ≥ 0 and b > 0, then we have φ = 0.
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LOCAL DENSITY APPROXIMATION FOR THE ALMOST-BOSONIC ANYON GAS

Michele Correggi, Douglas Lundholm and Nicolas Rougerie

We study the minimizers of an energy functional with a self-consistent magnetic field, which describes a quantum gas of almost-bosonic anyons in the average-field approximation. For the homogeneous gas we prove the existence of the thermodynamic limit of the energy at fixed effective statistics parameter, and the independence of such a limit from the shape of the domain. This result is then used in a local density approximation to derive an effective Thomas–Fermi-like model for the trapped anyon gas in the limit of a large effective statistics parameter (i.e., “less-bosonic” anyons).

1. Introduction

A convenient description of two-dimensional particles with exotic quantum statistics (different from Bose–Einstein and Fermi–Dirac) is via effective magnetic interactions. We are interested in a mean-field model for such particles, known as anyons. Indeed, in a certain scaling limit (“almost-bosonic anyons”, see [Lundholm and Rougerie 2015]), a suitable magnetic nonlinear Schrödinger theory becomes appropriate. The corresponding energy functional is given by

\[ \mathcal{E}_{\text{af}}[u] := \int_{\mathbb{R}^2} \left( (-i \nabla + \beta A[|u|^2])u \right)^2 + V|u|^2, \]

acting on functions \( u \in H^1(\mathbb{R}^2) \). Here \( V : \mathbb{R}^2 \to \mathbb{R}^+ \) is a trapping potential confining the particles, and the vector potential \( A[|u|^2] : \mathbb{R}^2 \to \mathbb{R}^2 \) is defined through

\[ A[\varrho] := \nabla^\perp w_0 \ast \varrho, \quad w_0(x) := \log |x|, \]

for \( \varrho = |u|^2 \in L^1(\mathbb{R}^2) \) and \( x^\perp := (y, x)^\perp := (-y, x) \). Thus, the self-consistent magnetic field, given by

\[ \text{curl } A[\varrho](x) = \Delta w_0 \ast \varrho(x) = 2\pi \varrho(x), \]
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is proportional to the particles’ density. The parameter $\beta \in \mathbb{R}$ then regulates the strength of the magnetic self-interactions and, for reasons explained below, we will call it the \textit{scaled statistics parameter}. By symmetry of (1-1) under complex conjugation $u \mapsto \bar{u}$ we may and shall assume

$$\beta \geq 0$$

in the following. We will study the ground-state problem for (1-1), namely the minimization under the mass constraint

$$\int_{\mathbb{R}^2} |u|^2 = 1.$$  \hfill (1-3)

The functional $\mathcal{E}^{af}$ bears some similarity with other mean-field models such as the Gross–Pitaevskii energy functional

$$\mathcal{E}^{GP}[u] := \int_{\mathbb{R}^2} \left( |\nabla u + Au|^2 + V |u|^2 + g |u|^4 \right),$$  \hfill (1-4)

with fixed vector potential $A$. The above describes a gas of interacting bosons in a certain mean-field regime \cite{Lieb2005, Lieb2006, Nam2016, Rougerie2014, Rougerie2015}: the quartic term originates from short-range pair interactions. The crucial difference between (1-1) and (1-4) is that, while the interactions of $\mathcal{E}^{GP}$ are scalar (with interaction strength $g \in \mathbb{R}$), those of $\mathcal{E}^{af}$ are purely magnetic and therefore involve mainly the phase of the function $u$. There is extensive literature dealing with (1-4) (see \cite{Aftalion2007, Correggi2011, Correggi2012, Correggi2013}) and with the related Ginzburg–Landau model of superconductivity \cite{Bethuel1994, Fournais2010, Sandier2007, Sigal2015}. That the interactions are via the magnetic field in (1-1) poses however quite a few new difficulties in the asymptotic analysis of minimizers we initiate here. Note indeed (see the variational equation in Lemma A.2) that the nonlinearity consists in a quintic nonlocal semilinear term and a cubic quasilinear term (also nonlocal), both being critical when compared to the usual Laplacian.

The functional $\mathcal{E}^{af}$ arises in a mean-field description\footnote{Usually referred to as an \textit{average-field} description in this context.} of a gas of particles whose many-body quantum wave function can change under particle exchange by a phase factor $e^{i \alpha \pi}$ (with $\alpha \in \mathbb{R}$ known as the statistics parameter). This is a generalization of the usual types of particles: bosons have $\alpha = 0$ (symmetric wave functions) and their mean-field description is via models of the form (1-4), and fermions have $\alpha = 1$ (antisymmetric wave functions) and appropriate models for them are Hartree–Fock functionals (see \cite{Bach1992, Lieb1977, Lions1987, Lions1988, Fournais2015}). For general $\alpha$ one speaks of anyons \cite{Khare2005, Myrheim1999, Ouvry2009, Wilczek1990}, which are believed to emerge as quasiparticle excitations of certain condensed-matter systems \cite{Arovas1984, Haldane1983, Halperin1984, Zhang2014, Cooper2015, Lundholm2016}. Anyons can be modeled as bosons (respectively, fermions) but with a many-body magnetic interaction of coupling strength $\alpha$ (respectively, $\alpha - 1$). It was shown in \cite{Lundholm2015} that the ground-state energy per particle of such a system is correctly described by the minimum of (1-1) (and the ground states by the corresponding minimizers) in a limit where, as the number of particles $N$ goes to $\infty$, one takes $\alpha = \beta / N \to 0$. We refer to this limit as that of \textit{almost-bosonic} anyons, with $\beta$ determining how far we are from usual bosons.
In the following we treat the anyon gas as fully described by a one-body wave function \( u \in H^1(\mathbb{R}^2) \) minimizing (1-1) under the mass constraint (1-3). We shall consider asymptotic regimes for this minimization problem. The limit \( \beta \to 0 \) is trivial and leads to a linear theory for noninteracting bosons (see [Lundholm and Rougerie 2015, Appendix A]). The limit \( \beta \to \infty \) is more interesting and more physically relevant: in a physical situation, the statistics parameter \( \alpha \) is fixed and finite and \( N \) large, so that taking \( \beta \to \infty \) is the relevant regime, at least if one is allowed to exchange the two limits.

In an approximation that has been used frequently in the physics literature [Chitra and Sen 1992; Iengo and Lechner 1992; Li et al. 1992; Trugenberger 1992a; 1992b; Wen and Zee 1990; Westerberg 1993], the ground-state energy per particle of the \( N \)-particle anyon gas with statistics parameter \( \alpha \) is given by
\[
\frac{E_0(N)}{N} \approx \int_{\mathbb{R}^2} (2\pi |\alpha| N \varrho^2 + V \varrho).
\] (1-5)
This relies on assuming that each particle sees the others by their approximately constant average magnetic field \( B(x) \approx 2\pi \alpha N \varrho(x) \), with \( \varrho(x) \geq 0 \) the local particle density (normalized to \( \int_{\mathbb{R}^2} \varrho = 1 \)). In the ground state of this magnetic field (the lowest Landau level) this leads to a magnetic energy \( |B| \approx 2\pi |\alpha| N \varrho \) per particle.\(^2\)

In this work we prove that, for large \( \beta \), the behavior of the functional (1-1) is captured at leading order by a Thomas–Fermi-type [Catto et al. 1998; Lieb 1981] energy functional of a form similar to the right-hand side of (1-5) with \( |\alpha| N = \beta \). The coupling constant appearing in this functional is defined via the large-volume limit of the homogeneous anyon gas energy (i.e., the infimum of (1-1) confined to a bounded domain with \( V = 0 \)). In particular we prove that this limit exists and is bounded from below by the value \( 2\pi \) predicted by (1-5). We do not know the exact value, but there are good reasons to believe that it is not equal to \( 2\pi \), thus refining the simple approximations leading to (1-5).

We state our main theorems in Section 2 and present their proofs in Sections 3 and 4. The Appendix recalls a few facts concerning the minimizers of (1-1). In particular, although we do not need it for the proof of our main results, we derive the associated variational equation.

### 2. Main results

We now proceed to state our main theorems. We first discuss the large-volume limit for the homogeneous gas in Section 2A and then state our results about the trapped anyons functional (1-1) in Section 2B.

#### 2A. Thermodynamic limit for the homogeneous gas

Let \( \Omega \subset \mathbb{R}^2 \) be a fixed bounded domain in \( \mathbb{R}^2 \), with the associated energy for almost-bosonic anyons confined to it:
\[
\mathcal{E}_{\Omega}^{af}[u] = \mathcal{E}_{\Omega, \beta}^{af}[u] := \int_{\Omega} \left| (-i \nabla + \beta A[|u|^2])u \right|^2.
\] (2-1)
with
\[
A[|u|^2](x) = \int_{\Omega} \nabla \perp w_0(x - y)|u(y)|^2 \, dy.
\] (2-2)

\(^2\)Because of the periodicity of the exchange phase \( e^{ia_\pi} \), it is known that such an approximation can only be valid for certain values of \( \alpha \) and \( \varrho \). See [Larson and Lundholm 2016; Lundholm 2016; Trugenberger 1992b] for further discussion.
We define two energies, with homogeneous Dirichlet boundary conditions

\[
E_0(\Omega, \beta, M) := \inf \{ E_{\Omega, \beta}^a[u] : u \in H^1_0(\Omega), \int_{\Omega} |u|^2 = M \},
\]

and without boundary conditions,

\[
E(\Omega, \beta, M) := \inf \{ E_{\Omega, \beta}^a[u] : u \in H^1(\Omega), \int_{\Omega} |u|^2 = M \}.
\]

Of course, the last minimization leads to a magnetic Neumann boundary condition for the solutions. We are interested in the thermodynamic limit of these quantities, i.e., the scaling limit in which the size of the domain tends to $\infty$ with fixed density $\rho := M/|\Omega|$ and the normalization changes accordingly.

**Theorem 2.1** (Thermodynamic limit for the homogeneous anyon gas).

Let $\Omega \subset \mathbb{R}^2$ be a bounded simply connected domain with Lipschitz boundary, and let $\beta \geq 0$ and $\rho \geq 0$ be fixed parameters. Then, the limits

\[
e(\beta, \rho) := \lim_{L \to \infty} \frac{E(L\Omega, \beta, \rho L^2 |\Omega|)}{L^2 |\Omega|} = \lim_{L \to \infty} \frac{E_0(L\Omega, \beta, \rho L^2 |\Omega|)}{L^2 |\Omega|}
\]

exist, coincide and are independent of $\Omega$. Moreover,

\[
e(\beta, \rho) = \beta \rho^2 e(1, 1).
\]

**Remark 2.2** (Error estimate).

A close inspection of the proof reveals that we also have an estimate of the error appearing in (2-5), which coincides with the error appearing in the estimate of the difference between the Neumann and Dirichlet energies in a box (Lemma 3.8). Such a quantity is expected to be of the order of the box’s side length $L$, which is subleading if compared to the total energy of order $L^2$. Our error estimate $O(L^{12/7+\epsilon})$ (see (3-26)) is however much larger and far from being optimal.

The above result defines the thermodynamic energy per unit area at scaled statistics parameter $\beta$ and density $\rho$, denoted $e(\beta, \rho)$, and shows that it has a nice scaling property. The latter is responsible for the occurrence of a Thomas–Fermi-type functional in the trapped anyons case. The fact that $e(\beta, \rho)$ does not depend on boundary conditions is a crucial technical ingredient in our study of the trapped case. This is very different from the usual Schrödinger energy in a fixed external magnetic field, for example, a constant one, for which the type of boundary conditions do matter (see, e.g., [Fournais and Helffer 2010, Chapter 5]).

The constant $e(1, 1)$ will be used to define a corresponding coupling parameter below. One may observe that (see Lemma 3.7)

\[
e(1, 1) \geq 2\pi,
\]

and we conjecture that this inequality is actually strict, contrary to what might be expected when comparing to the coupling constant of the conventional (constant-field) average-field approximation (1-5). The reason for this is that the self-interaction encoded by the functional $E^a$ has not been fully incorporated in (1-5). In fact, the lower bound (2-7) is based on a magnetic $L^4$-bound (Lemma 3.2) which is saturated only for constant functions, and hence for constant densities, which certainly is compatible with (1-5) in the case...
of homogeneous traps. On the other hand, in order to minimize the magnetic energy in (2-1) for large \( \beta \), the function has to have a large phase circulation and therefore also a large vorticity. This suggests the formation of an approximately homogeneous vortex lattice, in some analogy to the Abrikosov lattice that arises in superconductivity and in rotating bosonic gases [Aftalion 2007; Correggi and Yngvason 2008; Sandier and Serfaty 2007]. Such a picture has already been hinted at in [Chen et al. 1989, p. 1012] for the almost-bosonic gas. However the implication that the actual coupling constant may then be larger than the one expected from (1-5) seems not to have been observed in the literature before.

One should note here that there is a certain abuse of language in using the term “thermodynamic limit”. Indeed, we consider the large-volume behavior of a mean-field energy functional, and there is no guarantee that this rigorously approximates the true thermodynamic energy of the underlying many-body system.

2B. Local density approximation for the trapped gas. We now return to (1-1) and discuss the ground state problem

\[
E_{\beta}^{af} := \min \{ E_{\beta}^{af}[u] : u \in H^1(\mathbb{R}^2), \ |u|^2 \in L^1(\mathbb{R}^2), \ \int_{\mathbb{R}^2} |u|^2 = 1 \}.
\]  

We denote by \( u^{af} \) any associated minimizer. We refer to the Appendix (see also [Lundholm and Rougerie 2015, Appendix A]) for a discussion of the minimization domain as well as the existence of a minimizer. In the limit \( \beta \to \infty \), the simpler Thomas–Fermi-like functional

\[
E_{\beta}^{TF} := \min \{ E_{\beta}^{TF}[\rho] : \rho \in L^2(\mathbb{R}^2; \mathbb{R}^+), \ V \rho \in L^1(\mathbb{R}^2), \ \int_{\mathbb{R}^2} \rho = 1 \},
\]

emerges, whose ground-state energy we denote by

\[
E_{\beta}^{TF} := \min \{ E_{\beta}^{TF}[\rho] : \rho \in L^2(\mathbb{R}^2; \mathbb{R}^+), \ V \rho \in L^1(\mathbb{R}^2), \ \int_{\mathbb{R}^2} \rho = 1 \},
\]

with associated (unique) minimizer \( \rho_{TF}^{\beta} \). Here \( e(1, 1) \) is the fixed, universal constant defined by Theorem 2.1.

A typical potential one could have in mind for physical relevance is a harmonic trap, \( V(x) = c|x|^2 \), or an asymmetric trap, \( V(x, y) = c_1 x^2 + c_2 y^2 \). We shall work under the assumption that \( V \) is homogeneous of degree \( s \) and smooth:

\[
V(\lambda x) = \lambda^s V(x), \quad V \in C^\infty(\mathbb{R}^2).
\]

These conditions can be relaxed significantly; in particular we could extend the approach to asymptotically homogeneous potentials as defined in [Lieb et al. 2001, Definition 1.1]. We refrain from doing so to avoid lengthy technical discussions in the proofs. We shall always impose that \( V \) is trapping in the sense that it grows superlinearly at infinity, i.e., \( s > 1 \) and

\[
\min_{|x| \geq R} V(x) \to \infty \quad \text{as} \ R \to \infty.
\]

The Thomas–Fermi (TF) problem (2-10) has the merit of being exactly soluble. We obtain by scaling

\[
E_{\beta}^{TF} = \beta^{s/(s+2)} E_{1}^{TF}, \quad \rho_{TF}^{\beta}(x) = \beta^{-2/(2+s)} \rho_{TF}^{1}(\beta^{-1/(s+2)} x),
\]

\[
\beta^{s/(s+2)} E_{1}^{TF} = \int_{\mathbb{R}^2} (\beta e(1, 1) \rho_{TF}^{1} + V \rho_{TF}^{1})
\]

with associated (unique) minimizer \( \rho_{TF}^{1} \). Here \( e(1, 1) \) is the fixed, universal constant defined by Theorem 2.1.
and by an explicit computation
\[ \varrho_{\text{TF}}^{1}(x) = \frac{1}{2e(1, 1)}(\lambda_{1}^{\text{TF}} - V(x))_{+}, \tag{2-14} \]
with the chemical potential
\[ \lambda_{1}^{\text{TF}} = E_{1}^{\text{TF}} + e(1, 1) \int_{\mathbb{R}^2} (\varrho_{1}^{\text{TF}})^2. \tag{2-15} \]

Clearly the above considerations imply
\[ \text{supp}(\varrho_{\beta}^{\text{TF}}) \subset B_{C\beta^{1/(2+s)}}(0), \tag{2-16} \]
where \( B_{R}(x) \) stands for a ball (disk) of radius \( R \) centered at \( x \), and the estimates
\[ \| \varrho_{\beta}^{\text{TF}} \|_{L^\infty(\mathbb{R}^2)} \leq C\beta^{-2/(2+s)}, \quad \| \nabla \varrho_{\beta}^{\text{TF}} \|_{L^\infty(\mathbb{R}^2)} \leq C\beta^{-3/(2+s)} \]for some fixed constant \( C > 0 \). Noticing that \( \varrho_{1}^{\text{TF}} \) vanishes along a level curve of the smooth homogeneous potential \( V \), we also have the nondegeneracy
\[ |\partial_{n} V| \neq 0 \text{ a.e. on } \partial \text{supp}(\varrho_{1}^{\text{TF}}), \tag{2-18} \]
where \( n \) denotes the (say outward) normal vector to \( \partial \text{supp}(\varrho_{1}^{\text{TF}}) \).

We have the following result showing the accuracy of TF theory to determine the leading order of the minimization problem (2-8):

**Theorem 2.3** (Local density approximation for the anyon gas).

*Let \( V \) satisfy (2-11) and (2-12). In the limit \( \beta \to \infty \) we have the energy convergence*
\[ \lim_{\beta \to +\infty} \frac{E_{\beta}^{\text{af}}}{E_{\beta}^{\text{TF}}} = 1. \tag{2-19} \]

*Moreover, for any function \( u^{\text{af}} \) achieving the infimum (2-8), with \( \varrho^{\text{af}} := |u^{\text{af}}|^2 \), we have for any \( R > 0 \)
\[ \| \beta^{2/(2+s)} \varrho^{\text{af}}(\beta^{1/(2+s)} \cdot) - \varrho_{1}^{\text{TF}} \|_{W^{-1,1}(B_{R}(0))} \to 0 \text{ as } \beta \to 0, \tag{2-20} \]
where \( W^{-1,1}(B_{R}(0)) \) is the dual space of Lipschitz functions on the ball \( B_{R}(0) \).*

**Remark 2.4** (Extension to more general potentials).

The result can be straightforwardly extended to asymptotically homogeneous potentials, i.e., functions \( V(x) \) that satisfy the following property [Lieb et al. 2001, Definition 1.1]: there exists another function \( \widetilde{V} \), nonvanishing for \( x \neq 0 \), such that, for some \( s > 0 \),
\[ \lim_{\lambda \to \infty} \frac{\lambda^{-s} V(\lambda x) - \widetilde{V}(x)}{1 + |\widetilde{V}(x)|} = 0 \tag{2-21} \]
uniformly in \( x \in \mathbb{R}^2 \). The function \( \widetilde{V} \) is necessarily homogeneous of degree \( s > 0 \) and, if we denote by \( \widetilde{E}_{\beta} \) the TF functional (2-9) with \( \widetilde{V} \) in place of \( V \), we have
\[ E_{\beta}^{\text{TF}} = (1 + o(1))\widetilde{E}_{\beta}^{\text{TF}} \quad \text{and} \quad \widetilde{E}_{\beta}^{\text{TF}} = \beta^{s/(s+2)}\widetilde{E}_{1}^{\text{TF}} \text{ as } \beta \to \infty. \]
Remark 2.5 (Density approximation on finer length scales).
We conjecture that the estimate (2-20) can be improved to show that \( \varrho^{af} \) is close to \( \varrho_{TF}^{\beta} \) on finer scales. Namely (2-20) implies that they are close on length scales of order \( \beta^{1/(2+s)} \), which is the extent of the support of \( \varrho_{TF}^{\beta} \), but we expect them to be close on scales \( \gg \beta^{-s/(2(s+2))} \), which is the smallest length scale appearing in our proofs. We however believe that the density convergence cannot hold on scales smaller than \( \beta^{-s/(2(s+2))} \), for we expect the latter to be the length scale of a vortex lattice developed by minimizers.

\[ \varrho_{TF}^{1} \]

Remark 2.6 (Large \( \beta \) limit for the homogeneous gas on bounded domains).
We can think of the homogeneous gas by formally taking the limit \( s \to \infty \) of the homogeneous potentials we have considered so far, which naturally leads to the restriction of the functional \( \mathcal{E}^{af} \) in (1-1) to bounded domains \( \Omega \) with \( V = 0 \) and Dirichlet boundary conditions, that is, (2-1)–(2-3). In fact, we have by the scaling laws discussed in Section 3B,

\[
\lim_{\beta \to +\infty} \frac{E(\Omega, \beta, 1)}{\beta} = \lim_{\beta \to +\infty} \frac{E_0(\Omega, \beta, 1)}{\beta} = |\Omega|^{-1} e(1, 1)
\]

for any bounded and simply connected \( \Omega \) with Lipschitz boundary. Convergence of the density to the TF minimizer \( \varrho_{TF}^{1} \) holds true in the same form as in (2-20). In this case \( \varrho_{TF}^{1} \) is simply the constant function on the domain (confirming that the gas is indeed homogeneous). The shortest length scale on which we expect (but cannot prove) the density convergence is \( \beta^{-1/2} \), which should be the typical length scale of the vortex structure.

3. Proofs for the homogeneous gas

The basic ingredient of the proof for the inhomogeneous case is the understanding of the thermodynamic limit of the model where the trap is replaced by a finite domain with sharp walls. We discuss this here, proving Theorem 2.1 and defining the constant \( e(1, 1) \) appearing in the TF functional (2-9). For the sake of concreteness we first set

\[
e(\beta, \rho) := \lim_{L \to \infty} \inf \frac{E_0(L\Omega, \beta, \rho L^2 |\Omega|)}{L^2 |\Omega|}
\]

for \( \Omega \) equal to a unit square and observe that such a quantity certainly exists and is nonnegative. At this stage it might as well be infinite but we are going to prove that actually the limit exists, is finite, and furthermore is independent of the domain shape.

We briefly outline here the plan for the proof: Section 3A contains basic technical estimates that we are going to use throughout the paper. Section 3B contains the proof of a crucial scaling property of the energy in the homogeneous case. In Section 3C we prove the existence of the thermodynamic limit for the case of squares, and then extend the result to general domains.

3A. Toolbox. Let us gather a few lemmas that will be used repeatedly in the sequel. We start with a variational a priori upper bound confirming that the energy scales like the area. The idea of the proof, relying deeply on the magnetic nature of the interaction, will be employed again several times.
Lemma 3.1 (Trial upper bound).
For any fixed bounded domain Ω, and β, ρ ≥ 0, there exists a constant C > 0 such that
\[
\frac{E(LΩ, β, ρL^2|Ω|)}{L^2} \leq \frac{E_0(LΩ, β, ρL^2|Ω|)}{L^2} \leq C, \quad \text{for all } L ≥ 1.
\]

Proof. Since \(H_0^1(Ω) \subseteq H^1(Ω)\), it is trivial that the Dirichlet energy is an upper bound to the Neumann energy. Let us then prove the second inequality.

We fill the domain \(LΩ\) with \(N \sim L^2\) subdomains on which we use fixed trial states with Dirichlet boundary conditions. The crucial observation is that the magnetic interactions between subdomains can be canceled by a suitable choice of phase (local gauge transformation). For concreteness we here take disks as our subdomains.

Let \(f \in C^\infty_c(B_1(0); \mathbb{R}^+\) be a radial function with \(\int_{B_1(0)} |f|^2 = 1\), and let
\[
u_j(x) := \sqrt{ω_N} f(x - x_j) ∈ C^\infty_c(B_j), \quad ω_N := ρL^2|Ω|/N.
\]
Here the points \(x_j, j = 1, ..., N\), are distributed in \(LΩ\) in such a way that the disks \(B_j := B_1(x_j)\) are contained in \(LΩ\) and disjoint, with \(N \sim c|LΩ|\) as \(L \to ∞\) for some \(c > 0\). Hence
\[
\lim_{N \to ∞} ω_N = ρ/c.
\]
Take then the trial state
\[
u(x) := \sum_{j=1}^{N} u_j(x)e^{-iβωN\sum_{k,j} arg(x - x_k)} ∈ C^\infty_c(LΩ).
\]
Note that its phase is smooth on each piece \(B_j\) of its support and that
\[
|\nu(x)|^2 = \sum_{j=1}^{N} |u_j(x)|^2 = \begin{cases} |u_j(x)|^2 & \text{for } x ∈ B_j, \\ 0 & \text{otherwise,} \end{cases}
\]
and hence
\[
\int_{LΩ} |\nu|^2 = Nω_N = ρL^2|Ω|.
\]
Then
\[
E^af_{Ω, β}[\nu] = \sum_{j=1}^{N} \int_{B_j} \left|(-i∇ + β\sum_{k=1}^{N}A(|u_k|^2))e^{-iβωN\sum_{k,j} arg(x - x_k)}u_j(x)\right|^2 dx
\]
\[
= \sum_{j=1}^{N} \int_{B_j} \left|(-i∇ + βA(|u_j|^2) + \sum_{k,j} (βA(|u_k|^2) - βωN∇ arg(x - x_k)))u_j(x)\right|^2 dx
\]
\[
= \sum_{j=1}^{N} \int_{B_j} \left|(-i∇ + βωN A(|f|^2))f\right|^2,
\]
where we used that by Newton’s theorem [Lieb and Loss 2001, Theorem 9.7]
\[
A(|u_k|^2)(x) = ∇^⊥ \int_{B_k} \ln |x - y||u_k(y)|^2 dy = ∇^⊥ \ln |x - x_k| \int_{B_k} |u_k|^2 dy = ω_N∇ arg(x - x_k)
\]
for $x \not\in B_k$. It then follows that

$$E_0(L\Omega, \beta, \rho L^2|\Omega|) \leq \mathcal{E}^\text{af}_{\Omega, \beta}[u] \leq N \omega_N \left(\|\nabla f\|_{L^2} + \beta \omega_N \|A[f]\|_{L^2}\right)^2 \leq CL^2$$

for some large enough constant $C > 0$ independent of $N$ or $L$ (but possibly depending on $\beta$, $\rho$ and $\Omega$). □

The following well-known inequalities provide useful a priori bounds on the functional’s minimizers:

**Lemma 3.2** (Elementary magnetic inequalities).

**Diamagnetic inequality:** for any $\beta \in \mathbb{R}$ and $u \in H^1(\Omega)$,

$$\int_{\Omega} |(\nabla + i\beta A[|u|^2])u|^2 \geq \int_{\Omega} |\nabla u|^2. \quad (3-2)$$

**Magnetic $L^4$ bound:** for any $\beta \in \mathbb{R}$ and $u \in H^1_0(\Omega)$,

$$\int_{\Omega} |(\nabla + i\beta A[|u|^2])u|^2 \geq 2\pi |\beta| \int_{\Omega} |u|^4. \quad (3-3)$$

**Proof.** The diamagnetic inequality is, e.g., given in [Lieb and Loss 2001, Theorem 7.21], while the $L^4$ bound follows immediately from the well-known inequality

$$\int_{\Omega} |(\nabla + iA)u|^2 \geq \pm \int_{\Omega} \text{curl } A |u|^2, \quad u \in H^1_0(\Omega); \quad (3-4)$$

see, e.g., [Fournais and Helffer 2010, Lemma 1.4.1].

A proof of (3-4) is to integrate the identity

$$|(\nabla + iA)u|^2 = |((\partial_1 + iA_1) \pm i(\partial_2 + iA_2))u|^2 \pm \text{curl } J[u] \pm A \cdot \nabla \perp |u|^2,$$

with

$$J[u] := \frac{i}{2} (u \nabla \bar{u} - \bar{u} \nabla u).$$

Thanks to the Dirichlet boundary conditions, the integral of the next-to-last term vanishes, while the last one can be integrated by parts yielding

$$\mp \int_{\Omega} \text{curl } A |u|^2.$$

Again, no boundary terms are present because of the vanishing of $u$ on $\partial \Omega$. Dirichlet boundary conditions are necessary since the bound (3-4) (resp. (3-3)) is otherwise invalid as $A \to 0$ (resp. $\beta \to 0$), as can be seen by taking the trial state $u \equiv 1$. □

In order to perform energy localizations we shall also need an IMS-type inequality,\(^3\) i.e., a suitable generalization of the well-known localization formula [Cycon et al. 1987, Theorem 3.2]:

$$|\nabla u|^2 = |\nabla (\chi u)|^2 + |\nabla (\eta u)|^2 - (|\nabla \chi|^2 + |\nabla \eta|^2)|u|^2, \quad (3-5)$$

where $\chi^2, \eta^2$ form a partition of unity.

\(^3\)The initials IMS may refer either to Israel Michael Sigal or to Ismagilov–Morgan–Simon.
Lemma 3.3 (IMS formula).
Let $\Omega \subseteq \mathbb{R}^2$ be a domain with Lipschitz boundary and $\chi^2 + \eta^2 = 1$ be a partition of unity such that $\chi \in C^\infty_c(\Omega)$ and $\text{supp} \chi$ is simply connected. Then, for any $u \in H^1(\Omega)$ and $\beta \in \mathbb{R}$,

$$E_{\Omega, \beta}^{af}[u] = \int_\Omega |(\nabla + i\beta A[|u|^2])(\chi u)|^2 + \int_\Omega |(\nabla + i\beta A[|u|^2])(\eta u)|^2 - \int_\Omega (|\nabla \chi|^2 + |\nabla \eta|^2)|u|^2,$$

where

$$\int_\Omega |(\nabla + i\beta A[|u|^2])(\eta u)|^2 \geq \int_\Omega |\nabla \eta u|^2$$

(3-7)

and

$$\int_\Omega |(\nabla + i\beta A[|u|^2])(\chi u)|^2 \geq \begin{cases} \int_\Omega |\nabla \chi|^2, \\ 2\pi |\beta| \int_\Omega \chi^2 |u|^4, \\ (1 - \epsilon)E_{\Omega, \beta}^{af}[\psi] - (\epsilon^{-1} - 1)|\beta|^2 \int_\Omega |A[|\eta u|^2] \rightarrow K]|^2 |\chi u|^2, \end{cases}$$

(3-8)

with $\epsilon \in (0, 1)$ arbitrary, $K := \text{supp} \chi \cap \text{supp} \eta$, and $\psi = e^{i\beta \phi} \chi u \in H^1_0(\text{supp} \chi)$ for some harmonic function $\phi \in C^2(\text{supp} \chi)$.

Proof. We expand

$$E_{\Omega, \beta}^{af}[u] = \int_\Omega |\nabla u|^2 + 2\beta \int_\Omega A[|u|^2] \cdot J[u] + (1 - 2)|\beta| \int_\Omega A[|u|^2]^2 |u|^2.$$

For the first term we use the standard IMS formula (3-5), while for the term involving $J$ we have

$$\frac{2}{i}(J[\chi u] + J[\eta u]) = u \chi \nabla (\nabla \tilde{u}) + u \eta \nabla (\nabla \tilde{u}) - \tilde{u} \nabla (\chi u) - \tilde{u} \nabla (\eta u)$$

$$= u(\chi^2 + \eta^2) \nabla \tilde{u} - \tilde{u}(\chi^2 + \eta^2) \nabla u = \frac{2}{i} J[u].$$

We can then recollect the terms to obtain (3-6). Equation (3-7) and the first version of (3-8) follow from the diamagnetic inequality (3-2), while the second version of (3-8) follows from the magnetic bound (3-3) with Dirichlet boundary conditions. For the third version we write

$$\int_\Omega |(\nabla + i\beta A[|u|^2])(\chi u)|^2 = \int_\Omega |(\nabla + i\beta A[|\chi u|^2] + i\beta A[|\eta u|^2] \rightarrow K + i\beta (A[|\eta u|^2] \rightarrow K - \nabla \phi))(e^{i\beta \phi} \chi u)|^2,$$

where the last magnetic term vanishes by taking the gauge choice

$$\phi(x) := \int_{K^c} \arg(x - y)|\eta u(y)|^2 \, dy, \quad x \in \text{supp} \chi.$$

Thus, noting that $|\chi u|^2 = |\psi|^2$,

$$\int_\Omega |(\nabla + i\beta A[|u|^2])(\chi u)|^2 = \int_\Omega |(\nabla + i\beta A[|\psi|^2])\psi + i\beta A[|\eta u|^2] \rightarrow K |\psi|^2,$$

and we can conclude by expanding the square and bounding the cross-term using Cauchy–Schwarz. □
3B. Scaling laws. In fact the large $\beta$ and large volume limits are equivalent, as follows from the simple observation:

Lemma 3.4 (Scaling laws for the homogeneous gas). For any domain $\Omega \subset \mathbb{R}^2$ and $\lambda, \mu > 0$ we have

$$E(\Omega, \beta, M) = \frac{1}{\lambda^2} E\left(\mu \Omega, \frac{x}{\lambda^2 \mu^2}, \lambda^2 \mu^2 M\right),$$

(3-9)

and an identical scaling relation holds true for $E_0(\Omega, \beta, M)$.

Proof. Given any $u \in H^1(\Omega)$ we may set

$$u_{\lambda, \mu}(x) := \lambda u(x/\mu),$$

(3-10)

and observe that $u_{\lambda, \mu} \in H^1(\mu \Omega)$,

$$\int_{\mu \Omega} |u_{\lambda, \mu}|^2 = \lambda^2 \mu^2 \int_{\Omega} |u|^2$$

and $E_{\mu \Omega, \beta}^{af}[u_{\lambda, \mu}] = \lambda^2 E_{\Omega, \beta \lambda^2 \mu^2}^{af}[u]$.

Namely, using $\nabla^\perp w_0(x) = x^\perp := x^\perp/\|x\|^2$ and

$$A_{\mu \Omega}[|u_{\lambda, \mu}|^2](x) = \int_{\mu \Omega} (x-y)^{-\perp} |u_{\lambda, \mu}(y)|^2 \, dy = \lambda^2 \int_{\mu \Omega} (x-y)^{-\perp} |u(y/\mu)|^2 \, dy$$

$$= \lambda^2 \mu \int_{\Omega} (x/\mu-z)^{-\perp} |u(z)|^2 \, dz = \lambda^2 \mu A_{\Omega}[|u|^2](x/\mu),$$

we have

$$E_{\mu \Omega, \beta}^{af}[u_{\lambda, \mu}] = \int_{\mu \Omega} |\nabla u_{\lambda, \mu}(x) + i \beta A_{\mu \Omega}[|u_{\lambda, \mu}|^2](x) u_{\lambda, \mu}(x)|^2 \, dx$$

$$= \int_{\mu \Omega} |\lambda^{-1}(\nabla u)(x/\mu) + i \beta \lambda^3 \mu A_{\Omega}[|u|^2](x/\mu) u(x/\mu)|^2 \, dx$$

$$= \lambda^2 \mu^{-2} \int_{\mu \Omega} |\nabla u(x/\mu) + i \beta \lambda^2 \mu^2 A_{\Omega}[|u|^2](x/\mu) u(x/\mu)|^2 \, dx$$

$$= \lambda^2 \int_{\Omega} |\nabla u(z) + i \beta \lambda^2 \mu^2 A_{\Omega}[|u|^2](z) u(z)|^2 \, dz = \lambda^2 E_{\Omega, \beta \lambda^2 \mu^2}^{af}[u].$$

Hence, we may take as a trial state for $E_{\mu \Omega, \beta \lambda^{-2} \mu^{-2}}^{af}$ the function $u_{\lambda, \mu}$, where $u$ is the minimizer (or minimizing sequence) of $E_{\mu \Omega, \beta}^{af}$, and vice versa. Moreover, if $u \in H^1_0$ then so is $u_{\lambda, \mu}$. □

It follows immediately from the above that the thermodynamic energy has a very simple dependence on its parameters, which justifies (2-6) and the way it appears in (2-9).

Corollary 3.5 (Scaling laws for $e(\beta, \rho)$). For any $\rho \geq 0$ and bounded $\Omega \subset \mathbb{R}^2$, with $e(\beta, \rho)$ defined as in (3-1), we have

$$e(1, \rho) = |\Omega| \liminf_{\beta \to \infty} \frac{E_0(\Omega, \beta, \rho)}{\beta},$$

(3-11)

and for any $\beta, \rho \geq 0$,

$$e(\beta, \rho) = \beta \rho^2 e(1, 1).$$

(3-12)
Remark 3.6. At the moment each shape of the domain $\Omega$ may give rise to a different limit $e(\beta, \rho)$ in (3-1), and this corollary and proof apply in such a situation. However, it will be shown below in the case of Lipschitz regular domains that the limit is independent of the shape, and one may therefore without loss of generality take the unit square $\Omega = Q$ as a reference domain.

Proof. A first consequence of the scaling property (3-9) is that taking the thermodynamic limit as described in (2-5) or (3-1) is equivalent to taking the limit $\beta \to \infty$ at a fixed size of the domain, i.e.,

$$e(c, \rho) = \liminf_{L \to \infty} \frac{E_0(L\Omega, c, \rho |\Omega|^L)}{L^2 |\Omega|} = \liminf_{L \to \infty} \frac{E_0(\Omega, cL^2 |\Omega|, \rho)}{L^2}.$$ 

where we have applied (3-9) with $\mu = L$, $\lambda = |\Omega|^{1/2}$ and $M = \rho$. Now if, for any $c > 0$, we set $\beta = cL^2 |\Omega| \to \infty$, the above expression becomes

$$e(c, \rho) = c |\Omega| \liminf_{\beta \to \infty} \frac{E_0(\Omega, \beta, \rho)}{\beta},$$

which proves the first claim, and also implies

$$e(c, \rho) = c e(1, \rho).$$

Next we take $\mu = 1$ in (3-9) and obtain

$$E_0(\Omega, \beta, M) = \lambda^{-2} E_0(\Omega, \beta \lambda^{-2}, \lambda^2 M).$$

Taking $M = |\Omega|$, dividing by $|\Omega|$ and taking the limit $|\Omega| \to \infty$, we deduce

$$e(\beta, 1) = \lambda^{-2} e(\beta \lambda^{-2}, \lambda^2) = \lambda^{-4} e(\beta, \lambda^2),$$

where we used (3-14) in the last equality. This yields

$$e(\beta, \rho) = \rho^2 e(\beta, 1)$$

for all $\beta, \rho \geq 0$. Combining (3-14) and (3-15) yields the result (3-12). \qed

3C. Proof of Theorem 2.1. We split the proof in three lemmas:

Lemma 3.7 (Thermodynamic limit for the Dirichlet energy in a square).

Let $Q$ be a unit square, and $\rho \geq 0$ and $\beta \geq 0$ be fixed constants. The limit

$$e(\beta, \rho) = \lim_{L \to +\infty} \frac{E_0(LQ, \beta, \rho L^2)}{L^2}$$

exists, is finite, and satisfies $e(\beta, \rho) \geq 2\pi \beta \rho^2$.

Lemma 3.8 (Neumann–Dirichlet comparison).

Let $\Omega$ be a bounded simply connected domain with Lipschitz boundary. Then for any fixed $\rho$ and $\beta$ positive, as $L \to \infty$

$$\frac{E_0(L\Omega, \beta, \rho L^2 |\Omega|)}{L^2 |\Omega|} \geq \frac{E(L\Omega, \beta, \rho L^2 |\Omega|)}{L^2 |\Omega|} \geq \frac{E_0(L\Omega, \beta, \rho L^2 |\Omega|)}{L^2 |\Omega|} - o(1).$$
Lemma 3.9 (Thermodynamic limit for the Dirichlet energy in a general domain).

Let $\Omega \subset \mathbb{R}^2$ be a bounded simply connected domain with Lipschitz boundary, then

$$\lim_{L \to +\infty} \frac{E_0(L\Omega, \beta, \rho L^2 |\Omega|)}{L^2 |\Omega|} = e(\beta, \rho). \tag{3-16}$$

Theorem 2.1 immediately follows from these three results: combining Lemma 3.7 with Lemma 3.8 one obtains the existence of the thermodynamic limit for squares. In order to derive the result for general domains, one then uses Lemma 3.9 together with Lemma 3.8. Notice that the proof of Lemma 3.9 requires only Lemmas 3.7 and 3.8 for squares as key ingredients.

Proof of Lemma 3.7. From Lemma 3.1 we know that the sequence of energies per unit area has both an upper and lower limit. We denote by $(L_n)_{n \in \mathbb{N}}$ and $(L_m)_{m \in \mathbb{N}}$ two increasing sequences of positive real numbers such that $L_n \to \infty$, $L_m \to \infty$ and

$$\frac{E_0(L_n Q_j, \beta, \rho L_n^2)}{L_n^2} \to \liminf_{L \to \infty} \frac{E_0(L Q_j, \beta, \rho L^2)}{L^2} \quad \text{as } n \to \infty,$$

$$\frac{E_0(L_m Q_j, \beta, \rho L_m^2)}{L_m^2} \to \limsup_{L \to \infty} \frac{E_0(L Q_j, \beta, \rho L^2)}{L^2} \quad \text{as } m \to \infty.$$

For each $n$, there must exist a sequence of integers

$$q_{nm} \to +\infty \quad \text{as } m \to \infty$$

such that, for $m$ large enough, e.g., $m \gg n$,

$$L_m = q_{nm} L_n + k_{nm}, \quad 0 \leq k_{nm} < L_n.$$

We then build a trial state for $E_0(L_m Q_j, \beta, \rho L_m^2)$ as follows (see Figure 1). The square $L_m Q$ must contain $q_{nm}^2$ disjoint squares of side length $L_n$ that we denote by $L_n Q_j$, $j = 1, \ldots, q_{nm}^2$. Then we pick $u_j$ a minimizer of $E_0(L_n Q_j, \beta, \rho L_n^2)$ and remark that by definition,

$$\sum_{k=1, k \neq j}^{q_{nm}^2} \text{curl } A[|u_k|^2] = 0 \quad \text{in } L_n Q_j.$$
Thus there exists a gauge phase $\phi_j$ on the simply connected domain $L_n Q_j$ such that

$$\sum_{k=1, k \neq j}^{q_{nm}^2} A[|u_k|^2] = \nabla \phi_j \quad \text{in} \ L_n Q_j.$$ 

Similarly, there exists $\phi_0$ on the remaining part of the domain (which can be arranged to be simply connected as well, as in Figure 1) such that

$$\sum_{k=1}^{q_{nm}^2} A[|u_k|^2] = \nabla \phi_0 \quad \text{on} \ L_m Q \setminus \bigcup_{j=1}^{q_{nm}^2} L_n Q_j.$$ 

We define the trial state as (see the proof of Lemma 3.1)

$$u := \sum_{j=1}^{q_{nm}^2} u_j e^{-i\beta \phi_j} + u_0 e^{-i\beta \phi_0},$$

where $u_0$ is a function with compact support in $L_m Q \setminus \bigcup_{j=1}^{q_{nm}^2} L_n Q_j$ satisfying

$$\int_{L_m Q} |u_0|^2 = \rho L_m^2 - q_{nm}^2 \rho L_n^2.$$ 

By Lemma 3.1, we can construct $u_0$ such that

$$\int_{L_m Q} |(\nabla + i\beta A[|u_0|^2])u_0|^2 \leq C(L_m^2 - q_{nm}^2 L_n^2) \leq 2CL_m k_{nm},$$

(\text{where } C > 0 \text{ may depend on } \beta \text{ and } \rho). \text{ The function } u \text{ is an admissible trial state on } L_m Q \text{ because it is in } H^1 \text{ on each subdomain, and continuous across boundaries due to the Dirichlet boundary conditions satisfied by each } u_j. \text{ Computing the energy, we have}

$$E_{af}^{L_m Q, \beta, u} = \sum_{j=0}^{q_{nm}^2} \int_{L_m Q} |e^{-i\phi_j} (\nabla + i\beta A[|u|^2] - i\beta \nabla \phi_j) u_j|^2 = \sum_{j=0}^{q_{nm}^2} \int_{L_m Q} |(\nabla + i\beta A[|u|^2]) u_j|^2$$

$$= \sum_{j=1}^{q_{nm}^2} E_{af}^{L_n Q, \beta, u_j} + \int_{L_m Q} |(\nabla + i\beta A[|u_0|^2]) u_0|^2 = q_{nm}^2 E_0(L_n Q, \beta, \rho L_n^2) + O(L_m k_{nm}),$$

with

$$q_{nm}^2 = \frac{L_m^2}{L_n^2}\left(1 - \frac{k_{nm}}{L_m}\right)^2.$$ 

Since $u$ has by definition mass $\rho L_m^2$, it follows from the variational principle that

$$\frac{E_0(L_m Q, \beta, \rho L_m^2)}{L_m^2} \leq \frac{E_0(L_n Q, \beta, \rho L_n^2)}{L_n^2}\left(1 + O\left(\frac{k_{nm}}{L_m}\right)\right) + O\left(\frac{k_{nm}}{L_m}\right).$$
Passing to the limit $m \to \infty$ first and then $n \to \infty$ yields

$$\limsup_{L \to \infty} \frac{E_0(LQ, \beta, \rho L^2)}{L^2} \leq \liminf_{L \to \infty} \frac{E_0(LQ, \beta, \rho L^2)}{L^2},$$

and thus the limit exists.

Additionally, we have by the bound (3-3),

$$\frac{1}{L^2} \mathcal{E}_{LQ, \beta}^{af}[u] \geq \frac{2\pi \beta}{L^4} \int_{LQ} |u|^4 \geq \frac{2\pi \beta}{L^4} \left( \int_{LQ} |u|^2 \right)^2$$

for any $u \in H^1_0(LQ)$, proving that $e(\beta, \rho) \geq 2\pi \beta \rho^2$. \hfill \Box

Proof of Lemma 3.8. Since $H^1_0(\Omega) \subseteq H^1(\Omega)$, we obviously have

$$E_0(\Omega, \beta, M) \geq E(\Omega, \beta, M).$$

Only the second inequality in the statement requires some work. Let $u \in H^1(L\Omega)$ denote the minimizer of $\mathcal{E}_{L\Omega, \beta}^{af}[u]$ (see Proposition A.1 of the Appendix) with mass

$$\int_{L\Omega} |u|^2 = \rho L^2 |\Omega|$$

and no further constraint (thus satisfying Neumann boundary conditions). In the sequel we take $\beta = 1$ and $|\Omega| = 1$ to simplify the notation.

We will need to make an IMS localization on a small enough region, and therefore consider a division of $L\Omega$ into a bulk region surrounded by thin shells close to the boundary, where we will be using several different length scales $L^{-1/3} \lesssim \lambda \ll 1 \ll L$ and $L^{-1} \ll \ell \ll h \ll L$ (see Figure 2 for the case of $\Omega = Q$ a square).

We shall use Lemma 3.3 a first time at distance $\lambda$ from the boundary to deduce some useful a priori bounds. Next, using a mean-value argument we show that, within a window of thickness $h$ further from the boundary, there must exist one particular shell of thickness $\ell$ where we have a good control on the mass and energy. Finally we perform a second IMS localization with the truncation located in this particular shell. This yields a lower bound in terms of the Dirichlet energy in the bulk region, plus error terms that
we can control using the a priori bounds and in particular the good control on mass and energy in the second localization shell.

**Step 1**: a priori bounds. Let $\delta_{\Omega}(x) := \text{dist}(x, \partial(L\Omega))$ denote the distance function to the boundary, which is Lipschitz and satisfies $|\nabla \delta_{\Omega}| \leq 1$ a.e. We make a first partition of unity

$$\tilde{\chi}^2 + \tilde{\eta}^2 = 1$$

such that $\tilde{\chi}$ varies smoothly from 1 to 0 on a shell $K_\lambda$ of width $\lambda$ closest to the boundary of $L\Omega$, i.e., $K_\lambda := \{ x \in L\Omega : \delta_{\Omega}(x) < \lambda \}$. One may note that it is possible to construct these functions so as to satisfy

$$|\nabla \tilde{\chi}| \leq c\lambda^{-1}\tilde{\chi}^{1-\mu}, \quad |\nabla \tilde{\eta}| \leq c\lambda^{-1}\tilde{\chi}^{1-\mu}$$

for some arbitrarily small $\mu > 0$, independent of $\lambda$, e.g., by taking $\tilde{\chi} = f^a$ and $\tilde{\eta} = \sqrt{1 - \tilde{\chi}^2}$ in $\text{supp} \tilde{\chi} \cap \text{supp} \tilde{\eta}$ for $a$ large and some smooth function $0 \leq f \leq 1$ varying on the right length scale and reflection symmetric. Then, by Lemmas 3.1 and 3.3,

$$CL^2 \geq E_{L,1}^{af}[u] \geq \int_{L\Omega} (2\pi \tilde{\chi}^2|u|^4 + |\nabla|\tilde{\eta}|u||^2 - (|\nabla \tilde{\chi}|^2 + |\nabla \tilde{\eta}|^2)|u|^2)$$

$$\geq \int_{L\Omega} (2\pi \tilde{\chi}^2|u|^4 + |\nabla|\tilde{\eta}|u||^2 - C\lambda^{-2}\chi_{K_\lambda} \tilde{\chi}^2 - 2\mu |u|^2).$$

(3-17)

We bound the unwanted negative term as follows:

$$\lambda^{-2} \int_{L\Omega} \chi_{K_\lambda} \tilde{\chi}^2 - 2\mu |u|^2 \leq \lambda^{-2} \left( \int_{K_\lambda} \tilde{\chi}^2 - 4\mu \right)^{1/2} \left( \int_{K_\lambda} \tilde{\chi}^2 |u|^4 \right)^{1/2}$$

$$\leq C\lambda^{-3/2}L^{1/2} \left( \int_{K_\lambda} \tilde{\chi}^2 |u|^4 \right)^{1/2} \leq C\delta L\lambda^{-3} + C\delta^{-1} \int_{L\Omega} \tilde{\chi}^2 |u|^4,$$

with $\delta$ a fixed, large enough, constant. Combining with (3-17) we deduce

$$\int_{L\Omega} (2\pi \tilde{\chi}^2|u|^4 + |\nabla|\tilde{\eta}|u||^2) \leq CL^2 + CL\lambda^{-3} \leq CL^2$$

(3-18)

since we have chosen $\lambda \geq L^{-1/3}$. We note that this bound implies for the mass in a shell $K_\ell$ of thickness $\ell$ in $L\Omega \setminus K_\lambda$

$$\int_{K_\ell} |u|^2 \leq |K_\ell|^{1/2} \left( \int_{K_\ell} \tilde{\chi}^2 |u|^4 \right)^{1/2} \lesssim \ell^{1/2}L^{3/2}.$$

(3-19)

**Step 2**: finding a good shell. We now select a region where the bounds (3-18) and (3-19) can be improved. Consider dividing $L\Omega \setminus K_\lambda$ into shells of thickness $\ell$ that form a layer closest to the shell $K_\lambda$ of total thickness $h \sim L^{1-\varepsilon} \gg \ell$ (again, see Figure 2). Hence, we have

$$N_s := h/\ell \gg 1$$

such shells in the layer. Denote by $N_M$ the number of such shells $K_\ell$ with $\int_{K_\ell} |u|^4 \geq M$. If $N_M < N_s$, there must exist a shell $K_\ell$ with $\int_{K_\ell} |u|^4 \leq M$. But, using (3-18) and the fact that all the shells are included
in the region where \( \tilde{\chi} = 1 \), we have

\[ MN_M \leq \int_{L\Omega} \tilde{\chi}^2 |u|^4 \leq CL^2. \]

We can thus ensure that \( N_M < N_s \) by setting

\[ N_s = h/\ell \sim L^{1-\varepsilon} \ell^{-1} \sim L^2/M, \]
i.e., taking \( M \sim \ell L^{1+\varepsilon} \). Hence we have found a shell \( K_\ell \) with

\[ \int_{K_\ell} |u|^4 \leq C \ell L^{1+\varepsilon}, \] (3-20)

and thus

\[ \int_{K_\ell} |u|^2 \leq C (\ell L)^{1/2} (\ell L^{1+\varepsilon})^{1/2} = C \ell L^{1+\varepsilon/2}, \] (3-21)

improving (3-19).

**Step 3:** IMS localization in the good shell. We now perform a new magnetic localization on this \( K_\ell \). We pick a partition \( \chi^2 + \eta^2 = 1 \), such that \( \chi \) varies smoothly from 1 to 0 outwards on \( K_\ell \), so that \( \chi = 1 \) (resp. \( \eta = 1 \)) on the inner (resp. outer) component of \( K_\ell \). Then, using Lemma 3.3, we have

\[ E_{L\Omega,1}^{af}[u] \geq (1 - \delta) E_{L\Omega,1}^{af}[\psi] - (\delta^{-1} - 1) \int_{L\Omega} |A[\eta u]^2 1_K|^2 |\chi u|^2 - \int_{K_\ell} (|\nabla \chi|^2 + |\nabla \eta|^2)|u|^2 \]

(3-22)

for any \( \delta \in (0, 1) \), where we let \( \psi = \chi e^{i\phi}u \) and \( K = \text{supp} \chi \cap \text{supp} \eta \subseteq K_\ell \). Since \( \psi \) is compactly supported in \( L\Omega \), we have for the first term

\[ E_{L\Omega,1}^{af}[\psi] \geq E_0(L\Omega, 1, \|\psi\|_{L^2(L\Omega)}^2) = E_0(L\Omega, 1, \|\chi u\|_{L^2(L\Omega)}^2). \]

Recalling the scaling relation (3-9) (taking \( \mu = \lambda^{-1} = \tilde{L}/L \)) and defining

\[ M = \int_{L\Omega} \chi^2 |u|^2, \quad \tilde{L} = \sqrt{M / \rho}, \]

we have

\[ E_0(L\Omega, 1, M) = \frac{M}{\rho L^2} E_0(\tilde{L}\Omega, 1, \rho \tilde{L}^2). \] (3-23)

We need to estimate the deviation of the mass \( M \) of \( \chi^2 |u|^2 \) from \( \rho L^2 = \int_{L\Omega} |u|^2 \):

\[
\left| \rho L^2 - \int_{L\Omega} \chi^2 |u|^2 \right| = \int_{L\Omega} \eta^2 |u|^2 = \int_{L\Omega} \tilde{\eta}^2 |u|^2 + \int_{L\Omega} \tilde{\chi}^2 \eta^2 |u|^2
\leq C \lambda^2 \int_{K_\lambda} |\nabla |\tilde{\eta}| u|^2 + \left( \int_{L\Omega} \eta^2 \tilde{\chi}^2 \right)^{1/2} \left( \int_{L\Omega} \tilde{\chi}^2 |u|^4 \right)^{1/2}
\leq C \lambda^2 L^2 + C h^{1/2} L^{3/2} \ll L^2.
\] (3-24)

Here we have used a Poincaré inequality to control the \( \tilde{\eta}^2 |u|^2 \) term, making use of the fact that this function vanishes at the inner boundary of \( K_\lambda \). It is not difficult (see the proof methods of [Evans 1998, Theorems 1 and 2 in Section 5.8.1] and [Lieb and Loss 2001, Theorem 8.11]) to realize that the constant
We can take \( q \ell \) where the last term in (3-22) is, using (3-21), bounded by
\[
\int |A[\eta u|^2 \mathbb{1}_K]|^2 |\chi u|^2 \leq \|\nabla w_0 * |\eta u|^2 \mathbb{1}_K \|_2^2 \|\chi u\|_2^2 \leq c \|\nabla w_0\|_{2,w} \|\eta u \mathbb{1}_K\|_2 \|\chi u\|_2^2
\]
\[
\leq C \left( \int_{K_\ell} |\eta u|^{4q/(2q-1)} \right)^{(2q-1)/q} \left( \int_{L\Omega} |\chi u|^{2q} \right)^{1/q},
\]
where
\[
\frac{1}{p} + \frac{1}{q} = 1 \quad \text{and} \quad 1 + \frac{1}{2p} = \frac{1}{2} + \frac{1}{r},
\]
that is,
\[
r = \frac{2q}{2q - 1} \in (1, 2) \quad \text{with} \quad q \in (1, \infty).
\]
We can take \( q = 2 \) and insert (3-18)–(3-20) to obtain
\[
\left( \int_{K_\ell} |\eta u|^{8/3} \right)^{3/2} \left( \int_{L\Omega} |\chi u|^4 \right)^{1/2} \leq |K_\ell|^{1/2} \int_{K_\ell} |\eta u|^4 \left( \int_{L\Omega} |\chi u|^4 \right)^{1/2} \lesssim (\ell L)^{1/2} \ell L^{1+\varepsilon} (L^2)^{1/2} = \ell^{3/2} L^{5/2+\varepsilon}.
\]
The last term in (3-22) is, using (3-21), bounded by
\[
c \ell^{-2} \int_{K_\ell} |u|^2 \lesssim \ell^{-1} L^{1+\varepsilon/2}.
\]
There only remains to optimize the error terms in (3-22):
\[
\delta E_0(L\Omega, 1, \|\psi\|_{L^2(L\Omega)}^2) + c_1 (\delta^{-1} - 1) \ell^{3/2} L^{5/2+\varepsilon} + c_2 \ell^{-1} L^{1+\varepsilon/2} \leq c_3 \delta L^2 + c_4 \ell^{-2/5} L^{8/5 + 7\varepsilon/10},
\]
where we have picked \( \ell = L^{-3/5-\varepsilon/5} \delta^{2/5} \), assuming that \( \delta \ll 1 \), as it will be. Thus, optimizing now over \( \delta \), i.e., taking \( \delta \sim L^{-2/7+\varepsilon/2} \), we have the bounds
\[
\frac{E_0(L\Omega, 1, \rho L^2)}{L^2} \geq \frac{E(L\Omega, 1, \rho L^2)}{L^2} \geq \frac{E_0(L\Omega, 1, \|\psi\|_{L^2(L\Omega)}^2)}{L^2} - c L^{-2/7+\varepsilon/2}.
\]
Combining with (3-25) and passing to the liminf completes the proof.

**Proof of Lemma 3.9.** The result is proven as usual by comparing suitable upper and lower bounds to the energy.

**Step 1:** upper bound. We first cover \( L\Omega \) with squares \( Q_j, j = 1, \ldots, N_\ell \), of side length \( \ell = L^{-\eta} \), \( 0 < \eta < 1 \), retaining only the squares \( Q_j \) completely contained in \( L\Omega \). One can estimate the area not covered by
such squares as
\[
|\Omega \setminus \left( \bigcup_{j=1}^{N_\ell} Q_j \right)| \leq C \ell L = o(L^2). \tag{3-27}
\]
Then we define the trial state
\[
u(x) := \sum_{j=1}^{N_\ell} u_j e^{-i\beta \phi_j},
\tag{3-28}
\]
where
\[
u_j(x) := u_0(x - x_j) \chi_{Q_j},
\tag{3-29}
\]
with \(u_0\) a minimizer of the Dirichlet problem with mass \(\rho L^2|\Omega|/N_\ell\) in a square \(Q\) with side length \(\ell\) centered at the origin, and \(x_j\) the center point of \(Q_j\). The phases \(\phi_j\) are chosen in such a way that (see the proof of Lemma 3.1 again)
\[
\sum_{k=1, k \neq j}^{N_\ell} A[|u_k|^2] = \nabla \phi_j \quad \text{in } Q_j.
\]
The existence of such phases is indeed guaranteed by the fact that
\[
\sum_{k=1, k \neq j}^{N_\ell} \text{curl } A[|u_k|^2] = 0 \quad \text{in } Q_j.
\]
Hence
\[
E_{L, \beta}^{af}[u] = \sum_{j=1}^{N_\ell} E_{Q_j, \beta}^{af}[u_j] = \sum_{j=1}^{N_\ell} E_0(\ell Q, \beta, \rho L^2|\Omega|N_\ell^{-1}),
\]
which implies
\[
\frac{E_0(L, \beta, \rho L^2)}{L^2|\Omega|} \leq \frac{1}{L^2|\Omega|} \sum_{j=1}^{N_\ell} E_0(\ell Q, \beta, \rho L^2|\Omega|N_\ell^{-1})
\]
\[
= \frac{\ell^2}{L^2|\Omega|} \sum_{j=1}^{N_\ell} E_0(\ell Q, \beta, (1 + o(1))\rho \ell^2)/\ell^2 = (1 + o(1))e(\beta, \rho),
\tag{3-30}
\]
where we have estimated
\[
N_\ell = \frac{|\bigcup_j Q_j|}{|Q|} = \frac{(1 + o(1))L^2|\Omega|}{\ell^2},
\tag{3-31}
\]
and used Lemma 3.7. Notice that, thanks to the assumption on \(\eta\), we have \(\ell \to \infty\), which is crucial in order to apply Lemma 3.7.

**Step 2:** lower bound. We again cover \(L\Omega\) with squares \(Q_j, j = 1, \ldots, N_\ell\), this time keeping the full covering but still having \(\ell^2 N_\ell/|L\Omega| \to 1\) as \(L \to \infty\). We pick a minimizer \(u^{af} = u^{af}_L \in H^1_0(L\Omega)\) of \(E_{L, \beta}^{af}\), with mass \(\rho L^2|\Omega|\), and set
\[
u_j^{af} := u^{af} \chi_{Q_j}, \quad \rho_j := \int_{Q_j} |u^{af}(x)|^2 \, dx.
\tag{3-32}
The idea of the proof is reminiscent of that in the upper bound part: we gauge away the magnetic interaction between the cells, and this leads to a lower bound in terms of the Neumann energy of the cells.

Note that \( u_{af}^j \in H^1(Q_j) \) for each \( j \), and

\[
\sum_{j=1}^{N_\ell} \rho_j \ell^2 = \rho L^2 |\Omega|.
\]

Before estimating the energy, we need to distinguish between squares with sufficient mass and squares which will not contribute to the energy to leading order. We thus set

\[
Q_L := \{ Q_j, j \in \{1, \ldots, N_\ell \} : \rho_j \geq L^{-2\eta+\delta} \}
\]

for some \( 0 < \delta < 2\eta \). Note that the mass concentrated outside cells \( Q_L \) is relatively small:

\[
\sum_{Q_j \not\in Q_L} \rho_j \ell^2 \leq C \ell^2 N_\ell L^{-2\eta+\delta} = o(L^2).
\]

We can now estimate, using the gauge covariance of the functional on each \( Q_j \),

\[
E_0(L\Omega, \beta, \rho L^2 |\Omega|) = \mathcal{E}^a_{L\Omega, \beta}[u_{af}] \geq \sum_{j=1}^{N_\ell} \int_{Q_j} \left| (-i \nabla + \beta A[|u_{af}|^2]) u_{af} \right|^2
\]

\[
= \sum_{j=1}^{N_\ell} \int_{Q_j} \left| (-i \nabla + \beta A[|u_{af}^j e^{i\beta \phi_j^j}|^2]) u_{af}^j e^{i\beta \phi_j^j} \right|^2
\]

\[
\geq \sum_{j=1}^{N_\ell} \rho_j \ell^2 \frac{E(\ell Q_j, \beta, \rho_j \ell^2)}{\rho_j \ell^2} \geq \sum_{j: Q_j \in Q_L} \rho_j^2 \ell^2 \frac{E(\ell_j Q_j, \beta, \ell_j^2)}{\ell_j^2},
\]

where \( \phi_j \) satisfies (observe that the left-hand side is curl-free on \( Q_j \))

\[
\sum_{k=1, k \neq j}^{N_\ell} A[|u_{af}^k|^2] = \nabla \phi_j \quad \text{in } Q_j,
\]

and in the last step we used the scaling law (3-9) with \( \mu = 1/\lambda = \sqrt{\rho_j} \). Also,

\[
\ell_j := \sqrt{\rho_j} \ell \geq L^{\delta/2} \to +\infty \quad \text{as } L \to \infty
\]

uniformly in \( j \) for cells \( Q_j \in Q_L \), and we thus conclude by Lemmas 3.7 and 3.8 that

\[
\frac{1}{L^2 |\Omega|} E_0(L\Omega, \beta, \rho L^2 |\Omega|) \geq (1 - o(1)) \frac{e(\beta, 1)}{L^2 |\Omega|} \sum_{j: Q_j \in Q_L} \rho_j^2 \ell^2 = (1 - o(1)) \frac{e(\beta, 1)}{L^2 |\Omega|} \int_{Q_L} \bar{\varphi}^2,
\]

where we consider here the step function \( \bar{\varphi} := \sum_{j: Q_j \in Q_L} \rho_j^2 \mathbb{1}_{Q_j} \) and denote by \( Q \) the union of the cells \( Q_L \).

It remains then to observe that the constrained minimum

\[
B = \min \left\{ \int_Q \varphi^2 : 0 \leq \varphi \in L^2(Q), \int_Q \varphi = (1 - o(1)) \rho L^2 |\Omega| \right\}
\]
is achieved by ϱ constant and thus
\[ \int_Q \bar{\varrho}^2 \geq B = \left((1 - o(1))\rho L^2 |\Omega|\right)^2 |\Omega|^{-1} \geq (1 - o(1))\rho^2 L^2 |\Omega|. \]

Inserting this in (3-36) and using \( \rho^2 e(\beta, 1) = e(\beta, \rho) \) leads to the desired energy lower bound. □

4. Proofs for the trapped gas

4A. Local density approximation: energy upper bound. Here we prove the upper bound corresponding to (2-19):

\[ E_{af}^\beta \leq E_{\beta}^{TF} \left(1 + o(1)\right) \quad \text{as } \beta \to \infty. \]  

(4-1)

We start by covering the support of \( \varrho_{\beta}^{TF} \) with squares \( Q_j, j = 1, \ldots, N_\beta \), centered at points \( x_j \) and of side length \( L \) with

\[ L = \beta^\eta, \quad -\frac{s}{2(s+2)} < \eta < \frac{1}{s+2}. \]  

(4-2)

We choose the tiling in such a way that for any \( j = 1, \ldots, N_\beta \), we have \( Q_j \cap \text{supp}(\varrho_{\beta}^{TF}) \neq \emptyset \). The upper bound on \( L \) indicates that the length scale of the tiling is much smaller than the size of the TF support. The lower bound ensures that it is much larger than the scale on which we expect the fine structure of the minimizer to live.

Our trial state is defined much as in the proof of Lemma 3.9:

\[ u^{\text{test}} := \sum_{j=1}^{N_\beta} u_j e^{-i\beta \phi_j}, \]  

(4-3)

where \( u_j \) realizes the Dirichlet infimum

\[ E_0(Q_j, \beta, M_j) := \min \{ \mathcal{E}_{af}^j[u] : u \in H^1_0(Q_j), \int_{Q_j} |u|^2 = M_j \}, \]

where of course

\[ \mathcal{E}_{af}^j[u] = \mathcal{E}_{Q_j, \beta}^{af}[u] = \int_{Q_j} \left| (-i \nabla + \beta A[|u|^2])u \right|^2 \]

and we set

\[ M_j = \int_{Q_j} |u_j|^2 := \int_{Q_j} \varrho_{\beta}^{TF}, \quad \rho_j := M_j / L^2 = \int_{Q_j} \varrho_{\beta}^{TF}. \]  

(4-4)

The phase factors in (4-3) are again defined so as to gauge away the interaction between cells, i.e.,

\[ \sum_{k=1, k \neq j}^{N_\beta} A[|u_k|^2] = \nabla \phi_j \quad \text{in } Q_j. \]
This construction yields an admissible trial state since $u^{\text{test}}$ is locally in $H^1$, continuous across cells by being zero on the boundaries, and clearly
\[ \int_{\mathbb{R}^2} |u^{\text{test}}|^2 = \sum_{j=1}^{N_\beta} \int_{Q_j} |u_j|^2 = \sum_{j=1}^{N_\beta} \int_{Q_j} \mathcal{E}^{TF}_\beta = 1. \]

Much as in the proofs of Lemmas 3.1 and 3.9 we thus obtain
\[ E^{af}_\beta \leq \mathcal{E}^{af}_\beta [u^{\text{test}}] = \sum_{j=1}^{N_\beta} \mathcal{E}^{af}_j [u_j] + \int_{\mathbb{R}^2} V |u^{\text{test}}|^2 = \sum_{j=1}^{N_\beta} E_0(Q_j, \beta, M_j) + \int_{\mathbb{R}^2} V |u^{\text{test}}|^2. \tag{4-5} \]

Our task is then to estimate the right-hand side.

We denote, for some $\varepsilon > 0$ small enough
\[ S_\varepsilon = \{ x \in \text{supp}(\mathcal{E}^{TF}_\beta): \mathcal{E}^{TF}_\beta (x) \geq \beta^{-2/(s+2) - \varepsilon} \} \]
and split the above sum into two parts, distinguishing between cells fully included in $S_\varepsilon$ and the others. Using (2-13), it is clear that
\[ |\text{supp}(\mathcal{E}^{TF}_\beta) \setminus S_\varepsilon| \leq C \beta^{1/(s+2)} \cdot \beta^{1/(s+2) - \varepsilon}, \]
where the first factor comes from the dilation transforming $\mathcal{E}^{TF}_1$ into $\mathcal{E}^{TF}_\beta$ and the second one is an estimate of the thickness of $S_\varepsilon$ based on (2-16)–(2-18).

By a simple estimate of the potential $V$ in the vicinity of $S_\varepsilon$, we obtain
\[ \sum_{j: Q_j \not\subseteq S_\varepsilon} \int_{Q_j} V |u_j|^2 \leq C \beta^{s/(s+2)} \cdot \beta^{2/(s+2) - \varepsilon} \cdot \beta^{-2/(s+2) - \varepsilon} = C \beta^{s/(s+2) - 2\varepsilon} \ll E^{TF}_\beta, \]
where the factor $\beta^{s/(s+2)}$ accounts for the supremum of $V$, the factor $\beta^{2/(s+2) - \varepsilon}$ for the volume of the integration domain and the factor $\beta^{-2/(s+2) - \varepsilon}$ for the typical value of $|u_j|^2$ on this domain. Also, using in addition Lemmas 3.4 and 3.1, we deduce
\[ \sum_{j: Q_j \not\subseteq S_\varepsilon} E_0(Q_j, \beta, M_j) = \sum_{j: Q_j \not\subseteq S_\varepsilon} E_0(\beta^n Q, \beta, \beta^{2\eta} \rho_j) \ll E^{TF}_\beta. \]

For the main part of the sum in (4-5) we use the scaling law (take $\lambda = \sqrt{\rho_j}$ and $\mu = \sqrt{\beta \rho_j}$ in Lemma 3.4) to write
\[ E_0(Q_j, \beta, M_j) = \rho_j E_0(L \sqrt{\beta \rho_j} Q, 1, L^2 \beta \rho_j), \]
with $Q$ the unit square. Then
\[ \sum_{j: Q_j \subseteq S_\varepsilon} E_0(Q_j, \beta, M_j) = \sum_{j: Q_j \subseteq S_\varepsilon} L^2 \beta \rho_j^2 e(1, 1) + \sum_{j: Q_j \subseteq S_\varepsilon} L^2 \beta \rho_j^2 \left( \frac{E_0(L_j Q, 1, L_j^2)}{L_j^2} - e(1, 1) \right) \]
with, provided $\varepsilon$ is suitably small and in view of the lower bound in (4-2) and the fact that we sum over squares included in $S_\varepsilon$,
\[ L_j := L \sqrt{\beta \rho_j} \geq \beta^{n/s/(2(s+2)) - \varepsilon/2} \to +\infty, \quad \text{uniformly with respect to } j = 1, \ldots, N_\beta. \]
We thus obtain (recall the definition of the thermodynamic energy in (2-5))

\[
\frac{E_0(L_j Q, 1, L_j^2)}{L_j^2} \to e(1, 1) \quad \text{as } L_j \to \infty
\]

uniformly in \(j\), and deduce that

\[
\sum_{j : Q_j \subset S} E_0(Q_j, \beta, M_j) = (1 + o(1)) \beta e(1, 1) \sum_{j : Q_j \subset S} \rho_j^2 L^2.
\]

Recalling that

\[
\rho_j = \int_{Q_j} \Phi_{\beta}^F(x) \, dx,
\]

we recognize a Riemann sum in the above. Using (2-17) and the upper bound in (4-2) we may approximate \(\Phi_{\beta}^F\) by a constant in each square (this is most easily seen by rescaling to \(\Phi_1^F\) and observing that the size of squares then tends to zero), and bound the part of the integral located in the complement of \(S_\epsilon\) in the same way as above to conclude that

\[
\sum_{j : Q_j \subset S} E_0(Q_j, \beta, M_j) = (1 + o(1)) \beta e(1, 1) \int_{\mathbb{R}^2} (\Phi_{\beta}^F)^2.
\]

Using (2-11) and (2-16) we obtain

\[
|\nabla V(x)| \leq C \beta^{(s-1)/(s+2)}
\]

for any \(x \in S_\epsilon\). Combining with (4-2) we deduce as above that

\[
\sum_{j : Q_j \subset S} \int_{Q_j} V |u_j|^2 = (1 + o(1)) \int_{\mathbb{R}^2} V \Phi_{\beta}^F
\]

and this completes the proof of (4-1).

**4B. Local density approximation: energy lower bound.** Let us now complement (4-1) by proving the lower bound

\[
E_{af}^\beta \geq E_{\beta}^TF (1 + o(1)),
\]

thus completing the proof of (2-19). We again tile the plane with squares \(Q_j, j = 1, \ldots, N_\beta\), of side length

\[
L = \beta^\eta
\]

satisfying (4-2), and taken to cover the finite disk \(B_{\beta'}(0)\) with

\[
t := \frac{1}{2+s} + \epsilon
\]

for some \(\epsilon > 0\) to be chosen small enough. We also define

\[
Q_{\beta} := \{ Q_j \subset B_{\beta'}(0) : L \sqrt{\rho_j} \beta \geq \beta^\mu \},
\]

(4-7)
where $u_{af}^β = u_{af}^β$ is a minimizer for $\mathcal{E}_β^{af}$ with unit mass and

$$\rho_j := \int_{Q_j} |u_{af}(x)|^2 \, dx.$$ 

Define the piecewise constant function

$$\bar{\varrho}_{af}^j(x) := \sum_{Q_j \in Q_β} \rho_j 1_{Q_j}(x). \quad (4-8)$$

We claim that one may find some $\mu > 0$ in (4-7) such that

$$M := \int_{\mathbb{R}^2} \bar{\varrho}_{af}^j \to 1 \text{ as } \beta \to \infty. \quad (4-9)$$

Indeed, using (2-11) and (2-12) we get that for any $x \in B_{\beta t}(0)$

$$V(x) \geq C\beta^{st} \min_{B^t_1(0)} V \geq C\beta^{st}$$

for $\beta$ large enough. Thus, using the energy upper bound (4-1) and dropping some positive terms we obtain

$$\beta^{st} \int_{B_{\beta t}^c(0)} |u_{af}|^2 \leq \int_{\mathbb{R}^2} V|u_{af}|^2 \leq \mathcal{E}_β^{af}[u_{af}] \leq C\beta^{s/(s+2)}$$

and thus

$$\int_{B_{\beta t}^c(0)} |u_{af}|^2 \leq C\beta^{-se}. \quad (4-10)$$

On the other hand, by the definition of $Q_β$,

$$\sum_{Q_j \notin Q_β} \int_{Q_j} |u_{af}|^2 \leq N_β \beta^{2\mu-1},$$

where $N_β$ is the total number of squares needed to tile $B_{\beta t}(0)$. Clearly, we may estimate $N_β \leq C\beta^{2t}L^{-2} = C\beta^{2(t-\eta)}$ and then

$$\sum_{Q_j \notin Q_β} \int_{Q_j} |u_{af}|^2 \leq C\beta^{2t-2\eta+2\mu-1} \ll 1 \quad (4-11)$$

because of (4-2), which implies $-s/(s+2) - 2\eta < 0$, and provided we take $\varepsilon$ and $\mu$ positive and small enough, e.g. (recall that $L = \beta^{\eta}$ is the side length of the tiling squares),

$$0 < \varepsilon \leq \frac{1}{4} \left( \frac{s}{s+2} + 2\eta \right), \quad 0 < \mu \leq \varepsilon. \quad (4-12)$$

Combining (4-10) and (4-11) and recalling that $u_{af}$ is $L^2$-normalized proves (4-9).

With this in hand we turn to the energy lower bound per se. Let us again set

$$u_{af}^j = u_{af}^β 1_{Q_j}, \quad M_j = \rho_j L^2 = \int_{Q_j} |u_{af}|^2.$$
Dropping some positive terms we get

\[ E_{\beta}^{af} = E_{\beta}^{af}[u_{af}] \geq \sum_{Q_j \in Q_{\beta}} \int_{Q_j} \left\{ \left| (-i \nabla + \beta A[|u_{af}|^2])u_{af} \right|^2 + V|u_{af}|^2 \right\} \]

\[ = \sum_{Q_j \in Q_{\beta}} \int_{Q_j} \left\{ \left| (-i \nabla + \beta A[|u_{af}e^{i\beta \phi_j}|^2])u_{af}e^{i\beta \phi_j} \right|^2 + V|u_{af}|^2 \right\} \geq \sum_{Q_j \in Q_{\beta}} \left\{ E(Q_j, \beta, M_j) + \int_{Q_j} V|u_{af}|^2 \right\} \geq \sum_{Q_j \in Q_{\beta}} \left\{ \rho_j E(L\sqrt{\beta \rho_j} Q, 1, (L\sqrt{\beta \rho_j})^2) + \int_{Q_j} V|u_{af}|^2 \right\}, \quad (4-13) \]

where the local gauge phase factors are defined as in previous arguments by demanding that (this is again possible because the left-hand side is curl-free in the simply connected domain \( Q_j \))

\[ \sum_{k=1, k \neq j}^{N_{\beta}} A[|u_{af}|^2] = \nabla \phi_j \quad \text{in} \ Q_j. \]

The minimum (Neumann) energy \( E(Q_j, \beta, M_j) \) in the square \( Q_j \) is defined as in \( (2-4) \) and we used the scaling laws following from Lemma 3.4 as previously to obtain

\[ E(Q_j, \beta, M_j) = \rho_j E(L\sqrt{\beta \rho_j} Q, 1, (L\sqrt{\beta \rho_j})^2), \]

with \( Q \) the unit square. Next, we note that \( (4-2) \) and \( (4-7) \) imply, using \( (4-12) \),

\[ L_j = L\sqrt{\beta \rho_j} \geq \beta^\mu \to \infty \]

uniformly in \( j \) for all \( j \) such that \( Q_j \in Q_{\beta} \). Then, by Theorem 2.1,

\[ \sum_{Q_j \in Q_{\beta}} \rho_j E(L\sqrt{\beta \rho_j} Q, 1, (L\sqrt{\beta \rho_j})^2) = \sum_{Q_j \in Q_{\beta}} \beta L^2 \rho_j^2 E(L_j Q, 1, L_j^2)/L_j^2 \]

\[ = (1 + o(1)) \beta e(1, 1) \sum_{Q_j \in Q_{\beta}} L^2 \rho_j^2 = (1 + o(1)) \beta e(1, 1) \int_{\mathbb{R}^2} (\tilde{\rho}^{af})^2. \]

On the other hand, it follows from \( (2-11) \) that, on all the squares of \( Q_{\beta} \),

\[ |\nabla V| \leq C \beta^{(s-1)/(s+2)+\epsilon(s-1)}, \]

and thus if

\[ \tilde{V}(x) := \sum_{Q_j \in Q_{\beta}} V(x_j) 1_{Q_j}(x), \quad (4-14) \]

we have

\[ |V(x) - \tilde{V}(x)| \leq CL\beta^{(s-1)/(s+2)+\epsilon(s-1)} = o(E_T^{\beta}) \quad \text{for any} \ x \in Q_{\beta}. \]
Recalling (4-8) and (4-9) we then have
\[ \sum_{Q_j \in Q_\beta} \int_{Q_j} V |u_j^{af}|^2 = \int_{\mathbb{R}^2} \tilde{V} \tilde{\varrho}^{af} + O(L\beta^{(s-1)/(s+2)+\varepsilon(s-1)}) = \int_{\mathbb{R}^2} \tilde{V} \tilde{\varrho}^{af} + o(E^{\text{TF}}_\beta). \] (4-15)

The last assertion follows from (2-13) and (4-2), provided we take \( \varepsilon \) small enough; e.g., for \( s > 1 \) (recall that the tiling squares have side length \( L = \beta^n \)),
\[ \varepsilon \leq \frac{1}{2(s-1)} \left( \frac{s-1}{s+2} + \eta \right). \] (4-16)

In the very same way however we can put back \( V \) in place of \( \tilde{V} \), obtaining
\[ \sum_{Q_j \in Q_\beta} \int_{Q_j} V |u_j^{af}|^2 = \int_{\mathbb{R}^2} V \varrho^{af} + o(E^{\text{TF}}_\beta) = \int_{\mathbb{R}^2} V \varrho^{af} + o(E^{\text{TF}}_\beta). \] (4-17)

Combining (4-13), (4-15) and (4-17) yields
\[ E^{\text{af}}_\beta \geq \int_{\mathbb{R}^2} V \tilde{\varrho}^{af} + (1 + o(1))\beta e(1, 1) \int_{\mathbb{R}^2} (\tilde{\varrho}^{af})^2 + o(E^{\text{TF}}_\beta) \geq (1 + o(1))E^{\text{TF}}_\beta[M] + o(E^{\text{TF}}_\beta), \] (4-18)

where the latter energy denotes the ground state energy of the TF functional (2-9) minimized under the constraint that the \( L^1 \)-norm be equal to \( M \). Inserting (4-9) and using explicit expressions as in (2-13) and (2-14), one obtains
\[ E^{\text{TF}}_\beta[M] = (1 + o(1))E^{\text{TF}}_\beta \]
in the limit \( \beta \to \infty \), thus completing the proof of (4-6).

**4C. Density convergence.** The lower bound in (4-6) together with the energy upper bound (4-1) implies that \( \tilde{\varrho}^{af} \), the piecewise constant approximation of \( \varrho^{af} \) on scale \( L = \beta^n \), is close in strong \( L^2 \) sense to \( \varrho^{\text{TF}}_\beta \).

We will deduce (2-20) from the following.

**Lemma 4.1** (Convergence of the piecewise approximation).

*Let \( \tilde{\varrho}^{af} \) be defined as in (4-8) and \( \varrho^{\text{TF}}_\beta \) be the minimizer of (2-9). Then*
\[ \|\tilde{\varrho}^{af} - \varrho^{\text{TF}}_\beta\|_{L^2(\mathbb{R}^2)} = o(\beta^{-1/(s+2)}) \] (4-19)*in the limit \( \beta \to \infty \).*

**Proof.** Combining (4-1) and (4-18) we have
\[ E^{\text{TF}}_\beta[\tilde{\varrho}^{af}] \leq E^{af}_\beta + o(1)\beta^{s/(s+2)} \leq E^{\text{TF}}_\beta + o(1)\beta^{s/(s+2)}. \] (4-20)

The variational equation for \( \varrho^{\text{TF}}_\beta \) takes the form
\[ 2\beta e(1, 1)\varrho^{\text{TF}}_\beta + V = \lambda^{\text{TF}}_\beta = E^{\text{TF}}_\beta + \beta e(1, 1) \int_{\mathbb{R}^2} (\varrho^{\text{TF}}_\beta)^2. \]
on the support of \( \varrho^{\text{TF}}_\beta \) (recall (2-14) and (2-15)). Thus,

\[
\int_{\mathbb{R}^2} (\bar{\varrho}^{\text{af}} - \varrho^{\text{TF}}_\beta)^2 = \int_{\mathbb{R}^2} ((\bar{\varrho}^{\text{af}})^2 + (\varrho^{\text{TF}}_\beta)^2) - 2 \int_{\mathbb{R}^2} \bar{\varrho}^{\text{af}} \varrho^{\text{TF}}_\beta \\
= \int_{\mathbb{R}^2} (\bar{\varrho}^{\text{af}})^2 + \int_{\mathbb{R}^2} (\varrho^{\text{TF}}_\beta)^2 - \frac{1}{\beta e(1,1)} \int_{\mathbb{R}^2} \bar{\varrho}^{\text{af}} (\lambda^{\text{TF}}_\beta - V)_+ \\
\leq \frac{1}{\beta e(1,1)} \left[ E^{\text{TF}}_\beta [\bar{\varrho}^{\text{af}}] - \lambda^{\text{TF}}_\beta + \beta e(1,1) \int_{\mathbb{R}^2} (\varrho^{\text{TF}}_\beta)^2 \right] \\
= \frac{1}{\beta e(1,1)} [E^{\text{TF}}_\beta [\bar{\varrho}^{\text{af}}] - E^{\text{TF}}_\beta] = o(\beta^{-2/(s+2)}),
\]

where we used (4-20) in the last step. □

By the definition (4-8) of \( \bar{\varrho}^{\text{af}} \) we also have, for any Lipschitz function \( \phi \) with compact support,

\[
\int_{\mathbb{R}^2} \phi(\beta^{-1/(s+2)} x) \bar{\varrho}^{\text{af}}(x) \, dx = \sum_{j=1}^{N_\beta} \int_{Q_j} \phi(\beta^{-1/(s+2)} x) \bar{\varrho}^{\text{af}}(x) \, dx \\
= \sum_{j=1}^{N_\beta} \phi(\beta^{-1/(s+2)} x_j) \int_{Q_j} \varrho^{\text{af}}(x) \, dx + O(\beta^{-1/(s+2)} \| \phi \|_{\text{Lip}}) \\
= \int_{\mathbb{R}^2} \phi(\beta^{-1/(s+2)} x) \varrho^{\text{af}}(x) \, dx + O(\beta^{-1/(s+2)} \| \phi \|_{\text{Lip}}),
\]

using the normalization of \( \varrho^{\text{af}} \). Furthermore, by Cauchy–Schwarz and Lemma 4.1 we obtain

\[
\int_{\mathbb{R}^2} \phi(\beta^{-1/(s+2)} x) (\bar{\varrho}^{\text{af}}(x) - \varrho^{\text{TF}}_\beta(x)) \, dx = o(1) \| \phi \|_{L^2(\mathbb{R}^2)}.
\]

Since the above estimates are uniform with respect to the Lipschitz norm of \( \phi \), we can take \( \eta < 1/(s+2) \), change scales in the above and recall (2-13) to deduce

\[
\sup_{\phi \in C(\Omega(B_R(0))) \atop \| \phi \|_{\text{Lip}} \leq 1} \left| \int_{\mathbb{R}^2} \phi(x) (\beta^{2/(s+2)} \varrho^{\text{af}}(\beta^{1/(s+2)} x) - \varrho^{\text{TF}}_1(x)) \, dx \right| = o(1), \quad \beta \to \infty,
\]

for fixed \( R > 0 \), and hence (2-20).

**Appendix: Properties of minimizers**

In this appendix we recall a few fundamental properties of the average-field functional (1-1) in a trap \( V \), respectively (2-1) on a domain \( \Omega \), as well as their minimizers.

As discussed in [Lundholm and Rougerie 2015, Appendix], the natural, maximal domain of \( \mathcal{E}^{\text{af}} \) is

\[
\mathcal{D}^{\text{af}} := \{ u \in H^1(\Omega) : \int_{\mathbb{R}^2} V |u|^2 < \infty \},
\]

and one may also use that the space \( C^\infty_c(\mathbb{R}^2) \) is dense in this form domain with respect to \( \mathcal{E}^{\text{af}} \). Furthermore, [Lundholm and Rougerie 2015, Appendix: Proposition 3.7] ensures the existence of a minimizer \( u^{\text{af}} \in \mathcal{D}^{\text{af}} \).
of \( E_{\beta}^{af} \) for any value of \( \beta \in \mathbb{R} \) for confining potentials \( V \), and by a similar proof and the compactness of the embedding \( H_0^1(\Omega) \subset H^1(\Omega) \hookrightarrow L^p(\Omega), \ 1 \leq p < \infty \), the same holds for \( E_{\Omega}^{af} \) for any bounded \( \Omega \) with Lipschitz boundary:

**Proposition A.1** (Existence of minimizers).

Let \( \beta \in \mathbb{R} \) be arbitrary. Given any \( V : \mathbb{R}^2 \to \mathbb{R}^+ \) such that \(-\Delta + V \) has compact resolvent, there exists \( u^{af} \in \mathcal{S} \) with \( \int_{\mathbb{R}^2} |u^{af}|^2 = 1 \) and \( E_{\beta}^{af}[u^{af}] = E^a_f \). Moreover, if \( M \geq 0 \) and \( \Omega \subset \mathbb{R}^2 \) is bounded with Lipschitz boundary then there exists \( u^{af} \in H^1_0(\Omega) \) with \( \int_{\Omega} |u^{af}|^2 = M \) and \( E_{\Omega}^{af}[u^{af}] = E_0(\Omega, \beta, M) \).

Proof. The first part is [Lundholm and Rougerie 2015, Appendix: Proposition 3.7]. For \( \Omega \subset \mathbb{R}^2 \) we have by the Hölder, weak Young, and Sobolev inequalities, as well as Lemma 3.2, that

\[
\| A[|u|^2]u \|_{L^2(\Omega)} \leq \| A[|u|^2] \|_{L^4(\Omega)} \| u \|_{L^4(\Omega)} \leq C \| u \|_{L^{4/3}(\Omega)} \| \nabla w_0 \|_{L^2(\mathbb{R}^2)} \| u \|_{L^4(\Omega)} \leq C' \| u \|^3_{H^1(\Omega)} \leq C'(M + E_{\Omega}^{af}[u])^{3/2},
\]

and therefore

\[
\| \nabla u \|_{L^2(\Omega)} = \| \nabla u + i\beta A[|u|^2]u - i\beta A[|u|^2]u \|_{L^2(\Omega)} \leq E_{\Omega}^{af}[u]^{1/2} + C' \beta(M + E_{\Omega}^{af}[u])^{3/2}.
\]

Hence, given a minimizing sequence

\[
(u_n)_{n \to \infty} \subset H^1_0(\Omega), \quad \| u_n \|^2_{L^2(\Omega)} = M, \quad \lim_{n \to \infty} E_{\Omega}^{af}[u_n] = E_0(\Omega, \beta, M),
\]

by uniform boundedness and the Rellich–Kondrachov theorem (see, for example, [Lieb and Loss 2001, Theorem 8.9]) there exists a convergent subsequence (again denoted \( u_n \)) and a limit \( u^{af} \in H^1(\Omega) \) such that

\[
u n \to u^{af} \quad \text{in} \quad L^p(\Omega), \quad 1 \leq p < \infty, \quad \nabla u_n \rightharpoonup \nabla u^{af} \quad \text{in} \quad L^2(\Omega).
\]

Furthermore, by estimating

\[
\| A[|u_n|^2]u_n - A[|u^{af}|^2]u^{af} \|_2 \leq \| A[|u_n|^2 - |u^{af}|^2]u_n \|_2 + \| A[|u^{af}|^2](u_n - u) \|_2
\]

as above and using the strong convergence in \( L^p(\Omega) \) for any \( 1 \leq p < \infty \), we have

\[
A[|u_n|^2]u_n \to A[|u^{af}|^2]u^{af} \quad \text{in} \quad L^2(\Omega).
\]

Hence,

\[
\| (\nabla + i\beta A[|u^{af}|^2])u^{af} \|_2 \leq \sup_{\| v \|=1} \| (\nabla u^{af} + i\beta A[|u^{af}|^2]u^{af}, v) \| \leq \sup_{\| v \|=1} \lim_{n \to \infty} \| (\nabla u_n + i\beta A[|u_n|^2]u_n, v) \| \leq \liminf_{n \to \infty} \| (\nabla + i\beta A[|u_n|^2])u_n \|_2, \]

that is, \( E_0(\Omega, \beta, M) \leq E_{\Omega}^{af}[u^{af}] \leq \liminf_{n \to \infty} E_{\Omega}^{af}[u_n] = E_0(\Omega, \beta, M) \), and furthermore \( \int_{\Omega} |u^{af}|^2 = \lim_{n \to \infty} \int_{\Omega} |u_n|^2 = M \).

For completeness, we finish with a derivation of the variational equation associated to the minimization of the energy functional (1-1). Let us define

\[
J[u] := \frac{i}{2}(u\nabla \bar{u} - \bar{u}\nabla u)
\]
and for two vector functions $\mathbf{F}, \mathbf{G} : \mathbb{R}^2 \to \mathbb{R}^2$, their convolution

$$F \ast G(x) := \int_{\mathbb{R}^2} F(x - y) \cdot G(y) \, dy.$$ 

**Lemma A.2** (Variational equation). Let $u = u^\text{af}$ be a solution to (2-8). Then

$$\left[\left(-i \nabla + \beta A(|u|^2)\right)^2 + V - 2\beta \nabla \cdot w_0 \ast (\beta A(|u|^2) |u|^2 + J[u])\right] u = \lambda u, \tag{A-1}$$

where

$$\lambda = \mathcal{E}^\text{af}[u] + \int_{\mathbb{R}^2} \left(2\beta A(|u|^2) \cdot J[u] + 2\beta^2 |A| \cdot |u|^2 \right)$$

$$= \int_{\mathbb{R}^2} \left(1(|\nabla u|^2 + V |u|^2) + 2 \cdot 2\beta A(|u|^2) \cdot J[u] + 3\beta^2 |A| \cdot |u|^2 \right). \tag{A-2}$$

(Note that the factors 1, 2, and 3 correspond to the total degree of $|u|^2$ in each term.)

**Proof.** Let

$$\mathcal{F}[u, \tilde{u}, \lambda] := \mathcal{E}^\text{af}[u, \tilde{u}] + \lambda (1 - \int |u|^2)$$

$$= \int \left(|\nabla u|^2 + (V - \lambda)|u|^2 + \beta^2 |A| \cdot |u|^2 \right) + 2\beta A(|u|^2) \cdot J[u] + \lambda, \quad \mathcal{E}_1[u, \tilde{u}] := \int |A[u\tilde{u}]|^2 u \tilde{u} = \iint \int \nabla \cdot w_0(x - y) \cdot \nabla \cdot w_0(x - z) u \tilde{u}(x) u \tilde{u}(y) u \tilde{u}(z) \, dx \, dy \, dz,$$

$$\mathcal{E}_2[u, \tilde{u}] := \int A[u\tilde{u}] \cdot i(u \nabla \tilde{u} - \tilde{u} \nabla u) = \iint \nabla \cdot w_0(x - y) u \tilde{u}(y) \cdot i(u \nabla \tilde{u} - \tilde{u} \nabla u)(x) \, dx \, dy.$$ 

We have

$$\mathcal{E}_1[u, \tilde{u} + \varepsilon v] = \mathcal{E}_1[u, \tilde{u}] + \varepsilon \iint \int \left(\nabla \cdot w_0(x - y) \cdot \nabla \cdot w_0(x - z) (v(x) u(x)|u(y)|^2 |u(z)|^2 \right)$$

$$+ |u(x)|^2 |u(y)| v(y) |u(z)|^2 + |u(x)|^2 |u(y)|^2 u(z) v(z)) \, dx \, dy \, dz + O(\varepsilon^2).$$

Hence at $O(\varepsilon),$

$$\int_x v(x) u(x) A(|u|^2)^2 \, dx - \int_y v(y) u(y) \int_x \nabla \cdot w_0(y - x) |u(x)|^2 \cdot \int_z \nabla \cdot w_0(x - z) |u(z)|^2 \, dz \, dx \, dy$$

$$- \int_z v(z) u(z) \int_x \nabla \cdot w_0(z - x) |u(x)|^2 \cdot \int_y \nabla \cdot w_0(x - y) |u(y)|^2 \, dy \, dz$$

$$= \int v u A(|u|^2)^2 - 2 \int v u \nabla \cdot w_0 \ast |u|^2 A(|u|^2).$$

Also

$$\mathcal{E}_2[u, \tilde{u} + \varepsilon v] = \mathcal{E}_2[u, \tilde{u}] + \varepsilon \iint \int \left(\nabla \cdot w_0(x - y) u(y) v(y) \cdot i(u \nabla \tilde{u} - \tilde{u} \nabla u)(x) \right.$$

$$+ \nabla \cdot w_0(x - y) |u(y)|^2 \cdot i(u(x) \nabla v(x) - v(x) \nabla u(x)) \bigg) \, dx \, dy + O(\varepsilon^2).$$
hence at $O(\varepsilon)$ and using $\nabla \cdot A = 0$,

$$- \int_y v(y)u(y) \int_x \nabla^\perp w_0(y - x) \cdot 2J[u](x) \, dx \, dy - i \int v(x)\nabla u(x) \cdot A[|u|^2](x) \, dx$$

$$+ i \int u(x)A[|u|^2](x) \cdot \nabla v(x) \, dx = -2 \int vu\nabla^\perp w_0 \ast J[u] - 2i \int v\nabla u \cdot A[|u|^2].$$

Thus

$$\mathcal{F}[u, \tilde{u} + \varepsilon v, \lambda] = \mathcal{F}[u, \tilde{u}, \lambda] + \varepsilon \int v\left[(-\Delta + V - \lambda)u + \beta^2 |A[|u|^2]|^2 u - 2\beta^2 \nabla^\perp w_0 \ast |u|^2 A[|u|^2]uight.$$

$$- 2\beta \nabla^\perp w_0 \ast J[u] - 2i \beta A[|u|^2] \cdot \nabla u] + O(\varepsilon^2),$$

and using

$$(-i\nabla + \beta A[|u|^2])^2 u = -\Delta u - 2i\beta A[|u|^2] \cdot \nabla u + \beta^2 A[|u|^2]u,$$

we arrive at (A-1).

For (A-2) we use $\int |u|^2 = 1$ by multiplying (A-1) with $\tilde{u}$ and integrating:

$$\lambda = \mathcal{E}^{af}[u] - 2\beta \int |u|^2 \nabla^\perp w_0 \ast \left(\beta A[|u|^2]|u|^2 + J[u]\right).$$

We then use that

$$\int |u|^2 \nabla^\perp w_0 \ast A[|u|^2]|u|^2 = \int \int \int |u(x)|^2 \nabla^\perp w_0(x - y) \cdot \nabla^\perp w_0(y - z)|u(z)|^2 |u(y)|^2 \, dx \, dy \, dz$$

$$= -\int \int \int \nabla^\perp w_0(y - x) \cdot \nabla^\perp w_0(y - z)|u(x)|^2 |u(z)|^2 |u(y)|^2 \, dx \, dz \, dy$$

$$= -\int A[|u|^2]|u|^2$$

and

$$2\int |u|^2 \nabla^\perp w_0 \ast J[u] = \int \int |u(x)|^2 \nabla^\perp w_0(x - y) \cdot i(u(y) \nabla \tilde{u}(y) - \tilde{u}(y) \nabla u(y)) \, dx \, dy$$

$$= -\int y i(u \nabla \tilde{u} - \tilde{u} \nabla u)(y) \cdot \int \nabla^\perp w_0(y - x)|u(x)|^2 \, dx \, dy = -2\int J[u] \cdot A[|u|^2]$$

to arrive at (A-2).
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REGULARITY OF VELOCITY AVERAGES FOR TRANSPORT EQUATIONS ON RANDOM DISCRETE VELOCITY GRIDS

Nathalie Ayi and Thierry Goudon

We go back to the question of the regularity of the “velocity average” \( \int f(x, v) \psi(v) \, d\mu(v) \) when \( f \) and \( v \cdot \nabla_x f \) both belong to \( L^2 \), and the variable \( v \) lies in a discrete subset of \( \mathbb{R}^D \). First of all, we provide a rate, depending on the number of velocities, for the defect of \( H^{1/2} \) regularity which is reached when \( v \) ranges over a continuous set. Second of all, we show that the \( H^{1/2} \) regularity holds in expectation when the set of velocities is chosen randomly. We apply this statement to investigate the consistency with the diffusion asymptotics of a Monte Carlo-like discrete velocity model.

1. Introduction

The averaging lemma is now a classical tool for the analysis of kinetic equations. Roughly speaking it can be explained as follows. Let \( \mathcal{V} \subset \mathbb{R}^D \), endowed with a measure \( d\mu \). We consider a sequence of functions \( f_n : \mathbb{R}^D \times \mathcal{V} \to \mathbb{R} \). We assume that

(a) \( (f_n)_{n \in \mathbb{N}} \) is bounded in \( L^2(\mathbb{R}^D \times \mathcal{V}) \),

(b) \( (v \cdot \nabla_x f_n)_{n \in \mathbb{N}} \) is bounded in \( L^2(\mathbb{R}^D \times \mathcal{V}) \).

Given \( \psi \in C_c^\infty(\mathbb{R}^D) \), we are interested in the velocity average

\[
\rho_n[\psi](x) = \int_{\mathcal{V}} f_n(x, v) \psi(v) \, d\mu(v).
\]

Of course, (a) already tells us that \( (\rho_n[\psi])_{n \in \mathbb{N}} \) is bounded in \( L^2(\mathbb{R}^D) \). We wish to obtain further regularity or compactness properties, as a consequence of the additional assumption (b), and the fact that we are averaging with respect to the variable \( v \). The first result in that direction dates back to [Bardos et al. 1988] (see also [Agoshkov 1984]); it asserts that \( (\rho_n[\psi])_{n \in \mathbb{N}} \) is bounded in the Sobolev space \( H^{1/2}(\mathbb{R}^D) \) and it is thus relatively compact in \( L^2_{loc}(\mathbb{R}^D) \), by virtue of the standard Rellich’s theorem. This basic result has been improved in many directions: \( L^2 \) can be replaced by the \( L^p \) framework, at least with \( 1 < p < \infty \), and we can relax (b) by allowing derivatives with respect to \( v \) and certain loss of regularity with respect to \( x \); see, among others, [DiPerna et al. 1991; Golse et al. 1988; Perthame and Souganidis 1998]. Time-derivative or force terms can be considered as well; see, in addition to the above-mentioned references, [Berthelin and Junca 2010]. Such an argument plays a crucial role in the stunning theory of “renormalized solutions” of the Boltzmann equation [DiPerna and Lions 1989b], and more generally in proving the existence of solutions to nonlinear kinetic models like in [DiPerna and...
Lions 1989a]. It is equally a crucial ingredient for the analysis of hydrodynamic regimes, which establish the connection between microscopic models and fluid mechanics systems, and for the asymptotic of the Boltzmann equation to the incompressible Navier–Stokes system, which needs a suitable $L^1$ version of the average lemma [Golse and Saint-Raymond 2002]; we refer the reader to [Golse and Saint-Raymond 2004; Saint-Raymond 2009; Villani 2002]. Finally, it is worth pointing out that the averaging lemma can be used to investigate the regularizing effects of certain PDEs (convection-diffusion and elliptic equations, nonlinear conservation laws, etc.) [Tadmor and Tao 2007].

In order to illustrate our purpose, let us consider the following simple model which can be motivated from radiative transfer theory:

$$
\varepsilon \frac{\partial}{\partial t} f_\varepsilon + v \cdot \nabla_x f_\varepsilon = \frac{1}{\varepsilon} \sigma(\rho_\varepsilon)(\rho_\varepsilon - f_\varepsilon),
$$

where

$$
\rho_\varepsilon(t, x) = \int_{\mathcal{V}} f_\varepsilon(t, x, v) \, d\mu(v),
$$

and $\sigma : [0, \infty) \to [0, \infty)$ is a given smooth function. The parameter $0 < \varepsilon \ll 1$ is defined from physical quantities. As it tends to 0, both $f_\varepsilon(t, x, v)$ and $\rho_\varepsilon(t, x)$ converge to $\rho(t, x)$, which satisfies the nonlinear diffusion equation

$$
\frac{\partial}{\partial t} \rho = \nabla_x \cdot (A \nabla_x F(\rho)), \quad A = \int_{\mathcal{V}} v \otimes v \, d\mu(v), \quad F(\rho) = \int_0^\rho \frac{dz}{\sigma(z)}. \tag{1-2}
$$

The averaging lemma is an efficient tool to deal with the nonlinearity of such a problem, as discussed in [Bardos et al. 1988].

However the discussion above hides the fact that we need some assumptions on the measured set of velocities $(\mathcal{V}, d\mu)$ in order to obtain the regularization property of the velocity averaging. Roughly speaking, we need “enough” directions $v$ when we consider the derivatives in (b). More technically, the compactness statement holds provided for any $0 < R < \infty$ we can find $C_R > 0$, $\delta_0 > 0$, $\gamma > 0$ such that

$$
\text{meas}\left(\left\{ v \in \mathcal{V} \cap B(0, R) : |v \cdot \xi| \leq \delta \right\} \right) \leq C_R \delta^\gamma.
$$

This assumption appears in many statements about regularity of the velocity averages; when we are only interested in the compactness issue, it can be replaced by a more intuitive assumption (see, e.g., [Golse 2000, Theorem 1 in Lecture 3]): for any $\xi \in \mathbb{S}^{N-1}$ we have

$$
\text{meas}\left(\left\{ v \in \mathcal{V} \cap B(0, R) : v \cdot \xi = 0 \right\} \right) = 0. \tag{1-3}
$$

Clearly these assumptions are satisfied when the measure $d\mu$ is absolutely continuous with respect to the Lebesgue measure (with, for the sake of concreteness, $\mathcal{V} = \mathbb{R}^D$ or $\mathcal{V} = \mathbb{S}^{D-1}$). However, they fail for models based on a discrete set of velocities. For instance let $\mathcal{V} = \{v_1, \ldots, v_N\}$, with $v_j \in \mathbb{R}^D$, and $d\mu(v) = \frac{1}{N} \sum_{j=1}^N \delta(v = v_j)$; it suffices to pick $\xi \in \mathbb{S}^{N-1}$ orthogonal to one of the $v_j$ to contradict (1-3). (Note that alternative proofs based on compensated compactness techniques have been proposed to justify the asymptotic regime from (1-1) to (1-2) that apply to certain discrete velocity models; see [Degond et al.
Nevertheless, when the discrete velocities come from a discretization grid of the whole space, the averaging lemma can be recovered asymptotically letting the mesh step go to 0, as shown in [Mischler 1997], motivated by the convergence analysis of numerical schemes for the Boltzmann equation.

This paper aims at investigating further these issues. To be more specific, in Section 2 we revisit the averaging lemma for discrete velocities in two directions. First of all, we make more precise the analysis of [Mischler 1997], obtaining a rate on the defect to the $H^{1/2}$ regularity of the velocity average, depending on the mesh size. Second of all, we establish a stochastic version of the averaging lemma. We are still working with a finite number of velocities on bounded sets; however, choosing the velocities randomly, the “compactifying” property of assumption (b) can be restored by dealing with the expectation of $\rho_n[\psi]$. This is a natural way to involve “enough velocities”, by looking at a large set of realizations of the discrete velocity grid. The analysis is completed in Section 3 by going back to the asymptotic problem $\varepsilon \to 0$ in (1-1), with a random discretization of the velocity variable, in the spirit of the Monte Carlo approach.

2. Discrete velocity averaging lemmas

Deterministic case: evaluation of the defect. As mentioned above, it is a well-known fact that, in the deterministic context, the averaging lemma fails for discrete velocity models. However, as established by S. Mischler [1997], the compactness of velocity averages is recovered asymptotically when we refine a velocity grid in order to recover a continuous velocity model. Here, we wish to quantify the defect of compactness when the number of velocities is finite and fixed. This is the aim of the following claim which shows that the macroscopic density $\rho[\psi]$ “belongs to $H^{1/2}(\mathbb{R}^D) + O(1/\sqrt{N})L^2(\mathbb{R}^D)$”.

**Proposition 2.1.** Let $N \in \mathbb{N} \setminus \{0\}$ and define

$$A_N = \left(\frac{1}{N}\mathbb{Z}\right)^D \cap [-0.5, 0.5]^D.$$

Let $f, g \in L^2(\mathbb{R}^D \times A_N)$ satisfy, for all $k \in \mathbb{Z}^D$,

$$v_k \cdot \nabla_x f(x, v_k) = g(x, v_k). \quad (2-1)$$

We suppose that the $L^2$ norm of $f$ and $g$ is bounded uniformly with respect to $N$. Then, for all $\psi \in C_c^\infty(\mathbb{R}^D)$, the macroscopic quantity

$$\rho[\psi](x) = \frac{1}{(N+1)^D} \sum_k f(x, v_k)\psi(v_k)$$

can be split as $\rho[\psi](x) = \Theta[\psi](x) + (1/\sqrt{N})\Delta[\psi](x)$, where $\Theta[\psi]$ and $\Delta[\psi]$ are bounded uniformly with respect to $N$ in $H^{1/2}(\mathbb{R}^D)$ and $L^2(\mathbb{R}^D)$ respectively.

**Remark 2.2.** Note that in this statement $N$ is the number of grid points per axis. Accordingly, there are $N = (N+1)^D$ velocities in the set $A_N$. Therefore the defect of $H^{1/2}$ regularity decays like $N^{1/2D}$, depending on the dimension.
Proof. As usual, we start by applying the Fourier transform to \((2-1)\). Then for all \(k \in \mathbb{Z}\) and \(\xi \in \mathbb{R}^D\), we get

\[
\xi \cdot v_k \hat{f}(\xi, v_k) = (-i) \hat{g}(\xi, v_k).
\]

Let us set

\[
F(\xi) := \left( \frac{1}{(N+1)^D} \sum_k |\hat{f}(\xi, v_k)|^2 \right)^{1/2}, \quad G(\xi) := \left( \frac{1}{(N+1)^D} \sum_k |\hat{g}(\xi, v_k)|^2 \right)^{1/2}.
\]

By assumption, we have \(F, G \in L^2_\xi\). Still following the standard arguments, we pick \(\delta > 0\) and we split

\[
\hat{\rho}[\psi](\xi) = \frac{1}{(N+1)^D} \sum_k \hat{f}(\xi, v_k)\psi(v_k)
\]

\[
= \frac{1}{(N+1)^D} \sum_{|\xi \cdot v_k| < \delta |\xi|} \hat{f}(\xi, v_k)\psi(v_k) + \frac{1}{(N+1)^D} \sum_{|\xi \cdot v_k| \geq \delta |\xi|} \hat{f}(\xi, v_k)\psi(v_k).
\]

The Cauchy–Schwarz inequality permits us to dominate the first term:

\[
\left| \frac{1}{(N+1)^D} \sum_{|\xi \cdot v_k| < \delta |\xi|} \hat{f}(\xi, v_k)\psi(v_k) \right| \leq \|\psi\|_\infty \left( \frac{1}{(N+1)^D} \sum_k |\hat{f}(\xi, v_k)|^2 \right)^{1/2} \left( \frac{1}{(N+1)^D} \sum_{|\xi \cdot v_k| < \delta |\xi|} 1 \right)^{1/2} \quad (2-2)
\]

For the second term, we use the information in \((2-1)\); it yields

\[
\left| \frac{1}{(N+1)^D} \sum_{|\xi \cdot v_k| \geq \delta |\xi|} \hat{f}(\xi, v_k)\psi(v_k) \right|
\]

\[
= \left| \frac{1}{(N+1)^D} \sum_{|\xi \cdot v_k| \geq \delta |\xi|} (-i) \hat{g}(\xi, v_k) \cdot \frac{\xi}{|\hat{g}(\xi, v_k)|} \psi(v_k) \right|
\]

\[
\leq \|\psi\|_\infty \left( \frac{1}{(N+1)^D} \sum_k |\hat{g}(\xi, v_k)|^2 \right)^{1/2} \left( \frac{1}{(N+1)^D} \sum_{|\xi \cdot v_k| \geq \delta |\xi|} \frac{|\xi \cdot v_k|^2}{|\xi|^2} \right)^{1/2} \quad (2-3)
\]

From now on we assume \(\xi \neq 0\). Let \((e_1, \ldots, e_D)\) stand for the canonical basis of \(\mathbb{R}^D\) so that \(\xi = \sum_{j=1}^D \alpha_j e_j\) with \(\alpha_j \in \mathbb{R}\). We distinguish the following two cases:

(i) \(\xi\) is aligned with an axis, that is, all but one the \(\alpha_j\) vanish, or

(ii) \(\xi\) is generated by at least two vectors of the basis.

We start with the case (i), assuming for instance \(\xi = \alpha e_1\). Then \(\xi \cdot v_k = \alpha v_k^1\), where \(v_k^1\) is the first component of the vector \(v_k\).

We refer the reader to Figure 1 to complete the discussion. On each horizontal line we find \(2[\delta N] + 1\) velocities such that \(|\xi \cdot v_k| < \delta |\xi|\), where \([s]\) stands for the integer part of \(s\). Thus, since there are \((N + 1)^{D-1}\) such lines on the domain \(A_N\), we obtain

\[
\sum_{|\xi \cdot v_k| < \delta |\xi|} 1 = (2[\delta N] + 1)(N + 1)^{D-1} = 2\left( \delta + \frac{1}{N} \right)(N + 1)^D.
\]
Coming back to (2-2), we arrive at
\[
\frac{1}{(N+1)^D} \sum_{|\xi \cdot v_k| < \delta|\xi|} \hat{f}(\xi, v_k) \psi(v_k) \leq C F(\xi) \sqrt{\delta + \frac{1}{N}},
\]
where \( C > 0 \) is a generic constant which does not depend on \( N \) and \( \xi \).

Next, we cover the set of velocities such that \(|v_k \cdot \xi| \geq \delta|\xi|\) by strips of width \( \delta \); see Figure 2 in dimension \( D = 2 \). We denote by \( S_p \) the \( p \)-th strip delimited by the straight lines \( x = p\delta \) and \( x = (p + 1)\delta \). Each velocity on the strip \( S_p \) satisfies \( p\delta \leq v_k^1 \leq (p + 1)\delta \). Moreover, given a strip \( S_p \), we cannot find more than \( \lfloor \delta N \rfloor + 1 \) abscissae in the strip and there are \((N + 1)^{D-1}\) lines in the domain. It follows that
\[
\sum_{|\xi \cdot v_k| \geq \delta|\xi|} \frac{1}{|\xi \cdot v_k|^2} = \sum_{|\xi \cdot v_k| \geq \delta|\xi|} \frac{1}{|\xi|^2} \frac{1}{|\xi| \cdot v_k^2}
\leq \frac{1}{|\xi|^2} 2\left(\sum_{p \geq 1} \frac{1}{(p\delta)^2}\right) (\delta N + 1)(N + 1)^{D-1} \leq \frac{1}{|\xi|^2} 2\left(\sum_{p \geq 1} \frac{1}{p^2}\right) \frac{1}{\delta} \left(1 + \frac{1}{\delta N}\right)(N + 1)^D.
\]
Thus, we deduce from (2-3) that
\[
\left| \frac{1}{(N+1)^D} \sum_{|\xi \cdot v_k| \geq \delta |\xi|} \hat{f}(\xi, v_k)\psi(v_k) \right| \leq CG(\xi) \frac{1}{|\xi| \sqrt{\delta}} \left( 1 + \frac{1}{\delta N} \right)^{1/2}.
\]
We conclude that
\[
|\hat{\rho}(\psi)(\xi)| \leq C \left( F(\xi) \sqrt{\delta + \frac{1}{N}} + G(\xi) \frac{1}{|\xi| \sqrt{\delta}} \left( 1 + \frac{1}{\delta N} \right)^{1/2} \right)
\]  \hspace{1cm} (2-4)
holds when $\xi$ is aligned with the axis.

We turn to the general case (ii). As illustrated in Figure 3, we can assume that the angle $\theta$ between $\xi$ and one of the axes (say $e_1$) lies in $]0, \frac{\pi}{4}[$, the other cases follow by a symmetry argument.

The reasoning still consists in counting velocities in strips appropriately defined. As said above, without loss of generality we can assume that $\theta \in ]0, \frac{\pi}{4}[$, where we have set $\cos \theta |\xi| = \xi \cdot e_1$. We set $\ell_1 := \delta / \cos \theta$.

On a given strip, we can find at most $((\ell_1 N) + 1) \times (N + 1)^{D-1}$ velocities; see Figure 5.
Therefore, bearing in mind that $0 < \theta < \frac{\pi}{4}$, we obtain
\[
\sum_{|\xi \cdot v_k| \geq \delta |\xi|} \frac{1}{|\xi|} = \sum_{|\xi \cdot v_k| \geq \delta |\xi|} \frac{1}{|\xi|^2 \frac{1}{|\xi|} \cdot v_k} \leq \frac{1}{|\xi|^2} \sum_{p \geq 1} \frac{1}{(p \delta)^2} \left( \frac{\delta}{\cos \theta} N + 1 \right) (N + 1)^{D-1} \leq \frac{1}{|\xi|^2} \sum_{p \geq 1} \frac{1}{(p \delta)^2} \left( 1 + \frac{1}{\delta N} \right) (N + 1)^D \leq 2 \sqrt{2} \frac{1}{|\xi|^2} \left( 1 + \frac{1}{\delta N} \right) (N + 1)^D
\]
and
\[
\sum_{|\xi \cdot v_k| < \delta |\xi|} 1 = (2 \ell_1 N + 1)(N + 1)^{D-1} \leq 2 \left( \frac{\delta}{\cos \theta} N + 1 \right) (N + 1)^{D-1} \leq 2 \sqrt{2} \left( \delta + \frac{1}{N} \right) (N + 1)^D.
\]
Thus, we deduce exactly like in case (i) that (2-4) holds for any $\xi \neq 0$.

Therefore, we have established that for all $\xi \neq 0$, we get (2-4) for all $\delta > 0$. We take
\[
\delta = \frac{1}{|\xi|} \mathbf{1}_{\{N \geq |\xi|\}} + \frac{1}{N} \mathbf{1}_{\{N < |\xi|\}}
\]
and we define
\[
\Theta_N(\xi) := \hat{\rho}[\psi](\xi) \mathbf{1}_{\{N \geq |\xi|\}}, \quad \Delta_N(\xi) := \hat{\rho}[\psi](\xi) \mathbf{1}_{\{N < |\xi|\}}.
\]
Then, we have
\[
\Theta_N(\xi) \leq C \left( F(\xi) \sqrt{\frac{1}{|\xi|} + \frac{1}{N}} + G(\xi) \frac{1}{|\xi| \sqrt{1/|\xi|}} \left( 1 + \frac{1}{N/|\xi|} \right)^{1/2} \right) \mathbf{1}_{\{N \geq |\xi|\}} \leq C (F(\xi) + G(\xi)) \frac{1}{\sqrt{|\xi|}}.
\]
It implies that
\[
|\xi| \Theta_N(\xi)^2 \leq C (G^2(\xi) + F^2(\xi)),
\]
which equally holds true for $\xi = 0$. Then by the assumption on $f$ and $g$, we deduce that $\Theta_N \in H^{1/2}(\mathbb{R}^D)$.

Finally, we evaluate the remainder:
\[
\Delta_N(\xi) \leq C \left( F(\xi) \sqrt{\frac{2}{N}} + G(\xi) \frac{1}{|\xi| \sqrt{1/N}} \left( 1 + \frac{1}{(1/N)N} \right) \right) \mathbf{1}_{\{N < |\xi|\}} \leq \frac{C}{\sqrt{N}} (F(\xi) + G(\xi)).
\]
We conclude that
\[
\Delta^2_N(\xi) \leq \frac{C}{N} (F^2(\xi) + G^2(\xi)),
\]
which is also satisfied when $\xi = 0$. Thus, by the assumption on $f$ and $g$, we know $\|\Delta_N\|_{L^2}$ is dominated by $1/\sqrt{N}$, an observation which finishes the proof. □
**A stochastic discrete velocity averaging lemma.** Dealing with random discrete velocities we can expect to make the defect vanish when taking the expectation of the velocity averages. This is indeed the case as shown in the following statement.

**Theorem 2.3.** Let \((\Omega, \mathcal{A}, \mathbb{P})\) be a probability space. Let \(V_1, \ldots, V_N\) be i.i.d. random variables, distributed according to the continuous uniform distribution on \([-0.5, 0.5]^D\). We set

\[
d\mu = \frac{1}{N} \sum_{k=1}^{N} \delta(v = V_k).
\]

Let \(f, g \in L^2(\mathbb{R}^D \times \Omega, dx \ d\mu(v) \ d\mathbb{P})\) satisfy, for all \(x \in \mathbb{R}^D, \omega \in \Omega, \) and \(k \in \{1, \ldots, N\},\)

\[
V_k \cdot \nabla_x f(x, V_k) = g(x, V_k).
\]

(2-5)

Then, for all \(\psi \in C^\infty_c(\mathbb{R}^D),\) the macroscopic quantity

\[
\rho[\psi](x) := \frac{1}{N} \sum_{k=1}^{N} f(x, V_k) \psi(V_k) = \mathbb{R}^D f(x, v) \psi(v) \ d\mu(v)
\]

satisfies \(\mathbb{E}[\rho[\psi]] \in H^{1/2}(\mathbb{R}^D)\) (and it is bounded in this space if the \(L^2\) norm of \(f\) and \(g\) is bounded uniformly with respect to \(N\)).

**Remark 2.4.** We point out that this statement has a different nature from the stochastic averaging lemma devised in [Debussche et al. 2015; 2016], where the velocity set still satisfies an assumption like (1-3) but the equation for \(v \cdot \nabla_x f_n\) involves a stochastic term. Our analysis is closer in spirit to the results in [Lions et al. 2013], where the velocity variable is deterministic but is multiplied by a Brownian motion.

**Proof.** We apply the Fourier transform to (2-5). Then, for all \(k,\) we get

\[
\xi \cdot V_k \hat{f}(\xi, V_k) = (-i) \hat{g}(\xi, V_k).
\]

We set

\[
F(\xi) := \left( \frac{1}{N} \mathbb{E} \sum_k |\hat{f}(\xi, V_k)|^2 \right)^{1/2}, \quad G(\xi) := \left( \frac{1}{N} \mathbb{E} \sum_k |\hat{g}(\xi, V_k)|^2 \right)^{1/2}.
\]

Let us split

\[
\mathbb{E}[\hat{\rho}[\psi]](\xi) = \mathbb{E} \left[ \frac{1}{N} \sum_k \hat{f}(\xi, V_k) \psi(V_k) \right] = \mathbb{E} \left[ \frac{1}{N} \sum_{|\xi \cdot V_k| < \delta |\xi|} \hat{f}(\xi, V_k) \psi(V_k) \right] + \mathbb{E} \left[ \frac{1}{N} \sum_{|\xi \cdot V_k| \geq \delta |\xi|} \hat{f}(\xi, V_k) \psi(V_k) \right]
\]

for \(\delta > 0.\) The Cauchy–Schwarz inequality leads to the following estimates: on the one hand,

\[
\mathbb{E} \left[ \frac{1}{N} \sum_{|\xi \cdot V_k| < \delta |\xi|} \hat{f}(\xi, V_k) \psi(V_k) \right] \leq \|\psi\|_\infty \left( \frac{1}{N} \mathbb{E} \sum_k |\hat{f}(\xi, V_k)|^2 \right)^{1/2} \left( \frac{1}{N} \mathbb{E} \sum_{|\xi \cdot V_k| < \delta |\xi|} 1 \right)^{1/2}.
\]
and, on the other hand,

\[
\left| \mathbb{E} \left[ \frac{1}{\mathcal{N}} \sum_{|\xi \cdot v_k| \geq \delta|\xi|} \hat{f}(\xi, V_k) \psi(V_k) \right] \right| = \left| \mathbb{E} \left[ \frac{1}{\mathcal{N}} \sum_{|\xi \cdot v_k| \geq \delta|\xi|} \frac{(-i)\hat{g}(\xi, V_k)}{\xi \cdot V_k} \psi(V_k) \right] \right|
\leq \|\psi\|_{\infty} \left( \frac{1}{\mathcal{N}} \mathbb{E} \sum_k |\hat{g}(\xi, V_k)|^2 \right)^{1/2} \left( \frac{1}{\mathcal{N}} \mathbb{E} \sum_k \frac{1}{|\xi \cdot V_k|^2} \right)^{1/2}.
\]

We only detail the case where \( \xi = \alpha e_1, \alpha \in \mathbb{R} \), the other cases being deduced by adapting the reasoning of the proof of Proposition 2.1. We have

\[
\mathbb{E} \left[ \sum_{|\xi \cdot V_k| \geq \delta|\xi|} \frac{1}{|\xi \cdot V_k|^2} \right] = \mathbb{E} \left[ \sum_{|\xi \cdot V_k| \geq \delta|\xi|} \frac{1}{|\xi|^2 |\xi/|\xi| \cdot V_k|^2} \right] \leq \mathbb{E} \left[ \frac{1}{|\xi|^2} 2 \left( \sum_{p \geq 1} \frac{1}{(p\delta)^2} \right) M_p \right],
\]

where \( M_p \) is the number of velocities in the \( p \)-th strip (see Figure 2). We bear in mind that \( M_p \) is a random variable: since the \( V_i \) are distributed according to the uniform law, we have

\[
\mathbb{P}(V_i \in S_p) = \delta
\]

and, since the variables \( V_1, \ldots, V_N \) are independent, \( M_p \) follows a binomial distribution of parameters \( \mathcal{N} \) and \( \delta \). Therefore, we are led to

\[
\mathbb{E} \left[ \sum_{|\xi \cdot V_k| \geq \delta|\xi|} \frac{1}{|\xi \cdot V_k|^2} \right] \leq \frac{1}{|\xi|^2} 2 \left( \sum_{p \geq 1} \frac{1}{(p\delta)^2} \right) \mathbb{E} [M_p] \leq C \frac{1}{|\xi|^2 \delta^{\mathcal{N}}}, \tag{2-6}
\]

which yields

\[
\left| \mathbb{E} \left[ \frac{1}{\mathcal{N}} \sum_{|\xi \cdot V_k| \geq \delta|\xi|} \hat{f}(\xi, V_k) \psi(V_k) \right] \right| \leq C G(\xi) \frac{1}{|\xi| \sqrt{\delta}}.
\]

By the same token, we get

\[
\mathbb{E} \left[ \sum_{|\xi \cdot V_k| < \delta|\xi|} 1 \right] = 2\delta \mathcal{N} \tag{2-7}
\]

so that

\[
\left| \mathbb{E} \left[ \frac{1}{\mathcal{N}} \sum_{|\xi \cdot V_k| < \delta|\xi|} \hat{f}(\xi, V_k) \psi(V_k) \right] \right| \leq C F(\xi) \sqrt{\delta}.
\]

Finally, we arrive at

\[
\left| \mathbb{E} \hat{\rho}[\psi](\xi) \right| \leq C \left( F(\xi) \sqrt{\delta} + \frac{G(\xi)}{|\xi| \sqrt{\delta}} \right).
\]

We apply this inequality with \( \delta = G(\xi)/(|\xi| F(\xi)) \), which leads to

\[
\left| \mathbb{E} \hat{\rho}[\psi](\xi) \right| \leq C \sqrt{F(\xi) G(\xi)} \frac{1}{\sqrt{|\xi|}}.
\]

This concludes the proof by using the assumptions on \( f \) and \( g \). \( \square \)
Remark 2.5. We can readily extend the result to nonuniform laws: we assume that the $V_i$ are identically and independently distributed in $\mathbb{R}^D$ according to a continuous and bounded density of probability $\Phi$. The number $M_p$ of velocities in the strip $S_p$ still follows a binomial law but now the expectation value depends on $\Phi$ and $M_p$ can be shown to be dominated by $\mathcal{N}\|\Phi\|_\infty \delta$.

For certain applications, the variable $v$ lies on the sphere. This is the case for the kinetic models arising in radiative transfer theory, where $v$ represents the direction of flight of photons, which, of course, all travel with the speed of light. We can adapt the stochastic averaging lemma to this situation.

Theorem 2.6. Let $(\Omega, \mathcal{A}, \mathbb{P})$ be a probability space. Let $V_1, \ldots, V_N$ be i.i.d. random variables, distributed according to the continuous uniform distribution on $S^{D-1}$. We set
\[ d\mu = \frac{1}{N} \sum_{k=1}^{N} \delta(v = V_k). \]

Let $f, g \in L^2(\mathbb{R}^D \times \mathbb{R}^D \times \Omega, dx \ d\mu(v) \ d\mathbb{P})$ satisfy, for all $x \in \mathbb{R}^D$, $\omega \in \Omega$, and $k \in \{1, \ldots, N\}$,
\[ V_k \cdot \nabla_x f(x, V_k) = g(x, V_k). \]

Then, for all $\psi \in C^\infty_c(S^{D-1})$, the macroscopic quantity
\[ \rho[\psi](x) := \frac{1}{N} \sum_{k=1}^{N} f(x, V_k)\psi(V_k) = \mathbb{R}^D f(x, v)\psi(v) \ d\mu(v) \]
satisfies $\mathbb{E}\rho[\psi] \in H^{1/2}(\mathbb{R}^D)$.

Proof: The proof follows the same arguments as those for Theorem 2.3; we only indicate the main changes. The proof still relies on counting the velocities produced by the random sampling in the domain
\[ S_p = \{ v \in S^{D-1} : |\delta p| |\xi| \leq |v \cdot \xi| \leq \delta(p+1)|\xi| \} \]
for given $\xi \in \mathbb{R}^D \setminus \{0\}$, $\delta > 0$ and $p \in \mathbb{Z}$. We define $\theta \in [0, 2\pi]$ such that
\[ v \cdot \xi|\xi| = \cos \theta \in [-1, +1]. \]

Considering the random vectors $V_k$, the associated variable $\theta_k$ is randomly distributed on $[0, 2\pi]$. For symmetry reasons, $\mathbb{P}(V_k \in S_p)$ is thus proportional to
\[ \mathbb{P}(|\delta p| \leq \cos \theta_k \leq \delta(|p| + 1)). \]

We start with the specific case of dimension $D = 2$, and we refer the reader to Figure 6. In this case, $\theta$ is uniformly distributed on $[0, 2\pi]$. Therefore, for any $p \in \mathbb{N}$, we know $\mathbb{P}(\delta p \leq \cos \theta \leq \delta(p+1))$ is proportional to
\[ \Pi_{\delta,p} = \arccos(\delta(p+1)) \arccos(\delta p) \ d\theta = \arccos(\delta p) - \arccos(\delta(p+1)) \]
and \( M_p = \#\{ V_k \in S_p \} \) is driven by the binomial law with parameters \( \mathcal{N} \) and \( \alpha \Pi_{\delta,p} \) for a certain constant \( \alpha > 0 \). Hence, the analog of (2-7) is dominated, up to some constant, by

\[
\mathcal{N} \Pi_{\delta,0} = \mathcal{N} \left( \frac{1}{2} \pi - \arccos \delta \right) = \mathcal{N} \delta \frac{dx}{\sqrt{1-x^2}} \leq C \mathcal{N} \delta
\]
as far as \( 0 < \delta \leq \delta_0 < 1 \). Similarly, the analog of (2-6) involves the sum

\[
\sum_{p \geq 1} \frac{\mathcal{N}}{\delta^2 p^2} \Pi_{\delta,p},
\]
which we split into

\[
I = \sum_{1 \leq p \leq 1/2\delta} \frac{\mathcal{N}}{\delta^2 p^2} \Pi_{\delta,p}, \quad II = \sum_{1/2\delta < p \leq 1/\delta} \frac{\mathcal{N}}{\delta^2 p^2} \Pi_{\delta,p}.
\]

For I, we can still use the fact that \( x \mapsto 1/\sqrt{1-x^2} \) is nonincreasing and bounded far away from \( x = 1 \) and we are led to the estimate

\[
I = \sum_{1 \leq p \leq 1/2\delta} \frac{\mathcal{N}}{\delta^2 p^2} \int_{\delta(p+1)}^{\delta p} \frac{dx}{\sqrt{1-x^2}} \leq \sum_{1 \leq p \leq 1/2\delta} \frac{\mathcal{N}}{\delta^2 p^2} \frac{\delta}{\sqrt{1-\delta^2(p+1)^2}} \leq C \frac{\mathcal{N}}{\delta}.
\]

For II, we use a summation by parts which yields

\[
II = \sum_{1/2\delta < p \leq 1/\delta} \frac{\mathcal{N} \arccos (\delta p)}{\delta^2} \left( \frac{1}{(p-1)^2} - \frac{1}{p^2} \right)
\leq \sum_{1/2\delta < p \leq 1/\delta} \frac{\mathcal{N} \arccos (\delta p)}{\delta^2} \frac{2}{p(p-1)^2} \leq \frac{4\delta}{\delta^2} \pi \mathcal{N} \sum_{p \geq 1} \frac{1}{p^2} \leq C \frac{\mathcal{N}}{\delta}.
\]

Having these estimates at hand, we can repeat the same arguments as in the proof of Theorem 2.3.

For higher dimensions, the situation is actually simpler since \( \theta \) is now distributed on \( [0, \frac{\pi}{2}] \) according to the law with density \( (\sin \theta)^{D-2} \) \( d\theta \). Thus (with the simple estimate \( 0 \leq (\sin \theta)^{D-2} \leq \sin \theta \)) we obtain directly the analog of estimates (2-6) and (2-7).

\[ \square \]
The result can be extended to the $L^p$ cases for $1 < p < \infty$ by using an interpolation argument as in [Golse et al. 1988, Theorem 2].

**Corollary 2.7.** In Theorems 2.3 and 2.6, we assume that $f$ and $g$ belong to $L^p(\mathbb{R}^D \times \mathcal{V} \times \Omega, \, dx \, d\mu(v) \, d\mathbb{P})$ for some $1 < p < \infty$, with $\mathcal{V}$ either $\mathbb{R}^D$ or $S^{D-1}$. Then $\mathbb{E}[\psi]$ lies in the Sobolev space $W^{s,p}(\mathbb{R}^D)$ with $0 < s < \min(1/p, 1 - 1/p) < 1$.

**Proof.** We readily adapt the interpolation argument in [Golse et al. 1988]. Let $\mathcal{T}$ be the operator

$$\mathcal{T} : h \mapsto \mathbb{E} \int f(x, v)\psi(v) \, d\mu(v),$$

where

$$f(x, V_k) + V_k \cdot \nabla_x f(x, V_k) = h(x, V_k).$$

Clearly $\mathcal{T}$ maps continuously $L^r(\mathbb{R}^D \times \mathcal{V} \times \Omega, \, dx \, d\mu(v) \, d\mathbb{P})$ into $L^r(\mathbb{R}^D)$ for any $1 < r < \infty$. Moreover, Theorems 2.3 and 2.6 tell us that $\mathcal{T}$ is a continuous operator from $L^2(\mathbb{R}^D \times \mathcal{V} \times \Omega, \, dx \, d\mu(v) \, d\mathbb{P})$ to $H^{1/2}(\mathbb{R}^D)$. We conclude by interpreting the Sobolev space $W^{s,p}$ by interpolation, as being an intermediate space between $L^r = W^{0,r}$ and $H^{1/2} = W^{1/2,2}$ [Bergh and L"ofstr"om 1976, Theorem 6.4.5, relation (7)], and $L^p$ as being interpolated between $L^r$ and $L^2$. \hfill $\Box$

We can equally extend the compactness statement to the $L^1$ framework by following [Golse and Saint-Raymond 2002].

**Corollary 2.8.** We consider a random set of velocities defined as in Theorem 2.3 or Theorem 2.6. Let $(f_n)_{n \in \mathbb{N}}$ and $(g_n)_{n \in \mathbb{N}}$ be two sequences of functions defined on $\mathbb{R}^D \times \mathcal{V} \times \Omega$ such that

(i) $\{f_n : n \in \mathbb{N}\}$ is a relatively weakly compact set in $L^1(\mathbb{R}^D \times \mathcal{V} \times \Omega, \, dx \, d\mu(v) \, d\mathbb{P})$,

(ii) $\{g_n : n \in \mathbb{N}\}$ is bounded in $L^1(\mathbb{R}^D \times \mathcal{V} \times \Omega, \, dx \, d\mu(v) \, d\mathbb{P})$,

(iii) we have $V_k \cdot \nabla_x f_n(x, V_k) = g_n(x, V_k)$.

Then $\mathbb{E}\rho_n[\psi](x) = \mathbb{E} \int f_n(x, v)\psi(v) \, d\mu(v)$ lies in a relatively compact set of $L^1(B(0, R))$ for any $0 < R < \infty$ (for the strong topology).

**Proof.** The proof follows closely [Golse and Saint-Raymond 2002]; we sketch the arguments for the sake of completeness. For $\psi \in C_c^\infty(\mathcal{V})$, we denote by $\mathcal{A}$ the operator

$$\mathcal{A} : f \mapsto \mathbb{E} \int f(x, v)\psi(v) \, d\mu(v).$$

For $\lambda > 0$, we also introduce the operator

$$R_\lambda : h \mapsto \int_0^\infty e^{-\lambda t} h(x - vt, v) \, dt,$$

which returns the solution $f = R_\lambda h$ of $(\lambda + v \cdot \nabla_x) f = h$. It is a continuous operator on $L^p(\mathbb{R}^D \times \mathcal{V}, \, dx \, d\mu(v))$ spaces and we have

$$\| R_\lambda h \|_{L^p} \leq \frac{\| h \|_{L^p}}{\lambda}. \quad (2.8)$$
Let us temporarily assume that the compactness statement holds for $\mathcal{A} R_\lambda g_n$, for any $\lambda > 0$, when (i)–(ii) is strengthened to

\begin{align*}
(ii') \ {g_n : n \in \mathbb{N}} \text{ is a relatively weakly compact set in } L^1(\mathbb{R}^D \times \mathcal{V} \times \Omega, \ dx \ d\mu(v) \ d\mathbb{P}).
\end{align*}

Therefore, writing $(\lambda + v \cdot \nabla_x) R_\lambda f_n = f_n$, we deduce from (i) that $(\mathcal{A} R_\lambda f_n)_{n \in \mathbb{N}}$ is relatively compact in $L^1(B(0, R))$ for any $\lambda > 0$ and $0 < R < \infty$. Next, we write $f_n = \lambda R_\lambda f_n + R_\lambda (v \cdot \nabla_x f_n)$ so that, owing to (2-8), $\mathcal{A} f_n = \lambda \mathcal{A} R_\lambda f_n + \mathcal{A} R_\lambda (v \cdot \nabla_x f_n)$ appears as the sum of a sequence which is compact in $L^1(B(0, R))$ and a sequence whose norm is dominated by $1/\lambda$, uniformly with respect to $n$. Consequently, $(\mathcal{A} f_n)_{b \in \mathbb{N}}$ is relatively compact in $L^1(B(0, R))$.

We are thus left with the task of justifying the gain of compactness for $\mathcal{A} R_\lambda g_n$ when (i)–(ii) is replaced by (ii'); see [Golse et al. 1988, Proposition 3]. To this end, for $\lambda, M > 0$ we set $R_\lambda g_n = \gamma_n$ and we split

\begin{align*}
\gamma_n = \gamma_{n,M} + \gamma_n^M,
\end{align*}

where

\begin{align*}
(\lambda + V_k \cdot \nabla_x) \gamma_{n,M}(x, V_k) &= g_n(x, V_k) \mathbf{1}_{g_n(x, V_k) \leq M},
(\lambda + V_k \cdot \nabla_x) \gamma_n^M(x, V_k) &= g_n(x, V_k) \mathbf{1}_{g_n(x, V_k) > M}.
\end{align*}

Since for any fixed $M > 0$, the set $\{g_n \mathbf{1}_{h_n \leq M} : n \in \mathbb{N}\}$ is bounded in $L^1 \cap L^\infty \subset L^2$, we can apply Theorem 2.3 or Theorem 2.6, which imply that $(\mathcal{A} \gamma_{n,M})_{n \in \mathbb{N}}$ is compact in $L^1(B(0, R))$ for any finite $R$. We can conclude by showing that $\gamma_n^M$ can be made arbitrarily small, in $L^1$ norm, uniformly with respect to $n \in \mathbb{N}$, for a suitable choice of $M > 0$. This is indeed the case because (ii') implies

\begin{align*}
\lim_{M \to \infty} \left\{ \sup_n \int \left| g_n \right| \mathbf{1}_{g_n > M} \ d\mu(v) \ dx \ d\mathbb{P}(v) \right\} = 0
\end{align*}

by virtue of the Dunford–Pettis theorem; see [Goudon 2011, §7.3.2]. Going back to (2-8) finishes the proof.

\section{3. Application to the Rosseland approximation}

Let us go back to the asymptotic behavior of the solutions of (1-1). The problem (1-1) is completed with the initial condition

\begin{align*}
f_\varepsilon |_{t = 0} = f_\varepsilon^0.
\end{align*}

It satisfies $f_\varepsilon^0 \geq 0$ and $f_\varepsilon^0 \in L^1(\mathbb{R}^D \times \mathcal{V})$, as it is physically relevant, $f_\varepsilon$ being a particle density. For the set $(\mathcal{V}, d\mu)$, in what follows we suppose at least that $\mathcal{V}$ is a bounded subset in $\mathbb{R}^D$ and

\begin{align*}
\int_{\mathcal{V}} d\mu(v) = 1, \quad \int_{\mathcal{V}} v \ d\mu(v) = 0.
\end{align*}

These assumptions are crucial for the analysis of the diffusion regime. Then, the connection to (1-2) can be established as follows.
Theorem 3.1. We assume that (1-3) is fulfilled. Let \( \sigma \) be a function such that \( \sigma(\rho) = \rho^\gamma \Sigma(\rho) \) with \( |\gamma| < 1 \) and \( 0 < \sigma_* \leq \Sigma(\rho) \leq \sigma^* < \infty \). Let \( (f^0_\varepsilon)_{\varepsilon > 0} \) satisfy

\[
\sup_{\varepsilon > 0} \left( \int_{\mathbb{R}^d} \int_{\mathcal{V}} \left( 1 + \varphi(x) + |\ln f^0_\varepsilon| f^0_\varepsilon \right) d\mu(v) \, dx + \|f^0_\varepsilon\|_{L^\infty(\mathbb{R}^d \times \mathcal{V})} \right) = M_0 < +\infty
\]

for a certain weight function such that \( \lim_{|x| \to +\infty} \varphi(x) = +\infty \). Then (up to a subsequence) the solution \( f_\varepsilon \) of (1-1) and \( \rho_\varepsilon \) converge to \( \rho(t, x) \) in \( L^p((0, T) \times \mathbb{R}^d) \) respectively, for any \( 1 \leq p < \infty \), \( 0 < T < \infty \), where \( \rho \) is a solution to (1-2) with the initial data \( \rho|_{t=0} \) given by the weak limit in \( L^p(\mathbb{R}^d) \) of \( \int_{\mathcal{V}} f^0_\varepsilon d\mu(v) \) as \( \varepsilon \to 0 \).

For instance this statement holds with \( \mathcal{V} = S^{D-1} \) endowed with the Lebesgue measure. We refer the reader to [Bardos et al. 1988] for a detailed proof, where the velocity averaging lemma is used to manage the passage to the limit in the nonlinearity. Assumption (1-3) can be replaced by

\[ \text{for any } \xi \neq 0, \quad \text{meas}\{v \in \mathcal{V} \cap B(0, R) : v \cdot \xi \neq 0\} > 0, \]

which allows us to deal with certain discrete velocity models. Then, the asymptotic regime can be analyzed with a compensated compactness argument, which relies on the structure of the system satisfied by the zeroth and first moments of \( f_\varepsilon \), as pointed out in [Degond et al. 2000; Goudon and Poupaud 2001; Lions and Toscani 1997]; see also [Marcati and Milani 1990]. The question of the relation between the diffusion equation that corresponds to a discretization of the velocity set (discrete ordinate equation) and the diffusion equation that corresponds to the continuous model can be addressed. For the simple collision operator in (1-1), velocity grids, which differ from the simplest uniform mesh, can be constructed that lead to the exact diffusion coefficient, namely

\[
\frac{1}{N} \sum_{k=1}^{N} v_k \otimes v_k = \int_{S^{D-1}} v \otimes v \, dv = \frac{1}{D};
\]

we refer the reader to [Buet et al. 2002; Golse et al. 1999; Jin and Levermore 1991] for further discussion on this issue. However, for more general collision operators, it might happen that the equilibrium functions that make the collision operator vanish or the diffusion coefficient are not explicitly known; see [Bonnaillie-Noël et al. 2016; Degond et al. 2000].

We wish to revisit this question by means of a Monte Carlo approach: instead of the discrete ordinate viewpoint where a discrete velocity grid is adopted once and for all, we deal with a random set of velocities and we wonder whether it can provide, in expectation, a consistent approximation of the diffusion regime. The consistency analysis we propose uses Theorem 2.3 or Theorem 2.6 to justify the following claim.

Theorem 3.2. Let \( (\Omega, \mathcal{A}, \mathbb{P}) \) be a probability space. Let \( V_1, \ldots, V_N \) be i.i.d. random variables distributed according to the continuous uniform law on \( \mathcal{V} \). Then, we obtain a set \( \mathcal{V}_N \) of \( 2N \) velocities in \( \mathcal{V} \) by setting \( V_{N+j} = -V_j \) for all \( j \in \{1, \ldots, N\} \). We denote the associated discrete measure on \( \mathcal{V} \) by

\[
d\mu_N(v) = \frac{1}{2N} \sum_{k=1}^{2N} \delta(v = V_k).
\]
Let \( f_\varepsilon \big|_{t=0} = f_\varepsilon^0 \geq 0 \) satisfy
\[
\sup_{\varepsilon > 0, \mathcal{N} \in \mathbb{N}} \left( \mathbb{E} \int_{\mathbb{R}^D} \int_{\mathcal{Y}} (1 + \varphi(x) + |\ln f_\varepsilon^0|) f_\varepsilon^0 \, d\mu_{\mathcal{N}}(v) \, dx + \| f_\varepsilon^0 \|_{L^\infty(\Omega \times \mathbb{R}^d \times \mathcal{Y})} \right) = M_0 < +\infty. \tag{3-1}
\]

Let \( f_\varepsilon \) be a solution of the equation
\[
\partial_t f_\varepsilon(t, x, V_j) + \frac{1}{\varepsilon} V_j \cdot \nabla_x f_\varepsilon(t, x, V_j) = \frac{1}{\varepsilon^2} \sigma(\rho_{\varepsilon, \mathcal{N}}) [\rho_{\varepsilon, \mathcal{N}}(t, x) - f_\varepsilon(t, x, V_j)], \tag{3-2}
\]
with
\[
\rho_{\varepsilon, \mathcal{N}}(t, x) := \frac{1}{2\mathcal{N}} \sum_{i=1}^{2\mathcal{N}} f_\varepsilon(t, x, V_j).
\]

We suppose that \( \rho \in [0, \infty) \mapsto \sigma(\rho) \) is a nonnegative function such that for any \( 0 < R < \infty \), there exists \( \sigma_*(R) > 0 \) satisfying \( 0 < 1/\sigma_*(R) \leq \sigma(\rho) \leq \sigma_*(R) \) and \( |\sigma'(\rho)| \leq \sigma_*(R) \) for any \( 0 \leq \rho \leq R \). Then \( \mathbb{E} \rho_{\varepsilon, \mathcal{N}} \) converges to \( \mathbb{E} \rho_{\varepsilon, \mathcal{N}} \) in \( L^2((0, T) \times \mathbb{R}^D) \) as \( \varepsilon \) goes to 0 with \( 0 < T < \infty \), where \( \mathbb{E} \rho_{\varepsilon, \mathcal{N}} \) is solution of
\[
\partial_t \mathbb{E} \rho_{\varepsilon, \mathcal{N}} + \text{div}(\mathcal{J}_{\varepsilon, \mathcal{N}}) = 0, \quad \sigma(\mathbb{E} \rho_{\varepsilon, \mathcal{N}}) \mathcal{J}_{\varepsilon, \mathcal{N}} = -\mathbb{E} A_{\mathcal{N}} \nabla_x \mathbb{E} \rho_{\varepsilon, \mathcal{N}} + O\left( \frac{1}{\sqrt{\mathcal{N}}} \right),
\]
with \( A_{\mathcal{N}} \) the \( D \times D \) matrix with random components defined by
\[
A_{\mathcal{N}} := \frac{1}{2\mathcal{N}} \sum_{j=1}^{2\mathcal{N}} V_j \otimes V_j,
\]
and \( \mathbb{E} \rho_{\varepsilon, \mathcal{N}} \big|_{t=0} \) is the weak limit of \( \int \mathbb{E} f_\varepsilon^0 \, d\mu(v) \).

Note that the construction of the set \( \mathcal{Y}_{\varepsilon, \mathcal{N}} \) ensures that the null flux condition \( \int f \, d\mu_{\mathcal{N}}(v) = 0 \) is fulfilled, but the elements of \( \mathcal{Y}_{\varepsilon, \mathcal{N}} \) are not independent. Nevertheless, the stochastic averaging lemma still applies to this situation, with a straightforward adaptation of the proof. It is likely that the assumptions on \( \sigma \) can be substantially weakened, but it not our aim here to seek refinements in this direction. We will make precise in the proof in which sense the consistency error \( O(1/\sqrt{\mathcal{N}}) \) should be understood.

**Entropy estimates.** In order to prove Theorem 3.2, the first step consists in establishing some a priori estimates, uniform with respect to the parameters \( \varepsilon \) and \( \mathcal{N} \). We will then deduce the compactness needed to obtain the result. These estimates are quite classical; the proof that we sketch for the sake of completeness follows directly from [Bardos et al. 1988; Goudon and Poupaud 2001; Lions and Toscani 1997].

**Proposition 3.3.** Let \( f_\varepsilon^0 \) satisfy (3-1) with \( \varphi(x) = (1+x^2)^\beta \), \( 0 < \beta < 1 \). Let \( 0 < T < \infty \). There exists a constant \( C(T) \) which only depends on \( T \) such that
\[
\sup_{\varepsilon > 0, \mathcal{N} \in \mathbb{N}} \left\{ \sup_{0 \leq t \leq T} \mathbb{E} \int_{\mathbb{R}^D} \int_{\mathcal{Y}} (1+\varphi(x)+|\ln f_\varepsilon|) f_\varepsilon \, d\mu_{\mathcal{N}}(v) \, dx + \| f_\varepsilon \|_{L^\infty(\Omega \times (0, T) \times \mathbb{R}^D \times \mathcal{Y})} \right\} = C(T) < +\infty \tag{3-3}
\]
and, furthermore,
\[
\sup_{\varepsilon > 0, \mathcal{N} \in \mathbb{N}} \int_0^T \int_{\mathbb{R}^D} \int_{\mathcal{Y}} \frac{\sigma(\rho_{\varepsilon, \mathcal{N}})}{\varepsilon^2} (f_\varepsilon - \rho_{\varepsilon, \mathcal{N}}) \ln \left( \frac{f_\varepsilon}{\rho_{\varepsilon, \mathcal{N}}} \right) \, d\mu_{\mathcal{N}}(v) \, dx \, dt \leq C(T). \tag{3-4}
\]
Proof. As said above we crucially use the fact that
\[ \int \rho \, d\mu_N(v) = 1, \quad \int \rho \, d\mu_N(v) = 0. \]
As a matter of fact, the collision operator is mass-conserving in the sense that
\[ \int \sigma(\rho)(f - \rho) \, d\mu_N(v) = 0. \]
Accordingly, integrating immediately leads to
\[ \frac{d}{dt} \int_{\mathbb{R}^D} f_\varepsilon \, d\mu_N(v) \, dx = 0. \]  
(3.5)

More generally, let \( G : [0, \infty) \rightarrow \mathbb{R} \) be a convex function. We get
\[ \frac{d}{dt} \int_{\mathbb{R}^D} G(f_\varepsilon) \, d\mu_N(v) \, dx = -\frac{1}{\varepsilon^2} \int_{\mathbb{R}^D} \int_{\mathbb{Y}} \sigma(\rho)(\rho - f_\varepsilon)(G(\rho - f_\varepsilon) - G'(f_\varepsilon)) \, d\mu_N(v) \, dx \leq 0. \]

With \( G(z) = z^p, \ p \geq 1 \), it gives an estimate on the \( L^p \) norm of the solution. Similarly, with \( G(z) = [z - \|f_\varepsilon^0\|_\infty]^2 \), we conclude that
\[ \|f_\varepsilon\|_{L^\infty(\Omega \times (0,T) \times \mathbb{R}^D \times \mathbb{Y})} \leq \|f_\varepsilon^0\|_\infty. \]

Finally, with \( G(z) = z \ln(z) \) we have
\[ \frac{d}{dt} \int_{\mathbb{R}^D} \int_{\mathbb{Y}} f_\varepsilon \ln f_\varepsilon \, d\mu_N(v) \, dx = -\frac{1}{\varepsilon^2} \int_{\mathbb{R}^D} \int_{\mathbb{Y}} \sigma(\rho)(\rho - f_\varepsilon) \ln \left( \frac{f_\varepsilon}{\rho} \right) \, d\mu_N(v) \, dx \leq 0. \]  
(3.6)

Let us focus on the following quantity obtained by multiplying (3.2) by \( \varphi \) and integrating
\[ \frac{d}{dt} \int_{\mathbb{R}^D} \int_{\mathbb{Y}} \varphi(x) f_\varepsilon \, d\mu_N(v) \, dx = -\frac{1}{\varepsilon} \int_{\mathbb{R}^D} \int_{\mathbb{Y}} \varphi(x) v \cdot \nabla f_\varepsilon \, d\mu_N(v) \, dx \]
\[ = \frac{1}{\varepsilon} \int_{\mathbb{R}^D} \int_{\mathbb{Y}} f_\varepsilon v \cdot \nabla \varphi(x) \, d\mu_N(v) \, dx \]
\[ = \int_{\mathbb{R}^D} \int_{\mathbb{Y}} v \cdot \nabla \varphi(x) \frac{f_\varepsilon - \rho_{\varepsilon,N}}{\varepsilon} \, d\mu_N(v) \, dx. \]

Note that we have used \( \int v \, d\mu_N(v) = 0 \). By the Cauchy–Schwarz inequality, we know that
\[ |\sqrt{b} - \sqrt{a}|^2 = \left| \int_a^b \frac{ds}{2\sqrt{s}} \right|^2 \leq \left| \int_a^b \frac{ds}{4s} \right| \left| \int_a^b ds \right| = \frac{1}{4} (b - a) \ln(b/a). \]
Thus, we get
\[ \int_{\mathbb{Y}} |f_\varepsilon - \rho_{\varepsilon,N}| \, d\mu_N(v) \]
\[ \leq \left( \int_{\mathbb{Y}} (f_\varepsilon + \rho_{\varepsilon,N})^2 \, d\mu_N(v) \right)^{1/2} \left( \int_{\mathbb{Y}} (f_\varepsilon - \rho_{\varepsilon,N})^2 \, d\mu_N(v) \right)^{1/2} \]
\[ \leq C \sqrt{\rho_{\varepsilon,N}} \left( \int_{\mathbb{Y}} (f_\varepsilon - \rho_{\varepsilon,N}) \ln(f_\varepsilon / \rho_{\varepsilon,N}) \, d\mu_N(v) \right)^{1/2}, \]
and we finally obtain the bound

\[
\frac{d}{dt} \int_{\mathbb{R}^D} \int_{\Omega} \varphi f_\varepsilon \, d\mu_\varepsilon(v) \, dx \\
\leq \|v\|_{L^\infty(\Omega \times S)} \int_{\mathbb{R}^D} \int_{\Omega} |\nabla_x \varphi| \frac{|f_\varepsilon - \rho_{\varepsilon,N}|}{\varepsilon} \, d\mu_\varepsilon(v) \, dx \\
\leq C \int_{\mathbb{R}^D} \int_{\Omega} |\nabla_x \varphi| \sqrt{\frac{\rho_{\varepsilon,N}}{\sigma(\rho_{\varepsilon,N})}} \left( \int_{\mathbb{R}^D} \frac{\sigma(\rho_{\varepsilon,N})}{\varepsilon^2} (f_\varepsilon - \rho_{\varepsilon,N}) \ln(f_\varepsilon/\rho_{\varepsilon,N}) \, d\mu_\varepsilon(v) \right)^{1/2} \, dx \\
\leq C \left( \int_{\mathbb{R}^D} |\nabla_x \varphi|^2 \frac{\rho_{\varepsilon,N}}{\sigma(\rho_{\varepsilon,N})} \right)^{1/2} \left( \int_{\mathbb{R}^D} \int_{\Omega} \frac{\sigma(\rho_{\varepsilon,N})}{\varepsilon^2} (f_\varepsilon - \rho_{\varepsilon,N}) \ln(f_\varepsilon/\rho_{\varepsilon,N}) \, d\mu_\varepsilon(v) \, dx \right)^{1/2}.
\]

By assumption, $1/\sigma(\rho_{\varepsilon,N})$ is uniformly bounded. It follows that

\[
\mathbb{E} \int_{\mathbb{R}^D} |\nabla_x \varphi|^2 \frac{\rho_{\varepsilon,N}}{\sigma(\rho_{\varepsilon,N})} \, dx \leq C \left( \int_{\mathbb{R}^D} |\nabla_x \varphi|^2 q \, dx \right)^{1/q} \left( \int_{\mathbb{R}^D} \rho_{\varepsilon,N}^p \, dx \right)^{1/p} \leq C \left( \int_{\mathbb{R}^D} |\nabla_x \varphi|^2 q \, dx \right)^{1/q} \left( \int_{\mathbb{R}^D} \int_{\Omega} |f_\varepsilon|^p \, d\mu_\varepsilon(v) \, dx \right)^{1/p} \leq C
\]

holds provided the Hölder conjugate $q$ of $p \geq 1$ satisfies $\beta \leq 1/2 - D/(4q)$.

The Young inequality

\[
a b \leq \frac{a^2}{4\theta} + \theta b^2
\]

yields

\[
\frac{d}{dt} \mathbb{E} \int_{\mathbb{R}^D} \int_{\Omega} \varphi(x) f_\varepsilon(t, x, v) \, d\mu_\varepsilon(v) \, dx \leq C + \frac{1}{2} \int_{\mathbb{R}^D} \int_{\Omega} \frac{\sigma(\rho_{\varepsilon,N})}{\varepsilon^2} (f_\varepsilon - \rho_{\varepsilon,N}) \ln(f_\varepsilon/\rho_{\varepsilon,N}) \, d\mu_\varepsilon(v) \, dx.
\]

Let us set

\[
D_\varepsilon := \mathbb{E} \int_{\mathbb{R}^D} \int_{\Omega} \frac{\sigma(\rho_{\varepsilon,N})}{\varepsilon^2} (f_\varepsilon - \rho_{\varepsilon,N}) \ln(f_\varepsilon/\rho_{\varepsilon,N}) \, d\mu_\varepsilon(v) \, dx \geq 0.
\]

Coming back to (3-6), we get

\[
\mathbb{E} \int_{\mathbb{R}^D} \int_{\Omega} f_\varepsilon(t, x, v) \ln f_\varepsilon(t, x, v) \, d\mu_\varepsilon(v) \, dx + \mathbb{E} \int_{\mathbb{R}^D} \int_{\Omega} \varphi(x) f_\varepsilon(t, x, v) \, d\mu_\varepsilon(v) \, dx + \frac{1}{2} \int_0^t D_\varepsilon(s) \, ds \\
\leq Ct + \mathbb{E} \int_{\mathbb{R}^D} \int_{\Omega} f_\varepsilon^{\alpha,0}(x, v) \ln f_\varepsilon^{\alpha,0}(x, v) \, d\mu_\varepsilon(v) \, dx + \mathbb{E} \int_{\mathbb{R}^D} \int_{\Omega} \varphi(x) f_\varepsilon^{\alpha,0}(x, v) \, d\mu_\varepsilon(v) \, dx.
\]

Since $|\ln z| = z \ln z - 2z \ln z$ for $1_{0 \leq z \leq 1}$, we have

\[
0 \leq - \int_{0 \leq f \leq 1} f \ln f \, dy = - \int_{0 \leq f \leq e^{-\psi}} f \ln f \, dy - \int_{e^{-\psi} \leq f \leq 1} f \ln f \, dy = \int \varphi f \, dy + \int e^{-\psi/2} \, dy.
\]
Then, we are led to
\[
\mathbb{E} \int_{\mathbb{R}^D} \int_{\mathbb{Y}} f_\varepsilon | \ln f_\varepsilon | \, d\mu_\mathcal{N}(v) \, dx + \frac{1}{2} \int_{0}^{T} D_\varepsilon(s) \, ds + \frac{1}{2} \mathbb{E} \int_{\mathbb{R}^D} \int_{\mathbb{Y}} \varphi f_\varepsilon \, d\mu_\mathcal{N}(v) \, dx \\
= \mathbb{E} \int_{\mathbb{R}^D} \int_{\mathbb{Y}} f_\varepsilon \ln f_\varepsilon \, d\mu_\mathcal{N}(v) \, dx - 2\mathbb{E} \int_{\mathbb{R}^D} \int_{\mathbb{Y}} f_\varepsilon \ln f_\varepsilon \mathbf{1}_{0 \leq f_\varepsilon \leq 1} \, d\mu_\mathcal{N}(v) \, dx \\
+ \frac{1}{2} \int_{0}^{T} D_\varepsilon(s) \, ds + \frac{1}{2} \mathbb{E} \int_{\mathbb{R}^D} \int_{\mathbb{Y}} \varphi f_\varepsilon \, d\mu_\mathcal{N}(v) \, dx \\
\leq \mathbb{E} \int_{\mathbb{R}^D} \int_{\mathbb{Y}} f_\varepsilon \ln f_\varepsilon \, d\mu_\mathcal{N}(v) \, dx + 2\mathbb{E} \int_{\mathbb{R}^D} \int_{\mathbb{Y}} \frac{\varphi}{4} f_\varepsilon \, d\mu_\mathcal{N}(v) \, dx \\
+ 2\mathbb{E} \int_{\mathbb{R}^D} \int_{\mathbb{Y}} e^{-\varphi/8} \, d\mu_\mathcal{N}(v) \, dx + \frac{1}{2} \int_{0}^{T} D_\varepsilon(s) \, ds + \frac{1}{2} \mathbb{E} \int_{\mathbb{R}^D} \int_{\mathbb{Y}} \varphi f_\varepsilon \, d\mu_\mathcal{N}(v) \, dx \\
\leq C(T). \quad \Box
\]

Moreover, we can deduce from above that \( f_\varepsilon \) behaves like its macroscopic part \( \rho_{\varepsilon, \mathcal{N}} \) for small \( \varepsilon \).

**Corollary 3.4.** We set \( g_{\varepsilon, \mathcal{N}} := (f_\varepsilon - \rho_{\varepsilon, \mathcal{N}})/\varepsilon \). Then, we have
\[
\sup_{\varepsilon > 0, \mathcal{N}} \mathbb{E} \int_{0}^{T} \int_{\mathbb{R}^D} \int_{\mathbb{Y}} g_{\varepsilon, \mathcal{N}} \, d\mu_\mathcal{N}(v) \, dx \, dt \leq C(T).
\]

**Proof.** We write
\[
\mathbb{E} \int_{0}^{T} \int_{\mathbb{R}^D} \left| \int_{\mathbb{Y}} g_{\varepsilon, \mathcal{N}} \, d\mu_\mathcal{N}(v) \right|^2 \, dx \, dt = \mathbb{E} \int_{0}^{T} \int_{\mathbb{R}^D} \left( \int_{\mathbb{Y}} \frac{|f_\varepsilon - \rho_{\varepsilon, \mathcal{N}}|}{\varepsilon} \, d\mu_\mathcal{N}(v) \right)^2 \, dx \, dt \\
\leq C \mathbb{E} \int_{0}^{T} \int_{\mathbb{R}^D} \rho_{\varepsilon, \mathcal{N}} \int_{\mathbb{Y}} (f_\varepsilon - \rho_{\varepsilon, \mathcal{N}}) \ln(f_\varepsilon/\rho_{\varepsilon, \mathcal{N}}) \, d\mu_\mathcal{N}(v) \, dx \, dt \\
\leq C \mathbb{E} \int_{0}^{T} \int_{\mathbb{R}^D} \frac{\rho_{\varepsilon, \mathcal{N}}}{\sigma(\rho_{\varepsilon, \mathcal{N}})} \int_{\mathbb{Y}} \sigma(\rho_{\varepsilon, \mathcal{N}})(f_\varepsilon - \rho_{\varepsilon, \mathcal{N}}) \ln(f_\varepsilon/\rho_{\varepsilon, \mathcal{N}}) \, d\mu_\mathcal{N}(v) \, dx \, dt.
\]

Since by the assumption on \( \sigma \) we know that \( z \mapsto z/\sigma(z) \) is bounded on bounded sets and since \( \rho_{\varepsilon, \mathcal{N}} \) is bounded in \( L^\infty(\Omega \times (0, T) \times \mathbb{R}^D) \), we can conclude by using (3-4).

**Diffusive limit.** We can now discuss how to pass to the limit \( \varepsilon \to 0 \).

**Proof of Theorem 3.2.** Applying the Dunford–Pettis theorem (see [Goudon 2011, §7.3.2]) we deduce from **Proposition 3.3** that, possibly at the price of extracting a subsequence,
\[
f_\varepsilon \rightharpoonup f_\mathcal{N} \quad \text{weakly in } L^1(\Omega \times (0, T) \times \mathbb{R}^D). \]

Consequently, we also have
\[
\rho_{\varepsilon, \mathcal{N}} = \int_{\mathbb{Y}} f_\varepsilon \, d\mu_\mathcal{N}(v) \rightharpoonup \rho_\mathcal{N} = \int_{\mathbb{Y}} f_\mathcal{N} \, d\mu_\mathcal{N}(v) \quad \text{weakly in } L^1(\Omega \times (0, T) \times \mathbb{R}^D) \]
and
\[
\mathbb{E}\rho_{\varepsilon, \mathcal{N}} \rightharpoonup \mathbb{E}\rho_\mathcal{N} \quad \text{weakly in } L^1((0, T) \times \mathbb{R}^D). \]
Next, we consider the equations satisfied by the moments of $f_\varepsilon$. To this end, let us set

$$J_{\varepsilon, N}(t, x) := \frac{1}{2N} \sum_{i=1}^{2N} \frac{V_i}{\varepsilon} f_\varepsilon(t, x, V_i), \quad \mathbb{P}_{\varepsilon, N}(t, x) := \frac{1}{2N} \sum_{i=1}^{2N} V_i \otimes V_i f_\varepsilon(t, x, V_i).$$

Integrating (3-2) with respect to the velocity variable $v$ yields

$$\partial_t \rho_{\varepsilon, N} + \text{div}(J_{\varepsilon, N}) = 0. \quad (3-7)$$

Similarly, multiplying (3-2) by $\varepsilon$ and integrating leads to

$$\varepsilon^2 \partial_t J_{\varepsilon, N} + \text{div}(\mathbb{P}_{\varepsilon, N}) = -\sigma(\rho_{\varepsilon, N}) J_{\varepsilon, N}. \quad (3-8)$$

**Lemma 3.5.** The sequence $(J_{\varepsilon, N})_{\varepsilon > 0}$ is bounded in $L^2(\Omega \times (0, T) \times \mathbb{R}^D)$ and we can write $\mathbb{P}_{\varepsilon, N} = A_{\varepsilon, N} \rho_{\varepsilon, N} + \varepsilon \mathbb{K}_{\varepsilon, N}$ with $A_{\varepsilon, N} = \frac{1}{2N} \sum_{j=1}^{2N} V_j \otimes V_j$ and the components of $(\mathbb{K}_{\varepsilon, N})_{\varepsilon > 0}$ are bounded in $L^2(\Omega \times (0, T) \times \mathbb{R}^D)$.

**Proof:** The proof is based on the fact that $f_\varepsilon = \rho_{\varepsilon, N} + \varepsilon g_{\varepsilon, N}$. Since $\sum_{j=1}^{2N} V_j = 0$, it allows us to write

$$J_{\varepsilon, N} = \int v g_{\varepsilon, N} \, d\mu_{\varepsilon, N}(v),$$

and we deduce the bound on $J_{\varepsilon, N}$ from Corollary 3.4 since $\|v\|_{L^\infty(\Omega \times S)} \leq C$. In addition, we have

$$\mathbb{P}_{\varepsilon, N} = \int v \otimes v \, d\mu_{\varepsilon, N}(v) \rho_{\varepsilon, N} + \varepsilon \int v \otimes v g_{\varepsilon, N} \, d\mu_{\varepsilon, N}(v).$$

We set

$$\mathbb{K}_{\varepsilon, N}(t, x) := \int v \otimes v g_{\varepsilon, N}(t, x, v) \, d\mu_{\varepsilon, N}(v).$$

We conclude by using the estimates in Corollary 3.4 again. \hfill \square

Owing to Lemma 3.5, (3-8) can be recast as

$$\varepsilon (\varepsilon \partial_t J_{\varepsilon, N} + \text{div}(\mathbb{K}_{\varepsilon, N})) + A_{\varepsilon, N} \nabla_x \rho_{\varepsilon, N} = -v_{\varepsilon, N},$$

with $v_{\varepsilon, N} := \sigma(\rho_{\varepsilon, N}) J_{\varepsilon, N}$. Passing to the limit, up to subsequences, we are led to

$$\begin{cases} 
\partial_t \rho_{\varepsilon, N} + \text{div}(J_{\varepsilon, N}) = 0, \\
A_{\varepsilon, N} \nabla \rho_{\varepsilon, N} = -v_{\varepsilon, N},
\end{cases} \quad (3-9)$$

where $v_{\varepsilon, N}$ is the weak limit as $\varepsilon \to 0$ of $v_{\varepsilon, N}$, which is a bounded sequence in $L^2(\Omega \times (0, T) \times \mathbb{R}^D)$. It remains to establish a relation between $v_{\varepsilon, N}$, $\rho_{\varepsilon, N}$ and $J_{\varepsilon, N}$, or more precisely the expectation of these quantities. To this end, we are going to use the strong compactness of $\mathbb{E} \rho_{\varepsilon, N}$ by using the averaging lemma. Indeed, we know that $\mathbb{E} \rho_{\varepsilon, N}$ belongs to a bounded set in $L^2(0, T; H^{1/2}(\mathbb{R}^D))$; the proof follows exactly the same argument as for Theorem 2.3, taking the Fourier transform with respect to both the time and space variables $t, x$. However, because of the $\varepsilon$ in front of the time derivative, we cannot expect a gain of regularity with respect to the time variable. Then, we need to combine this estimate with another argument as follows:
(i) By using the Weil–Kolmogorov–Fréchet theorem, see [Goudon 2011, Théorème 7.56], we deduce from the averaging lemma that
\[
\lim_{|\epsilon| \to 0} \left( \sup_{\epsilon} \int_0^T \int_{\mathbb{R}^D} \left| \mathbb{E} \rho_{\epsilon, \mathcal{N}}(t, x + h) - \mathbb{E} \rho_{\epsilon, \mathcal{N}}(t, x) \right|^2 \, dx \, dt \right) = 0.
\]

(ii) Going back to (3-7), Lemma 3.5 tells us that \( \partial_t \mathbb{E} \rho_{\epsilon, \mathcal{N}} = - \text{div}(\mathbb{E} J_{\epsilon, \mathcal{N}}) \) is bounded, uniformly with respect to \( \epsilon \), in \( L^2(0, T; H^{-1}(\mathbb{R}^D)) \).

Then, this is enough to deduce that \( \mathbb{E} \rho_{\epsilon, \mathcal{N}} \) strongly converges to \( \mathbb{E} \rho_\mathcal{N} \) in \( L^2((0, T) \times \mathbb{R}^D) \) (see, e.g., [Alonso et al. 2017, Appendix B] for a detailed proof).

Then, we rewrite
\[
\mathbb{E} J_{\epsilon, \mathcal{N}} = \mathbb{E} \left( \frac{\nu_{\epsilon, \mathcal{N}}}{\sigma(\rho_{\epsilon, \mathcal{N}})} \right) = \frac{\mathbb{E} \nu_{\epsilon, \mathcal{N}}}{\sigma(\mathbb{E} \rho_{\epsilon, \mathcal{N}})} + \mathbb{E} r_{\epsilon, \mathcal{N}}, \quad r_{\epsilon, \mathcal{N}} = \left[ \frac{\nu_{\epsilon, \mathcal{N}}}{\sigma(\rho_{\epsilon, \mathcal{N}})} - \frac{1}{\sigma(\mathbb{E} \rho_{\epsilon, \mathcal{N}})} \right] \quad \text{(3-10)}
\]

From the previous discussion, extracting further subsequences if necessary, we know that \( \mathbb{E} \nu_{\epsilon, \mathcal{N}} \) converges weakly to \( \mathbb{E} \nu_\mathcal{N} \) in \( L^2((0, T) \times \mathbb{R}^D) \), while \( \mathbb{E} \rho_{\epsilon, \mathcal{N}} \) converges strongly in \( L^2((0, T) \times \mathbb{R}^D) \) and a.e. to \( \mathbb{E} \rho_\mathcal{N} \).

Since \( \sigma \) is continuous and bounded from below, \( 1/\sigma(\mathbb{E} \rho_{\epsilon, \mathcal{N}}) \) converges to \( 1/\sigma(\mathbb{E} \rho_\mathcal{N}) \) a.e. too, and it is bounded in \( L^\infty((0, T) \times \mathbb{R}^D) \). We deduce that
\[
\frac{\mathbb{E} \nu_{\epsilon, \mathcal{N}}}{\sigma(\mathbb{E} \rho_{\epsilon, \mathcal{N}})} \rightharpoonup \frac{\mathbb{E} \nu_\mathcal{N}}{\sigma(\mathbb{E} \rho_\mathcal{N})} \quad \text{weakly in} \quad L^2((0, T) \times \mathbb{R}^D).
\]

We are left with the task of proving that the last term in the right hand side of (3-10) tends to 0 as \( \mathcal{N} \to \infty \), uniformly with respect to \( \epsilon \). The Cauchy–Schwarz inequality yields
\[
|\mathbb{E} r_{\epsilon, \mathcal{N}}| \leq (\mathbb{E} [(\nu_{\epsilon, \mathcal{N}})^2])^{1/2} \left( \mathbb{E} \left[ \left( \frac{1}{\sigma(\rho_{\epsilon, \mathcal{N}})} - \frac{1}{\sigma(\mathbb{E} \rho_{\epsilon, \mathcal{N}})} \right)^2 \right] \right)^{1/2}
\leq (\mathbb{E} [(\nu_{\epsilon, \mathcal{N}})^2])^{1/2} \left( \mathbb{E} \left[ \left( \int_{\mathbb{E} \rho_{\epsilon, \mathcal{N}}} \frac{d}{dz} \left[ \frac{1}{\sigma(z)} \right] \, dz \right)^2 \right] \right)^{1/2}
\leq (\mathbb{E} [(\nu_{\epsilon, \mathcal{N}})^2])^{1/2} (\mathbb{E} [(\rho_{\epsilon, \mathcal{N}} - \mathbb{E} \rho_{\epsilon, \mathcal{N}})^2])^{1/2}
\leq (\mathbb{E} [(\nu_{\epsilon, \mathcal{N}})^2])^{1/2} \left( \mathbb{E} \left[ \left( \frac{1}{2 \mathcal{N}} \sum_{i=1}^{2 \mathcal{N}} f_\epsilon(V_i) - \mathbb{E} \rho_{\epsilon, \mathcal{N}} \right)^2 \right] \right)^{1/2}. \quad (3-11)
\]

We remind the reader that the \( 2 \mathcal{N} \) velocities are constructed by symmetry from \( V_1, \ldots, V_\mathcal{N} \), which are i.i.d. velocities in \([-0.5, 0.5]^D \), and we write
\[
\mathbb{E} \left[ \left( \frac{1}{4 \mathcal{N}^2} \sum_{i,j=1}^{\mathcal{N}} \left( f_\epsilon(V_i) + f_\epsilon(-V_i) - 2 \mathbb{E} \rho_{\epsilon, \mathcal{N}} \right) \left( f_\epsilon(V_j) + f_\epsilon(-V_j) - 2 \mathbb{E} \rho_{\epsilon, \mathcal{N}} \right) \right) \right] \quad \text{(3-12)}
\]
When \( i \neq j \), we know \( V_i \) and \( V_j \) are independent, which implies
\[
\mathbb{E} \left[ (f_\varepsilon(V_i) + f_\varepsilon(-V_i) - 2\mathbb{E}\rho_{\varepsilon,N})(f_\varepsilon(V_j) + f_\varepsilon(-V_j) - 2\mathbb{E}\rho_{\varepsilon,N}) \right] = \mathbb{E} \left[ f_\varepsilon(V_i) + f_\varepsilon(-V_i) - 2\mathbb{E}\rho_{\varepsilon,N} \right] \mathbb{E} \left[ f_\varepsilon(V_j) + f_\varepsilon(-V_j) - 2\mathbb{E}\rho_{\varepsilon,N} \right].
\]
Now, we use the fact that the \( V_i \) are identically distributed so that
\[
2\mathbb{E}\rho_{\varepsilon,N} = 2\mathbb{E} \left( \frac{1}{2\mathcal{N}} \sum_{k=1}^{\mathcal{N}} f_\varepsilon(V_k) \right) = \mathbb{E} \left( \frac{1}{\mathcal{N}} \sum_{k=1}^{\mathcal{N}} (f_\varepsilon(V_k) + f_\varepsilon(-V_k)) \right)
= \frac{1}{\mathcal{N}} \sum_{k=1}^{\mathcal{N}} (\mathbb{E} f_\varepsilon(V_k) + \mathbb{E} f_\varepsilon(-V_k)) = \mathbb{E} f_\varepsilon(V_j) + \mathbb{E} f_\varepsilon(-V_j)
\]
for any \( j \in \{1, \ldots, \mathcal{N}\} \). It follows that
\[
\mathbb{E} \left[ f_\varepsilon(V_i) + f_\varepsilon(-V_i) - 2\mathbb{E}\rho_{\varepsilon,N}(f_\varepsilon(V_j) + f_\varepsilon(-V_j) - 2\mathbb{E}\rho_{\varepsilon,N}) \right] = 0 \quad \text{when } i \neq j.
\]
Going back to (3-12), we obtain
\[
\mathbb{E} \left[ \frac{1}{2\mathcal{N}} \sum_{i=1}^{\mathcal{N}} f_\varepsilon(V_i) - \mathbb{E}\rho_{\varepsilon,N} \right]^2 \leq \mathbb{E} \left[ \frac{1}{4\mathcal{N}} \sum_{i=1}^{\mathcal{N}} (f_\varepsilon(V_i) + f_\varepsilon(-V_i) - 2\mathbb{E}\rho_{\varepsilon,N})^2 \right].
\]
Since \( f_\varepsilon \) and \( \rho_{\varepsilon,N} \) are uniformly bounded, we conclude that the estimate
\[
\mathbb{E} \left[ \frac{1}{2\mathcal{N}} \sum_{i=1}^{\mathcal{N}} f_\varepsilon(V_i) - \mathbb{E}\rho_{\varepsilon,N} \right]^2 \leq \frac{C}{\mathcal{N}}
\]
holds. Inserting this information in (3-11), we arrive at
\[
\int_0^T \int_{\mathbb{R}^D} \left| \mathbb{E} \nabla \varepsilon \right|^2 \, dx \, dt \leq \frac{C}{\mathcal{N}} \mathbb{E} \int_0^T \int_{\mathbb{R}^D} \varepsilon^2 \rho_{\varepsilon,N} \, dx \, dt,
\]
which is thus of order \( O(1/\mathcal{N}) \), uniformly with respect to \( \varepsilon \).

Therefore, we can let \( \varepsilon \) run to 0 in (3-10) and, for a suitable subsequence, we are led to
\[
\mathbb{E} J_{\varepsilon,N} \rightharpoonup \mathbb{E} J_N = \frac{\mathbb{E} \nabla \nu}{\sigma(\mathbb{E} \rho_N)} + r_N \quad \text{weakly in } L^2((0, T) \times \mathbb{R}^D) \text{ with } \|r_N\|_{L^2((0, T) \times \mathbb{R}^D)} \leq \frac{C}{\sqrt{\mathcal{N}}}.
\]
Finally, we take the expectation in (3-9) and we get
\[
\mathbb{E} (A_\nu \nabla x \rho_N) = -\mathbb{E} \nu_N = -\sigma(\mathbb{E} \rho_N) \mathbb{E} J_N + \sigma(\mathbb{E} \rho_N) r_N.
\]
Note that the last term is still of order \( O(1/\sqrt{\mathcal{N}}) \) in the \( L^2((0, T) \times \mathbb{R}^D) \) norm. By reasoning similar to that above, we check that, for any \( i, j \in \{1, \ldots, D\} \),
\[
\sqrt{\mathbb{E} \left[ (A_\nu)_{ij} - \mathbb{E} [A_\nu]_{ij} \right]^2} = O \left( \frac{1}{\sqrt{\mathcal{N}}} \right)
\]
(this is the standard result about Monte Carlo integration). It implies that we can find a constant $C > 0$, which only depends on the dimension $D$, such that for any $\xi \in \mathbb{R}^D$, 
\[
E[|A_N \xi - E[A_N \xi]|^2] \leq \frac{C|\xi|^2}{N}.
\]
Then we get 
\[
E(A_N \nabla_x \rho_N) = E A_N \nabla_x E \rho_N + s_N, \quad s_N = E [(A_N - E A_N) \nabla_x \rho_N].
\]
The remainder term should be analyzed in a weak sense, due to a lack of a priori regularity of $\nabla_x \rho_N$ (we only know that the product $A_N \nabla_x \rho_N$ lies in $L^2$, but the invertibility of $A_N$ is not guaranteed). We have, for any $\varphi \in C_\infty(0, T) \times \mathbb{R}^D$, 
\[
|\langle E s_N | \varphi \rangle | \leq \left( \int_0^T \int_{\mathbb{R}^D} \rho_N^2 \varphi^2 \, dx \, dt \right)^{1/2} \left( \int_0^T \int_{\mathbb{R}^D} |\nabla_x \varphi|^2 \, dx \, dt \right)^{1/2} \frac{C}{\sqrt{N}}.
\]
Owing to the estimates (3-3) in Proposition 3.3, it means that $s_N$ is therefore of order $O(1/\sqrt{N})$ in the $L^2(0, T; H^{-1}(\mathbb{R}^D))$-norm.

\[\square\]

**Remark 3.6.** The random matrix $A_N$ might be singular. However $E A_N$ is invertible. Indeed for any $\xi \neq 0$, we have 
\[
E A_N \xi : \xi = \frac{1}{2N} \sum_{j=1}^{2N} E[|V_j : \xi|^2] \geq 0.
\]
This quantity is actually positive since $\mathbb{P}(v : \xi = 0) = 0$ for the continuous laws we are dealing with.

### 4. Comments and perspectives

The Monte Carlo procedure is widely used to numerically evaluate multidimensional integrals, precisely because, evaluating the numerical effort by the number $\mathcal{N}$ of quadrature points, it provides a result with an accuracy of order $O(1/\sqrt{\mathcal{N}})$, independently of the space dimension, in contrast to the deterministic quadrature methods where the error is $O(N^{-k/D})$, $k$ being the order of the method; see [Caflisch 1998; Lapeyre et al. 1998, Chapitre 1]. Application of such stochastic quadrature approaches to the numerical treatment of kinetic models for neutron transport dates back to the Manhattan project [Metropolis and Ulam 1949]. For applications to radiative transfer computations we refer the reader, e.g., to [Campbell 1967] and for a more recent overview to [Whitney 2011]. After the pioneering works by K. Nanbu [1980] and G. A. Bird [1970], Monte Carlo techniques are at the basis of the simulation of the Boltzmann equation for rarefied gases. (By the way, note that the construction of a suitable deterministic quadrature formula for approximating the Boltzmann operator can be a bit tricky, with unexpected connections to subtle number theory arguments [Michel and Schneider 2000].) Very comprehensive introductions can be found in [Graham and Méléard 1999; Pareschi 2005; Pareschi and Russo 1999] and in the textbook [Lapeyre et al. 1998]. The method can naturally be presented as a particulate method; roughly speaking,
it works according to a splitting approach [Lapeyre et al. 1998, Chapter 3]: first, particles (which, here, are “test” particles intended to actually represent a set of real particles) are displaced according to free transport over the time step $\Delta t$, and, second, the effects of the interaction between particles during the time step are evaluated by using a random sampling. Convergence of the method for the Boltzmann equation as the number of particles tends to $\infty$ is analyzed in [Graham and Méleard 1997; Pulvirenti et al. 1994; Wagner 1992; 2004]. However, the performance of Monte Carlo algorithms is known to degrade in near-continuum regimes, where the number of collision events per time unit increases; see [Caflisch 1998, §7; Lapeyre et al. 1998, §3.7.1 and §4.5]. This observation has motivated the development of hybrid methods [Dimarco and Pareschi 2008; Pareschi 2005].

As pointed out in the Introduction, the average lemma plays a central role in the analysis of nonlinear kinetic models and their hydrodynamic limits, with fundamental obstructions in extending to discrete velocity models. We expect that the stochastic average lemma established here might help in analyzing stochastic algorithms for kinetic models. Our first attempt remains at the level of space-time continuous models for the simplest radiative transfer equation: it is just a consistency result with the diffusion approximation. It is remarkable that the consistency error preserves the typical feature of the Monte Carlo error estimate in $O(1/\sqrt{N})$, independently of the space dimension. A next step, likely inspired by the “time-discretized” version of the averaging lemma in [Bouchut and Desvillettes 1999; Horsin et al. 2003], would be to consider time-discretized models, where the random velocity grid is reconstructed at each time step.
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PERRON’S METHOD FOR
NONLOCAL FULLY NONLINEAR EQUATIONS

CHENCHEN MOU

This paper is concerned with the existence of viscosity solutions of nonlocal fully nonlinear equations that are not translation-invariant. We construct a discontinuous viscosity solution of such a nonlocal equation by Perron’s method. If the equation is uniformly elliptic, we prove the discontinuous viscosity solution is Hölder continuous and thus it is a viscosity solution.

1. Introduction

We investigate the existence of a viscosity solution of
\[
\begin{aligned}
I(x, u(x), u(\cdot)) &= 0 \quad \text{in } \Omega, \\
u &= g \quad \text{in } \Omega^c,
\end{aligned}
\]
where \( \Omega \) is a bounded domain in \( \mathbb{R}^n \), \( I \) is a nonlocal operator that is not translation-invariant and \( g \) is a bounded continuous function in \( \mathbb{R}^n \).

An important example of (1-1) is the Dirichlet problem for nonlocal Bellman–Isaacs equations, i.e.,
\[
\begin{aligned}
\sup_{a \in A} \inf_{b \in B} \{-I_{ab}[x, u] + b_{ab}(x) \cdot \nabla u(x) + c_{ab}(x)u(x) + f_{ab}(x)\} &= 0 \quad \text{in } \Omega, \\
u &= g \quad \text{in } \Omega^c,
\end{aligned}
\]
where \( A, B \) are two index sets, \( b_{ab} : \mathbb{R}^n \to \mathbb{R}^n \), \( c_{ab} : \mathbb{R}^n \to \mathbb{R}^+ \), \( f_{ab} : \mathbb{R}^n \to \mathbb{R} \) are uniformly continuous functions and \( I_{ab} \) is a Lévy operator. If the Lévy measures are symmetric and absolutely continuous with respect to the Lebesgue measure, then they can be represented as
\[
I_{ab}[x, u] := \int_{\mathbb{R}^n} [u(x + z) - u(x)] K_{ab}(x, z) \, dz,
\]
where \( \{K_{ab}(x, \cdot) : x \in \Omega, a \in A, b \in B\} \) are kernels of Lévy measures satisfying
\[
\int_{\mathbb{R}^n} \min\{|z|^2, 1\} K_{ab}(x, z) \, dz < +\infty \quad \text{for all } x \in \Omega.
\]
In fact, we will not assume our Lévy measures to be symmetric in the following sections.

Existence of viscosity solutions has been well established for the Dirichlet problem for integro-differential equations by Perron’s method when the equations satisfy the comparison principle. G. Barles and C. Imbert [Barles and Imbert 2008] studied the comparison principle for degenerate second-order
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integro-differential equations assuming the nonlocal operators are of Lévy–Itô type and the equations satisfy the coercive assumption. Then G. Barles, E. Chasseigne and C. Imbert [Barles et al. 2008] obtained the existence of viscosity solutions for such integro-differential equations by Perron’s method. L. A. Caffarelli and L. Silvestre [2009, Section 5] proved the comparison principle for uniformly elliptic translation-invariant integro-differential equations where the nonlocal operators are of Lévy type. Then existence of viscosity solutions follows, if suitable barriers can be constructed, by Perron’s method. Later H. Chang-Lara and G. Davila [2014a, Section 3; 2016b] extended the comparison and existence results of [Caffarelli and Silvestre 2009] to parabolic equations. The existence for (1-1) when \( I \) is a nonlocal operator that is not translation-invariant is much more difficult to tackle since we do not have a good comparison principle; see [Mou and Święch 2015], where the authors proved comparison assuming that either a viscosity subsolution or a supersolution is more regular. To our knowledge, the only available results for the existence of solutions for equations that are not translation-invariant are the following. D. Kriventsov [2013, Section 5] studied the existence of viscosity solutions of some uniformly elliptic nonlocal equations. J. Serra [2015b, Section 4] proved the existence of viscosity solutions of uniformly elliptic nonlocal Bellman equations. H. Chang-Lara and D. Kriventsov [2017, Section 5] extended existence results in [Kriventsov 2013] to a class of uniformly parabolic nonlocal equations. In all these proofs, the authors used fixed-point arguments. O. Alvarez and A. Tourin [1996] obtained the existence of viscosity solutions of degenerate parabolic nonlocal equations by Perron’s method with a restrictive assumption that the Lévy measures are bounded. The boundedness of Lévy measures allowed them to obtain the comparison principle. The reader can consult [Crandall et al. 1992; Ishii 1987; 1989; Koike 2005] for Perron’s method for viscosity solutions of fully nonlinear partial differential equations.

The probability literature on the existence of viscosity solutions of nonlocal Bellman–Isaacs equations is enormous. It is well known that Bellman–Isaacs equations arise when people study differential games, where the equations carry information about the value and strategies of the games. Probabilists represent viscosity solutions of nonlocal Bellman–Isaacs equations as value functions of certain stochastic differential games with jump diffusion via the dynamic programming principle. However, mostly in the probability literature, the nonlocal terms of nonlocal Bellman–Isaacs equations are of Lévy–Itô type and \( \Omega \) is the whole space \( \mathbb{R}^n \). We refer the reader to [Barles et al. 1997; Biswas 2012; Biswas et al. 2010; Buckdahn et al. 2011; Ishikawa 2004; Kharrouri and Pham 2015; Koike and Święch 2013; Øksendal and Sulem 2007; Pham 1998; Soner 1986; 1988; Święch and Zabczyk 2016] for stochastic representation formulas for viscosity solutions of nonlocal Bellman–Isaacs equations.

In Section 3, we adapt to the nonlocal case the approach from [Ishii 1987; 1989; Koike 2005] for obtaining existence of a discontinuous viscosity solution \( u \) of (1-1) without using the comparison principle. For applying Perron’s method, we need to assume that there exist a continuous viscosity subsolution and a continuous supersolution of (1-1) and both satisfy the boundary condition. Since (1-1) involves the nonlocal term, the proof of the existence is more delicate than the PDE case.

In Section 4, we obtain a Hölder estimate for the discontinuous viscosity solution of (1-1) constructed by Perron’s method assuming the equation is uniformly elliptic. In most of the literature, the nonlocal operator \( I \) is assumed to be uniformly elliptic with respect to a class of linear nonlocal operators of form...
(1-3) with kernels $K$ satisfying

$$(2 - \sigma) \frac{\lambda}{|z|^{n+\sigma}} \leq K(x, z) \leq (2 - \sigma) \frac{\Lambda}{|z|^{n+\sigma}},$$

where $0 < \lambda \leq \Lambda$. Various regularity results were obtained in recent years under the above uniform ellipticity, such as [Caffarelli and Silvestre 2009; 2011a; 2011b; Chang-Lara and Dávila 2014a; 2014b; 2016a; 2016b; Chang-Lara and Kriventsov 2017; Dong and Kim 2013; Jin and Xiong 2015; 2016; Kriventsov 2013; Serra 2015a; 2015b; Silvestre 2006; 2011; Dong and Zhang 2016] for both elliptic and parabolic integro-differential equations. In this paper, we follow [Schwab and Silvestre 2016] to assume a much weaker uniform ellipticity. Roughly speaking, we let $I$ be uniformly elliptic with respect to a larger class of linear nonlocal operators where the kernels $K$ satisfy the right-hand side of (1-5) in an integral sense and the left-hand side of that in a symmetric subset of each annulus domain with positive measure. The main tool we use is the weak Harnack inequality obtained in [Schwab and Silvestre 2016]. With the weak Harnack inequality, we are able to prove the oscillation between the upper- and lower-semicontinuous envelopes of the discontinuous viscosity solution $u$ in the ball $B_r$ is of order $r^\alpha$ for some $\alpha > 0$ and any small $r > 0$. This proves that $u$ is Hölder continuous and thus it is a viscosity solution of (1-1). Recently, L. Silvestre [2016] applied the regularity for nonlocal equations under this weak ellipticity to obtain the regularity for the homogeneous Boltzmann equation without cut-off. We also want to mention that M. Kassmann, M. Rang and R. Schwab [Kassmann et al. 2014] studied Hölder regularity for a class of integro-differential operators with kernels which are positive along some given rays or cone-like sets.

To complete the existence results, we construct continuous sub/supersolutions in both uniformly elliptic and degenerate cases in Section 5. In the uniformly elliptic case, we follow the idea of [Ros-Oton and Serra 2016] to construct appropriate barrier functions. We then use them to construct a subsolution and a supersolution which satisfy the boundary condition. The weak uniform ellipticity and the lower-order terms of $I$ make the proofs more involved. With all these ingredients in hand, we can conclude one of the main results in this manuscript, that (1-1) admits a viscosity solution if $I$ is uniformly elliptic; see Theorem 5.6 in Section 5A. This main result generalizes nearly all the previous existence results for uniformly elliptic integro-differential equations. In the degenerate case, it is natural to construct a sub/supersolution only for (1-2) since we have little information about the nonlocal operator $I$. Moreover, we need to assume the nonlocal Bellman–Isaacs equation in (1-2) satisfies the coercive assumption, i.e., $c_{ab} \geq \gamma$ for some $\gamma > 0$. The coercive assumption is often made to study uniqueness, existence and regularity of viscosity solutions of degenerate elliptic PDEs and integro-PDEs; see [Barles et al. 2008; Barles and Imbert 2008; Crandall et al. 1992; Ishii 1987; 1989; Ishii and Lions 1990; Jakobsen and Karlsen 2006; Mou 2016; Mou and Święch 2015]. In Section 5B, we obtain a subsolution and a supersolution which satisfy the boundary condition in the degenerate case. The difficulty here lies in giving a degenerate assumption on the kernels which allows us to construct barrier functions. Roughly speaking, we only need to assume that the kernels $K_{ab}(x, \cdot)$ are nondegenerate in the outer-pointing normal direction of the boundary for the points $x$ which are sufficiently close to the boundary. That means we allow our kernels $K_{ab}$ to be degenerate in the whole domain. Then we can conclude the second main result, the existence of a discontinuous
viscosity solution of (1-2), given in Theorem 5.13. If the comparison principle holds for (1-2), we obtain that the discontinuous viscosity solution is a viscosity solution. Finally, we notice that our method could be adapted to the nonlocal parabolic equations for obtaining the corresponding existence results.

2. Notation and definitions

We write \( B_{\delta} \) for the open ball centered at the origin with radius \( \delta > 0 \) and \( B_{\delta}(x) := B_{\delta} + x \). We set \( \Omega_{\delta} := \{ x \in \Omega : \text{dist}(x, \partial \Omega) > \delta \} \) for \( \delta > 0 \). For each nonnegative integer \( r \) and \( 0 < \alpha \leq 1 \), we denote by \( C^{r,\alpha}(\Omega) (C^{r,\alpha}(\overline{\Omega})) \) the subspace of \( C^{r,0}(\Omega) (C^{r,0}(\overline{\Omega})) \) consisting of functions whose \( r \)-th partial derivatives are locally (uniformly) \( \alpha \)-Hölder continuous in \( \Omega \). For any \( u \in C^{r,\alpha}(\overline{\Omega}) \), where \( r \) is a nonnegative integer and \( 0 \leq \alpha \leq 1 \), define

\[
[u]_{r,\alpha;\Omega} := \begin{cases} 
\sup_{x \in \Omega, |j|=r} |\partial^j u(x)| & \text{if } \alpha = 0, \\
\sup_{x, y \in \Omega, x \neq y, |j|=r} |\partial^j u(x) - \partial^j u(y)|/|x - y|^\alpha & \text{if } \alpha > 0,
\end{cases}
\]

and

\[
\|u\|_{C^{r,\alpha}(\overline{\Omega})} := \begin{cases} 
\sum_{j=0}^{r} [u]_{j,0;\Omega} & \text{if } \alpha = 0, \\
\|u\|_{C^{r,0}(\overline{\Omega})} + [u]_{r,\alpha;\Omega} & \text{if } \alpha > 0.
\end{cases}
\]

For simplicity, we use the notation \( C^\beta(\Omega) (C^\beta(\overline{\Omega})) \), where \( \beta > 0 \), to denote the space \( C^{r,\alpha}(\Omega) (C^{r,\alpha}(\overline{\Omega})) \), where \( r \) is the largest integer smaller than \( \beta \) and \( \alpha = \beta - r \). The set \( C^\beta_b(\Omega) \) consist of functions from \( C^\beta(\Omega) \) which are bounded. We write USC(\( \mathbb{R}^n \)) for the space of upper-semicontinuous functions in \( \mathbb{R}^n \) and LSC(\( \mathbb{R}^n \)) for the space of lower-semicontinuous functions in \( \mathbb{R}^n \).

We will give a definition of viscosity solutions of (1-1). We first state the general assumptions on the nonlocal operator \( I \) in (1-1). For any \( \delta > 0 \), \( r, s \in \mathbb{R} \), \( x, x_k \in \Omega \), \( \varphi, \varphi_k, \psi \in C^2(\overline{B_{\delta}(x)} \cap L^\infty(\mathbb{R}^n)) \), we assume:

(A0) The function \( (x, r) \to I(x, r, \varphi(\cdot)) \) is continuous in \( B_{\delta}(x) \times \mathbb{R} \).

(A1) If \( x_k \to x \) in \( \Omega \), \( \varphi_k \to \varphi \) a.e. in \( \mathbb{R}^n \), \( \varphi_k \to \varphi \) in \( C^2(\overline{B_{\delta}(x)}) \) and \( \{\varphi_k\}_k \) is uniformly bounded in \( \mathbb{R}^n \), then

\[
I(x_k, r, \varphi_k(\cdot)) \to I(x, r, \varphi(\cdot)).
\]

(A2) If \( r \leq s \), then \( I(x, r, \varphi(\cdot)) \leq I(x, s, \varphi(\cdot)) \).

(A3) For any constant \( C \), we have \( I(x, r, \varphi(\cdot) + C) = I(x, r, \varphi(\cdot)). \)

(A4) If \( \varphi \) touches \( \psi \) from above at \( x \), then \( I(x, r, \varphi(\cdot)) \leq I(x, r, \psi(\cdot)) \).

Remark 2.1. If \( I \) is uniformly elliptic and satisfies (A0), (A2), then (A0)–(A4) hold for \( I \). See Lemma 4.2.

Remark 2.2. The nonlocal operator \( I \) in [Schwab and Silvestre 2016] has only two components, i.e., \( (x, \varphi) \to I(x, \varphi(\cdot)) \). Here we let our nonlocal operator \( I \) have three components and assume (A2)–(A3) hold. This is because we want to let \( I \) include the left-hand side of the nonlocal Bellman–Isaacs equation in (1-2) and, moreover, we want to describe the two properties

\[
-I_{ab}[x, \varphi + C] + b_{ab}(x) \cdot \nabla(\varphi + C)(x) = -I_{ab}[x, \varphi] + b_{ab}(x) \cdot \nabla \varphi(x),
\]

\[
c_{ab}(x)r \leq c_{ab}(x)s \text{ if } r \leq s
\]

in abstract forms.
Remark 2.3. The left-hand side of the nonlocal Bellman–Isaacs equation in (1-2) satisfies (A0)–(A4) if (1-4) holds and its coefficients $K_{ab}$, $b_{ab}$, $c_{ab}$ and $f_{ab}$ are uniformly continuous with respect to $x$ in $\Omega$, uniformly in $a \in A$, $b \in B$. See [Guillen and Schwab 2016] for when the nonlocal operator $I$ has a min-max structure.

Throughout the paper, we always assume the nonlocal operator $I$ satisfies (A0)–(A4).

Definition 2.4. A bounded function $u \in \text{USC}(\mathbb{R}^n)$ is a viscosity subsolution of $I = 0$ in $\Omega$ if whenever $u - \varphi$ has a maximum over $\mathbb{R}^n$ at $x \in \Omega$ for $\varphi \in C^2_b(\mathbb{R}^n)$, then
$$I(x, u(x), \varphi(\cdot)) \leq 0.$$ A bounded function $u \in \text{LSC}(\mathbb{R}^n)$ is a viscosity supersolution of $I = 0$ in $\Omega$ if whenever $u - \varphi$ has a minimum over $\mathbb{R}^n$ at $x \in \Omega$ for $\varphi \in C^2_b(\mathbb{R}^n)$, then
$$I(x, u(x), \varphi(\cdot)) \geq 0.$$ A bounded function $u$ is a viscosity solution of $I = 0$ in $\Omega$ if it is both a viscosity subsolution and viscosity supersolution of $I = 0$ in $\Omega$.

Remark 2.5. In Definition 2.4, all the maximums and minimums can be replaced by strict ones.

Definition 2.6. A bounded function $u$ is a viscosity subsolution of (1-1) if $u$ is a viscosity subsolution of $I = 0$ in $\Omega$ and $u \leq g$ in $\Omega^c$. A bounded function $u$ is a viscosity supersolution of (1-1) if $u$ is a viscosity supersolution of $I = 0$ in $\Omega$ and $u \geq g$ in $\Omega^c$. A bounded function $u$ is a viscosity solution of (1-1) if $u$ is a viscosity subsolution and supersolution of (1-1).

We will use the following notations: if $u$ is a function on $\Omega$, then, for any $x \in \Omega$,
$$u^*(x) = \lim_{r \to 0} \sup \{u(y) : y \in \Omega \text{ and } |y - x| \leq r\},$$ $$u_*^*(x) = \lim_{r \to 0} \inf \{u(y) : y \in \Omega \text{ and } |y - x| \leq r\}.$$ One calls $u^*$ the upper-semicontinuous envelope of $u$ and $u_*$ the lower semicontinuous envelope of $u$.

We then give a definition of discontinuous viscosity solutions of (1-1).

Definition 2.7. A bounded function $u$ is a discontinuous viscosity subsolution of (1-1) if $u^*$ is a viscosity subsolution of (1-1). A bounded function $u$ is a discontinuous viscosity supersolution of (1-1) if $u_*$ is a viscosity supersolution of (1-1). A function $u$ is a discontinuous viscosity solution of (1-1) if it is both a discontinuous viscosity subsolution and a discontinuous viscosity supersolution of (1-1).

Remark 2.8. If $u$ is a discontinuous viscosity solution of (1-1) and $u$ is continuous in $\mathbb{R}^n$, then $u$ is a viscosity solution of (1-1).

3. Perron’s method

In this section, we obtain the existence of a discontinuous viscosity solution of (1-1) by Perron’s method. We remind you that $I$ satisfies (A0)–(A4).
Lemma 3.1. Let $\mathcal{F}$ be a family of viscosity subsolutions of $I = 0$ in $\Omega$. Let $w(x) = \sup \{u(x) : u \in \mathcal{F}\}$ in $\mathbb{R}^n$ and assume that $w^*(x) < \infty$ for all $x \in \mathbb{R}^n$. Then $w$ is a discontinuous viscosity subsolution of $I = 0$ in $\Omega$.

Proof. Suppose that $\varphi$ is a $C^2_b(\mathbb{R}^n)$ function such that $w^* - \varphi$ has a strict maximum (equal to 0) at $x_0 \in \Omega$ over $\mathbb{R}^n$. We can construct a uniformly bounded sequence of $C^2(\mathbb{R}^n)$ functions $\{\varphi_m\}_m$ such that $\varphi_m = \varphi$ in $B_1(x_0)$, $\varphi \leq \varphi_m$ in $\mathbb{R}^n$, $\sup_{x \in B_2(x_0)} w^*(x) - \varphi_m(x) \leq -\frac{1}{m}$ and $\varphi_m \to \varphi$ pointwise. Thus, for any positive integer $m$, we know $w^* - \varphi_m$ has a strict maximum (equal to 0) at $x_0$ over $\mathbb{R}^n$. Therefore, $\sup_{x \in B_1(x_0)} \{w^*(x) - \varphi_m(x)\} = \epsilon_m < 0$. By the definition of $w^*$, we have, for any $u \in \mathcal{F}$, $\sup_{x \in B_1(x_0)} \{u(x) - \varphi_m(x)\} \leq \epsilon_m < 0$. Again, by the definition of $w^*$, we have, for any $\epsilon_m < \epsilon < 0$, there exist $u_\epsilon \in \mathcal{F}$ and $\tilde{x}_\epsilon \in B_1(x_0)$ such that $u_\epsilon(\tilde{x}_\epsilon) - \varphi(\tilde{x}_\epsilon) > \epsilon$. Since $u_\epsilon \in \text{USC}(\mathbb{R}^n)$ and $\varphi_m \in C^2_b(\mathbb{R}^n)$, there exists $x_\epsilon \in B_1(x_0)$ such that $u_\epsilon(x_\epsilon) - \varphi_m(x_\epsilon) = \sup_{x \in \mathbb{R}^n} \{u_\epsilon(x) - \varphi(x)\} \geq u_\epsilon(\tilde{x}_\epsilon) - \varphi_m(\tilde{x}_\epsilon) > \epsilon$. Since $w^* - \varphi_m$ attains a strict maximum (equal to 0) at $x_0$ over $\mathbb{R}^n$ and $u \leq w^*$ for any $u \in \mathcal{F}$, we have $u_\epsilon(x_\epsilon) \to w^*(x_0)$ and $x_\epsilon \to x_0$ as $\epsilon \to 0^-$. Since $u_\epsilon$ is a viscosity subsolution of $I = 0$ in $\Omega$, we have

$$I(x_\epsilon, u_\epsilon(x_\epsilon), \varphi_m(\cdot)) \leq 0.$$ (3-1)

Since $x_\epsilon \to x_0$, $u_\epsilon(x_\epsilon) \to w^*(x_0)$ as $\epsilon \to 0^-$, $\varphi_m = \varphi$ in $B_1(x_0)$, $\varphi_m \to \varphi$ pointwise, $\{\varphi_m\}_m$ is uniformly bounded, $\varphi \in C^2_b(\mathbb{R}^n)$, (A0) and (A1) hold, we have, letting $\epsilon \to 0^-$ and $m \to +\infty$ in (3-1),

$$I(x_0, w^*(x_0), \varphi(\cdot)) \leq 0.$$ 

Therefore, $w$ is a discontinuous viscosity subsolution of $I = 0$.

Theorem 3.2. Let $u$, $\bar{u}$ be bounded continuous functions and be respectively a viscosity subsolution and a viscosity supersolution of $I = 0$ in $\Omega$. Assume moreover that $\bar{u} = u \equiv g$ in $\Omega^c$ for some bounded continuous function $g$ and $u \leq \bar{u}$ in $\mathbb{R}^n$. Then

$$w(x) = \sup_{u \in \mathcal{F}} u(x),$$

where

$$\mathcal{F} = \{u \in C^0(\mathbb{R}^n) : u \leq u \leq \bar{u} \text{ in } \mathbb{R}^n \text{ and } u \text{ is a viscosity subsolution of } I = 0 \text{ in } \Omega\},$$

is a discontinuous viscosity solution of (1-1).

Proof. Since $u \in \mathcal{F}$, we know $\mathcal{F} \neq \emptyset$. Thus, $w$ is well defined, $u \leq w \leq \bar{u}$ in $\mathbb{R}^n$ and $w = \bar{u} = u$ in $\Omega^c$. By Lemma 3.1, $w$ is a discontinuous viscosity subsolution of $G = 0$ in $\Omega$. We claim that $w$ is a discontinuous viscosity supersolution of $G = 0$ in $\Omega$. If not, there exist a point $x_0 \in \Omega$ and a function $\varphi \in C^2_b(\mathbb{R}^n)$ such that $w^* - \varphi$ has a strict minimum (equal to 0) at the point $x_0$ over $\mathbb{R}^n$ and

$$I(x_0, w^*(x_0), \varphi(\cdot)) < -\epsilon_0,$$

where $\epsilon_0$ is a positive constant. Thus, we can find sufficiently small constants $\epsilon_1 > 0$ and $\delta_0 > 0$ such that $B_{\delta_0}(x_0) \subset \Omega$ and there exists a $C^2_b(\mathbb{R}^n)$ function $\varphi_{\epsilon_1}$ satisfying that $\varphi_{\epsilon_1} = \varphi$ in $B_{\delta_0}(x_0)$, $\varphi_{\epsilon_1} \leq \varphi$ in $\mathbb{R}^n$, $\inf_{x \in B_{2\delta_0}(x_0)} \{w^*(x) - \varphi_{\epsilon_1}(x)\} \geq \epsilon_1 > 0$ and

$$I(x_0, \varphi_{\epsilon_1}(x_0), \varphi_{\epsilon_1}(\cdot)) < -\frac{1}{2}\epsilon_0.$$ (3-2)
Thus, by (A0), there exists $\delta_1 < \delta_0$ such that, for any $x \in B_{\delta_1}(x_0)$,
\[ I(x, \varphi_{\epsilon_1}(x), \varphi_{\epsilon_1}(\cdot)) < -\frac{1}{4}\epsilon_0. \tag{3-3} \]
By the definition of $w$, we have $\varphi_{\epsilon_1} \leq w_* \leq \tilde{u}$ in $\mathbb{R}^n$. If $\varphi_{\epsilon_1}(x_0) = w_*(x_0) = \tilde{u}(x_0)$, then $\tilde{u} - \varphi_{\epsilon_1}$ has a strict minimum at the point $x_0$ over $\mathbb{R}^n$. Since $\tilde{u}$ is a viscosity supersolution of $I = 0$ in $\Omega$, we have
\[ I(x_0, \varphi_{\epsilon_1}(x_0), \varphi_{\epsilon_1}(\cdot)) \geq 0, \]
which contradicts (3-2). Thus, we have $\varphi_{\epsilon_1}(x_0) < \tilde{u}(x_0)$. Since $\tilde{u}$ and $\varphi_{\epsilon_1}$ are continuous functions in $\mathbb{R}^n$, we have $\varphi_{\epsilon_1}(x) < \tilde{u}(x) - \epsilon_2$ in $B_{\delta_2}(x_0)$ for some $0 < \delta_2 < \delta_1$ and $\epsilon_2 > 0$. We define
\[ \Delta_r = \sup_{x \in B_r^c(x_0)} \{ \varphi_{\epsilon_1}(x) - w_*(x) \}. \]
Since $\inf_{x \in B_{2\delta_0}} \{ w_*(x) - \varphi_{\epsilon_1}(x) \} \geq \epsilon_1 > 0$, $w_* - \varphi_{\epsilon_1}$ has a strict minimum (equal to $0$) at the point $x_0$ and $-w_* \in \text{USC}(\mathbb{R}^n)$, we have $\Delta_r < 0$ for each $r > 0$. For any $y \in \overline{\Omega} \setminus B_r(x_0)$, there exists a function $v_y \in \mathcal{F}$ such that $v_y(y) - \varphi_{\epsilon_1}(y) \geq -\frac{3}{4}\Delta_r$. Since $v_y$ and $\varphi_{\epsilon_1}$ are continuous in $\mathbb{R}^n$, there exists a positive constant $\delta_y$ such that $\inf_{x \in \overline{B}_{\delta_y}} \{ v_y(x) - \varphi_{\epsilon_1}(x) \} \geq -\frac{1}{2}\Delta_r$. Since $\overline{\Omega} \setminus B_r(x_0)$ is a compact set in $\mathbb{R}^n$, there exists a finite set $\{ y_{i} \}_{i=1}^{n_r} \subset \overline{\Omega} \setminus B_r(x_0)$ such that $\overline{\Omega} \setminus B_r(x_0) \subset \bigcup_{i=1}^{n_r} B_{\delta_{y_{i}}}(y_{i})$. Thus, we define
\[ v_r(x) = \sup_{1 \leq i \leq n_r} \{ v_{y_{i}}(x) \}, \quad x \in \mathbb{R}^n. \]
By Lemma 3.1 and the definition of $v_r$, we have $v_r \in \mathcal{F}$ and $\inf_{x \in \overline{\Omega} \setminus B_r(x_0)} \{ v_r(x) - \varphi_{\epsilon_1}(x) \} \geq -\frac{1}{2}\Delta_r$. Let $\alpha_r$ be a constant such that $0 < \alpha_r < \frac{1}{2}$ and $-\alpha_r \Delta_r < \epsilon_2$. Thus, we define
\[ U(x) = \begin{cases} \max \{ \varphi_{\epsilon_1}(x) - \alpha \Delta_r, v_r(x) \}, & x \in B_r(x_0), \\ v_r(x), & x \in B_{\delta_r}(x_0), \end{cases} \]
where $0 < r < \delta_2$ and $0 < \alpha < \alpha_r$. By the definition of $U$, we obtain $U \in C^0(\mathbb{R}^n)$, $u \leq U \leq \tilde{u}$ in $\mathbb{R}^n$, and there exists a sequence $\{ x_n \}_{n} \subset B_r(x_0)$ such that $x_n \to x_0$ as $n \to +\infty$ and $U(x_n) > w(x_n)$.

We claim that $U$ is a viscosity subsolution of $I = 0$ in $\Omega$. For any $y \in \Omega$, suppose that there is a function $\psi \in C^2_\beta(\mathbb{R}^n)$ such that $U - \psi$ has a maximum (equal to $0$) at $y$ over $\mathbb{R}^n$. We then divide the proof into two cases.

**Case 1:** $U(y) = v_r(y)$. Since $v_r \leq U \leq \psi$ in $\mathbb{R}^n$, we know $v_r - \psi$ has a maximum (equal to $0$) at $y$ over $\mathbb{R}^n$. We recall that $v_r$ is a viscosity subsolution of $I = 0$ in $\Omega$. Therefore, we have
\[ I(y, U(y), \psi(\cdot)) \leq 0. \]

**Case 2:** $U(y) = \varphi_{\epsilon_1}(y) - \alpha \Delta_r$. We first notice that $y \in B_r(x_0)$. Since $\varphi_{\epsilon_1} - \alpha \Delta_r \leq U \leq \psi$ in $B_r(x_0)$, then $\varphi_{\epsilon_1} - \alpha \Delta_r - \psi \leq 0$ in $B_r(x_0)$. By the definition of $U$, we have $\psi \geq U = v_r$ in $B_{\delta_r}(x_0)$. Thus, $\varphi_{\epsilon_1} - \alpha \Delta_r - \psi \leq \varphi_{\epsilon_1} - \alpha \Delta_r - v_r \leq \frac{1}{2}\Delta_r - \alpha \Delta_r \leq 0$ in $B_{\delta_r}(x_0)$. Therefore, we have $\varphi_{\epsilon_1} - \alpha \Delta_r - \psi$ has a maximum (equal to $0$) at $y \in B_r(x_0) \subset B_{\delta_1}(x_0)$ over $\mathbb{R}^n$. Since (3-3), (A0), (A3)–(A4) hold, we can choose $\alpha$ independent of $\psi$ and sufficiently small that
\[ I(y, \psi(y), \psi(\cdot)) \leq I(y, \varphi_{\epsilon_1}(y) - \alpha \Delta_r, \varphi_{\epsilon_1}(\cdot)) \leq 0. \]
Based on the two cases, we have that $U$ is a viscosity subsolution of $I = 0$ in $\Omega$. Therefore, $U \in \mathcal{F}$, which contradicts with the definition of $w$. Thus, $w$ is a discontinuous viscosity supersolution of $I = 0$ in $\Omega$. Therefore, $w$ is a discontinuous viscosity solution of $I = 0$ in $\Omega$. Since $w = g$ in $\Omega^c$, we know $w$ is a discontinuous viscosity solution of (1-1).

Remark 3.3. Under the assumptions of Theorem 3.2, if the comparison principle holds for (1-1), the discontinuous viscosity solution $w$ is the unique viscosity solution of (1-1). For example, if $I$ is a translation-invariant nonlocal operator, (1-1) admits a unique viscosity solution.

Before applying Theorem 3.2 to (1-2), we now give the precise assumptions on its equation. For any $0 < \lambda \leq \Lambda$ and $0 < \sigma < 2$, we consider the family of kernels $K : \mathbb{R}^n \to \mathbb{R}$ satisfying the following assumptions:

(H0) $K(z) \geq 0$ for any $z \in \mathbb{R}^n$.

(H1) For any $\delta > 0$,

$$\int_{B_{2\delta} \setminus B_\delta} K(z) \, dz \leq (2 - \sigma) \Lambda \delta^{1-\sigma}.$$ 

(H2) For any $\delta > 0$,

$$\left| \int_{B_{2\delta} \setminus B_\delta} z K(z) \, dz \right| \leq \Lambda |1 - \sigma| \delta^{1-\sigma}.$$

We define our nonlocal operator

$$I_{ab}[x, u] := \int_{\mathbb{R}^n} \delta_z u(x) K_{ab}(x, z) \, dz,$$  

where

$$\delta_z u(x) := \begin{cases} u(x + z) - u(x) & \text{if } \sigma < 1, \\ u(x + z) - u(x) - \mathbb{1}_{B_1}(z) \nabla u(x) \cdot z & \text{if } \sigma = 1, \\ u(x + z) - u(x) - \nabla u(x) \cdot z & \text{if } \sigma > 1. \end{cases}$$

We consider the following nonlocal Bellman–Isaacs equation

$$\sup_{a \in A} \inf_{b \in B} \left\{-I_{ab}[x, u] + b_{ab}(x) \cdot \nabla u(x) + c_{ab}(x) u(x) + f_{ab}(x)\right\} = 0 \quad \text{in } \Omega. \quad (3-5)$$

Corollary 3.4. Assume that $0 < \sigma < 2$, $b_{ab} \equiv 0$ in $\Omega$ if $\sigma < 1$ and $c_{ab} \geq 0$ in $\Omega$. Let $u, \bar{u}$ be bounded continuous functions and be respectively a viscosity subsolution and a viscosity supersolution of (3-5), where $\{K_{ab}(\cdot, z)\}_{a,b,z}, \{b_{ab}\}_{a,b}, \{c_{ab}\}_{a,b}$ and $\{f_{ab}\}_{a,b}$ are sets of uniformly continuous functions in $\Omega$, uniformly in $a \in A$, $b \in B$, and $\{K_{ab}(x, \cdot) : x \in \Omega, a \in A, b \in B\}$ are kernels satisfying (H0)–(H2). Assume moreover that $\bar{u} = u = g$ in $\Omega^c$ for some bounded continuous function $g$ and $u \leq \bar{u}$ in $\mathbb{R}^n$. Then

$$w(x) = \sup_{u \in \mathcal{F}} u(x),$$

where

$$\mathcal{F} = \{u \in C^0(\mathbb{R}^n) : u \leq u \leq \bar{u} \text{ in } \mathbb{R}^n \text{ and } u \text{ is a viscosity subsolution of (3-5)}\},$$

is a discontinuous viscosity solution of (1-2).
Proof. We define

$$I(x, r, u(\cdot)) := \sup_{a \in A} \inf_{b \in B} \left\{ -I_{ab}[x, u] + b_{ab}(x) \cdot \nabla u(x) + c_{ab}(x)r + f_{ab}(x) \right\}. $$

It follows from (H1) and (H2) that $I_{ab}$ satisfies (1-4); see Lemma 2.3 in [Schwab and Silvestre 2016]. Then, by (1-4) and uniform continuity of the coefficients, (A0) and (A1) hold. Since $c_{ab} \geq 0$ in $\Omega$, (A2) holds. By (H0) and the structure of $I_{ab}$, (A3) and (A4) hold. □

4. Hölder estimates

In this section we give Hölder estimates of the discontinuous viscosity solution constructed by Perron’s method in the previous section. To obtain Hölder estimates, we will assume that the nonlocal operator $I$ is uniformly elliptic.

We define $L := L(\sigma, \lambda, \Lambda)$ to be the class of all the nonlocal operators of form

$$Lu(x) := \int_{\mathbb{R}^n} \delta_z u(x)K(z) \, dz,$$

where $K$ is a kernel satisfying the assumptions (H0)–(H2) given above and the following assumption:

(H3) There exist positive constants $\lambda$ and $\mu$ such that, for any $\delta > 0$, there is a set $A_\delta$ satisfying

(i) $A_\delta \subset B_{2\delta} \setminus B_{\delta}$;
(ii) $A_\delta = -A_\delta$;
(iii) $|A_\delta| \geq \mu |B_{2\delta} \setminus B_{\delta}|$;
(iv) $K(z) \geq (2 - \sigma)\lambda \delta^{-n-\sigma}$ for any $z \in A_\delta$.

We note that we will also write $K \in L$ if the corresponding nonlocal operator $L \in L$. We then define the extremal operators

$$M_+^L u(x) := \sup_{L \in L} Lu(x), \quad M_-^L u(x) := \inf_{L \in L} Lu(x).$$

We denote by $m : [0, +\infty) \to [0, +\infty)$ a modulus of continuity. We say that the nonlocal operator $I$ is uniformly elliptic if for every $r, s \in \mathbb{R}$, $x \in \Omega$, $\delta > 0$, $\varphi, \psi \in C^2(B_{\delta}(x)) \cap L^\infty(\mathbb{R}^n)$,

$$M_-(\varphi - \psi)(x) - C_0|\nabla(\psi - \varphi)(x)| - m(|r - s|) \leq I(x, r, \psi(\cdot)) - I(x, s, \varphi(\cdot)) \leq M_+(\varphi - \psi)(x) + C_0|\nabla(\psi - \varphi)(x)| + m(|r - s|),$$

where $C_0$ is a nonnegative constant such that $C_0 = 0$ if $\sigma < 1$.

Remark 4.1. The definition of uniform ellipticity is different from that in [Schwab and Silvestre 2016] since the nonlocal operator $I$ contains the second component $r$.

Lemma 4.2. If the nonlocal operator $I$ is uniformly elliptic and satisfies (A0), (A2), then $I$ satisfies (A0)–(A4).
Proof. Suppose that $ı > 0$, $x_k \to x$ in $Ω$, $φ_k \to φ$ a.e. in $\mathbb{R}^n$, $φ_k \to φ$ in $C^2(B_ı(x))$ and $\{φ_k\}_k$ is uniformly bounded in $\mathbb{R}^n$. Since $I$ is uniformly elliptic, we have, for any $r \in \mathbb{R}$,

$$M_Ł^−(φ − φ_k)(x_k) − C_0|∇(φ_k − φ)(x_k)| \leq I(x_k, r, φ_k(·)) − I(x_k, r, φ(·)) \leq M_Ł^+(φ − φ_k)(x_k) + C_0|∇(φ_k − φ)(x_k)|.$$  \hfill (4-1)

Since $K \in ℒ$, we know, by Lemma 2.3 in [Schwab and Silvestre 2016], that $K$ satisfies (1-4). Letting $k \to +∞$ in (4-1), we have, by (A0),

$$\lim_{k \to +∞} I(x_k, r, φ_k(·)) = I(x, r, φ(·)).$$

Therefore, (A1) holds. For any constant $C$, we have

$$0 = M_Ł^−(−C) − C_0|∇C| \leq I(x, r, φ(·) + C) − I(x, r, φ(·)) \leq M_Ł^+(−C) + C_0|∇C| = 0.$$ 

Thus, (A3) holds. If $φ$ touches a $C^2(B_ı(x)) \cap L^∞(\mathbb{R}^n)$ function $ψ$ from above at $x$, then

$$I(x, r, φ) − I(x, r, ψ) \leq M_Ł^+(ψ − φ)(x) \leq 0.$$ 

Therefore, (A4) holds. \hfill □

The following lemma is an elliptic version of Theorem 6.1 in [Schwab and Silvestre 2016].

**Lemma 4.3.** Assume $0 < σ_0 ≤ σ < 2$, $C_0, C_1 ≥ 0$, and further assume $C_0 = 0$ if $σ < 1$. Let $u$ be a viscosity supersolution of

$$M_Ł^−u − C_0|∇u| = C_1 \text{ in } B_2$$

and $u ≥ 0$ in $\mathbb{R}^n$. Then there exist constants $C$ and $ε_3$ such that

$$\left(\int_{B_1} u^{ε_3} \, dx\right)^{1/ε_3} \leq C(\inf_{B_1} u + C_1),$$

where $ε_3$ and $C$ depend on $σ_0, Λ, C_0, n$ and $μ$.

The following lemma is a direct corollary of Lemma 4.3.

**Corollary 4.4.** Assume $0 < σ_0 ≤ σ < 2$, $0 < r < 1$, $C_0, C_1 ≥ 0$, and further assume $C_0 = 0$ if $σ < 1$. Let $u$ be a viscosity supersolution of

$$M_Ł^−u − C_0|∇u| = C_1 \text{ in } B_{2r}$$

and $u ≥ 0$ in $\mathbb{R}^n$. Then there exist constants $C$ and $ε_3$ such that

$$|\{u > t\} \cap B_r| \leq C r^n(u(0) + C_1 r^α)^{ε_3} t^{−ε_3} \text{ for any } t ≥ 0,$$  \hfill (4-2)

where $ε_3$ and $C$ depend on $σ_0, Λ, C_0, n$ and $μ$.

**Proof.** Now let $v(x) = u(rx)$. By Lemma 2.2 in [Schwab and Silvestre 2016], we have

$$M_Ł^−v − C_0 r^{σ−1} |∇v| \leq C_1 r^σ \text{ in } B_2.$$  \hfill (4-3)
Now we apply Lemma 4.3 to (4-3). Thus, for any $t \geq 0$, we have
\[
t \{v > t\} \cap B_1 \leq \left( \int_{B_1} v^{\varepsilon_3} \, dx \right)^{\frac{1}{\varepsilon_3}} \leq C (\inf_{B_1} v + C_1 r^\sigma) \leq C (v(0) + C_1 r^\sigma).
\]
Then
\[
r^{-n} \{u > t\} \cap B_r \leq \{v > t\} \cap B_1 \leq C (v(0) + C_1 r^\sigma)^{\varepsilon_3} C (u(0) + C_1 r^\sigma)^{\varepsilon_3} = C (u(0) + C_1 r^\sigma)^{\varepsilon_3}.
\]
Therefore, (4-2) holds.

Then we follow the idea in [Caffarelli and Silvestre 2009] to obtain a Hölder estimate.

**Theorem 4.5.** Assume $0 < \sigma_0 \leq \sigma < 2$, $C_0 \geq 0$, and further assume $C_0 = 0$ if $\sigma < 1$. For any $\varepsilon > 0$, let $\mathcal{F}$ be a class of bounded continuous functions $u$ in $\mathbb{R}^n$ such that $-\frac{1}{2} \leq u \leq \frac{1}{2}$ in $\mathbb{R}^n$, $u$ is a viscosity sub solution of $M_L^u + C_0 |\nabla u| = -\frac{1}{2} \varepsilon$ in $B_1$ and $w = \sup_{u \in \mathcal{F}} u$ is a discontinuous viscosity supersolution of $M_L^w - C_0 |\nabla w| = \frac{1}{2} \varepsilon$ in $B_1$. Then there exist constants $\varepsilon_4, \alpha$ and $C$ such that, if $\varepsilon < \varepsilon_4$,
\[
-C |x|^\alpha \leq w^*_*(x) - w^*(0) \leq w^*_*(x) - w^*(0) \leq C |x|^\alpha,
\]
where $\varepsilon_4, \alpha$ and $C$ depend on $\sigma_0, \lambda, \Lambda, C_0, n$ and $\mu$.

**Proof.** We claim that there exist an increasing sequence $\{m_k\}_k$ and a decreasing sequence $\{M_k\}_k$ such that $M_k - m_k = 8^{-\alpha k}$ and $m_k \leq \inf_{B_{8^{-k}}} w_* \leq \sup_{B_{8^{-k}}} w_* \leq M_k$. We will prove this claim by induction.

For $k = 0$, we choose $m_0 = -\frac{1}{2}$ and $M_0 = \frac{1}{2}$ since $-\frac{1}{2} \leq u \leq \frac{1}{2}$ for any $u \in \mathcal{F}$. Assume that we have the sequences up to $m_k$ and $M_k$. In $B_{8^{-k-1}}$, we have either
\[
\left| \{w_* \geq \frac{1}{2} M_k + m_k\} \cap B_{8^{-k-1}} \right| \geq \frac{1}{2} |B_{8^{-k-1}}|
\]
(4-4) or
\[
\left| \{w_* \leq \frac{1}{2} M_k + m_k\} \cap B_{8^{-k-1}} \right| \geq \frac{1}{2} |B_{8^{-k-1}}|.
\]
(4-5)

**Case 1:** (4-4) holds. We define
\[
v(x) := \frac{w_*(8^{-k}x) - m_k}{\frac{1}{2} (M_k - m_k)}.
\]
Thus, $v \geq 0$ in $B_1$ and
\[
\left| \{v \geq 1\} \cap B_{\frac{1}{8}} \right| \geq \frac{1}{2} |B_{\frac{1}{8}}|.
\]
Since $w$ is a discontinuous viscosity supersolution of $M_L^w - C_0 |\nabla w| = \frac{1}{2} \varepsilon$ in $B_1$, we know $v$ is a viscosity supersolution of
\[
M_L^v - C_0 8^{k(1-\sigma)} |\nabla v| = 8^{k(\alpha-\sigma)} \varepsilon \quad \text{in} \quad B_{8^k}.
\]
We notice that $C_0 = 0$ if $\sigma < 1$ and choose $\alpha < \sigma_0$. Thus, for any $0 < \sigma < 2$, $v$ is a viscosity supersolution of
\[
M_L^v - C_0 |\nabla v| = \varepsilon \quad \text{in} \quad B_{8^k}.
\]
By the inductive assumption, we have, for any $k \geq j \geq 0$,
\[ v \geq \frac{m_{k-j} - m_k}{\frac{1}{2} (M_k - m_k)} \geq \frac{m_{k-j} - M_{k-j} + M_k - m_k}{\frac{1}{2} (M_k - m_k)} = 2(1 - 8^{\alpha j}) \text{ in } B_{8^j}. \]  
\hspace{1cm} (4-6)

Moreover, we have
\[ v \geq 2 \cdot 8^{\alpha k} \left[ -\frac{1}{2} - \left( \frac{1}{2} - 8^{-\alpha k} \right) \right] = 2(1 - 8^{\alpha k}) \text{ in } B_{8^k}. \]  
\hspace{1cm} (4-7)

By (4-6) and (4-7), we have
\[ v(x) \geq -2(|8x|^\alpha - 1) \text{ for any } x \in B_1^c. \]

We define
\[ v^+(x) := \max\{v(x), 0\} \text{ and } v^-(x) := -\min\{v(x), 0\}. \]

Since $v \geq 0$ in $B_1$, we have $v^-(x) = 0$ and $\nabla v^-(x) = 0$ for any $x \in B_1$. By (H1), we can choose $\alpha$ independent of $\sigma$ and sufficiently small that, for any $x \in B_{\frac{3}{4}}$ and $\sigma_0 \leq \sigma < 2$,
\[ M^- L v^+(x) \leq M^- L v(x) + M^- L v^-(x) \]
\[ \leq M^- L v(x) + \sup_{K \in \mathcal{L}} \int_{\mathbb{R}^n} \delta_z v^-(x) K(z) \, dz \]
\[ \leq M^- L v(x) + \sup_{K \in \mathcal{L}} \int_{B_{\frac{3}{4}}^c \cap \{v(x+z) < 0\}} v^-(x + z) K(z) \, dz \]
\[ \leq M^- L v(x) + \sup_{K \in \mathcal{L}} \int_{B_{\frac{3}{4}}^c} \max\{2(|8(x+z)|^\alpha - 1), 0\} K(z) \, dz \]
\[ \leq M^- L v(x) + 2(2 - \sigma) \Lambda \sum_{l=0}^{+\infty} \left( \frac{2^l}{4} \right)^{-\sigma} (2^{(l+4)\alpha} - 1) \]
\[ \leq M^- L v(x) + 2^{13} (2 - \sigma_0) \Lambda \left( \frac{2^{4(\alpha - \sigma_0)}}{1 - 2^{a - \sigma_0}} - \frac{2^{-4\sigma_0}}{1 - 2^{-\sigma_0}} \right) \leq M^- L v(x) + \epsilon. \]

Therefore, we have
\[ M^- L v^+ - C_0 |\nabla v^+| \leq 2\epsilon \text{ in } B_{\frac{3}{4}}. \]

Given any point $x \in B_{1/8}$, we can apply Corollary 4.4 in $B_{1/4}(x)$ to obtain
\[ C(v^+(x) + 2\epsilon)^{\epsilon_3} \geq \left| \{v^+ > 1\} \cap B_{\frac{1}{4}}(x) \right| \geq \left| \{v^+ > 1\} \cap B_{\frac{1}{8}} \right| \geq \frac{1}{2} \left| B_{\frac{1}{8}} \right|. \]

Thus, we can choose $\epsilon_4$ sufficiently small that $v^+ \geq \epsilon_4$ in $B_{1/8}$ if $\epsilon < \epsilon_4$. Therefore,
\[ v(x) = \frac{w_\ast(8^{-k}x) - m_k}{\frac{1}{2} (M_k - m_k)} \geq \epsilon_4 \text{ in } B_{\frac{1}{8}}. \]
If we set \( m_{k+1} = m_k + \frac{1}{2} \epsilon_4 (M_k - m_k) \) and \( M_{k+1} = M_k \), we must have
\[
m_{k+1} \leq \inf_{B_{8^{-k-1}}} w_* \leq \sup_{B_{8^{-k-1}}} w_* \leq M_{k+1}.
\]

**Case 2:** (4-5) holds. For any \( u \in \mathcal{F} \), we obtain that \( u \in C^0(\mathbb{R}^n) \) is a viscosity subsolution of \( M^+ u + C_0 \left| \nabla u \right| = -\frac{1}{2} \epsilon \) in \( B_1 \) and \( u \leq w_* \) in \( \mathbb{R}^n \). Thus, we have
\[
\left| \{ u \leq \frac{1}{2} (M_k + m_k) \} \cap B_{8^{-k-1}} \right| \geq \frac{1}{2} |B_{8^{-k-1}}|.
\]
We define
\[
v_u(x) := \frac{M_k - u(8^{-k}x)}{\frac{1}{2} (M_k - m_k)}.
\]
Thus, \( v_u \geq 0 \) in \( B_1 \) and
\[
\left| \{ v_u \geq 1 \} \cap B_{\frac{1}{8}} \right| \geq \frac{1}{2} \left| B_{\frac{1}{8}} \right|.
\]
Since \( u \) is a viscosity subsolution of \( M^+ u + C_0 \left| \nabla u \right| = -\frac{1}{2} \epsilon \) in \( B_1 \), then \( v_u \) is a viscosity supersolution of \( M^- v_u - C_0 \left| \nabla v_u \right| = \epsilon \) in \( B_{\frac{1}{8}} \).

Similar to Case 1, we have, if \( \epsilon < \epsilon_4 \),
\[
v_u(x) = \frac{M_k - u(8^{-k}x)}{\frac{1}{2} (M_k - m_k)} \geq \epsilon_4 \quad \text{in } B_{\frac{1}{8}},
\]
which implies
\[
u(8^{-k}x) \leq M_k - \frac{1}{2} \epsilon_4 (M_k - m_k) \quad \text{in } B_{\frac{1}{8}}.
\]
By the definition of \( w \), we have
\[
w_* (8^{-k}x) \leq M_k - \frac{1}{2} \epsilon_4 (M_k - m_k) \quad \text{in } B_{\frac{1}{8}}.
\]
If we set \( m_{k+1} = m_k \) and \( M_{k+1} = M_k - \frac{1}{2} \epsilon_4 (M_k - m_k) \), we must have
\[
m_{k+1} \leq \inf_{B_{8^{-k-1}}} w_* \leq \sup_{B_{8^{-k-1}}} w_* \leq M_{k+1}.
\]
Therefore, in both of the cases, we have \( M_{k+1} - m_{k+1} = \left( 1 - \frac{1}{2} \epsilon_4 \right) 8^{-\alpha k} \). We then choose \( \alpha \) and \( \epsilon_4 \) sufficiently small that \( \left( 1 - \frac{1}{2} \epsilon_4 \right) = 8^{-\alpha} \). Thus we have \( M_{k+1} - m_{k+1} = 8^{-\alpha (k+1)} \).

**Theorem 4.6.** Assume that \( 0 < \sigma_0 \leq \sigma < 2 \) and \( I(x, 0, 0) \) is bounded in \( \Omega \). Assume that \( I \) is uniformly elliptic and satisfies (A0), (A2). Let \( w \) be the bounded discontinuous viscosity solution of (1-1) constructed in Theorem 3.2. Then, for any sufficiently small \( \delta > 0 \), there exists a constant \( C \) such that \( w \in C^\alpha(\Omega) \) and
\[
\| w \|_{C^\alpha(\mathbb{R}^n)} \leq C \left( C_2 + m(C_2) + \| I(\cdot, 0, 0) \|_{L^\infty(\Omega)} \right),
\]
where \( \alpha \) is given in Theorem 4.5, \( C_2 := \max\{ \| u \|_{L^\infty(\mathbb{R}^n)}, \| \bar{u} \|_{L^\infty(\mathbb{R}^n)} \} \) and \( C \) depends on \( \sigma_0, \delta, \lambda, C_0, n, \mu. \)
Proof. It is obvious that $\|u\|_{L^\infty(\mathbb{R}^n)} \leq C_2$ if $u \in \mathcal{F}$. Since $I$ is uniformly elliptic, we have

$$I(x, 0, 0) - I(x, u(x), u(\cdot)) \leq M^+_\zeta u(x) + C_0|\nabla u(x)| + m(C_2) \quad \text{in } \Omega.$$ 

Since $u$ is a viscosity subsolution of $I = 0$ in $\Omega$, we have

$$-m(C_2) - \|I(\cdot, 0, 0)\|_{L^\infty(\Omega)} \leq M^+_\zeta u + C_0|\nabla u| \quad \text{in } \Omega.$$ 

Similarly, we have

$$M^-_\zeta w - C_0|\nabla w| \leq m(C_2) + \|I(\cdot, 0, 0)\|_{L^\infty(\Omega)} \quad \text{in } \Omega.$$ 

By normalization, the result follows from Theorem 4.5. \qed

By applying Theorem 4.6 to Bellman–Isaacs equation, we have the following corollary.

**Corollary 4.7.** Assume that $0 < \sigma_0 \leq \sigma < 2$, $b_{ab} \equiv 0$ in $\Omega$ if $\sigma < 1$ and $c_{ab} \geq 0$ in $\Omega$. Assume that $\{K_{ab}(\cdot, z)\}_{a,b,z}$, $\{b_{ab}\}_{a,b}$, $\{c_{ab}\}_{a,b}$, $\{f_{ab}\}_{a,b}$ are sets of uniformly bounded and continuous functions in $\Omega$, uniformly in $a \in A$, $b \in B$, and $\{K_{ab}(x, \cdot) : x \in \Omega, a \in A, b \in B\}$ are kernels satisfying (H0)–(H3). Let $w$ be the bounded discontinuous viscosity solution of (1-2) constructed in Corollary 3.4. Then, for any sufficiently small $\tilde{\sigma} > 0$, there exists a constant $C$ such that $w \in C^\alpha(\Omega)$ and

$$\|w\|_{C^\alpha(\Omega)} \leq C \left( C_2 + \sup_{a \in A, b \in B} \|f_{ab}\|_{L^\infty(\Omega)} \right),$$

where $\alpha$ and $C_2$ are given in Theorem 4.6 and $C$ depends on $\sigma_0$, $\tilde{\sigma}$, $\lambda$, $\Lambda$, $\sup_{a \in A, b \in B} \|b_{ab}\|_{L^\infty(\Omega)}$, $\sup_{a \in A, b \in B} \|c_{ab}\|_{L^\infty(\Omega)}$, $n$, $\mu$.

**Remark 4.8.** In this section we assume our nonlocal equations satisfy the weak uniform ellipticity introduced in [Schwab and Silvestre 2016] mainly because, to our knowledge, this is the weakest assumption to get the weak Harnack inequality. In fact, our approach to get Hölder continuity of the discontinuous viscosity solution constructed by Perron’s method could be applied to more general nonlocal equations as long as the weak Harnack inequality holds for such an equation.

## 5. Continuous sub/supersolutions

In this section we construct continuous sub/supersolutions in both uniformly elliptic and degenerate cases.

**5A. Uniformly elliptic case.** In the uniformly elliptic case, we follow the idea in [Ros-Oton and Serra 2016] to establish barrier functions. We define $v_\alpha(x) = ((x_1 - 1)^+)^\alpha$, where $0 < \alpha < 1$ and $x = (x_1, x_2, \ldots, x_n)$.

**Lemma 5.1.** Assume that $0 < \sigma < 2$. Then there exists a sufficiently small $\alpha > 0$ such that

$$M^+_\zeta v_\alpha((1 + r)e_1) \leq -\epsilon_5 r^{\alpha - \sigma}$$

for any $r > 0$, where $e_1 = (1, 0, \ldots, 0)$ and $\epsilon_5$ is some positive constant.
Proof. **Case 1:** $0 < \sigma < 1$. By Lemma 2.2 in [Schwab and Silvestre 2016], we have, for any $r > 0$ and $\alpha > 0$,

$$M_\mathcal{L}^+ v_\alpha((1 + r)e_1) = \sup_{K \in \mathcal{L}} \int_{\mathbb{R}^n} (v_\alpha((1 + r)e_1 + z) - v_\alpha((1 + r)e_1)) K(z) \, dz$$

$$= \sup_{K \in \mathcal{L}} \int_{\mathbb{R}^n} (((r + z_1)^+)^\alpha - r^\alpha) K(z) \, dz$$

$$= r^{\alpha - \sigma} \sup_{K \in \mathcal{L}} \int_{\mathbb{R}^n} (((1 + z_1)^+)^\alpha - 1) r^{n+\sigma} K(rz) \, dz$$

$$= r^{\alpha - \sigma} \sup_{K \in \mathcal{L}} \int_{\mathbb{R}^n} (((1 + z_1)^+)^\alpha - 1) K(z) \, dz$$

$$\leq r^{\alpha - \sigma} \left( \sup_{K \in \mathcal{L}} \int_{z_1 > -1} (((1 + z_1)^\alpha - 1) K(z) \, dz - \inf_{K \in \mathcal{L}} \int_{z_1 \leq -1} K(z) \, dz) \right).$$

By (H3), we have, for any $K \in \mathcal{L}$ and any $\delta > 0$, there is a set $A_\delta$ satisfying $A_\delta \subset B_{2\delta} \setminus B_\delta$, $A_\delta = -A_\delta$, $|A_\delta| \geq \mu |B_{2\delta} \setminus B_\delta|$ and $K(z) \geq (2 - \sigma)\lambda \delta^{-n-\sigma}$ in $A_\delta$. It is obvious that

$$\mu_\delta := \frac{|(B_{2\delta} \setminus B_\delta) \cap \{ z : |z| < 1 \}|}{|B_{2\delta} \setminus B_\delta|} \to 0 \quad \text{as} \quad \delta \to +\infty.$$ 

Thus, there exists $\delta_3 > 0$ such that $\mu_\delta < \frac{1}{2} \mu$ if $\delta \geq \delta_3$. Then

$$\frac{|\{ z : |z| \geq 1 \} \cap A_{\delta_3}|}{|B_{2\delta_3} \setminus B_{\delta_3}|} \geq \frac{|A_{\delta_3}| - |(B_{2\delta_3} \setminus B_{\delta_3}) \cap \{ z : |z| < 1 \}|}{|B_{2\delta_3} \setminus B_{\delta_3}|} \geq \mu \frac{2}{4}.$$ 

By the symmetry of $A_{\delta_3}$, we have

$$\frac{|\{ z : z_1 \leq -1 \} \cap A_{\delta_3}|}{|B_{2\delta_3} \setminus B_{\delta_3}|} \geq \frac{\mu}{4}.$$ 

Therefore, we have, for any $K \in \mathcal{L}$,

$$\int_{z_1 \leq -1} K(z) \, dz \geq \int_{\{ z : z_1 \leq -1 \} \cap A_{\delta_3}} K(z) \, dz \geq \frac{(2 - \sigma)\lambda}{4} \delta_3^{-n-\sigma} |B_{2\delta_3} \setminus B_{\delta_3}| =: 2\varepsilon_5. \quad (5-1)$$

By (H1) and (H2), we have, for any $K \in \mathcal{L}$,

$$\int_{z_1 > -1} ((1 + z_1)^\alpha - 1) K(z) \, dz = \int_{\{ z : z_1 > -1 \} \cap B_{\frac{1}{2}}} + \int_{\{ z : z_1 > -1 \} \cap B_{\frac{1}{2}}} \leq \alpha 2^{1-\alpha} \int_{B_{\frac{1}{2}}} K(z) \, dz + \int_{\{ z : z_1 > -1 \} \cap B_{\frac{1}{2}}} ((1 + z_1)^\alpha - 1) K(z) \, dz$$

$$\leq \alpha 2^{1-\alpha} \left( \sum_{l=0}^{+\infty} \left( \frac{1}{2^{l+2}} \right)^{1-\sigma} + (2 - \sigma)\Lambda \sum_{l=0}^{+\infty} (2^{l-1} - \sigma) ((1 + 2^l)^\alpha - 1) \right)$$

$$\leq 2\alpha \Lambda \left( \frac{2^{\alpha - \sigma}}{1 - 2^\alpha - 1} + (2 - \sigma)\Lambda \sum_{l=0}^{+\infty} (2^{l-1} - \sigma) \right). \quad (5-2)$$
Thus, we have
\[
\lim_{\alpha \to 0^+} \sup_{K \in \mathcal{L}} \int_{z_1 > -1} ((1 + z_1)^\alpha - 1) K(z) \, dz - \inf_{K \in \mathcal{L}} \int_{z_1 \leq -1} K(z) \, dz \leq -2\varepsilon_5.
\]
Then there exists a sufficiently small \( \alpha \) such that
\[
M^+_L v_\alpha((1 + r)e_1) \leq -\varepsilon_5 r^{\alpha-\sigma}.
\]

**Case 2:** \( \sigma = 1 \). Using (H2), we have, for any \( r > 0 \) and \( \alpha > 0 \),
\[
M^+_L v_\alpha((1 + r)e_1) = \sup_{K \in \mathcal{L}} \int_{\mathbb{R}^n} (v_\alpha((1 + r)e_1 + z) - v_\alpha((1 + r)e_1) - \mathbb{1}_{B_1}(z) \nabla v_\alpha((1 + r)e_1) \cdot z) K(z) \, dz
\]
\[
= \sup_{K \in \mathcal{L}} \int_{\mathbb{R}^n} ((r + z_1)^+ - r_\alpha - \mathbb{1}_{B_1}(z) \alpha r^{\alpha-1} z_1) K(z) \, dz
\]
\[
= r^{\alpha-1} \sup_{K \in \mathcal{L}} \int_{\mathbb{R}^n} ((1 + z_1)^+ - 1 - \mathbb{1}_{B_{\frac{r}{2}}}(z) \alpha z_1) r^{n+1} K(rz) \, dz
\]
\[
= r^{\alpha-1} \sup_{K \in \mathcal{L}} \int_{\mathbb{R}^n} ((1 + z_1)^+ - 1 - \mathbb{1}_{B_{\frac{r}{2}}}(z) \alpha z_1) K(z) \, dz
\]
\[
\leq r^{\alpha-1} \left( \sup_{K \in \mathcal{L}} \int_{z_1 > -1} ((1 + z_1)^\alpha - 1 - \mathbb{1}_{B_{\frac{r}{2}}}(z) \alpha z_1) K(z) \, dz - \inf_{K \in \mathcal{L}} \int_{z_1 \leq -1} K(z) \, dz \right).
\]
By (H1), we have, for any \( K \in \mathcal{L} \),
\[
\int_{z_1 > -1} ((1 + z_1)^\alpha - 1 - \mathbb{1}_{B_{\frac{r}{2}}}(z) \alpha z_1) K(z) \, dz
\]
\[
= \int_{\{z: z_1 > -1\} \cap B_{\frac{r}{2}}} ((1 + z_1)^\alpha - 1 - \alpha z_1) K(z) \, dz + \int_{\{z: z_1 > -1\} \cap B_{\frac{r}{2}}^c} ((1 + z_1)^\alpha - 1) K(z) \, dz
\]
\[
\leq \alpha (1 - \alpha) 2^{2-\alpha} \int_{B_{\frac{r}{2}}} |z|^2 K(z) \, dz + \int_{\{z: z_1 > -1\} \cap B_{\frac{r}{2}}^c} ((1 + z_1)^\alpha - 1) K(z) \, dz
\]
\[
\leq \alpha (1 - \alpha) 2^{2-\alpha} \sum_{l=0}^{+\infty} \left( \frac{1}{2^{l+2}} \right)^{-1} \left( \frac{1}{2^{l+1}} \right)^2 + \Lambda \sum_{l=0}^{+\infty} (2^{l-1})^{-1} ((1 + 2^l)^\alpha - 1)
\]
\[
\leq 8\alpha \Lambda + 4\Lambda \left( \frac{2^{\alpha-1}}{1 - 2^{\alpha-1}} - \frac{1}{1 - 2^{-1}} \right).
\]
Then the rest of the proof is similar to Case 1.

**Case 3:** \( 1 < \sigma < 2 \). For any \( r > 0 \) and \( \alpha > 0 \), we have
\[
M^+_L v_\alpha((1 + r)e_1) = \sup_{K \in \mathcal{L}} \int_{\mathbb{R}^n} (v_\alpha((1 + r)e_1 + z) - v_\alpha((1 + r)e_1) - \nabla v_\alpha((1 + r)e_1) \cdot z) K(z) \, dz
\]
\[
= \sup_{K \in \mathcal{L}} \int_{\mathbb{R}^n} ((r + z_1)^+ - r_\alpha - \alpha r^{\alpha-1} z_1) K(z) \, dz
\]
Using (5-1) and (H2), we have
\[
\inf_{K \in \mathcal{L}} \int_{z_1 \leq -1} (1 + \alpha z_1) K(z) \, dz \geq \inf_{K \in \mathcal{L}} \int_{z_1 \leq -1} K(z) \, dz - \alpha \sup_{K \in \mathcal{L}} \int_{B_1^c} z K(z) \, dz \geq 2\epsilon_5 - \frac{\alpha \Lambda (\sigma - 1)}{1 - 2^{1-\sigma}}.
\]

By (H1) and (H2), we have, for any \(K \in \mathcal{L},\)
\[
\int_{z_1 > -1} ((1 + z_1)^\alpha - 1 - \alpha z_1) K(z) \, dz = \int_{\{z: z_1 > -1\} \cap B_{1/2}^c} + \int_{\{z: z_1 > -1\} \cap B_{1/2}^c} z K(z) \, dz \\
\leq \alpha (1 - \alpha) 2^{2-\alpha} \int_{B_{1/2}^c} |z|^2 K(z) \, dz + \alpha \left| \int_{\{z: z_1 > -1\} \cap B_{1/2}^c} z K(z) \, dz \right| + \int_{\{z: z_1 > -1\} \cap B_{1/2}^c} ((1 + z_1)^\alpha - 1) K(z) \, dz \\
\leq \frac{16\alpha (2-\sigma) \Lambda}{1 - 2^{\sigma - 2}} + \frac{2\alpha \Lambda (\sigma - 1)}{1 - 2^{1-\sigma}} + 16(2-\sigma) \Lambda \left( \frac{2^{\sigma - \sigma} - 2^{-\sigma}}{1 - 2^{\sigma - \sigma}} \right) - 2\epsilon_5 + \frac{\alpha \Lambda (\sigma - 1)}{1 - 2^{1-\sigma}}.
\]

Then we have
\[
\lim_{\alpha \to 0^+} \sup_{K \in \mathcal{L}} \int_{z_1 > -1} ((1 + z_1)^\alpha - 1 - \alpha z_1) K(z) \, dz - \inf_{K \in \mathcal{L}} \int_{z_1 \leq -1} (1 + \alpha z_1) K(z) \, dz \\
\leq \lim_{\alpha \to 0^+} \frac{16\alpha (2-\sigma) \Lambda}{1 - 2^{\sigma - 2}} + \frac{2\alpha \Lambda (\sigma - 1)}{1 - 2^{1-\sigma}} + 16(2-\sigma) \Lambda \left( \frac{2^{\sigma - \sigma} - 2^{-\sigma}}{1 - 2^{\sigma - \sigma}} \right) - 2\epsilon_5 + \frac{\alpha \Lambda (\sigma - 1)}{1 - 2^{1-\sigma}} = -2\epsilon_5.
\]

Similar to Case 1, there exists a sufficiently small \(\alpha\) such that
\[
M^+_L v_\alpha((1 + r)e_1) \leq -\epsilon_5 r^{\alpha-\sigma}.
\]

Lemma 5.2. Assume that \(0 < \sigma < 2, C_0 \geq 0\) and further assume \(C_0 = 0\) if \(\sigma < 1\). Then there are \(\alpha > 0\) and \(0 < r_0 < 1\) sufficiently small so that the function \(u_\alpha(x) := ((|x| - 1)^+)^\alpha\) satisfies \(M^+_L u_\alpha + C_0 |\nabla u_\alpha| \leq -1\) in \(\overline{B_1 + r_0} \setminus \overline{B_1}\).

Proof: We notice that \(u_\alpha\) and \(|\nabla|\) are rotation invariant. By Lemma 2.2 in [Schwab and Silvestre 2016], \(M^+_L\) is also rotation invariant. Then we only need to prove that \(M^+_L u_\alpha((1 + r)e_1) + C_0 |\nabla u_\alpha((1 + r)e_1)| \leq -1\) for any \(r \in (0, r_0)\), where \(r_0\) and \(\alpha\) are sufficiently small positive constants. Note that, for all \(r > 0, u_\alpha((1 + r)e_1) = v_\alpha((1 + r)e_1), \nabla u_\alpha((1 + r)e_1) = \nabla v_\alpha((1 + r)e_1)\) and
\[
|((1 + r)e_1 + z - 1)^+ - (r + z_1)^+| \leq C |z'|^2
\]
for any \(z \in B_1\),

\[
\begin{align*}
&= r^{\alpha-\sigma} \sup_{K \in \mathcal{L}} \int_{\mathbb{R}^n} \left( ((1 + z_1)^+)^\alpha - 1 - \alpha z_1 \right) K(z) \, dz \\
&\leq r^{\alpha-\sigma} \left( \sup_{K \in \mathcal{L}} \int_{z_1 > -1} (1 + z_1)^+ K(z) \, dz - \inf_{K \in \mathcal{L}} \int_{z_1 \leq -1} (1 + \alpha z_1) K(z) \, dz \right) + \inf_{K \in \mathcal{L}} \int_{z_1 \leq -1} (1 + \alpha z_1) K(z) \, dz.
\end{align*}
\]
where \( z = (z_1, z') \). Therefore, we have

\[
0 \leq (u_\alpha - v_\alpha)((1 + r)e_1 + z) \leq \begin{cases} 
Cr^{\alpha - 1}|z'|^2, & z \in B_{\frac{L}{2}}, \\
C|z'|^{2\alpha}, & z \in B_1 \setminus B_{\frac{L}{2}}, \\
C|z|^\alpha, & z \in \mathbb{R}^n \setminus B_1.
\end{cases}
\]

Using (H1), we have, for any \( 0 < \sigma < 2 \) and \( L \in \mathcal{L} \),

\[
0 \leq L(u_\alpha - v_\alpha)((1 + r)e_1) = \int_{\mathbb{R}^n} (u_\alpha - v_\alpha)((1 + r)e_1 + z)K(z) \, dz
\leq C \left( \int_{B_{\frac{L}{2}}} r^{\alpha - 1}|z'|^2 K(z) \, dz + \int_{B_1 \setminus B_{\frac{L}{2}}} |z'|^{2\alpha} K(z) \, dz + \int_{\mathbb{R}^n \setminus B_1} |z|^\alpha K(z) \, dz \right)
\leq C \left( \int_{B_{\frac{L}{2}}} r^{\alpha - 1}|z|^2 K(z) \, dz + \int_{B_{\frac{L}{2}}^c} |z|^{2\alpha} K(z) \, dz \right) \leq CA(r^{\alpha - \sigma + 1} + r^{2\alpha - \sigma}).
\]

Thus, we have \( M_+^L(u_\alpha - v_\alpha)((1 + r)e_1) \leq CA(r^{\alpha - \sigma + 1} + r^{2\alpha - \sigma}) \). Therefore, by Lemma 5.1, there exists a sufficiently small \( \alpha > 0 \) such that

\[
M_+^L u_\alpha((1 + r)e_1) + C_0|\nabla u_\alpha((1 + r)e_1)| \leq M_+^L(u_\alpha - v_\alpha)((1 + r)e_1) + M_+^L v_\alpha((1 + r)e_1) + C_0|\nabla u_\alpha((1 + r)e_1)|
\leq CA(r^{\alpha - \sigma + 1} + r^{2\alpha - \sigma}) - \epsilon_5 r^{\alpha - \sigma} + \alpha C_0 r^{\alpha - 1}.
\]

We notice that \( \alpha - \sigma + 1 > \alpha - \sigma \), \( 2\alpha - \sigma > \alpha - \sigma \) and

(i) if \( 0 < \sigma < 1 \), then \( C_0 = 0 \);

(ii) if \( \sigma = 1 \), then \( \alpha C_0 \to 0 \) as \( \alpha \to 0 \);

(iii) if \( 1 < \sigma < 2 \), then \( \alpha - 1 > \alpha - \sigma \).

Thus, there exist sufficiently small \( 0 < r_0 < 1 \) such that we have, for any \( r \in (0, r_0] \),

\[
M_+^L u_\alpha((1 + r)e_1) + C_0|\nabla u_\alpha((1 + r)e_1)| \leq -1. \tag{5-3}
\]

This completes the proof.

Remark 5.3. At this stage, we are not sure about whether the exterior ball condition is necessary for the construction of sub/supersolutions. In future work, we plan to construct sub/supersolutions under a weaker assumption on \( \Omega \), such as the cone condition.
Lemma 5.4. Assume that $0 < \sigma < 2$, $C_0 \geq 0$ and further assume $C_0 = 0$ if $\sigma < 1$. There exists an $\epsilon_7 > 0$ such that, for any $x \in \partial \Omega$ and $0 < r < r_\Omega$, there is a continuous function $\varphi_{x,r}$ satisfying

$$
\begin{cases}
\varphi_{x,r} \equiv 0 & \text{in } \bar{B}_r(y_X^t), \\
\varphi_{x,r} > 0 & \text{in } \bar{B}_r^c(y_X^t), \\
\varphi_{x,r} \geq 1 & \text{in } B_{2r}^c(y_X^t), \\
M_\mathcal{L}^+ \varphi_{x,r} + C_0 |\nabla \varphi_{x,r}| \leq -\epsilon_7 & \text{in } \Omega.
\end{cases}
$$

Proof. We define a uniformly continuous function $\varphi$ in $\mathbb{R}^n$ such that $1 \leq \varphi \leq 2$ and

$$
\varphi(y) = 1 \quad \text{in } y_1 > R_0 + 1, \quad \varphi(y) = 2 \quad \text{in } y_1 \leq R_0.
$$

We pick some sufficiently large $C_3 > 2/r_0^\alpha$ and we define

$$
\varphi_{x,r}(y) = \min \left\{ \varphi(y), C_3 u_\alpha \left( \frac{y - y_X^t}{r} \right) \right\},
$$

where $\alpha$ and $r_0$ are defined in Lemma 5.2. It is easy to verify that $\varphi_{x,r} \equiv 0$ in $\bar{B}_r(y_X^t)$, $\varphi_{x,r} > 0$ in $\bar{B}_r^c(y_X^t)$, and $\varphi_{x,r} \geq 1$ in $B_{2r}^c(y_X^t)$. By Lemma 5.2, we have $M_\mathcal{L}^+ u_\alpha + C_0 |\nabla u_\alpha| \leq -1$ in $\bar{B}_{1+r_0} \setminus \bar{B}_1$. It is obvious that, for any $y \in \bar{B}_{1+(r_0+r)}(y_X^t) \setminus \bar{B}_r(y_X^t)$, we have

$$
\left( M_\mathcal{L}^+ u_\alpha \left( \frac{\cdot - y_X^t}{r} \right) \right)(y) + C_0 r^{1-\sigma} \left| \left( \nabla u_\alpha \left( \frac{\cdot - y_X^t}{r} \right) \right)(y) \right| \leq -r^{-\sigma} \quad \text{for any } 0 < r < r_\Omega.
$$

Since $C_0 \equiv 0$ if $0 < \sigma < 1$, and $0 < r < 1$, we have

$$
\left( M_\mathcal{L}^+ u_\alpha \left( \frac{\cdot - y_X^t}{r} \right) \right)(y) + C_0 \left| \left( \nabla u_\alpha \left( \frac{\cdot - y_X^t}{r} \right) \right)(y) \right| \leq -1 \quad \text{for any } 0 < r < r_\Omega.
$$

For any $y \in \bar{B}_{1+(2/C_3)^{1/\alpha}r}(y_X^t) \setminus \bar{B}_r(y_X^t)$, we have $\varphi_{x,r}(y) = C_3 u_\alpha ((y - y_X^t)/r)$. Suppose that there exists a test function $\psi \in C^2_b(\mathbb{R}^n)$ that touches $\varphi_{x,r}$ from below at $y$. Thus, $\psi/C_3$ touches $u_\alpha ((\cdot - y_X^t)/r)$ from below at $y$. Hence, $M_\mathcal{L}^+ \psi(y) + C_0 |\nabla \psi(y)| \leq -C_3$. For any $y \in \Omega \cap \bar{B}_{1+(2/C_3)^{1/\alpha}r}(y_X^t)$, we have $\varphi_{x,r}(y) = \varphi(y) = \max_{\mathbb{R}^n} \varphi_{x,r} = 2$. Therefore, for any $0 < \sigma < 2$, we have

$$
\begin{align*}
(M_\mathcal{L}^+ \varphi_{x,r})(y) + C_0 |\nabla \varphi_{x,r}(y)| &= \sup_{K \in \mathcal{L}} \int_{\mathbb{R}^n} (\varphi_{x,r}(y + z) - \varphi_{x,r}(y)) K(z) \, dz \\
&= \sup_{K \in \mathcal{L}} \int_{\mathbb{R}^n} (\varphi_{x,r}(y + z) - 2) K(z) \, dz \\
&\leq - \inf_{K \in \mathcal{L}} \int_{\{z | z_1 > y_1 + R_0 + 1\}} K(z) \, dz \\
&\leq - \inf_{K \in \mathcal{L}} \int_{\{z | z_1 > 2R_0 + 1\}} K(z) \, dz.
\end{align*}
$$

By a similar estimate to (5-1), there exists a positive constant $\epsilon_6$ such that, for any $K \in \mathcal{L}$, we have

$$
\int_{\{z | z_1 > 2R_0 + 1\}} K(z) \, dz \geq \epsilon_6.
$$
Then, for any \( y \in \Omega \cap \overline{B}^c_{(1+(2/C_3)^{1/\sigma})r}(y^r_x) \), we have
\[
M^+_L \varphi_{x,r}(y) + C_0|\nabla \varphi_{x,r}(y)| \leq -\epsilon_6. 
\]
(5-4)

Based on the above estimates, if we set \( \epsilon_7 = \min\{C_3, \epsilon_6\} \), we have
\[
M^+_L \varphi_{x,r} + C_0|\nabla \varphi_{x,r}| \leq -\epsilon_7 \quad \text{in} \; \Omega.
\]

**Theorem 5.5.** Assume that \( 0 < \sigma < 2 \), \( I(x,0,0) \) is bounded in \( \Omega \) and \( g \) is a bounded continuous function in \( \mathbb{R}^n \). Assume that \( I \) is uniformly elliptic and satisfies (A0), (A2). Then (1-1) admits a continuous viscosity supersolution \( \tilde{u} \) and a continuous viscosity subsolution \( \bar{u} \) and \( \bar{u} = u = g \) in \( \Omega^c \).

**Proof.** We only prove (1-1) admits a viscosity supersolution \( \tilde{u} \) and \( \bar{u} = g \) in \( \Omega^c \). For a viscosity subsolution, the construction is similar. Since \( I \) is uniformly elliptic, we have, for any \( x \in \Omega \),
\[
-m(\|g\|_{L^\infty(\mathbb{R}^n)}) \leq I(x,-\|g\|_{L^\infty(\mathbb{R}^n)},0) - I(x,0,0) \leq m(\|g\|_{L^\infty(\mathbb{R}^n)}).
\]

Thus, we have \( \|I(\cdot,-\|g\|_{L^\infty(\mathbb{R}^n)},0)\|_{L^\infty(\Omega)} < +\infty \). Since \( g \) is a continuous function, let \( \rho_R \) be a modulus of continuity of \( g \) in \( B_R \). Let \( R_1 \) be a sufficiently large constant such that \( \Omega \subset B_{R_1 -1} \). For any \( x \in \partial \Omega \), we let
\[
u_{x,r} = \rho_{R_1}(3r) + g(x) + \max\left\{ 2\|g\|_{L^\infty(\mathbb{R}^n)}, \frac{\|I(\cdot,-\|g\|_{L^\infty(\mathbb{R}^n)},0)\|_{L^\infty(\Omega)}}{\epsilon_7} \right\} \varphi_{x,r},
\]
where \( \varphi_{x,r} \) and \( \epsilon_7 \) are given in Lemma 5.4. It is obvious that \( \nu_{x,r}(x) = \rho_{R_1}(3r) + g(x), \nu_{x,r} \geq g \) in \( \mathbb{R}^n \) and
\[
M^+_L \nu_{x,r} + C_0|\nabla \nu_{x,r}| \leq -\|I(\cdot,-\|g\|_{L^\infty(\mathbb{R}^n)},0)\|_{L^\infty(\Omega)} \quad \text{in} \; \Omega.
\]

Now we define \( \tilde{u} = \inf_{x \in \partial \Omega, 0 < r < r_\Omega} \{\nu_{x,r}\} \). Therefore, \( \tilde{u} = g \) in \( \partial \Omega \) and \( \tilde{u} \geq g \) in \( \mathbb{R}^n \). For any \( x \in \partial \Omega \) and \( y \in \mathbb{R}^n \), we have
\[
g(y) - g(x) \leq \tilde{u}(y) - \tilde{u}(x) = \tilde{u}(y) - g(x) \leq \rho_{R_1}(3r) + \max\left\{ 2\|g\|_{L^\infty(\mathbb{R}^n)}, \frac{\|I(\cdot,-\|g\|_{L^\infty(\mathbb{R}^n)},0)\|_{L^\infty(\Omega)}}{\epsilon_7} \right\} \varphi_{x,r}(y)
\]
for any \( 0 < r < r_\Omega \). Therefore, \( \tilde{u} \) is continuous on \( \partial \Omega \). For any \( y \in \Omega \), we define \( d_y = \text{dist}(y, \partial \Omega) > 0 \).

If \( r < \frac{1}{2} d_y \), then we have, for any \( z \in B_{d_y/2}(y) \),
\[
u_{x,r}(z) = \rho_{R_1}(3r) + g(x) + 2\max\left\{ 2\|g\|_{L^\infty(\mathbb{R}^n)}, \frac{\|I(\cdot,-\|g\|_{L^\infty(\mathbb{R}^n)},0)\|_{L^\infty(\Omega)}}{\epsilon_7} \right\} \varphi_{x,r}(y),
\]
for any \( x \in \partial \Omega \).

Thus, we have, for any \( z \in B_{d_y/2}(y) \),
\[
\inf_{x \in \partial \Omega, \frac{dy}{2} < r < r_\Omega} \{\nu_{x,r}(z) - \nu_{x,r}(y), 0\} \leq \tilde{u}(z) - \tilde{u}(y) \leq \sup_{x \in \partial \Omega, \frac{dy}{2} < r < r_\Omega} \{\nu_{x,r}(z) - \nu_{x,r}(y), 0\}.
\]

Since \( \{\nu_{x,r}\}_{x \in \partial \Omega, dy/2 < r < r_\Omega} \) has a uniform modulus of continuity, \( \tilde{u} \) is continuous in \( \Omega \). Therefore, \( \tilde{u} \) is a bounded continuous function in \( \Omega \). By Lemma 3.1, in \( \Omega \) we have
\[
M^+_L \tilde{u} + C_0|\nabla \tilde{u}| \leq -\|I(\cdot,-\|g\|_{L^\infty(\mathbb{R}^n)},0)\|_{L^\infty(\Omega)}.
\]
Now we define
\[
\tilde{u} := \begin{cases} 
\tilde{u} & \text{in } \Omega, \\
 g & \text{in } \Omega^c.
\end{cases}
\]
By the properties of \(\tilde{u}\), we have \(\tilde{u}\) is a bounded continuous function in \(\mathbb{R}^n\), \(\tilde{u} = g\) in \(\Omega^c\) and
\[
M_\tilde{u} + C_0|\nabla \tilde{u}| \leq -\|I(\cdot, -\|g\|_{L^\infty(\mathbb{R}^n)}, 0)\|_{L^\infty(\Omega)}
\]
in \(\Omega\). Using (A2) and uniform ellipticity, we have, for any \(x \in \Omega\),
\[
I(x, -\|g\|_{L^\infty(\mathbb{R}^n)}, 0) - I(x, \tilde{u}(x), \tilde{u}(\cdot)) \leq I(x, \tilde{u}(x), 0) - I(x, \tilde{u}(x), \tilde{u}(\cdot))
\]
\[
\leq M_\tilde{u} + C_0|\nabla \tilde{u}(x)| \leq -\|I(\cdot, -\|g\|_{L^\infty(\mathbb{R}^n)}, 0)\|_{L^\infty(\Omega)}.
\]
Thus, \(I(x, \tilde{u}(x), \tilde{u}(\cdot)) \geq 0\) in \(\Omega\).

Now we have enough ingredients to conclude:

**Theorem 5.6.** Let \(\Omega\) be a bounded domain satisfying the uniform exterior ball condition. Assume that \(0 < \sigma < 2\), \(I(x, 0, 0)\) is bounded in \(\Omega\) and \(g\) is a bounded continuous function. Assume that \(I\) is uniformly elliptic and satisfies (A0), (A2). Then (1-1) admits a viscosity solution \(u\).

**Proof.** The result follows from Theorems 3.2, 4.6 and 5.5. \(\square\)

**Corollary 5.7.** Let \(\Omega\) be a bounded domain satisfying the uniform exterior ball condition. Assume that \(0 < \sigma < 2\), \(b_{ab} \equiv 0\) in \(\Omega\) if \(\sigma < 1\) and \(c_{ab} \geq 0\) in \(\Omega\). Assume that \(g\) is a bounded continuous function in \(\mathbb{R}^n\), \(\{K_{ab}(\cdot, z)\}_{a,b,z}, \{b_{ab}\}_{a,b}, \{c_{ab}\}_{a,b}, \{f_{ab}\}_{a,b}\) are sets of uniformly bounded and continuous functions in \(\Omega\), uniformly in \(a \in A, b \in B\), and \(\{K_{ab}(x, \cdot) : x \in \Omega, a \in A, b \in B\}\) are kernels satisfying (H0)–(H3). Then (1-2) admits a viscosity solution \(u\).

**5B. Degenerate case.** In the degenerate case, it is natural to construct a sub/supersolution only for (1-2) when \(c_{ab} \geq \gamma\) for some \(\gamma > 0\). Recall that \(\Omega\) is a bounded domain satisfying the uniform exterior ball condition with a uniform radius \(r_\Omega\) and, for any \(x \in \partial \Omega\) and \(0 < r \leq r_\Omega\), we have \(y^r_x\) is a point satisfying \(\overline{B}_r(y^r_x) \cap \Omega = \{x\}\). From now on, we will hide the dependence on \(x\) for all variables and functions to make the notation simpler. For example, we will let \(y^r := y^r_x\). For any \(x \in \partial \Omega\), \(y \in \Omega\) and \(0 < r \leq r_\Omega\), we let
\[
n := \frac{x - y^r}{|x - y^r|}, \quad n^r_y := \frac{y - y^r}{|y - y^r|}, \quad \text{and} \quad v^r_\alpha(y) := \left((\frac{(y - y^r) \cdot n}{r} - 1)^+\right)^\alpha
\]
(see Figure 1).

Instead of letting \(\{K_{ab}(x, \cdot) : x \in \Omega, a \in A, b \in B\}\) satisfy (H3), we let the set of kernels satisfy the following weaker assumption:

(\(H3\)) There exist \(C_4 > 0, 0 < r_1 < r_\Omega, \lambda > 0\) and \(\mu > 0\) such that, for any \(x \in \partial \Omega\), \(0 < r < r_1\) and \(y \in \Omega \cap B_{2r}(y^r)\), there is a set \(A_r^y\) satisfying
\[
\begin{align*}
(i) & \quad A_r^y \subset \{z : z n^r_z < -r s^r_z\} \cap (B_{C_4 r s^r_z} \setminus B_{r s^r_z}), \text{ where } z n^r_z := z \cdot n^r_y \text{ and } s^r_z := |y - y^r|/r - 1; \\
(ii) & \quad |A_r^y| \geq \mu |B_{r s^r_z}|; \\
(iii) & \quad K(y, z) \geq (2 - \sigma)\lambda(r s^r_z)^{-n-\sigma} \text{ for any } z \in A_r^y.
\end{align*}
\]
Lemma 5.8. Suppose that \( \{K_{ab}(x, \cdot) : a \in A, b \in B, x \in \{y \in \Omega : \text{dist}(y, \partial\Omega) < r_1\}\} \) satisfies (H3) for some \( r_1 \in (0, r_\Omega) \). Then (H3) holds for the set of kernels.

Proof. For any \( x \in \partial\Omega, 0 < r < r_1 \) and \( y \in \Omega \cap B_{2r}(y^r) \), we define

\[
\mu_{C_4} := \frac{|(B_{C_4rs_y^r} \setminus B_{C_4rs_y^r}) \cap \{z : |z_n^r| \leq rs_y^r\}|}{|B_{C_4rs_y^r} \setminus B_{C_4rs_y^r}|}.
\]  
(5-5)

We notice that the right-hand side of (5-5) depends only on \( C_4 \). It is obvious that

\[
\lim_{C_4 \to +\infty} \mu_{C_4} = 0.
\]

By (H3), there exists a set \( A \) satisfying

\[
A \subset B_{C_4rs_y^r} \setminus B_{\frac{C_4rs_y^r}{2}}, \quad A = -A, \quad |A| \geq \mu |B_{C_4rs_y^r} \setminus B_{\frac{C_4rs_y^r}{2}}|,
\]

and, for any \( z \in A \),

\[
K(y, z) \geq (2 - \sigma) \lambda \left( \frac{1}{2} C_4rs_y^r \right)^{-n-\sigma} = (2 - \sigma) \lambda \left( \frac{1}{2} C_4 \right)^{-n-\sigma} (rs_y^r)^{-n-\sigma} = (2 - \sigma) \tilde{\lambda} (rs_y^r)^{-n-\sigma}.
\]

There exists a sufficiently large constant \( C_4(\geq 2) \) such that \( \mu_{C_4} < \frac{1}{2} \mu \). Then

\[
\frac{|\{z : |z_n^r| > rs_y^r\} \cap A|}{|B_{C_4rs_y^r} \setminus B_{\frac{C_4rs_y^r}{2}}|} \geq \frac{|A| - |(B_{C_4rs_y^r} \setminus B_{\frac{C_4rs_y^r}{2}}) \cap \{z : |z_n^r| \leq rs_y^r\}|}{|B_{C_4rs_y^r} \setminus B_{\frac{C_4rs_y^r}{2}}|} \geq \frac{\mu}{2}.
\]

Let \( A_y^r := A \cap \{z : z_n^r < -rs_y^r\} \). By the symmetry of \( A \), we have

\[
|A_y^r| \geq \frac{1}{4} \mu |B_{C_4rs_y^r} \setminus B_{\frac{C_4rs_y^r}{2}}| \geq \frac{1}{4} \mu |B_{rs_y^r}| := \tilde{\mu}|B_{rs_y^r}|.
\]

Therefore, (H3) holds for the set of kernels with \( C_4, r_1, \tilde{\lambda} \) and \( \tilde{\mu} \). \(\square\)
Lemma 5.9. Assume that $0 < \sigma < 2$ and $\{K_{ab}(x, \cdot) : x \in \Omega, a \in A, b \in B\}$ are kernels satisfying \((H0)-(H2), \) \((H3)\). Then there exists a sufficiently small $\alpha > 0$ such that, for any $x \in \partial \Omega$, $0 < r < r_1$ and $s \in \{l \in (0, 1) : y^r + (1 + l)rn \in \Omega\}$, we have $I_{ab}[y^r + (1 + s)rn, v^r_a] \leq -\epsilon_8 r^{-\sigma} s^{\alpha-\sigma}$, where $\epsilon_8$ is some positive constant.

Proof. We only prove the result for the case $0 < \sigma < 1$. For the rest of cases, the proofs are similar to those in Lemma 5.1. For any $x \in \partial \Omega$, $0 < r < r_1$ and $s \in \{l \in (0, 1) : y^r + (1 + l)rn \in \Omega\}$, we have

$$I_{ab}[y^r + (1 + s)rn, v^r_a] = \int_{\mathbb{R}^n} (v^r_a(y^r + (1 + s)rn + z) - v^r_a(y^r + (1 + s)rn))K_{ab}(y^r + (1 + s)rn, z)dz$$

$$= \int_{\mathbb{R}^n} \left[\left(\frac{s + \tilde{z}_n}{r}\right)^{\alpha} - s^\alpha\right]K_{ab}(y^r + (1 + s)rn, z)dz$$

$$= r^{-\sigma} s^{\alpha-\sigma} \int_{\mathbb{R}^n} \left[(1 + \tilde{z}_n)^\alpha - 1\right](rs)^{n+\sigma} K_{ab}(y^r + (1 + s)rn, rsz)dz$$

$$= r^{-\sigma} s^{\alpha-\sigma} \left\{ \int_{\tilde{z}_n > 1} [(1 + \tilde{z}_n)^\alpha - 1](rs)^{n+\sigma} K_{ab}(y^r + (1 + s)rn, rsz)dz \right.$$  

$$\left. - \int_{\tilde{z}_n \leq -1} (rs)^{n+\sigma} K_{ab}(y^r + (1 + s)rn, rsz)dz \right\},$$

where $\tilde{z}_n := z \cdot n$. Using \((H3)\), we have

$$\int_{\tilde{z}_n \leq -1} (rs)^{n+\sigma} K_{ab}(y^r + (1 + s)rn, rsz)dz = (rs)^\sigma \int_{\tilde{z}_n \leq -rs} K_{ab}(y^r + (1 + s)rn, z)dz$$

$$\geq (rs)^\sigma \int_{A_{y^r + (1 + s)rn}^{\sigma-1}} K_{ab}(y^r + (1 + s)rn, z)dz$$

$$\geq (2 - \sigma)\lambda \mu (rs)^{-n}|B_{rs}| := 2\epsilon_8.$$  

We notice that the kernel $(rs)^{n+\sigma} K_{ab}(y^r + (1 + s)rn, rs \cdot)$ still satisfies \((H1)\) and \((H2)\). By a similar calculation to \((5-2)\), we have

$$\int_{\tilde{z}_n > 1} [(1 + \tilde{z}_n)^\alpha - 1](rs)^{n+\sigma} K_{ab}(y^r + (1 + s)rn, rsz)dz \leq \epsilon(\alpha),$$

where $\epsilon(\alpha)$ is a positive constant satisfying that $\epsilon(\alpha) \to 0$ as $\alpha \to 0$. Then there exists a sufficiently small $\alpha$ such that

$$I_{ab}[y^r + (1 + s)rn, v^r_a] \leq -\epsilon_8 r^{-\sigma} s^{\alpha-\sigma}. \quad \Box$$

Lemma 5.10. Assume that $0 < \sigma < 2$, and $b_{ab} \equiv 0$ in $\Omega$ if $\sigma < 1$. Assume that $\{b_{ab}\}_{a,b}$ are sets of uniformly bounded functions in $\Omega$ and $\{K_{ab}(x, \cdot) : x \in \Omega, a \in A, b \in B\}$ are kernels satisfying \((H0)-(H2), \) \((H3)\). Then there are $\alpha > 0$ and $0 < s_0 < 1$ sufficiently small so that, for any $x \in \partial \Omega$ and $0 < r < r_1$, the function

$$u^r_\alpha(y) := \left(\left|\frac{y - y^r}{r} - 1\right|\right)^\alpha$$

$$\leq -\epsilon_8 r^{-\sigma} s^{\alpha-\sigma}.$$
satisfies, for any \( a \in \mathcal{A} \) and \( b \in \mathcal{B} \),
\[
-I_{ab}[y, u^r_\alpha] + b_{ab}(y) \cdot \nabla u^r_\alpha(y) \geq 1 \quad \text{in } \Omega \cap (\overline{B}_{(1+s)n}(y^r) \setminus \overline{B}_r(y^r)).
\]

Proof. Note that, for all \( s > 0 \), we have \( u^r_\alpha(y^r + (1+s)n) = v^r_\alpha(y^r + (1+s)n) \), \( \nabla u^r_\alpha(y^r + (1+s)n) = \nabla v^r_\alpha(y^r + (1+s)n) \) and
\[
\left| \left( \frac{|(1+s)n + z|}{r} - 1 \right) - \left( s + \frac{\tilde{z}_n}{r} \right) \right| \leq C \frac{|z - \tilde{z}_n|^2}{r^2} \quad \text{for any } z \in B_r.
\]

Thus, we have
\[
0 \leq (u^r_\alpha - v^r_\alpha)(y^r + (1+s)n + z) \leq \begin{cases}
C s^\alpha - 1 \frac{|z - \tilde{z}_n|^2}{r^2}, & z \in B_{r_s} \\
C |z - \tilde{z}_n|^{2\alpha} / r^2, & z \in B_r \setminus B_{r_s} \\
C |z|^{\alpha} / r^\alpha, & z \in \mathbb{R}^n \setminus B_r.
\end{cases}
\]

Using (H1), we have, for any \( 0 < \sigma < 2, \ a \in \mathcal{A}, \ b \in \mathcal{B} \) and \( s \in \{l \in (0, 1) : y^r + (1+l)n \in \Omega \}, \)
\[
0 \leq I_{ab}[y^r + (1+s)n, u^r_\alpha - v^r_\alpha] \leq \int_{\mathbb{R}^n} (u^r_\alpha - v^r_\alpha)(y^r + (1+s)n + z) K_{ab}(y^r + (1+s)n, z) \, dz
\]
\[
\leq C \left( \int_{B_{r_s}} s^{\alpha - 1} \frac{|z - \tilde{z}_n|^2}{r^2} K_{ab}(y^r + (1+s)n, z) \, dz + \int_{B_{r_s} \setminus B_{r_s}} \frac{|z - \tilde{z}_n|^{2\alpha}}{r^{2\alpha}} K_{ab}(y^r + (1+s)n, z) \, dz \right.
\]
\[
\left. + \int_{\mathbb{R}^n \setminus B_r} \frac{|z|^\alpha}{r^\alpha} K_{ab}(y^r + (1+s)n, z) \, dz \right)
\]
\[
\leq C \Lambda r^{-\sigma} (s^{\alpha - \sigma} + |y^r|^{2\alpha - \sigma}).
\]

By Lemma 5.9, we have
\[
-I_{ab}[y^r + (1+s)n, u^r_\alpha] \geq -I_{ab}[y^r + (1+s)n, v^r_\alpha] - I_{ab}[y^r + (1+s)n, u^r_\alpha - v^r_\alpha] \geq r^{-\sigma} \epsilon_8 (s^\alpha)^{\alpha - \sigma} - C \Lambda (s^{\alpha - \sigma} + s^{2\alpha - \sigma}). \tag{5-6}
\]

For any \( y \in \Omega \cap (B_{2r}(y^r) \setminus \overline{B}_r(y^r)) \), we have
\[
-I_{ab}[y, u^r_\alpha] = - \int_{\mathbb{R}^n} \delta_z u^r_\alpha(y) K_{ab}(y, z) \, dz
\]
\[
= - \int_{\mathbb{R}^n} \delta_z u^r_\alpha(y^r + (1+s^r_y)n) K_{ab}(y, z) \, dz
\]
\[
= - \int_{\mathbb{R}^n} \delta_z u^r_\alpha(y^r + (1+s^r_y)n) K_{ab} \left( y, \left( \frac{z}{|z|} + n^r_y - n \right) |z| \right) \, dz.
\]

Using (H3) and a similar estimate to (5-6), we have
\[
-I_{ab}[y, u^r_\alpha] \geq r^{-\sigma} \epsilon_8 (s^r_y)^{\alpha - \sigma} - C \Lambda ((s^r_y)^{\alpha - \sigma} + (s^r_y)^{2\alpha - \sigma}].
\]
By a similar estimate to (5-3), there exists a sufficiently small constant \( 0 < s_0 < 1 \) such that we have, for any \( y \in \Omega \cap (\overline{B}_{(1+s_0)r}(y^r) \setminus \overline{B}_r(y^r)) \),

\[
-I_{ab}[\gamma, u^r_\alpha] + b_{ab}(y) \cdot \nabla u^r_\alpha(y) \geq 1.
\]

\[ \square \]

**Lemma 5.11.** Assume that \( 0 < \sigma < 2 \), \( b_{ab} \equiv 0 \) in \( \Omega \) if \( \sigma < 1 \) and \( c_{ab} \geq \gamma \) in \( \Omega \) for some \( \gamma > 0 \). Assume that \( \{K_{ab}(\cdot, z)\}_{a,b,z}, \{b_{ab}\}_{a,b}, \{c_{ab}\}_{a,b}, \{f_{ab}\}_{a,b} \) are sets of uniformly bounded and continuous functions in \( \Omega \), uniformly in \( a \in A, b \in B \), and \( \{K_{ab}(x, \cdot) : x \in \Omega, a \in A, b \in B\} \) are kernels satisfying \((H0)-(H2), (H3)\). Then, for any \( x \in \partial \Omega \) and \( 0 < r < r_1 \), there is a continuous viscosity supersolution \( \psi_r \) of (3-5) such that \( \psi_r \equiv 0 \) in \( \overline{B}_r(y^r) \), \( \psi_r > 0 \) in \( \overline{B}_r^c(y^r) \) and

\[
\psi_r \equiv \sup_{a \in A, b \in B} \frac{\|f_{ab}\|_{L^\infty(\Omega)} + 1}{\gamma} \text{ in } B_{(1+s_0)r}^c(y^r), \tag{5-7}
\]

where \( s_0 \) is given by \textbf{Lemma 5.10}.

**Proof.** Without loss of generality, we assume that \( 0 < \gamma < 1 \). We pick a sufficiently large \( C_5 > 0 \) that

\[
C_5 > \frac{\sup_{a \in A, b \in B} \|f_{ab}\|_{L^\infty(\Omega)} + 1}{s_0^\gamma}. \tag{5-8}
\]

We then define, for any \( x \in \partial \Omega \) and \( 0 < r < r_1 \),

\[
\psi_r(y) = \min \left\{ \sup_{a \in A, b \in B} \frac{\|f_{ab}\|_{L^\infty(\Omega)} + 1}{\gamma}, C_5 u^r_\alpha(y) \right\}.
\]

It is easy to verify that \( \psi_r \equiv 0 \) in \( \overline{B}_r(y^r) \), \( \psi_r > 0 \) in \( \overline{B}_r^c(y^r) \) and \( \psi_r \) is a continuous function in \( \mathbb{R}^n \). Using (5-8), we know that

\[
C_5 u^r_\alpha \geq C_5 s^\alpha \geq \frac{\sup_{a \in A, b \in B} \|f_{ab}\|_{L^\infty(\Omega)} + 1}{\gamma} \text{ in } B_{(1+s_0)r}^c(y^r).
\]

Therefore, (5-7) holds. Since \( c_{ab} \geq \gamma > 0 \) in \( \Omega \), \( \sup_{a \in A, b \in B} \|f_{ab}\|_{L^\infty(\Omega)} + 1 \) is a viscosity supersolution of (3-5) in \( \Omega \). By \textbf{Lemma 5.10} and (5-7), we have, for any \( y \in \Omega \cap (\overline{B}_{(1+s_0)r}(y^r) \setminus \overline{B}_r(y^r)) \),

\[
\sup_{a \in A, b \in B} \inf_{x \in \partial \Omega} \left\{-I_{ab}[\gamma, C_5 u^r_\alpha] + C_5 b_{ab}(x) \cdot \nabla u^r_\alpha(y) + C_5 c_{ab}(x)u^r_\alpha(y) + f_{ab}(y)\right\} \\
\geq \sup_{a \in A, b \in B} \|f_{ab}\|_{L^\infty(\Omega)} + 1 + f_{ab}(y) \geq 0. \tag{5-9}
\]

Therefore, \( \psi_r \) is a continuous viscosity supersolution of (3-5) in \( \Omega \). \[ \square \]

**Theorem 5.12.** Assume that \( 0 < \sigma < 2 \), \( b_{ab} \equiv 0 \) in \( \Omega \) if \( \sigma < 1 \) and \( c_{ab} \geq \gamma \) in \( \Omega \) for some \( \gamma > 0 \). Assume that \( g \) is a bounded continuous function in \( \mathbb{R}^n \), \( \{K_{ab}(\cdot, z)\}_{a,b,z}, \{b_{ab}\}_{a,b}, \{c_{ab}\}_{a,b}, \{f_{ab}\}_{a,b} \) are sets of uniformly bounded and continuous functions in \( \Omega \), uniformly in \( a \in A, b \in B \), and \( \{K_{ab}(x, \cdot) : x \in \Omega, a \in A, b \in B\} \) are kernels satisfying \((H0)-(H2), (H3)\). Then (1-2) admits a continuous viscosity supersolution \( \overline{u} \) and a continuous viscosity subsolution \( \underline{u} \) and \( \overline{u} = \underline{u} = g \) in \( \Omega \).
Proof. We only prove (1-2) admits a viscosity supersolution $\bar{u}$ such that $\bar{u} = g$ in $\Omega$. Since $g$ is a continuous function, let $\rho_R$ be a modulus of continuity of $g$ in $B_R$. Let $R_1$ be a sufficiently large constant such that $\Omega \subset B_{R_1}$. For any $x \in \partial \Omega$, we let

$$u_r = \rho_{R_1}(3r) + g(x) + \left(2\|g\|_{L^\infty(\mathbb{R}^n)} \sup_{a \in A, b \in B} \|f_{ab}\|_{L^\infty(\Omega)} + 1\right)\psi_r,$$

where $\psi_r$ is given in Lemma 5.11. Using Lemma 5.11, $u_r(x) = \rho_{R_1}(3r) + g(x)$, $u_r \geq g$ in $\mathbb{R}^n$ and $u_r$ is a continuous viscosity supersolution of (3-5) in $\Omega$. Then the rest of the proof is similar to Theorem 5.5. □

Theorem 5.13. Let $\Omega$ be a bounded domain satisfying the uniform exterior ball condition. Assume that $0 < \sigma < 2$, $b_{ab} \equiv 0$ in $\Omega$ if $\sigma < 1$ and $c_{ab} \geq \gamma$ in $\Omega$ for some $\gamma > 0$. Assume that $g$ is a bounded continuous function in $\mathbb{R}^n$, $\{K_{ab}(\cdot, z)\}_{a, b, z}$, $\{b_{ab}\}_{a, b}$, $\{c_{ab}\}_{a, b}$, $\{f_{ab}\}_{a, b}$ are sets of uniformly bounded and continuous functions in $\Omega$, uniformly in $a \in A$, $b \in B$, and $\{K_{ab}(x, \cdot) : x \in \Omega, a \in A, b \in B\}$ are kernels satisfying (H0)–(H2), (H3). Then (1-2) admits a discontinuous viscosity solution $u$.

Proof. The result follows from Corollary 3.4 and Theorem 5.12. □
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A SPARSE DOMINATION PRINCIPLE FOR ROUGH SINGULAR INTEGRALS

JOSÉ M. CONDE-ALONSO, AMALIA CULIUC, FRANCESCO DI PLINIO AND YUMENG OU

We prove that bilinear forms associated to the rough homogeneous singular integrals

$$T_{\Omega} f(x) = \text{p.v.} \int_{\mathbb{R}^d} f(x - y) \Omega \left( \frac{y}{|y|} \right) \frac{dy}{|y|^{d-1}},$$

where $\Omega \in L^q(S^{d-1})$ has vanishing average and $1 < q \leq \infty$, and to Bochner–Riesz means at the critical index in $\mathbb{R}^d$ are dominated by sparse forms involving $(1, p)$ averages. This domination is stronger than the weak-$L^1$ estimates for $T_{\Omega}$ and for Bochner–Riesz means, respectively due to Seeger and Christ. Furthermore, our domination theorems entail as a corollary new sharp quantitative $A_p$-weighted estimates for Bochner–Riesz means and for homogeneous singular integrals with unbounded angular part, extending previous results of Hytönen, Roncal and Tapiola for $T_{\Omega}$. Our results follow from a new abstract sparse domination principle which does not rely on weak endpoint estimates for maximal truncations.

1. Introduction and main results

Singular integral operators of Calderón–Zygmund type, which are a priori signed and nonlocal, can be dominated in norm [Lerner 2013], pointwise [Conde-Alonso and Rey 2016; Lacey 2017; Lerner and Nazarov 2015], or dually [Bernicot et al. 2016; Culiuc et al. 2016a; 2016b] by sparse averaging operators (forms), which are in contrast positive and localized. For $1 \leq p_1, p_2 < \infty$, we define the sparse $(p_1, p_2)$-averaging form to be the bisublinear form

$$\text{PSF}_{S; p_1, p_2}(f_1, f_2) := \sum_{Q \in S} |Q| \langle f_1 \rangle_{p_1} Q \langle f_2 \rangle_{p_2} Q, \quad \langle f \rangle_{p,Q} := |Q|^{-\frac{1}{p}} \| f 1_Q \|_p,$$

associated to a (countable) sparse collection $S$ of cubes of $\mathbb{R}^d$. The collection $S$ is $\eta$-sparse if there exist $0 < \eta \leq 1$ (a number which will not play a relevant role) and measurable, pairwise disjoint sets $\{E_I : I \in S\}$ such that

$$E_I \subset I, \quad |E_I| \geq \eta |I|.$$

In this article, we prove a sparse domination principle of type

$$|\langle Tf_1, f_2 \rangle| \lesssim \sup_S \text{PSF}_{S; p_1, p_2}(f_1, f_2) \quad (1-1)$$
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for singular integral operators $T$ whose (possible) lack of kernel smoothness forbids the avenue exploited in [Lacey 2017; Lerner 2016]. Our principle, summarized in Theorem C below, can be employed in a rather direct fashion to recover the best known, and sharp, sparse domination results for Dini- and Hörmander-type Calderón–Zygmund operators [Bui et al. 2017; Hytönen et al. 2017; Lacey 2017; Volberg and Zorin-Kranich 2016].

However, the main purpose of our work is to suitably extend (1-1) to the class of rough singular integrals introduced in the seminal paper of Calderón and Zygmund [1956], and further studied, notably, in [Duoandikoetxea and Rubio de Francia 1986; Christ 1988; Christ and Rubio de Francia 1988; Seeger 1996]. Prime examples from this class include the rough homogeneous singular integrals on $\mathbb{R}^d$

$$T_\Omega f(x) = \text{p.v.} \int_{\mathbb{R}^d} f(x - y)\Omega\left(\frac{y}{|y|}\right) \frac{dy}{|y|^q}.$$  (1-2)

with $\Omega \in L^q(S^{d-1})$ having zero average, as well as the critical Bochner–Riesz means in dimension $d$, defined by the multiplier operator

$$B_\delta f = F^{-1}\left[\hat{f}(\cdot)(1 - |\cdot|^2)^{\delta q - d/2}\right], \quad \delta = \frac{d-1}{2}.$$  (1-3)

For the singular integrals (1-2) no sparse domination results were known prior to this article, although some quantitative weighted estimates were established in the recent works [Hytönen et al. 2017; Pérez et al. 2016]; see below for details. For the Bochner–Riesz means (1-3), the recent results of [Benea et al. 2017] and [Carro and Domingo-Salazar 2016] are far from being optimal at the critical exponent.

The main difficulty encountered by previous approaches in this setting is the following: first, notice that an estimate of the type (1-1) is already stronger than the weak-$L^p$ bound for $T$. In particular, if $p_1 = 1$ then (1-1) recovers the weak-$L^1$ endpoint bound. On the other hand, the preexisting techniques for sparse domination [Benea et al. 2017; Bernicot et al. 2016; Hytönen et al. 2017; Lacey 2017; Lerner 2016] essentially rely on weak-$L^p$ estimates for a grand maximal truncation of the singular integral operator $T$, but those do not seem attainable in the context, for instance, of [Seeger 1996], as observed in [Lerner 2016]. In fact, the rough singular integrals we consider below are not known to satisfy such an estimate for $p = 1$, and therefore a different approach is required in order to obtain the sparse bounds that we want.

As a corollary of our domination results, we obtain quantitative $A_p$-weighted estimates for homogeneous singular integrals (1-2) whose angular part belongs to $L^q(S^{d-1})$ for some $1 < q \leq \infty$. These are novel, and sharp, when $q < \infty$, while in the case $q = \infty$ we recover the best known result recently proved in [Hytönen et al. 2017] by other methods. Although our result for the Bochner–Riesz means (1-3) seemingly yields the best known quantitative $A_p$ estimates, we do not know whether our results are sharp in this case.

**Main results.** Our main results consist of estimates for the bilinear forms associated to $T_\Omega$ and $B_\delta$ by sparse operators involving $L^p$-averages. The formulation of our first theorem requires the Orlicz–Lorentz norms

$$\|\Omega\|_{L^{q,1}\log L(S^{d-1})} := \int_0^\infty t \log(e + t)|\{\theta \in S^{d-1} : |\Omega(\theta)| > t\}|^{1/q} \frac{dt}{t}, \quad 1 \leq q < \infty.$$
Theorem A. There exists an absolute dimensional constant \( C > 0 \) such that the following holds. Let \( \Omega \in L^1(S^{d-1}) \) have zero average. Then for all \( 1 < t < \infty \), \( f_1 \in L^t(\mathbb{R}^d) \), \( f_2 \in L^{t'}(\mathbb{R}^d) \), we have

\[
|\langle T \Omega f_1, f_2 \rangle| \leq \frac{C_p}{p-1} \sup_{S} \text{PSF}_{S;1,p}(f_1, f_2) \left\{ \|\Omega\|_{L^{\eta,1};\log L(S^{d-1})}, \quad 1 < q < \infty, \quad p \geq q', \right. \\
\left. \|\Omega\|_{L^{\infty}(S^{d-1})}, \quad 1 < p < \infty. \right. 
\]

Remark 1.1. To avoid Lorentz norms in the statement, one may recall the continuous embeddings

\( L^{q+\varepsilon}(S^{d-1}) \hookrightarrow L^{q,1} \log L(S^{d-1}) \hookrightarrow L^q(S^{d-1}) \) for all \( 1 \leq q < \infty \) and \( \varepsilon > 0 \).

Theorem B. There exists an absolute dimensional constant \( C > 0 \) such that the following holds. For all \( 1 < t < \infty \), \( f_1 \in L^t(\mathbb{R}^d) \), \( f_2 \in L^{t'}(\mathbb{R}^d) \), the critical Bochner–Riesz means (1-3) satisfy

\[
|\langle B_{\delta} f_1, f_2 \rangle| \leq \frac{C_p}{p-1} \sup_{S} \text{PSF}_{S;1,p}(f_1, f_2), \quad 1 < p < \infty. 
\]

The weak-\( L^1 \) estimate for \( T \Omega \) is the main result of [Seeger 1996], while the same endpoint estimate for (1-3) has been established in [Christ 1988]. Theorems A and B recover such results; see Appendix B for a proof of this implication, which we include for future reference. This is not surprising as the localized estimates for (1-2), (1-3) which are needed to apply our abstract result are a distillation and an improvement of the microlocal techniques of [Seeger 1996] and of the previous works [Christ 1988; Christ and Rubio de Francia 1988], and of the oscillatory integral estimates of [Christ 1988] respectively.

We reiterate that the commonly used techniques for sparse domination, which rely on the weak-\( L^1 \) estimate for the maximal truncation of the singular integral operator, fail to be applicable in the context of Theorem A as the maximal truncations of \( T \Omega \) in (1-2) are not known to satisfy such an estimate even when \( \Omega \in L^\infty(S^{d-1}) \) [Grafakos and Stefanov 1999]. Our abstract result, Theorem C, whose statement is more technical and is postponed until Section 2, only relies on the uniform \( L^2 \)-boundedness (or \( L^r \)-boundedness for any \( r \)) of the truncated operators, and thus might be considered stronger than the approaches of the mentioned references. See Remark 2.5 for additional discussion on this point.

Theorems A and B give as corollaries a family of quantitative weighted estimates.

Corollary A.1. If \( \Omega \) lies in the unit ball of \( L^{q,1} \log L(S^{d-1}) \) for some \( 1 < q < \infty \) and has zero average, we have the weighted norm inequalities

\[
\| T \Omega \|_{L^t(w) \rightarrow L^t(w)} \leq C_{t,q} [w]^\max\{1,\frac{1}{1-q'}\}, \quad q' < t < \infty. 
\]

If furthermore \( \|\Omega\|_{L^\infty(S^{d-1})} \leq 1 \),

\[
\| T \Omega \|_{L^t(w) \rightarrow L^t(w)} \leq C_t [w]^{\frac{1}{t} \max\{t,2\}}, \quad 1 < t < \infty. 
\]

Corollary B.1. Referring to (1-3), we have the weighted norm inequalities

\[
\| B_{\delta} \|_{L^t(w) \rightarrow L^t(w)} \leq C_t [w]^{\frac{1}{t} \max\{t,2\}}, \quad 1 < t < \infty. 
\]
Proof of Corollaries A.1, B.1. To prove (1-4), applying Theorem A for \( p = q' \) (strictly speaking, to the adjoint of \( T_\Omega \)) yields that the bilinear form associated to \( T_\Omega \) is dominated by
\[
\sup_S \text{PSF}_S q', 1.
\]
The proof of the weighted estimate can then be found, for instance, in [Bernicot et al. 2016, Proposition 6.4]. We prove (1-5), and (1-6) follows via the same argument: below, \( C \) denotes a positive absolute constant which may vary between occurrences. Combining the inequality [Di Plinio and Lerner 2014, Proposition 4.1]
\[
\langle f \rangle_{1+\varepsilon, Q} \leq \langle f \rangle_{1, Q} + C \varepsilon \langle M_{1+\varepsilon} f \rangle_{1, Q},
\]
which is valid for all \( \varepsilon > 0 \), with the estimate of Theorem A for \( p = 1 + \varepsilon \) we obtain
\[
|\langle T_\Omega f_1, f_2 \rangle| \leq C \varepsilon \sup_S \text{PSF}_S; 1 (f_1, f_2) + C \sup_S \text{PSF}_S; 1 (M_{1+\varepsilon} f_1, f_2), \quad \varepsilon > 0.
\]
The above display leads via standard reasoning [Cruz-Uribe et al. 2011; Hytönen et al. 2012; Moen 2012] to the chain of inequalities
\[
\|T\|_{L^t(w) \to L^t(w)} \leq C_t[w]_{A_t} \max \left\{ \frac{1}{1 + \varepsilon}, \inf_{0 < \varepsilon < 1 - \frac{1}{t}} \left( \frac{1}{\varepsilon} + \|M_{1+\varepsilon}\|_{L^t(w) \to L^t(w)} \right) \right\}
\leq C_t[w]_{A_t} \max \left\{ \frac{1}{1 + \varepsilon}, \inf_{0 < \varepsilon < 1 - \frac{1}{t}} \left( \frac{1 + \varepsilon}{\varepsilon} \right) A_t \right\} \leq C_t[w]_{A_t}^{\frac{1}{1 + \varepsilon}} \max \{ t, 2 \}.
\]

Corollary A.1 is a quantification of the weighted inequalities due to Watson [1990] and Duoandikoetxea [1993]: if \( 1 < q \leq \infty \) and \( \Omega \in L^q(S^{d-1}) \) then
\[
\begin{align*}
  w &\in A_{\frac{q'}{q}}, \quad q' \leq t < \infty, \ t \neq 1, \\
  w^{\frac{1}{1-t}} &\in A_{\frac{q'}{q}}, \quad 1 < t \leq q, \ t \neq \infty, \\
  w^{q'} &\in A_t, \quad 1 < t < \infty
\end{align*}
\implies \|T_\Omega\|_{L^t(w) \to L^t(w)} < \infty.
\]

Estimate (1-5) was first established by Hytönen, Roncal and Tapiola [Hytönen et al. 2017] via a different two-step technique involving sparse domination for Dini-type kernels, a Littlewood–Paley decomposition along the lines of [Christ and Rubio de Francia 1988] and interpolation with change of measure. In [Pérez et al. 2016], these ideas were extended to obtain \( A_1 \) estimates for \( T_\Omega \) and commutators of \( T_\Omega \) and BMO symbols. At this time, we do not know whether the power of the Muckenhoupt constant in (1-5) is sharp.

Qualitative \( A_p \)-bounds for critical Bochner–Riesz means are classical [Shi and Sun 1992]; see also [Vargas 1996]. On the other hand, Corollary B.1 seems to be the first quantitative \( A_p \) estimate for \( B_\delta \). We do not know whether the power of the \( A_p \) constant in (1-6) is sharp; the construction in [Luque et al. 2015, Corollary 3.1] shows that the optimal power \( \alpha_p \) must obey \( \alpha_p \geq \max\{1, 1/(p - 1)\} \). The article [Benea et al. 2017] contains sparse domination estimates and weighted inequalities for the supercritical regime \( 0 < \delta' < \delta \) which are not informative in the critical case. An extension of our methods to the supercritical cases will appear in forthcoming work.

Finally, we mention that our argument for (1-5) and (1-6) shows that improvements of powers as those in Corollaries A.1 and B.1 are tied to the blowup rate as \( p \to 1^+ \) of the main estimate of Theorems A and B.
A remark on the proof and plan of the article. Theorems A and B fall under the scope of the same abstract result, Theorem C, which is stated and proved in Section 2. Theorem C is obtained by means of an iterative scheme reminiscent of the arguments used in [Culiuc et al. 2016a] by three of us to prove a sparse domination estimate for the bilinear Hilbert transform, and later adapted to dyadic and continuous Calderón–Zygmund singular integrals in [Culiuc et al. 2016b]. At each iteration, a decomposition of Calderón–Zygmund type is performed, and the operator itself is decomposed into small scales (scales falling within the exceptional set) which will be estimated at subsequent steps of the iteration, and large scales. The action of the large scales on the good parts is controlled by means of the uniform $L^r$-bound for the truncations of $T$. The contribution of the bad, mean zero part under the large scales of the operator is then controlled by means of suitably localized estimates relying on the cancellation of constant-mean zero type. We emphasize that the present work shares a perspective based on bilinear forms with other recent papers: [Krause and Lacey 2016; Lacey and Spencer 2017]. The notable difference is that these references, dealing with oscillatory and random discrete singular integrals, use (dilation) symmetry breaking and $TT^*$, rather than constant-mean zero, as the principal cancellation mechanisms, in accordance with the oscillatory nature of their objects of study.

Section 3 contains localized estimates for kernels of Dini- and Hörmander-type which, besides being of use in later arguments, allow us to reprove the optimal sparse domination results for these classes; see its last subsection for the statements. In Sections 4 and 5 we provide the necessary localized estimates for Theorems A and B respectively. The estimates of Section 4 are a delicate strengthening of the microlocal arguments of [Seeger 1996]. The proof of Theorem B, a re-elaboration along the same lines as the arguments of [Christ 1988], is carried out in Section 5. Although we find it hard to believe that these techniques can be sharpened towards the stronger localized $(1, 1)$ estimate, we have no explicit counterexample for this possibility.

Notation. As is customary, $q' = \frac{q}{q-1}$ denotes the Lebesgue dual exponent to $q \in (1, \infty)$, with the usual extension $1' = \infty$, $\infty' = 1$. We denote the center of a cube $Q \in \mathbb{R}^d$ by $c_Q$ and its sidelength by $\ell(Q)$. We will also adopt the shorthand $s_Q = \log_2 \ell(Q)$. We write

$$M_p(f)(x) = \sup_{Q \subset \mathbb{R}^d} \langle f \rangle_{p, Q} 1_Q(x)$$

for the $p$-Hardy Littlewood maximal function. The positive constants implied by the almost inequality sign $\lesssim$ may depend (exponentially) on the dimension $d$ only and may vary from line to line without explicit mention.

2. A sparse domination principle

This section is dedicated to the statement and proof of our sparse domination principle, Theorem C.

The main structural assumptions. Our structural assumptions in Theorem C will be the following. Let $1 < r < \infty$ and $A$ be an $L^r(\mathbb{R}^d) \times L^r(\mathbb{R}^d)$-bounded bilinear form whose kernel $K = K(x, y)$ coincides with a function away from the diagonal $\{(x, y) \in \mathbb{R}^d \times \mathbb{R}^d : x = y\}$. More precisely, whenever $f_1 \in L^r(\mathbb{R}^d)$,
\[ f_2 \in L^{r'}(\mathbb{R}^d) \] are compactly and disjointly supported
\[
\Lambda(f_1, f_2) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} K(x, y) f_1(y) \, dy \, f_2(x) \, dx
\]
with absolute convergence of the integral. We assume that there exists \(1 < q \leq \infty\) such that the kernel \(K\) of \(\Lambda\) admits the decomposition
\[
K(x, y) = \sum_{s \in \mathbb{Z}} K_s(x, y), \quad \text{supp} \, K_s \subset (x, y) \in \mathbb{R}^d \times \mathbb{R}^d : x - y \in A_s,
\]
\[ A_s := \{z \in \mathbb{R}^d : 2^{s-2} < |z| < 2^s\}, \quad [K]_{0,q} := \sup_{s \in \mathbb{Z}} 2^{sd/\vartheta} \sup_{x \in \mathbb{R}^d} (\|K_s(x, x + \cdot)\|_q + \|K_s(x + \cdot, x)\|_q) < \infty. \tag{SS}
\]
Further, we assume that the truncated forms associated to the above decomposition by
\[
\Lambda^\mu_v(h_1, h_2) := \int_{\mu < s \leq v} \sum_{s \in \mathbb{Z}} K_s(x, y) h_1(y) h_2(x) \, dy \, dx \quad \mu, v \in \mathbb{Z} \cup \{-\infty, \infty\}
\]
satisfy
\[
C_T(r) =: \sup_{\mu < v} \left(\|\Lambda^\mu_v\|_{L^r(\mathbb{R}^d) \times L^{r'}(\mathbb{R}^d) \to C}\right) < \infty. \tag{T}
\]

**Remark 2.1.** Under the assumptions (SS) and (T), a standard limiting argument [Stein 1993, Paragraph I.7.2] yields that
\[
\Lambda(f_1, f_2) = \langle mf_1, f_2 \rangle + \lim_{v \to \infty} \Lambda^v_{-\infty}(f_1, f_2)
\]
for some \(m \in L^\infty(\mathbb{R}^d)\), whenever \(f_1 \in L^r(\mathbb{R}^d), f_2 \in L^{r'}(\mathbb{R}^d)\). It is not hard to see [Lacey and Mena Arias 2017, Lemma 4.7] that
\[
|\langle mf_1, f_2 \rangle| \lesssim \|m\|_\infty \sup_S \text{PSF}_{S;1,1}(f_1, f_2)
\]
so that for the purpose of our Theorem C below we may assume that \(m = 0\) in the above equality. For this reason, when \(\mu = -\infty\) or \(v = \infty\) or both, we are allowed to omit the subscript or superscript in (2-1) and simply write \(\Lambda^v\) or \(\Lambda^\mu\) or \(\Lambda\). Also, when \(\mu \geq v\), the summation in (2-1) is void, so that \(\Lambda^\mu_v \equiv 0\).

**Localized spaces over stopping collections.** A further condition in our abstract theorem will involve local norms associated to stopping collections of (dyadic) cubes. Throughout the article, by **dyadic cubes** we refer to the elements of any fixed dyadic lattice \(\mathcal{D}\) in \(\mathbb{R}^d\).

Let \(Q \in \mathcal{D}\) be a fixed dyadic cube in \(\mathbb{R}^d\). A collection \(Q \subset \mathcal{D}\) of dyadic cubes is a **stopping collection** with top \(Q\) if the elements of \(Q\) are pairwise disjoint and contained in \(3Q\),
\[
L, L' \in Q, \ L \cap L' \neq \emptyset \implies L = L', \quad L \in Q \implies L \subset 3Q, \tag{2-2}
\]
and enjoy the further separation properties
\[
L, L' \in Q, \ |s_L - s_{L'}| \geq 8 \implies 7L \cap 7L' = \emptyset, \quad \bigcup_{L \in Q : 3L \cap 2Q \neq \emptyset} 9L \subset \bigcup_{L \in Q} L =: \text{sh } Q; \tag{2-3}
\]
the notation $\text{sh} \, Q$ for the union of the cubes in $Q$ will also be used below. For $1 \leq p \leq \infty$, define $\mathcal{Y}_p(Q)$ to be the subspace of $L^p(\mathbb{R}^d)$ of functions satisfying

$$\supp h \subset 3Q, \quad \infty > \|h\|_{\mathcal{Y}_p(Q)} := \left\{ \begin{array}{ll}
\max\{\|h\|_{L^p(\text{sh} \, Q)}, \sup_{L \in Q} \inf_{x \in \widehat{L}} M_p h(x)\}, & p < \infty, \\
\|h\|_{\infty}, & p = \infty,
\end{array} \right.$$}

where $\widehat{L}$ is the (nondyadic) $2^5$-fold dilate of $L$. We also denote by $\mathcal{X}_p(Q)$ the subspace of $\mathcal{Y}_p(Q)$ of functions satisfying

$$b = \sum_{L \in Q} b_L, \quad \supp b_L \subset L.$$}

Furthermore, we write $b \in \dot{\mathcal{X}}_p(Q)$ if

$$b \in \mathcal{X}_p(Q), \quad \int_L b_L = 0 \quad \forall L \in Q.$$}

We will use the notation $\|b\|_{\dot{\mathcal{X}}_p(Q)}$ for $b \in \mathcal{X}_p(Q)$, and similar notation for $b \in \dot{\mathcal{X}}_p(Q)$. When the stopping collection $Q$ is clear from the context or during proofs we may omit $(Q)$ from the subscript and simply write $\| \cdot \|_{\mathcal{Y}_p}$ or $\| \cdot \|_{\mathcal{X}_p}$.

**Remark 2.2** (Calderón–Zygmund decomposition). There is a natural Calderón–Zygmund decomposition associated to stopping collections. Observe that if $Q$ is a stopping collection, then

$$\sup_{L \in Q} \langle h \rangle_{p,L} \leq 2^{5d} \|h\|_{\mathcal{Y}_p(Q)}.$$}

Therefore, we may decompose $h \in \mathcal{Y}_p(Q)$ as

$$h = g + b, \quad b = \sum_{L \in Q} b_L \in \dot{\mathcal{X}}_p(Q), \quad b_L = \left( h - \frac{1}{|L|} \int_L h(x) \, dx \right) 1_L$$}

such that

$$\|g\|_{\mathcal{Y}_\infty(Q)} \leq 2^{5d} \|h\|_{\mathcal{Y}_p(Q)}, \quad \|b\|_{\dot{\mathcal{X}}_p(Q)} \leq 2^{5d+1} \|h\|_{\mathcal{Y}_p(Q)}.$$}

These are nothing but the usual properties of the Calderón-Zygmund decomposition rewritten in our context.

**The statement.** Before stating our result, we introduce the notation

$$\Lambda_{Q,\mu,v}(h_1, h_2) := \Lambda_{\mu}^{\min[s \, Q,v]_Q}(h_1 1_Q, h_2) = \Lambda^0_{\mu} \sum_{L \in \mathcal{Q}} \Lambda_{L,\mu,v}(h_1, h_2) = \Lambda_{Q,\mu,v}(h_1 1_Q, h_2 1_Q, h_2 1_Q).$$}

for all dyadic cubes $Q$; the last equality in (2-4) is a consequence of the assumptions on the support of $K_s$ in (SS). Furthermore, given a stopping collection $Q$ with top $Q$, we define the truncated forms

$$\Lambda_{Q,\mu,v}(h_1, h_2) := \Lambda_{Q,\mu,v}(h_1, h_2) - \sum_{L \in \mathcal{Q}} \Lambda_{L,\mu,v}(h_1, h_2) = \Lambda_{Q,\mu,v}(h_1 1_Q, h_2 1_Q, h_2 1_Q).$$}

Again, the last equality is due to the support of $K_s$ in (SS). A further consequence of assumptions (SS) and (T) is that the forms $\Lambda_{Q,\mu,v}$ satisfy uniform bounds on $\mathcal{Y}_r(Q) \times \mathcal{Y}_r(Q)$. 


Lemma 2.3. There exists a positive absolute constant $\Theta$ such that
\[ |\Lambda_{\mu,\nu}(h_1, h_2)| \leq 2^{\Theta d} C_T(r) |Q| \|h_1\|_{\mathcal{Y}_r(Q)} \|h_2\|_{\mathcal{Y}_{r'}(Q)} \]
uniformly over all $\mu$, $\nu$, all dyadic cubes $Q$ and stopping collections $Q$ with top $Q$.

Proof. We may estimate the first term in the definition (2-5) as follows:
\[ |\Lambda_{\mu,\nu}(h_1, h_2)| \leq C_T(r) \|h_1\|_Q \|h_2\|_Q \leq C_T(r) |Q| \|h_1\|_{\mathcal{Y}_r} \|h_2\|_{\mathcal{Y}_{r'}}. \tag{2-6} \]

Further, using the support condition in (2-4) with $L$ in place of $Q$ and the disjointness property (2-2) in the last step, we obtain
\[
\sum_{L \in \mathcal{Q}: L \subseteq Q} |\Lambda_{L,\mu,\nu}(h_1, h_2)| = \sum_{L \in \mathcal{Q}: L \subseteq Q} |\Lambda_{L,\mu,\nu}(h_1 1_L, h_2 1_{3L})| \leq C_T(r) \sum_{L \in \mathcal{Q}: L \subseteq Q} \|h_1 1_L\|_r \|h_2 1_{3L}\|_{r'} \leq C_T(r) |Q| \|h_1\|_{\mathcal{Y}_r} \|h_2\|_{\mathcal{Y}_{r'}}. 
\]

The proof of the lemma is thus completed by combining (2-6) with the last display. \hfill \Box

Our main theorem hinges upon estimates which are modified versions of the one occurring in Lemma 2.3, when one of the two arguments of $\Lambda_{\mu,\nu}$ belongs to $\mathcal{X}$-type localized spaces.

Theorem C. There exists a positive absolute constant $\Theta$ such that the following holds. Let $\Lambda$ be a bilinear form satisfying (SS) and (T) above. Assume that there exist $1 \leq p_1, p_2 < \infty$ and a positive constant $C_L$ such that the estimates
\[ |\Lambda_{\mu,\nu}(b, h)| \leq C_L |Q| \|b\|_{\mathcal{X}_{p_1}(Q)} \|h\|_{\mathcal{Y}_{p_2}(Q)}, \tag{L} \]
hold uniformly over all $\mu, \nu \in \mathbb{Z}$, all dyadic lattices $D$, all $Q \in D$ and all stopping collections $Q \subseteq D$ with top $Q$. Then the estimate
\[ \sup_{\mu, \nu \in \mathbb{Z}} |\Lambda^\nu_{\mu}(f_1, f_2)| \leq 2^{\Theta d} [C_T(r) + C_L] \sup_S \text{PSF}_S; p_1, p_2(f_1, f_2) \tag{2-7} \]
holds for all $f_j \in L^{p_j}(\mathbb{R}^d)$ with compact support, $j = 1, 2$.

Remark 2.4. By the limiting argument of Remark 2.1, the conclusion (2-7) gives that
\[ |\Lambda(f_1, f_2)| \leq 2^{\Theta d} [C_T(r) + C_L] \sup_S \text{PSF}_S; p_1, p_2(f_1, f_2) \tag{2-8} \]
when $f_1, f_2 \in L^{\infty}(\mathbb{R}^d)$ with compact support. If we know that $\Lambda$ extends boundedly to $L^t(\mathbb{R}^d) \times L^{t'}(\mathbb{R}^d)$ for some $1 < t < \infty$, another simple limiting argument using the dominated convergence theorem extends (2-8) to all $f_1 \in L^t(\mathbb{R}^d)$, $f_2 \in L^{t'}(\mathbb{R}^d)$. It is in this last form that Theorem C will be applied to deduce Theorems A and B.
Remark 2.5 (a comparison between sparse domination principles). Theorem C identifies rather clearly the conditions needed for sparse domination of a kernel operator $T$, namely the adjoint of the bilinear form $\Lambda$. Condition (L) is a localized reformulation of the constant-mean zero cancellation around which $L^p$, $p \neq 2$, Calderón–Zygmund theory revolves, and it is essentially a strengthening of the weak-$L^{pj}$ estimate for $T$ ($j = 1$) and its adjoint ($j = 2$). Further, our assumption of uniform $L^r$-boundedness of the truncations in (T) is much tamer than requiring $L^r$-boundedness of the maximal truncations of $T$. In fact, our theorem can be applied even when no estimates for maximal truncations of $T$ are known.

Of course the exponents $p_j$ enter the sparse domination estimate (2-7), while the exponent $r$ occurring in (T) does not. This is in contrast with the other sparse domination principles occurring in the literature. For instance, in [Lerner 2016, Theorem 4.2], a sparse domination of type (1-1) with exponents $(r, 1)$ is obtained for operators $T$ whose grand maximal function

$$M_T f(x) := \sup_{Q \ni x} \sup_{y \in Q} \left| T(f 1_{\mathbb{R}^d \setminus 3Q})(y) \right|$$

has the weak-$L^r$-bound for some $r \geq 1$. Notice that $M_T$ may be as large as the maximal truncation of $T$.

A further comparison can be drawn with the abstract result of [Bernicot et al. 2016], which is a sparse domination principle for nonintegral singular operators. The off-diagonal estimate assumption Theorem 1.1(b) of the work above is a clear counterpart of (SS), while the maximal truncation assumption of Theorem 1.1(c) in the same work is the nonkernel analogue of the grand maximal function from [Lerner 2016]. It would be interesting to investigate whether, in the nonkernel setting of [Bernicot et al. 2016], an assumption in the vein of (L) can be used instead.

Remark 2.6 (the essence of (L)). Let $Q$ be a stopping collection with top $Q$. When $b$ belongs to an $\mathcal{X}_\alpha(Q)$-type space, the forms

$$(b, h) \mapsto \Lambda_{Q, \mu, \nu}(b, h), \quad (b, h) \mapsto \Lambda_{Q, \mu, \nu}(h, b)$$

have a much more familiar representation, which is what allows verification of assumption (L) in practice. By rephrasing the definition, when $b \in \mathcal{X}_1(Q)$ is supported on $Q$ (which we can assume with no restriction) we have the equality

$$\Lambda_{Q, \mu, \nu}(b, h) = \sum_{j \geq 1} \int \sum_{\mu < s \leq \min\{s_Q, \nu\}} K_s(x, y) b_{s-j}(y) h(x) \, dy \, dx, \quad \text{where } b_s := \sum_{L \in Q} b_L. \tag{2-9}$$

This notation will be used throughout the paper; see for instance (2-10) below. Furthermore, if $q$ is the exponent occurring in (SS), $h \in \mathcal{Y}_{q'}(Q)$, and $b \in \mathcal{X}_{q'}(Q)$, then $\Lambda_{Q, \mu, \nu}(h, b)$ is essentially self-adjoint up to a tolerable error term. Namely, if $h$ is supported on $Q$ (which we can also always assume),

$$\Lambda_{Q, \mu, \nu}(h, b) = \left( \sum_{j \geq 1} \int \sum_{\mu < s \leq \min\{s_Q, \nu\}} K_s(y, x) b^\text{in}_{s-j}(y) h(x) \, dy \, dx \right) + V_Q(h, b), \tag{2-10}$$

where

$$b^\text{in} = \sum_{L \in Q} b_L$$

3L \cap 2Q \neq \emptyset
is a truncation of \( b \) and thus also belongs to \( \mathcal{X}_{q'}(Q) \) with \( \|b^{\text{in}}\|_{\mathcal{X}_{q'}(Q)} \leq \|b\|_{\mathcal{X}_{q'}(Q)} \), and the remainder \( V_Q(h, b) \) satisfies

\[
|V_Q(h, b)| \leq 2^{\delta} |K| \alpha_{q, q'} |Q| \|h\|_{\mathcal{Y}_{q'}(Q)} \|b\|_{\mathcal{X}_{q'}(Q)} \tag{2-11}
\]

for a suitable positive absolute constant \( \delta \). The representation (2-10)–(2-11) is a simple consequence of the structure of \( b \in \mathcal{X}_{q'}(Q) \) and of the separation properties (2-2), (2-3). We provide the necessary details for (2-10)–(2-11) in Appendix A at the end.

**Proof of Theorem C.** Given a form \( \Lambda \) satisfying the assumptions of Theorem C, \( \mu < \nu \in \mathbb{Z} \) and \( f_j \in L^p_j(\mathbb{R}^d), \; j = 1, 2, \) with compact support, we will construct a sparse collection \( S \) of cubes of \( \mathbb{R}^d \) such that

\[
|\Lambda^\nu_{\mu}(f_1, f_2)| \leq 2^{\Theta} C \sum_{Q \in S} |Q| \|f_1\|_{\mathcal{Y}_{p_1}(Q)} \|f_2\|_{\mathcal{Y}_{p_2}(Q)}, \tag{2-12}
\]

where \( C \) is the expression within the square brackets in the conclusion of Theorem C. Here and below, we denote by \( \Theta \) a suitably large positive absolute constant which will be chosen during the course of the proof. Within this proof, we will also denote by \( \tilde{\delta} \) positive absolute constants which belong to \( [2^{-\Theta}, 2^{-\Theta}] \) and may differ at each occurrence. As the assumptions of Theorem C are stable if we replace \( \Lambda \) with \( \Lambda^\nu_{\mu} \), we can work under the assumption that \( K_s = 0 \) for all \( s \notin (\mu, \nu) \) and thus drop \( \mu, \nu \) from the notations (2-4), (2-5).

The proof of (2-12) is iterative and is carried out in the next subsection. Here, we give the main estimate for the form \( \Lambda^{s, q} \) from (2-4) in terms of stopping collection norms.

**Lemma 2.7.** Let \( Q \) be a fixed dyadic cube in \( \mathbb{R}^d \) and \( \mathcal{Q} \) be a stopping collection with top \( Q \). Then

\[
|\Lambda^{s, q}(h_1 1_Q, h_2 1_{3Q})| \leq 2^{\delta} C |Q| \|h_1\|_{\mathcal{Y}_{p_1}(Q)} \|h_2\|_{\mathcal{Y}_{p_2}(Q)} + \sum_{L \in \mathcal{Q} \cap Q} |\Lambda^{sL}(h_1 1_L, h_2 1_{3L})|. \tag{2-13}
\]

**Proof.** We are free to assume that \( \text{supp } h_1 \subset Q \) and \( \text{supp } h_2 \subset 3Q \) for simplicity of notation. For \( j = 1, 2 \), construct the Calderón–Zygmund decomposition of \( h_j \) with respect to the family \( \mathcal{Q} \) as described in Remark 2.2, that is,

\[
h_j = g_j + b_j, \quad b_j = \sum_{L \in \mathcal{Q}} b_j L, \quad b_j L := \left( h_j - \frac{1}{|L|} \int_L h_j(x) \, dx \right) 1_L.
\]

The Calderón–Zygmund properties in this context are, for \( j = 1, 2 \),

\[
\|g_j\|_{\mathcal{Y}_\infty} \lesssim \|h_j\|_{\mathcal{Y}_{p_j}}, \quad \|b_j\|_{\mathcal{X}_{p_j}} \lesssim \|h_j\|_{\mathcal{Y}_{p_j}}.
\]

Using the definition (2-5), we decompose on our way to (2-13):

\[
\Lambda^{s, q}(h_1, h_2) = \Lambda_Q(h_1, h_2) + \sum_{L \in \mathcal{Q} \cap Q} \Lambda^{sL}(h_1 1_L, h_2)
\]

\[
= \Lambda_Q(g_1, g_2) + \Lambda_Q(b_1, g_2) + \Lambda_Q(g_1, b_2) + \Lambda_Q(b_1, b_2) + \sum_{L \in \mathcal{Q} \cap Q} \Lambda^{sL}(h_1 1_L, h_2 1_{3L}). \tag{2-14}
\]
The last sum on the last right-hand side is estimated by the sum appearing on the right-hand side of (2-13). We are left with estimating the first four terms in the last line of (2-14). The leftmost is controlled by the estimate of Lemma 2.3:

\[ |\Lambda_Q(g_1, g_2)| \lesssim C_T(r) |Q| \|g_1\|_{Y_r} \|g_2\|_{Y_r} \lesssim C |Q| \|h_1\|_{Y_{p_1}} \|h_2\|_{Y_{p_2}}. \]

The second term is handled by appealing to assumption (L), which yields

\[ |\Lambda_Q(b_1, g_2)| \leq C_L |Q| \|b_1\|_{\tilde{X}_{p_1}} \|g_2\|_{Y_{p_2}} \lesssim C |Q| \|h_1\|_{Y_{p_1}} \|h_2\|_{Y_{p_2}}, \]

where the second estimate follows from the Calderón–Zygmund properties above. The third is also estimated by appealing to (L), as

\[ |\Lambda_Q(g_1, b_2)| \leq C_L |Q| \|g_1\|_{Y_{X \infty}} \|b_2\|_{\tilde{X}_{p_2}} \lesssim C |Q| \|h_1\|_{Y_{p_1}} \|h_2\|_{Y_{p_2}}. \]

Finally, again by assumption (L),

\[ |\Lambda_Q(b_1, b_2)| \leq C_L |Q_0| \|b_1\|_{\tilde{X}_{p_1}} \|b_2\|_{Y_{p_2}} \lesssim C |Q| \|h_1\|_{Y_{p_1}} \|h_2\|_{Y_{p_2}}, \]

where the final inequality follows again from the Calderón–Zygmund estimates.

**Proof of (2-12).** The proof is obtained by means of the iterative procedure described below.

**Preliminaries:** We will produce stopping collections iteratively, by suitable Whitney decompositions of unions of sets

\[ E_Q = \left\{ x \in 3Q : \max_{j=1,2} \frac{M_{p_j}(f_j 1_{3Q})(x)}{\langle f_j \rangle_{p_j,3Q}} > 2^{\Theta d} \right\} \quad (2-15) \]

associated to a cube \( Q \) and a pair of functions \( f_1, f_2 \). We notice that

\[ E_Q \subset 3Q, \quad |E_Q| \leq 2^{-\Theta d} |Q|; \quad (2-16) \]

the measure estimate is a consequence of the maximal theorem, and holds provided \( \Theta \) is chosen sufficiently large. In this proof, we say that two dyadic cubes \( L, L' \) are neighbors, and write \( L \sim L' \), if

\[ 7L \cap 7L' \neq \emptyset, \quad |s_L - s_{L'}| < 8. \]

The separation condition (2-3) tells us that if the 7-fold dilates of two cubes \( L, L' \) belonging to the same stopping collection intersect nontrivially, then \( L, L' \) must be neighbors. We also recall the notation \( \hat{L} \) for the \( 2^5 \)-fold dilate of \( L \).

**Initialize:** Let \( f_j \in L^{p_j}(\mathbb{R}^d), \ j = 1, 2 \), with compact support be fixed. By suitably choosing the dyadic lattice \( D \), we may find \( Q_0 \in D \) such that \( \text{supp } f_1 \subset Q_0, \text{supp } f_2 \subset 3Q_0 \) and \( s_{Q_0} \) is larger than the largest nonzero scale occurring in the kernel. Then set \( S_0 = \{Q_0\} \), \( E_0 = 3Q_0 \), and define referring to (2-15)

\[ E_1 := E_{Q_0}, \quad S_1 := \text{maximal cubes } L \in D \text{ such that } 9L \subset E_1. \]
Notice that the following properties are satisfied:

\[ L \in S_1 \] are a pairwise disjoint collection, \hspace{1cm} (2-17) 

\[ E_1 = \bigcup_{L \in S_1} L = \bigcup_{L \in S_1} 9L \subset E_0, \quad |Q_0 \setminus E_1| \geq (1 - 2^{-d \theta})|Q_0|, \hspace{1cm} (2-18) \]

\[ L, L' \in S_1, \quad 7L \cap 7L' \neq \emptyset \implies L \sim L'. \hspace{1cm} (2-19) \]

Property (2-17) and the first part of (2-18) are by construction, while the second part of (2-18) follows from the estimate of (2-16). For (2-19) suppose instead that \( 7L \cap 7L' \) is not empty when \( s_L \leq s_{L'} - 8 \). By the relation between the sidelengths it follows that \( \hat{L} \subset 9L' \), which implies that the 9-fold dilate of the dyadic parent of \( L \) is contained in \( 9L' \) as well, contradicting the maximality of \( L \). By virtue of (2-17)–(2-19), \( Q_1(Q_0) := S_1 \) is a stopping collection with top \( Q_0 \); compare with (2-2), (2-3). The first property in (2-18) guarantees that

\[ \sup_{x \notin Q_1(Q_0)} |f_j(x)| \leq 2^{\Theta d} \langle f_j \rangle_{p_j,3Q_0}. \]

Further, by the maximality condition on \( L \in S_1 \), it follows that

\[ \sup_{L \in Q_1(Q_0)} \inf_{\hat{L}} M_{p_j}(f_j 1_{3Q_0}) \leq 2^{\Theta d} \langle f_j \rangle_{p_j,3Q_0} \]

for \( j = 1, 2 \). The last two inequalities tell us that

\[ \|f_j\|_{p_j(Q_1(Q_0))} \leq 2^{\Theta d} \langle f_j \rangle_{p_j,3Q_0}, \quad j = 1, 2. \]

Applying (2-13) to the stopping collection \( Q_1(Q_0) \), and \( h_1 = f_1, \ h_2 = f_2 \) we obtain

\[ |\Lambda(f_1, f_2)| = |\Lambda^{Q_0}(f_1 1_{Q_0}, f_2 1_{3Q_0})| \]

\[ \leq 2^{\Theta d} C |Q_0| \langle f_1 \rangle_{p_1,3Q_0} \langle f_2 \rangle_{p_2,3Q_0} + \sum_{L \in Q_1(Q_0)} |\Lambda^L(f_1 1_L, f_2 1_{3L})|. \hspace{1cm} (2-20) \]

The obtained properties (2-17)–(2-19) and estimate (2-20) are the \( \ell = 1 \) case of the induction assumption in the inductive step below.

**Inductive step:** Suppose inductively collections \( S_\ell, \ 0 \leq \ell \leq k \), and sets \( E_\ell, \ 1 \leq \ell \leq k \), have been constructed, with the properties that for all \( 1 \leq \ell \leq k \)

\[ L \in S_\ell \] are a pairwise disjoint collection, \hspace{1cm} (2-21) 

\[ E_\ell = \bigcup_{L \in S_\ell} L = \bigcup_{L \in S_\ell} 9L \subset E_{\ell-1}, \quad |Q \setminus E_\ell| \geq (1 - 2^{-d \theta})|Q| \quad \forall Q \in S_{\ell-1}, \hspace{1cm} (2-22) \]

\[ L, L' \in S_\ell, \quad 7L \cap 7L' \neq \emptyset \implies L \sim L'. \hspace{1cm} (2-23) \]

Suppose also that if \( \mathcal{T}_{k-1} = S_0 \cup \cdots \cup S_{k-1} \), the estimate

\[ |\Lambda(f_1, f_2)| \leq 2^{\Theta d} C \sum_{R \in \mathcal{T}_{k-1}} |R| \langle f_1 \rangle_{p_1,3R} \langle f_2 \rangle_{p_2,3R} + \sum_{Q \in S_k} |\Lambda^{Q}(f_1 1_Q, f_2 1_{3Q})|. \hspace{1cm} (2-24) \]
has been shown to hold. At this point define

\[ E_{k+1} := \bigcup_{Q \in S_k} E_Q, \quad S_{k+1} := \text{maximal cubes } L \in \mathcal{D} \text{ such that } 9L \subset E_{k+1}, \]

\[ Q_{k+1}(Q) = \{ L \in S_{k+1} : L \subset 3Q \}, \quad Q \in S_k. \]

Property (2-21), together with the first property in (2-22), as \( E_Q \subset 3Q \subset E_k \), and (2-23), via the same reasoning we used for (2-19), now hold for \( \ell = k+1 \) as well. Let now \( Q \in S_k \). Property (2-23) with \( \ell = k \) implies that

\[ 3Q \cap E_{k+1} \subset \bigcup_{Q' \in S_k : Q' \sim Q} E_{Q'}. \]

Therefore, we learn that

\[ |Q \cap E_{k+1}| \leq |3Q \cap E_{k+1}| \leq \sum_{Q' \in S_k : Q' \sim Q} |E_{Q'}| \leq 2^{-\vartheta_d} |Q| \quad (2-25) \]

by applying for each \( Q' \in S_k \) with \( Q' \sim Q \) the estimate of (2-16), and observing that the cardinality of \( \{ Q' \in \mathcal{D} : Q' \sim Q \} \) is bounded by an absolute dimensional constant, and \( |Q|, |Q'| \) are comparable, again up to an absolute dimensional constant. From the above display we obtain the second part of (2-22) for \( \ell = k+1 \). Moreover, one observes that if \( L \in S_{k+1} \) with \( L \cap 3Q \neq \emptyset \), then by virtue of property (2-25), \( L \) must be significantly shorter than \( Q \) and thus contained in one of the \( 3^d \) translates of the dyadic cube \( Q \) whose union covers \( 3Q \). Namely, we have the equality

\[ Q_{k+1}(Q) = \{ L \in S_{k+1} : L \cap 3Q \neq \emptyset \}, \]

which also gives the last equality in

\[ \bigcup_{L \in Q_{k+1}(Q) : 3L \cap 2Q \neq \emptyset} 9L \subset \bigcup_{L \in S_{k+1} : L \cap 3Q \neq \emptyset} L = \bigcup_{L \in Q_{k+1}(Q)} L = \text{sh } Q_{k+1}(Q), \]

as the set in the left-hand side of the last display is contained in \( 3Q \) and (2-22) holds for \( \ell = k+1 \). Comparing with (2-2), (2-3), the discussion above gives that \( Q_{k+1}(Q) \) is a stopping collection with top \( Q \) such that \( E_Q \subset \text{sh } Q_{k+1}(Q) \), so that

\[ \sup_{x \not\in \text{sh } Q_{k+1}(Q)} |f_j 1_{3Q}(x)| \leq 2^{\frac{\vartheta_d}{4}} \langle f_j \rangle_{p_j,3Q}. \]

Furthermore, for \( j = 1, 2 \)

\[ \sup_{L \in Q_{k+1}(Q)} \inf_{\hat{L}} M_{p_j}(f_j 1_{3Q}) \leq 2^{\frac{\vartheta_d}{4}} \langle f_j \rangle_{p_j,3Q}; \]

otherwise the \( 9 \)-fold dilate of the dyadic parent of some \( L \in Q_{k+1}(Q) \) would be contained in \( E_Q \) and thus in \( E_{k+1} \), contradicting the maximality of such an \( L \). Therefore

\[ \|f_j 1_{3Q}\|_{\mathcal{Y}_{p_j}(Q_{k+1}(Q))} \leq 2^{\frac{\vartheta_d}{4}} \langle f_j \rangle_{p_j,3Q}, \quad j = 1, 2. \]
and we may apply (2-13) to each $Q \in S_k$ summand in (2-24), with $h_1 = f_1$, $h_2 = f_2$ and obtain

$$|\Lambda^{|Q|}(f_1 1_Q, f_2 1_{3Q})| \leq 2^{\Theta d} C |Q| |\langle f_1 \rangle_{p_1,3Q} \langle f_2 \rangle_{p_2,3Q} + \sum_{L \in Q_k+1(Q):L \subset Q} |\Lambda^{|L|}(f_1 1_L, f_2 1_{3L})|$$

$$= 2^{\Theta d} C |Q| |\langle f_1 \rangle_{p_1,3Q} \langle f_2 \rangle_{p_2,3Q} + \sum_{L \in S_{k+1}:L \subset Q} |\Lambda^{|L|}(f_1 1_L, f_2 1_{3L})|.$$  

As $Q \in S_k$ are pairwise disjoint, see (2-21), summing over $Q \in S_k$, writing $T_k = S_0 \cup \cdots \cup S_k$ and combining the resulting estimate with (2-24), we arrive at

$$|\Lambda(f_1, f_2)| \leq 2^{\Theta d} C \sum_{Q \in T_k} |Q| |\langle f_1 \rangle_{p_1,3Q} \langle f_2 \rangle_{p_2,3Q} + \sum_{L \in S_{k+1}} |\Lambda^{|L|}(f_1 1_L, f_2 1_{3L})|,$$

that is, (2-24) with $k$ replaced by $k + 1$. This, together with the previously obtained (2-21)–(2-23) for $\ell = k + 1$, completes the current iteration.

**Termination:** A consequence of our construction is that $\sigma_k := \max \{s_Q : Q \in S_k\} \leq s_{Q_0} - \vartheta k$. The algorithm terminates when $k = K$, where $K$ is such that $\sigma_K$ is strictly less than the minimal nonzero scale in the kernel. For $k = K$ in (2-24) the second sum on the right-hand side vanishes identically and we have obtained the estimate (2-12) by setting $T := T_{K-1}$ and $S := \{3Q : Q \in T\}$. We see that the collection $T$, and thus the collection of the dilates $S$, are sparse by simply observing that the sets

$$F_Q := Q \setminus E_{k+1}, \quad Q \in S_k,$$

are pairwise disjoint for $Q \in T$ and have measure larger than $(1 - 2^{-d\vartheta})|Q|$, as can be seen from (2-22).

### 3. Localized estimates for Dini- and Hörmander-type kernels

In the first part of this section, we state and prove a family of localized estimates, of the type occurring in condition (L) of Theorem C, for kernels falling within the scope of (SS) and possessing additional smoothness properties, of Dini or Hörmander type. These estimates and their proof are a reformulation of the classical inequalities intervening in the proof of the weak-$L^1$-bound for Calderón–Zygmund operators (see, for example, [Stein 1993, Chapter I]). We choose to provide details as we believe the arguments to be rather explanatory of the driving philosophy behind Theorem C.

As we mentioned in the Introduction, our abstract Theorem C, coupled with the localized estimates that follow, can be employed to reprove the optimal sparse domination estimates for Calderón–Zygmund kernels of Dini and Hörmander type, thus recovering the results (among others) of [Bui et al. 2017; Hytönen et al. 2017; Lacey 2017; Lerner 2016; Volberg and Zorin-Kranich 2016]. We provide a summary of the statements of such domination theorems in the second part of this section.

**Localized estimates and kernel norms.** Throughout these estimates, we assume that a stopping collection $Q$ with top $Q$ as in Section 2 has been fixed, and the notations $\Lambda_{Q,\mu,\nu}$ refer to (2-5). It is understood that the constants implied by the almost inequality signs depend on dimension only and are in particular are uniform over the choice of $Q$. We begin with the single-scale localized estimate where no cancellation is exploited.
Lemma 3.1 (trivial estimate). Let $1 < \beta \leq \infty$ and $\alpha = \beta'$. Then for all $j \geq 1$,
\[
\sum_s \int |K_s(x, y)||b_{s-j}(y)||h(x)| \, dy \, dx \lesssim [K]_{0, \beta} |Q| \|b\|_{\chi_1} \|h\|_{\gamma_\alpha}.
\]

Proof. As $\|b_L\|_1 \lesssim |L| \|b\|_{\chi_1}$ for $L \in Q$, it suffices to prove that for each $L \in Q$ and $s = s_L + j$,
\[
\int |K_s(x, y)||b_L(y)||h(x)| \, dy \, dx \lesssim [K]_{0, \beta} \|b_L\|_1 \|h\|_{\gamma_\alpha}.
\] (3-1)
In turn, it then suffices to prove that
\[
s \geq s_L \implies \sup_{y \in L} \int |K_s(y + u, y)||h(y + u)| \, du \lesssim [K]_{0, \beta} \|h\|_{\gamma_\alpha},
\]
which readily follows from
\[
\int |K_s(y + u, y)||h(y + u)| \, du \leq \|K_s(y + \cdot, y)\|_\beta \left( \int_{B(y, 2^{s+10})} |h(z)|^\alpha \, dz \right)^{\frac{1}{\alpha}}
\lesssim [K]_{0, \beta} \left( \inf_{\mathring{L}} M_\alpha h \right) \leq [K]_{0, \beta} \|h\|_{\gamma_\alpha}
\]
when $y \in L$. Above, we used the support condition $(SS)$ and Hölder’s inequality for the first step, and subsequently that the ball $B(y, 2^{s+10}) = \{z \in \mathbb{R}^d : |z - y| < 2^{s+10}\}$ contains the dilate $\mathring{L}$. \hfill \Box

We introduce a further family of kernel norms in addition to the one of $(SS)$, to which we refer for notation. For $1 < \beta \leq \infty$ set
\[
[K]_{1, \beta} := \sum_{j=1}^{\infty} \varpi_{j, \beta}(K),
\] (3-2)
where
\[
\varpi_{j, \beta}(K) := \sup_{s \in \mathbb{Z}} 2^{\frac{jd}{\beta}} \sup_{x \in \mathbb{R}^d} \sup_{h \in \mathbb{R}^d} \left( \|K_s(x, x + \cdot) - K_s(x + h, x + \cdot)\|_\beta + \|K_s(x + \cdot, x) - K_s(x + \cdot, x + h)\|_\beta \right). \quad \text{for } \|h\|_{\infty} < 2^{s-j-1}
\]
The second localized estimate we consider uses the finiteness of $[K]_{1, \beta}$ to incorporate the constant-mean zero cancellation effect.

Lemma 3.2 (cancellation estimate). Let $1 < \beta \leq \infty$ and $\alpha = \beta'$. Then for all $\mu, \nu \in \mathbb{Z}$,
\[
|\Lambda_{Q, \mu, \nu}(b, h)| + |\Lambda_{Q, \mu, \nu}(h, b)| \lesssim ([K]_{0, \infty} + [K]_{1, \beta}) |Q| \|b\|_{\chi_1} \|h\|_{\gamma_\alpha}.
\] (3-3)

Proof. It will suffice to prove the estimate
\[
\sum_{L \in Q} \sum_{j=1}^{\infty} \left| \int K_{s_L + j}(x, y) \tilde{b}_L(y) \tilde{h}(x) \, dy \, dx \right| \lesssim [K]_{1, \beta} |Q| \|\tilde{b}\|_{\chi_1} \|\tilde{h}\|_{\gamma_\alpha}.
\] (3-4)
In fact, by using the representations in (2-9), (2-10) we see that for all $\mu, \nu \in \mathbb{Z}$ and each pair $b \in \mathring{\dot{X}}_1$, $h \in \mathring{Y}_\alpha$, the forms $|\Lambda_{Q, \mu, \nu}(b, h)|$, $|\Lambda_{Q, \mu, \nu}(h, b)|$ are both bounded above by the left-hand side of (3-4) for suitable $\tilde{b} \in \mathring{\dot{X}}_1$, $\tilde{h} \in \mathring{Y}_\alpha$ whose norms are dominated by $\|\tilde{b}\|_{\chi_1}$, $\|\tilde{h}\|_{\gamma_\alpha}$ respectively, up to possibly
replacing $K_s$ with its transpose and controlling the remainder term $V_Q(h, b)$ in the case of $\Lambda_{Q, \mu, \nu}(h, b)$. This remainder is estimated in (2-11) for $q = \infty$, which is acceptable for the right-hand side of (3-3).

We will obtain estimate (3-4) from the bound

$$
\sum_{j=1}^{\infty} \left| \int K_{s_L + j}(x, y) b_L(y) \tilde{h}(x) \, dy \, dx \right| \lesssim [K]_{1, \beta} |L| \|\tilde{b}\|_{\check{X}_1} \|\tilde{h}\|_{Y_\alpha}, \quad L \in Q
$$

(3-5)

by summing over $L \in Q$ in and using their disjointness, given in (2-2). Fix $L \in Q$ and $j \geq 1$. Using the cancellation of $\tilde{b}_L$ and then arguing as in the proof of (3-1) above we obtain

$$
\left| \int K_{s_L + j}(x, y) b_L(y) \tilde{h}(x) \, dy \, dx \right| \leq \|\tilde{b}_L\|_1 \sup_{y \in L} \int |K_{s_L + j}(y + u, y) - K_{s_L + j}(y + u, c_L)||\tilde{h}(y + u)| \, du
$$

$$
\lesssim \|\tilde{b}_L\|_1 \omega_{j, \beta}(K) (\inf_{\tilde{L}} \check{M}_\alpha \tilde{h}) \lesssim \omega_{j, \beta}(K) |L| \|\tilde{b}\|_{\check{X}_1} \|\tilde{h}\|_{Y_\alpha},
$$

and (3-5) follows by summing over $j \geq 1$.

 Sparse domination of Calderón–Zygmund kernels. We now briefly mention how our abstract result, Theorem C, can be employed to recover sparse domination, and thus weighted bounds, for Calderón–Zygmund kernels with minimal smoothness assumptions. Let $T$ be an $L^2(\mathbb{R}^d)$-bounded operator whose kernel $K$ satisfies the usual size normalization

$$
\sup_{x \neq y} |x - y|^d |K(x, y)| \leq 1.
$$

Let $\psi$ be a fixed Schwartz function supported in $A_1 = \{x \in \mathbb{R}^d : 2^{-2} < |x| < 1\}$ such that

$$
\sum_{s \in \mathbb{Z}} \psi(2^{-s} x) = 1, \quad x \neq 0.
$$

It is immediate to see that (SS) holds, and in particular $[K]_{0, \infty} \leq C$, for the decomposition

$$
K_s(x, y) := K(x, y) \psi \left( \frac{x - y}{2^s} \right), \quad s \in \mathbb{Z}.
$$

We further assume that $[K]_{1, \beta} < \infty$ for some $1 < \beta \leq \infty$, where the kernel norm has been defined in (3-2). When $\beta = \infty$, this is exactly the Dini condition [Hytönen et al. 2017; Lacey 2017; Lerner 2016]. For $\beta < \infty$, the above condition is equivalent to the assumptions of [Volberg and Zorin-Kranich 2016], where in fact a multilinear version is presented.

The assumptions of Theorem C then hold for the dual form

$$
\Lambda(f_1, f_2) = (Tf_1, \check{f}_2).
$$

We have already observed that (SS) is verified with $q = \infty$. It is well known that the $L^2$-boundedness of $\Lambda$ together with $[K]_{1, \beta} < \infty$ yields that the truncation forms $\Lambda^\nu_{\mu}$, see (2-1), are uniformly bounded on $L^t(\mathbb{R}^d) \times L^t(\mathbb{R}^d)$ [Stein 1993, Chapter I.7] for all $1 < t < \infty$; thus we have condition (T) with, for instance, $r = 2$. Furthermore, Lemma 3.2 is exactly (L) for the corresponding $\Lambda_{Q, \mu, \nu}$, with $p_1 = 1$, $p_2 = \alpha = \beta'$. 
Applying Theorem C in the form given in Remark 2.4, we obtain the following sparse domination result, which recovers (the dual form of) the domination theorems from the above-mentioned references. We cite the same references for the sharp weighted norm inequalities that descend from this result.

**Theorem D** (Calderón–Zygmund theory). Let \( T \) be as above and \( 1 \leq \beta < \infty \). For all \( 1 < t < \infty \) and all pairs \( f_1 \in L^t(\mathbb{R}^d), f_2 \in L^{t'}(\mathbb{R}^d) \),

\[
|\langle Tf_1, f_2 \rangle| \leq C_\beta [K]_{1, \beta} \sup_S \text{PSF}_{S;1, \beta}(f_1, f_2),
\]

where \( C_\beta \) is a positive constant depending on \( \beta \) and on the dimension \( d \) only.

### 4. Proof of Theorem A

Let \( 1 < q \leq \infty \) and suppose that \( \Omega \in L^q(S^{d-1}) \) has unit norm and vanishing integral. Set \( x' = x/|x| \).

We decompose for \( x \neq 0 \) the kernel of \( T_\Omega \) in (1-2) as

\[
\frac{\Omega(x')}{|x|^d} = \sum_s K_s(x), \quad K_s(x) = \Omega(x')2^{-sd}\phi(2^{-s}x),
\]

where \( \phi \) is a suitable smooth radial function supported in \( A_1 = \{2^{-2} \leq |x| \leq 1\} \). The main result of this section is the following proposition: again, we assume that a stopping collection \( Q \) with top the dyadic cube \( Q \) as in Section 2 has been fixed and the notations \( \gamma_t \) and similar refer to that fixed setting.

**Proposition 4.1.** Let \( \Omega \in L^q(S^{d-1}) \) be of unit norm and vanishing integral. Let \( \{\epsilon_s\} \in \{-1, 0, 1\}^Z \) be a choice of signs, \( b \in \mathcal{X}_1 \) and define

\[
K(b, h) := \sum_{j \geq 1} \sum_s \epsilon_s \langle K_s \ast b_{s-j}, \tilde{h} \rangle
\]

where

\[
b_s = \sum_{L \in \Omega \atop s_L = s} b_L.
\]

There exists an absolute constant \( C \), in particular uniform over all \( \{\epsilon_s\} \in \{-1, 0, 1\}^Z \), such that

\[
|K(b, h)| \leq \frac{C p}{p - 1} |Q| \|b\|_{\mathcal{X}_1} \|h\|_\gamma_p \left\{ \begin{array}{ll}
\|\Omega\|_{L^{q,1}\log L(S^{d-1})}, & q < \infty, \ p \geq q', \\
\|\Omega\|_{L^{\infty}(S^{d-1})}, & q = \infty, \ p > 1.
\end{array} \right.
\]

(4-1)

With the above proposition in hand, we may now give the proof of Theorem A. The structural assumptions (SS), (T) of the abstract result Theorem C applied to the above decomposition of (the dual form of) \( T_\Omega \) are respectively verified with \( q = q \) and with \( r = 2 \) (this is the classical \( L^2 \)-boundedness of the truncations of \( T_\Omega \) [Calderón and Zygmund 1956; Grafakos and Stefanov 1999]).

We still need to verify (L) for the values \( p_1 = 1 \) and \( p_2 = p \) for each \( p \) in the claimed range (depending on whether \( q = \infty \) or not). It is immediate from the representations (2-9) that in this setting \( \Lambda_{Q,\mu,\nu}(b, h) = K(b 1_Q, h) \) for a suitable choice of signs \( \{\epsilon_s\} \) depending on \( \mu, \nu \). So Proposition 4.1 yields the first condition in (L) with \( p_1 = 1, \ p_2 = p \). On the other hand, we get from (2-10) that \( \Lambda_{Q,\mu,\nu}(h, b) \) is equal to \( K(b^\mu, h 1_Q) \), again for a suitable choice of signs \( \{\epsilon_s\} \) depending on \( \mu, \nu \), up to replacing \( K_s \)
by $K_s(-\cdot)$, and up to subtracting the remainder term from (2-11), which is estimated in this case by an absolute constant times
\[ |Q|\|h\|_{\gamma_{\infty}}\|b\|_{\gamma_{q'}},\]
which is acceptable for the right-hand side of the second condition in (L) when $p_2 = p$. These considerations and another application of Proposition 4.1 finally yield Theorem A, via our abstract result in the form described in Remark 2.4.

**Proof of Proposition 4.1.** Throughout this proof, $C$ is a positive absolute dimensional constant which may vary at each occurrence without explicit mention. We assume $f \in L^1(\mathbb{R}^d)$ and $p \in \mathbb{Z}$.

We may now complete the proof of Proposition 4.1. We assume $q < 1$. The remaining case is actually simpler as $V^j$ is identically zero. Our decomposition (4-3) yields that
\[ |K(b, h)| \leq \sum_{j \geq 1} |H^j(b, h)| + \sum_{j \geq 1} |V^j(b, h)|.\]

Choosing $\delta = c(p - 1)/(2p)$ in (4-2) and using Lemma 4.3, we estimate
\[ \sum_{j \geq 1} |H^j(b, h)| \leq C |Q| \|b\|_{\gamma_{\infty}} \sum_{j \geq 1} 2^{-c_j \frac{p-1}{p} \|Q\|_{\gamma_{\infty}}} \|b\|_{\gamma_p} \leq \frac{C_p}{p-1} |Q| \|b\|_{\gamma_{\infty}} \sum_{j \geq 1} 2^{-c_j \frac{p-1}{p}} \leq \frac{C_p}{p-1} |Q| \|b\|_{\gamma_{\infty}} \sum_{j \geq 1} 2^{-c_j \frac{p-1}{p}} \leq \frac{C_p}{p-1} |Q| \|b\|_{\gamma_{\infty}} \sum_{j \geq 1} 2^{-c_j \frac{p-1}{p}} \leq \frac{C_p}{p-1} |Q| \|b\|_{\gamma_{\infty}} \sum_{j \geq 1} 2^{-c_j \frac{p-1}{p}} \leq \frac{C_p}{p-1} |Q| \|b\|_{\gamma_{\infty}} \sum_{j \geq 1} 2^{-c_j \frac{p-1}{p}} \leq \frac{C_p}{p-1} |Q| \|b\|_{\gamma_{\infty}} \sum_{j \geq 1} 2^{-c_j \frac{p-1}{p}} \leq \frac{C_p}{p-1} |Q| \|b\|_{\gamma_{\infty}} \sum_{j \geq 1} 2^{-c_j \frac{p-1}{p}} \leq \frac{C_p}{p-1} |Q| \|b\|_{\gamma_{\infty}} \sum_{j \geq 1} 2^{-c_j \frac{p-1}{p}} \leq \frac{C_p}{p-1} |Q| \|b\|_{\gamma_{\infty}} \sum_{j \geq 1} 2^{-c_j \frac{p-1}{p}} \leq \frac{C_p}{p-1} |Q| \|b\|_{\gamma_{\infty}} \sum_{j \geq 1} 2^{-c_j \frac{p-1}{p}} \leq \frac{C_p}{p-1} |Q| \|b\|_{\gamma_{\infty}} \sum_{j \geq 1} 2^{-c_j \frac{p-1}{p}} \leq \frac{C_p}{p-1} |Q| \|b\|_{\gamma_{\infty}} \sum_{j \geq 1} 2^{-c_j \frac{p-1}{p}} \leq \frac{C_p}{p-1} |Q| \|b\|_{\gamma_{\infty}} \sum_{j \geq 1} 2^{-c_j \frac{p-1}{p}} \leq \frac{C_p}{p-1} |Q| \|b\|_{\gamma_{\infty}} \sum_{j \geq 1} 2^{-c_j \frac{p-1}{p}} \leq \frac{C_p}{p-1} |Q| \|b\|_{\gamma_{\infty}} \sum_{j \geq 1} 2^{-c_j \frac{p-1}{p}} \leq \frac{C_p}{p-1} |Q| \|b\|_{\gamma_{\infty}} \sum_{j \geq 1} 2^{-c_j \frac{p-1}{p}} \leq \frac{C_p}{p-1} |Q| \|b\|_{\gamma_{\infty}} \sum_{j \geq 1} 2^{-c_j \frac{p-1}{p}} \leq \frac{C_p}{p-1} |Q| \|b\|_{\gamma_{\infty}} \sum_{j \geq 1} 2^{-c_j \frac{p-1}{p}} \leq \frac{C_p}{p-1} |Q| \|b\|_{\gamma_{\infty}} \sum_{j \geq 1} 2^{-c_j \frac{p-1}{p}} \leq \frac{C_p}{p-1} |Q| \|b\|_{\gamma_{\infty}} \sum_{j \geq 1} 2^{-c_j \frac{p-1}{p}} \leq \frac{C_p}{p-1} |Q| \|b\|_{\gamma_{\infty}} \sum_{j \geq 1} 2^{-c_j \frac{p-1}{p}} \leq \frac{C_p}{p-1} |Q| \|b\|_{\gamma_{\infty}} \sum_{j \geq 1} 2^{-c_j \frac{p-1}{p}} \leq \frac{C_p}{p-1} |Q| \|b\|_{\gamma_{\infty}} \sum_{j \geq 1} 2^{-c_j \frac{p-1}{p}} \leq \frac{C_p}{p-1} |Q| \|b\|_{\gamma_{\infty}} \sum_{j \geq 1} 2^{-c_j \frac{p-1}{p}} \leq \frac{C_p}{p-1} |Q| \|b\|_{\gamma_{\infty}} \sum_{j \geq 1} 2^{-c_j \frac{p-1}{p}} \leq \frac{C_p}{p-1} |Q| \|b\|_{\gamma_{\infty}} \sum_{j \geq 1} 2^{-c_j \frac{p-1}{p}} \leq \frac{C_p}{p-1} |Q| \|b\|_{\gamma_{\infty}} \sum_{j \geq 1} 2^{-c_j \frac{p-1}{p}} \leq \frac{C_p}{p-1} |Q| \|b\|_{\gamma_{\infty}} \sum_{j \geq 1} 2^{-c_j \frac{p-1}{p}} \leq \frac{C_p}{p-1} |Q| \|b\|_{\gamma_{\infty}} \sum_{j \geq 1} 2^{-c_j \frac{p-1}{p}} \leq \frac{C_p}{p-1} \]
which is smaller than the right-hand side of (4-1). Using Lemma 4.2, the latter sum involving $V_j$ is then estimated by

$$\left( \sum_{j \geq 1} \| \Delta_j \| q \right) |Q| \| b \|_{X_1} \| h \|_{Y_p} \leq \frac{Cp}{p-1} \| \Omega \|_{L^{q,-1} \log L(S^{d-1})} |Q| \| b \|_{X_1} \| h \|_{Y_p},$$

which also complies with the right-hand side of (4-1); here we have used that

$$\sum_{j \geq 1} \| \Delta_j \| q \leq \sum_{j \geq 1} \sum_{k \geq j} 2^{\delta k} |O_k \setminus O_{k+1}|^{\frac{1}{q'}} \leq \sum_{k \geq 1} k 2^{\delta k} |O_k \setminus O_{k+1}|^{\frac{1}{q'}} \leq \frac{C}{\delta} \| \Omega \|_{L^{q,-1} \log L(S^{d-1})}.$$

The proposition is thus proved up to establishing Lemma 4.3.

**Proof of Lemma 4.3.** Our first observation is actually another trivial estimate.

**Lemma 4.4.** There exists $C > 0$ such that $|H^j (b, h)| \leq C \| \Omega_j \| \infty |Q| \| b \|_{X_1} \| h \|_{Y_1}.$

**Proof.** This is an application of Lemma 3.1 to $\mathcal{K}$ with $\beta = \infty$, as it is immediate to see that for this kernel one has $\| K \|_{0, \infty} \leq C \| \Omega_j \| \infty$. \hfill \square

The second step is an estimate with decay, but involving $Y_\infty$ norms.

**Lemma 4.5.** There exist $C, c > 0$ such that $|H^j (b, \cdot)| \leq C 2^{-c j} \| \Omega_j \| \infty |Q| \| b \|_{X_1} \| h \|_{Y_\infty}.$

Before the proof of Lemma 4.5, which is given in the next subsection, we observe that the estimate of Lemma 4.3 is obtained by Riesz–Thorin (for instance) interpolation in $h$ of the last two lemmata.

**Proof of Lemma 4.5.** The techniques of this subsection are an elaboration of the arguments of [Seeger 1996]. In particular Lemma 4.6 below is a stronger version of Lemma 2.1 of that work, while Lemma 4.7 is essentially the dual form of its Lemma 2.2.

We perform a further decomposition of $H^j_s$. Let $\mathcal{E} = \{ e_v \}$ be a maximal $2^{-j-10d}$-separated set contained in $\text{supp} \ \Omega_j$. We may partition $\text{supp} \ \Omega_j$ into $\# \mathcal{E} \leq 2^{j(d-1)}$ subsets $E_v$ each containing $e_v$ and such that $\text{diam} | E_v | \leq 2^{-j}$. Set

$$H^j_{sv} (x) = H^j_s (x) \mathbf{1}_{E_v} (x').$$

Also, let $\psi$ be a smooth function on $\mathbb{R}$ with $\mathbf{1}_{[-2,2]} \leq \psi \leq \mathbf{1}_{[-4,4]}$. Let $\kappa \in [0, 1)$ and define the multiplier operator

$$\hat{P}^j_v (\xi) = \psi (2^j (1-\kappa) ^{\xi'} \cdot e_v).$$

We now have the decomposition

$$H^j_s := \Gamma^j_s + \Upsilon^j_s, \quad \Gamma^j_s := \sum_v P^j_v * H^j_{sv}, \quad \Upsilon^j_s := H^j_s - \Gamma^j_s$$

so that $H^j$ is the sum of the single-scale bilinear forms

$$G_j (b, \cdot) = \left( \sum_s \Gamma^j_s \ast b_{s-j}, \hat{h} \right), \quad U_j (b, \cdot) = \left( \sum_s \Upsilon^j_s \ast b_{s-j}, \hat{h} \right)$$

satisfying the estimates below.
Lemma 4.6. Let $\tau > 1$. Then

$$|G_j(b, h)| \leq C_\tau 2^{-j \left(1 - \frac{\kappa}{2}\right)} \|\Omega_j\|_\infty |Q| \|b\| \|\chi_1\| h_{\gamma_\tau}, \quad C_\tau = \frac{C_\tau}{\tau - 1}.$$ 

Lemma 4.7. Let $b \in \hat{X}_1$. For all $\varepsilon > 0$ there exists a constant $C_{\kappa, \varepsilon}$ depending on $\kappa, \varepsilon$ only such that

$$|U_j(b, h)| \leq C_{\kappa, \varepsilon} 2^{-\varepsilon j} \|\Omega_j\|_\infty |Q| \|b\| \|\chi_1\| h_{\gamma_\infty}.$$ 

Notice that the combination of Lemma 4.6 with $\tau = 2$ and $\kappa = \frac{1}{2}$ and Lemma 4.7 with $\varepsilon = \frac{1}{4}$ yields the required estimate for Lemma 4.5, with $c = \frac{1}{4}$. Lemma 4.5 is thus proved up to the arguments for Lemmata 4.6 and 4.7.

Proof of Lemma 4.6. We may factor out $\|\Omega_j\|_\infty$ and assume that the angular part in the definition of $\Gamma_j$ is bounded by 1. We can also assume that $H_{3v}^j$ and $b$ are positive as cancellation plays no role in this argument; this is just a matter of saving space in the notation. Using interpolation and duality with $t$ below being the dual exponent of $\tau$, the estimate of the lemma follows if we show that for each integer $r \geq 1$ and $t = 2r$

$$\frac{1}{|Q|^t} \left\| \sum_j \Gamma_{s}^j * b_{s-j} \right\|_t \lesssim t 2^{-j(1 - \frac{1}{2})} \|b\| \|\chi_1\|,$$  

with an implicit constant that does not depend on $r$. Setting

$$M_v = \sum_j P_v^j * H_{3v}^j * b_{j-s}, \quad D_v = \sum_j H_{3v}^j * b_{s-j},$$

we rewrite the left-hand side of (4-4) raised to $t$-th power and subsequently estimate

$$\left\| \prod_{k=1}^r M_{v_k} \right\|_2^2 = \left\| \prod_{k=1}^r \hat{M}_{v_k} \right\|_2^2 \lesssim 2^{rj(d-2+\kappa)} \sum_{\nu_1, \ldots, \nu_r} \left\| \prod_{k=1}^r D_{v_k} \right\|_t^2 \lesssim 2^{rj(d-1)} 2^{-rj(1-\kappa)} \sup_v \|D_v\|_t^t.$$ 

We have used Plancherel for the first equality, followed by the observation that $\hat{P}_{v_k}^j (\xi)$ is uniformly bounded and nonzero only if $|\xi - e_{v_k}| < 2^{-j(1-\kappa)}$. Thus there are at most $C 2^{rj(d-2+\kappa)}$ $r$-tuples such that the $r$-fold convolution is nonzero, whence the first bound. Another usage of Plancherel, the observation that there are at most $2^{rj(d-1)}$ tuples in the summation, and finally Hölder’s inequality yield the second bound. We are thus done if we estimate for each fixed $v$

$$\sum_{s_1 \geq \ldots \geq s_t} \int \left( \prod_{k=1}^t H_{sk}^j (x - y_k) b_{sk-j} (y_k) \right) dy_1 \cdots dy_t \ dx \lesssim C^t 2^{-tj(d-1)} |Q| \|b\|_{\chi_1}^t$$  

as $\|D_v\|_t^t$ is at most $t^t$ times the above integral. Notice that if $\sigma \leq s$ then $\text{supp} H_{3v}^j$ is contained in a box $R_s$ centered at zero and having one long side of length $\lesssim 2^s$ and $d-1$ short sides of length $2^{s-j}$. If $z \in \mathbb{R}^d$, $R_s(z) = z + R_s$ and

$$Q_s(z) = \{L \in \mathcal{Q} : s_L \leq s - j, L \subset 100 R_s(z)\}, \quad b_{R_s(z)} := \sum_{L \in Q_s(z)} b_L,$$
we have, by the disjointness of \( L \in Q \),
\[
2^{-sd} \|b_{R_s}(z)\|_1 \lesssim 2^{-sd} |R_s(z)| \|b\|_{X_1} \leq C 2^{-j(d-1)} \|b\|_{X_1} := \alpha. \tag{4-7}
\]
Also notice that for all fixed \( y_1, \ldots, y_t \) and for all \( s_1 \geq \cdots \geq s_t \),
\[
I_{s_1, \ldots, s_t}(y_1, \ldots, y_t) := \int \left( \prod_{k=1}^{t} H_{s_k}^j (x - y_k) \right) \, dx \leq \|H_{s_t}^j\|_1 \prod_{k=1}^{t-1} \|H_{s_k}^j\|_\infty \lesssim 2^{-j(d-1)} 2^{-ds_t-1},
\]
where, here and in what follows, we set
\[
s_n = \sum_{k=1}^{n} s_k, \quad n = 1, \ldots, t.
\]
Furthermore, \( I_{s_1, \ldots, s_t}(y_1, \ldots, y_t) \) is nonzero only if \( y_k \in 2R_{s_{k-1}}(y_{k-1}) \) for \( k = t, t-1, \ldots, 2 \). Now, writing \( b_{s_k} \) in place of \( b_{s_k-j} \) for reasons of space as \( j \) is kept fixed throughout and using (4-7) repeatedly, the sum in (4-6) is equal to
\[
\sum_{s_1 \geq \cdots \geq s_t} \int I_{s_1, \ldots, s_t}(y_1, \ldots, y_t) \left( \prod_{k=1}^{t} b_{s_k}(y_k) \right) \, dy_1 \cdots dy_t
\]
\[
\lesssim 2^{-j(d-1)} \sum_{s_1 \geq \cdots \geq s_{t-1}} 2^{-ds_t-2} \int b_{s_1}(y_1) \left( \prod_{k=2}^{t-1} b_{s_k}(y_k) 1_{2R_{s_{k-1}}(y_{k-1})}(y_k) \right) \frac{\|b_{R_{s_{t-1}}(y_{t-1})}\|_1}{2^{ds_{t-1}}} \, dy_1 \cdots dy_{t-1}
\]
\[
\lesssim \alpha 2^{-j(d-1)} \sum_{s_1 \geq \cdots \geq s_{t-2}} 2^{-ds_{t-2}} \int b_{s_1}(y_1) \left( \prod_{k=2}^{t-2} b_{s_k}(y_k) 1_{2R_{s_{k-1}}(y_{k-1})}(y_k) \right) \frac{\|b_{R_{s_{t-2}}(y_{t-2})}\|_1}{2^{ds_{t-2}}} \, dy_1 \cdots dy_{t-2}
\]
\[
\lesssim \cdots \lesssim \alpha^t 2^{-j(d-1)} |Q| \|b\|_{X_1} \leq C^t 2^{-tj(d-1)} |Q| \|b\|_{X_1}
\]
as claimed, and this completes the proof. \( \Box \)

**Proof of Lemma 4.7.** Again we factor out \( \|\Omega_j\|_\infty \) and work under the assumption that the angular part is bounded by 1. In this proof, \( M \) is a large integer whose value may differ at each occurrence and the constants implied by the almost inequality sign are allowed to depend on \( M \) only. Let \( \beta \) be a smooth function supported in \( A_1 = \{ 2^{-1} \leq |\xi| \leq 2 \} \) and satisfying
\[
\sum_{k \in \mathbb{Z}} \beta^2(2^k \xi) = 1, \quad \xi \neq 0.
\]
Set \( B_k = \mathcal{F}^{-1} \{ \beta(2^k \cdot) \} \). Defining
\[
\hat{\beta}^j_k(\xi) = \beta(2^k \xi)(1 - \hat{P}_v^j(\xi)) \hat{H}_v^j(\xi),
\]
we recall from [Seeger 1996, equations (2.6), (2.7)] the estimate
\[
\|R_{sv}^{jk}\|_1 \lesssim_M 2^{-j(d-1)} \min \{ 1, 2^{-M\kappa j} 2^{-M(s-j-k)} \}.
\]
Now, fix $s$ and $L \in \mathcal{Q}$ with $\ell(L) = 2^{s-j}$ for the moment. Recalling the definition of $\mathcal{Y}^j_s$, we have the decomposition
\[
|\langle \mathcal{Y}^j_s * b_L, \tilde{h} \rangle| \leq \sum_v \sum_k |\langle R^{jk}_s * B_k * b_L, \tilde{h} \rangle|,
\]
and the cancellation estimate (cf. [Seeger 1996, equation (2.5)], a simpler version of Lemma 3.2)
\[
|\langle R^{jk}_s * B_k * b_L, \tilde{h} \rangle| \lesssim \min\{1, 2^{(s-j)-k}\} \| R^{jk}_s \|_1 \| b_L \|_1 \| h \|_{\infty} \\
\lesssim 2^{-j(d-1)} \min\{2^{(s-j)-k}, 2^{-M\kappa j-M(s-j-k)}\} |L| \| b \|_{\mathcal{X}_1} \| h \|_{\mathcal{Y}_\infty}. \tag{4-8}
\]
Note that $\#\Xi \lesssim 2^{j(d-1)}$. So for each $\varepsilon > 0$ we can use the left estimate in (4-8) for $k \geq s-j(1-\varepsilon)$ and the right estimate otherwise, and obtain
\[
|\langle \mathcal{Y}^j_s * b_L, \tilde{h} \rangle| \leq \sum_v \sum_k |\langle R^{jk}_s * B_k * b_L, \tilde{h} \rangle| \lesssim 2^{-\varepsilon j} |L| \| b \|_{\mathcal{X}_1} \| h \|_{\mathcal{Y}_\infty} \tag{4-9}
\]
provided that $M$ is chosen large enough to have $2\varepsilon < M\kappa$. The proof is thus completed by summing (4-9) over $L \in \mathcal{Q}$ with $\ell(L) = 2^{s-j}$ and later over $s$.

5. Proof of Theorem B

Throughout this proof, $C$ is a positive absolute dimensional constant which may vary at each occurrence without explicit mention. Most of the arguments in this section are contained in [Christ 1988, Section 3]; we reproduce the details for clarity.

Let $\psi(x) = \cos(2\pi(|x| - \delta/4))$. From the asymptotic expansion of the inverse Fourier transform of the multiplier of $B_\delta$ [Christ 1988, Section 3], which is $C^\infty$ and radial, we obtain the kernel representation
\[
B_\delta(x) = \sum_{s \geq 1} \sum_v K_{s,v}(x) + L(x).
\]
Here
\[
K_{s,v}(x) = \Omega_v(x') \psi(x) 2^{-sd} \phi(2^{-s}x),
\]
with $\Omega_v$ a finite smooth partition of unity on the unit sphere $S^{d-1}$ with sufficiently small support which is introduced for technical reasons, and $\phi$ a suitable smooth radial function supported in $A_1 = \{2^{-2} \leq |x| \leq 1\}$, while $L(x)$ is an integrable kernel with $L(x) \leq C(1 + |x|)^{-(d+1)}$, so that
\[
Lf(x) \leq CM_1 f(x),
\]
which can be ignored for our purposes. We can also think of $v$ as fixed and omit it from the notation, and consider the kernel $K = \{K_s\}$ as above. We are going to verify that conditions in Theorem C are satisfied by (the dual form to) $B_\delta$. First of all, condition (SS) is obvious from the above discussion as $[K]_{0,\infty} < \infty$. Second, the (T) condition follows from the well-known estimate
\[
\sup_{\mu,v} \| A^v_{\mu} \|_{L^2(\mathbb{R}^d) \times L^2(\mathbb{R}^d)} \leq C;
\]
see for instance [Duoandikoetxea and Rubio de Francia 1986, Theorem E]. In order to verify condition (L), let \( Q \) be a stopping collection with top \( Q \). Let \( b \in \mathcal{X}_1(Q) \); we change a bit the notation for \( b_s \) in this context by redefining

\[
b_s := \sum_{s_L=s} b_L, \quad s \geq 1, \quad b_0 := \sum_{s_L \leq 0} b_L.
\]

It is easy to see that in this context if \( b \) supported on \( Q \) and \( h \) supported on \( Y \), one has

\[
\Lambda_{\mathcal{Q}, \mu, \nu}(b, h) = \sum_{j \geq 1} \left( \sum_{s \geq j} \varepsilon_s K_s * b_{s-j}, h \right)
\]

for a suitable choice of signs \( \{\varepsilon_s\} \subset \{-1, 0, 1\}^{\mathbb{Z}} \), and the same for \( \Lambda_{\mathcal{Q}, \mu, \nu}(h, b) \) up to replacing \( b \) by \( b^{in} \), restricting \( h \) to be supported on \( Q \), transposing \( K_s \), and subtracting the remainder terms, which are estimated by

\[
|Q| \|b\| \|x_1\| \|h\| \mathcal{Y}_1.
\]

Theorem B is thus obtained from the next proposition via an application of Theorem C.

**Proposition 5.1.** Let \( \{\varepsilon_s\} \subset \{-1, 0, 1\}^{\mathbb{Z}} \) be a choice of signs, \( b \in \mathcal{X}_1 \) and define

\[
K(b, h) := \left( \sum_{j \geq 1} \sum_{s \geq j} \varepsilon_s K_s * b_{s-j}, h \right).
\]

There exists an absolute constant \( C \), in particular uniform over \( \{\varepsilon_s\} \subset \{-1, 0, 1\}^{\mathbb{Z}} \), such that

\[
|K(b, h)| \leq \frac{C \|b\| \|x_1\| \|h\| \mathcal{Y}_p}{p-1}.
\]

Notice that here we do not need to require \( b \in \dot{X}_1 \) as per the oscillatory nature of the problem.

**Proof of Proposition 5.1.** Given our choice of \( \{\varepsilon_s\} \subset \{-1, 0, 1\}^{\mathbb{Z}} \), we relabel \( K_s := \varepsilon_s K_s \). It will be clear from the proof that the signs \( \varepsilon_s \) play no role. We split

\[
K(b, h) = \sum_{j \geq 1} K_j^j (b, h), \quad K_j^j (b, h) := \sum_{s \geq j} (K_s * b_{s-j}, h).
\]

The first estimate is a trivial one.

**Lemma 5.2.** There exists \( C > 0 \) such that \( |K_j^j (b, h)| \leq C \|Q\| \|b\| \|x_1\| \|h\| \mathcal{Y}_1 \).

**Proof.** This follows from applying Lemma 3.1 with \( \beta = \infty \) to \( K = \{K_s\} \), as it is immediate to see that for this kernel one has \( [K]_{0, \infty} \leq C \) as already remarked.

The second estimate, which is essentially contained in [Christ 1988, Section 3], is the one providing decay.

**Lemma 5.3.** There exists \( C, c > 0 \) such that \( |K_j^j (b, h)| \leq C 2^{-cj} \|Q\| \|b\| \|x_1\| \|h\| \mathcal{Y}_2 \).
It is easy to see that interpolating the above estimates yields
\[ |K^j(b, h)| \leq C 2^{-j \frac{c(p-1)}{p}} |Q| \|b\|_{X_p} \|h\|_{Y_p}, \]
the summation of which yields Proposition 5.1.

**Proof of Lemma 5.3.** Let \( \tilde{K}_s(\cdot) = \overline{K}_s(-\cdot). \) We recall from [Christ 1988, Lemma 3.1] the estimates
\[
\begin{align*}
|K_s * \tilde{K}_s(x)| & \leq C 2^{-d \delta} (1 + |x|)^{-\delta}, \\
\|K_s * \tilde{K}_s\|_{\infty} & \leq C 2^{-dt} 2^{-\delta s}, \quad \forall s < t - 1.
\end{align*}
\tag{5-1}
\]
By duality, it suffices to prove that
\[
\|K_j * b_0\|_2^2 + \left\| \sum_{s > j} K_s * b_{s-j} \right\|_2^2 \leq C 2^{-c_j} |Q| \|b\|_{X_1}^2.
\tag{5-2}
\]
For the first term we use the first estimate in (5-1):
\[
\|K_j * b_0\|_2^2 = \langle b_0, K_j * \tilde{K}_j * b_0 \rangle \leq \|b_0\|_1 \|K_j * \tilde{K}_j * b_0\|_{\infty} \leq C 2^{-\min(\delta,d) j} |Q| \|b\|_{X_1}^2.
\]
The last inequality above follows from
\[
\|K_j * \tilde{K}_j * b_0\|_{\infty} \leq 2^{-jd} \sum_{m=0}^{j} 2^{-m \delta} \sup_{x \in \mathbb{R}^d} \|b_0\|_{L^1(B(x,C2^m))} \leq C 2^{-\min(\delta,d) j} \|b\|_{X_1},
\]
where \( B(x, C2^m) \) denotes a ball centered at \( x \) with radius \( C2^m \). For the second term, we begin by quoting from [Christ 1988, inequality (3.2)] that
\[
\|K_s * b_{s-j}\|_2^2 \leq C 2^{-\delta j} \|b\|_{X_1} \|b_{s-j}\|_1.
\tag{5-3}
\]
Observe that
\[
\| \sum_{s > j} K_s * b_{s-j} \|_2^2 \leq \sum_{s > j} \|K_s * b_{s-j}\|_2^2 + 2 \sum_s \|K_s * b_{s-j}, K_{s-1} * b_{s-1-j}\| + 2 \sum_t \sum_{j < s < t - 1} |\langle \tilde{K}_t * K_s * b_{s-j}, b_{t-j} \rangle|.
\tag{5-4}
\]
The first two terms are bounded by
\[
C 2^{-\delta j} \|b\|_{X_1} \sum_s \|b_{s-j}\|_1 \leq C 2^{-\delta j} |Q| \|b\|_{X_1}^2,
\]
according to (5-3) for the first one and Cauchy–Schwarz followed by (5-3) for the second. For the third term, from the second estimate of (5-1) and support considerations one has
\[
\|\tilde{K}_t * K_s * b_{s-j}\|_{\infty} \leq C \left( \sup_{x \in \mathbb{R}^d} \|b_{s-j}\|_{L^1(B(x,C2^t))} \right) \|\tilde{K}_t * K_s\|_{\infty} \leq C 2^{-\delta s} \|b\|_{X_1}.
\]
Therefore, the third summand in (5-4) is dominated by
\[
C \|b\|_{X_1} \sum_{t > j} \|b_{t-j}\|_1 \sum_{j < s < t - 1} 2^{-\delta s} \leq C 2^{-\delta j} |Q| \|b\|_{X_1}^2,
\]
and collecting all the above estimates (5-2) follows.
Appendix A: Verification of (2-10)–(2-11)

Let \( Q \) be a stopping collection with top \( Q \), \( h \in \mathcal{Y}_{q'} \), \( b \in \mathcal{X}_{q'} \). Clearly we can assume \( \text{supp} \ h \subset Q \). By possibly replacing \( K_s \) by zero when \( s \not\in (\mu, \nu) \) we can ignore the truncations \( \mu, \nu \) in what follows and omit them from the notation. Recall the definitions (2-4), (2-5)

\[
\Lambda_Q(h, b) = \Lambda_Q(h, b) - \sum_{R \in Q} \Lambda_R(h, b) = \Lambda_{sQ}(h, b) - \sum_{R \in Q} \Lambda^{sR}(h \mathbf{1}_R, b)
\]

and the decomposition

\[
b = b^\text{in} + b^\text{out}, \quad b^\text{in} = \sum_{L \in Q: 3L \cap 2Q \neq \emptyset} b_L, \quad b^\text{out} = \sum_{L \in Q: 3L \cap 2Q = \emptyset} b_L.
\]

We first estimate

\[
|\Lambda_Q(h, b^\text{out})| \lesssim [K]_{0, q} |Q| \| h \|_{\mathcal{Y}_1} \| b \|_{\mathcal{X}_{q'}}.
\]

which is a single-scale estimate. In fact, since \( \text{dist}(R, \text{supp} \ b^\text{out}) \geq \ell(R)/2 \) for all \( R \subset Q \), by virtue of the support restriction in (SS),

\[
s < s_R \implies \int K_s(x, y)h(y)\mathbf{1}_R(y)b^\text{out}(x) \, dy \, dx = 0.
\]

Therefore, by the same argument used in (3-1),

\[
|\Lambda^{sQ}(h, b^\text{out})| \leq \int |K_{sQ}(x, y)||h(y)||b^\text{out}(x)| \, dy \, dx \lesssim [K]_{0, q} |Q| \| h \|_{\mathcal{Y}_1} \| b \|_{\mathcal{X}_{q'}}.
\]

(A-2)

Proceeding similarly, if \( R \in Q, \ R \subset Q \)

\[
|\Lambda^{sR}(h \mathbf{1}_R, b^\text{out})| \leq \int |K_{sR}(x, y)||h \mathbf{1}_R(y)||b^\text{out}(x)| \, dy \, dx \lesssim [K]_{0, q} |R| \| h \|_{\mathcal{Y}_1} \| b \|_{\mathcal{X}_{q'}}.
\]

and the claimed (A-1) follows by summing the last display over \( R \in Q, \ R \subset Q \), which are pairwise disjoint, and combining the result with (A-2). The representation (2-10) will then be a simple consequence of the equality

\[
\Lambda_Q(h, b^\text{in}) = \left( \Lambda^{sQ}(h, b^\text{in}) - \sum_{L \in Q: 3L \cap 2Q \neq \emptyset} \Lambda^{sL}(h, b_L) \right) + V_Q(h, b),
\]

where the remainder \( V_Q \) satisfies

\[
|V_Q(h, b)| \lesssim [K]_{0, q} |Q| \| h \|_{\mathcal{Y}_{q'}} \| b \|_{\mathcal{X}_{q'}}.
\]

We turn to the proof of (A-3). We will use below without explicit mention that whenever \( L, \ R \in Q \) with \( 3R \cap 3L \neq \emptyset \), we have \( |s_L - s_R| < 8 \), a consequence of the separation property (2-3). First of all, the restriction on the support (SS) gives that

\[
\sum_{R \in Q} \Lambda^{sR}(h \mathbf{1}_R, b^\text{in}) = \sum_{R \in Q} \sum_{L \in Q: 3L \cap 3R \neq \emptyset} \Lambda^{sR}(h \mathbf{1}_R, b_L),
\]

(A-5)
as \( \Lambda^{s_L}(h 1_R, b_L) = 0 \) unless \( 3L \cap 3R \) is nonempty. As there are at most 16 \( s \)-scales in each difference \( \Lambda^{s_L} - \Lambda^{s_R} \), using the trivial estimate \((3\cdot 1)\) with \( \beta = q \) for each such scale yields

\[
\sum_{R \in \mathcal{Q}} \sum_{L \in \mathcal{Q}} \left| \Lambda^{s_L}(h 1_R, b_L) - \Lambda^{s_R}(h 1_R, b_L) \right|
\lesssim [K]_{0,q} \|h\|_q \beta \sum_{R \in \mathcal{Q}} \sum_{L \in \mathcal{Q}} \|b_L\|_1
\lesssim [K]_{0,q} \|h\|_q \beta \sum_{R \in \mathcal{Q}} |R| \lesssim [K]_{0,q} \|Q\|/\|h\|_q \beta \|b\|_1. \tag{A-6}
\]

Recalling the second property of stopping collections in \((2\cdot 3)\), we have the decomposition

\[
h = h^{in} + h^{out}, \quad h^{in} := h 1_{\bigcup_{R \in \mathcal{Q}} R}, \quad \text{supp } h^{out} \cap \left( \bigcup_{L \in \mathcal{Q}} 9L \right) = \emptyset.
\]

Therefore, up to including the error term of \((A\cdot 6)\) in \((A\cdot 4)\), \((A\cdot 5)\) can be rewritten as

\[
\sum_{R \in \mathcal{Q}} \sum_{L \in \mathcal{Q}} \Lambda^{s_L}(h 1_R, b_L) = \sum_{L \in \mathcal{Q}} \Lambda^{s_L}(h^{in}, b_L) - \sum_{L \in \mathcal{Q}} \Lambda^{s_L}(\tilde{h}_L, b_L),
\]

\[
\sum_{R \in \mathcal{Q}} \sum_{L \in \mathcal{Q}} \Lambda^{s_R}(h 1_R, b^{in}) = \sum_{L \in \mathcal{Q}} \Lambda^{s_R}(h, b_L) - \sum_{L \in \mathcal{Q}} \Lambda^{s_L}(h^{out}, b_L). \tag{A-7}
\]

We note that all the terms in the second sum on the right-hand side of the first line of \((A\cdot 7)\) vanish due to the support restriction on \( K_s \), as all the scales appearing are less than or equal to \( s_L \) and \( \text{supp } b_L \subset L \). The reasoning beginning with decomposition \((A\cdot 5)\) leads thus to the equality, up to tolerable error terms,

\[
\sum_{R \in \mathcal{Q}} \sum_{L \in \mathcal{Q}} \Lambda^{s_R}(h 1_R, b^{in}) = \sum_{L \in \mathcal{Q}} \Lambda^{s_R}(h, b_L) - \sum_{L \in \mathcal{Q}} \Lambda^{s_L}(h^{out}, b_L). \tag{A-8}
\]

Finally the second term on the right-hand side of \((A\cdot 8)\) also vanishes, by virtue of the restriction on the support of \( h^{out} \), which does not intersect \( 9L \) for any \( L \) in the sum. Therefore, \((A\cdot 8)\) is actually the equality

\[
\sum_{R \in \mathcal{Q}} \Lambda^{s_R}(h 1_R, b^{in}) = \sum_{R \in \mathcal{Q}} \Lambda^{s_R}(h 1_R, b^{in}) = \sum_{L \in \mathcal{Q}} \Lambda^{s_L}(h, b_L) + V_Q(h, b),
\]

where \( V_Q(h, b) \) satisfies \((A\cdot 4)\); the first equality in the above display is due to \( \text{supp } h \subset Q \). This equality clearly implies the sought after \((A\cdot 3)\).

**Appendix B: Sparse domination implies weak \( L^1 \) estimate**

We show that if a sublinear operator \( T \) satisfies the sparse estimate \((1\cdot 1)\) for \( p_1 = 1, p_2 = r \) for some \( 1 \leq r < \infty \) then \( T \) is of weak type \((1, 1)\). In particular, as mentioned in the Introduction, together with
Theorem A, this yields the weak $L^1$ estimate of $TQ$, which is the main result of [Seeger 1996]. The proof that follows is a simplified version of the arguments in [Culiuc et al. 2016a, Appendix A]; we are sure these arguments are well known but were unable to locate a precise reference.

**Theorem E.** Suppose that the sublinear operator $T$ has the following property: there exists $C > 0$ and $1 \leq r < \infty$ such that for every $f_1, f_2$ bounded with compact support there exists a sparse collection $S$ such that

$$\langle T f_1, f_2 \rangle \leq C \sum_{Q \in S} |Q| \langle f_1 \rangle_{1, Q} \langle f_2 \rangle_{r, Q}.$$  \hspace{1cm} (B-1)

Then $T : L^1(\mathbb{R}^d) \to L^{1, \infty}(\mathbb{R}^d)$ boundedly.

**Proof.** By standard arguments it suffices to verify that

$$\sup_{\|f_1\|_1 = 1} \sup_{G \subseteq \mathbb{R}^d} \inf_{G' \subseteq G} \sup_{|g| \leq 2|G|} \|T f_1, f_2\| \leq C,$$

where $f_1, f_2$ are bounded and compactly supported and $G$ has finite measure. Given such $f_1$ with $\|f_1\|_1 = 1$ and $G$ of finite measure, define the sets

$$H := \{x \in \mathbb{R}^d : M_1 f_1(x) > C |G|^{-1}\}, \quad \tilde{H} := \bigcup_{Q \in \mathcal{Q}} 3Q, \quad \mathcal{Q} = \{\text{max. dyad. cube } Q : |Q \cap H| \geq 2^{-5} |Q|\}.$$

It is easy to see that $|\tilde{H}| \leq 2^{-10} |G|$ for suitable choice of $C$. Therefore the set $G' : G \setminus \tilde{H}$ satisfies $|G| \leq 2 |G'|$. We make the preliminary observation that

$$\sup_{x \in \mathcal{H}^c} M_1 f_1(x) \leq C |G|^{-1},$$

so that by interpolation

$$\|M_1 f_1\|_{L^{p'}(\mathcal{H}^c)} \leq \left(\sup_{x \in \mathcal{H}^c} M_1 f_1(x)\right)^{\frac{1}{p'}} \|M_1 f_1\|_{L^{p, \infty}(\mathcal{H}^c)} \leq C |G|^{-\left(1 - \frac{1}{p'}\right)},$$  \hspace{1cm} (B-2)

where $p' > 1$ is chosen such that $p > r$. Fixing now any $f_2$ restricted to $G'$, we apply the domination estimate, yielding the existence of a sparse collection $S$ for which we have the estimate

$$\langle T f_1, f_2 \rangle \leq C \sum_{Q \in S} |Q| \langle f_1 \rangle_{1, Q} \langle f_2 \rangle_{r, Q}.$$

We claim that

$$|Q \cap H| \leq 2^{-5} |Q| \quad \forall Q \in \mathcal{S}. \hspace{1cm} (B-3)$$

This is because if (B-3) fails for $Q$, we know $Q$ must be contained in $3Q'$ for some $Q' \in \mathcal{Q}$. But the support of $f_2$ is contained in $\tilde{H}^c$, which does not intersect $3Q'$, whence $\langle f_2 \rangle_{r, Q} = 0$. Relation (B-3) has the consequence that if $\{E_Q : Q \in \mathcal{S}\}$ denote the distinguished pairwise disjoint subsets of $Q \in \mathcal{S}$.
with $|E_Q| \geq 2^{-2}|Q|$, the sets $\tilde{E}_Q := E_Q \cap H^c$ are also pairwise disjoint and $|\tilde{E}_Q| \geq 2^{-3}|Q|$. Therefore, since the union of $\tilde{E}_Q$ is contained in $H^c$, by standard arguments we arrive at

$$\langle Tf_1, f_2 \rangle \leq C \sum_{Q \in \mathcal{S}} |Q| \langle f_1, f_2 \rangle_{r, Q} \leq C \sum_{Q \in \mathcal{S}} |\tilde{E}_Q| \langle f_1, f_2 \rangle_{r, Q} \leq C \int_{H^c} M_1 f(x) M_r f_2(x) \, dx$$

$$\leq C \|M_1 f_1\|_{L^p(H^c)} \|M_r f_2\|_{L^p(\mathbb{R}^d)} \leq C |G|^{-(1-\frac{1}{p})} |G|^{\frac{1}{p}} \leq C,$$

using (B-2) in the last step. \hfill \Box
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