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MOUHAMADOU SY

The Benjamin–Ono equation describes the propagation of internal waves in a stratified fluid. In the
present work, we study large time dynamics of its regular solutions via some probabilistic point of view.
We prove the existence of an invariant measure concentrated on C1.T/ and establish some qualitative
properties of this measure. We then deduce a recurrence property of regular solutions and other corollaries
using ergodic theorems. The approach used in this paper applies to other equations with infinitely many
conservation laws, such as the KdV and cubic Schrödinger equations in one dimension. It uses the
fluctuation-dissipation-limit approach and relies on a uniform smoothing lemma for stationary solutions
to the damped-driven Benjamin–Ono equation.

1. Introduction

The problem and statement of the main result. The Benjamin–Ono (BO) equation

@tuCH @2xuCu @xuD 0 (1-1)

describes the propagation of internal waves in a stratified fluid. The operator H in the equation is
the Hilbert transform; it can be defined in the Fourier setting as the multiplier given by �i sgn (see
the Appendix). We assume that u.t; x/ is a real-valued function, t 2 RC and x belongs to the torus
TDR=2�Z. In this setting, existence and uniqueness of solution hold in any Sobolev space H s for s � 0
(see, e.g., [Molinet 2008; Molinet and Pilod 2012] for its global well-posedness in L2.T/). In the present
paper, we use only the well-posedness of the problem in Sobolev spaces H s.T/ with s � 2, so we refer
the reader to [Abdelouhab et al. 1989].

In L2 WD L2.T/, the well-posedness of (1-1) generates a topological dynamical system (DS) .L2; �t /,
where �t is the flow of the equation. We are concerned with the description of the long time behavior of
this dynamical system.

Given a Borel measure � on L2, we say that � is invariant for .L2; �t / if for any Borel set A of L2

we have
�.��1t A/D �.A/ for all t:

When such a measure exists, the triple .L2; �t ; �/ is called a measurable dynamical system (MDS). If
in addition � is finite, then we have very important information on the dynamics. Indeed the Poincaré
recurrence theorem states that the dynamics is recurrent; that is, �-almost every orbit returns in any
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neighborhood of its origin in finite time. The well-known Von Neumann and Birkhoff ergodic theorems also
apply to give more information on the long time behavior of the system. Our aim here is to construct such
a measure, which will contribute to improving the understanding of the behavior of the solutions of (1-1).

Matsuno [1984] derived (at least formally) infinitely many conservation laws for the BO equation (1-1).
They have the form

En.u/D kuk
2
nCRn.u/; n 2 1

2
N; (1-2)

where k � kn stands for the homogeneous Sobolev norm of order n and Rn is a lower-order term.
In [Tzvetkov and Visciglia 2013; 2014; 2015; Deng 2015; Deng et al. 2015], the authors constructed a

sequence of invariant Gaussian-type measures f�ng for .L2; �t / satisfying

�n is concentrated on H s.T/ for s < n� 1
2

, (�)

�n.H
n� 1

2 .T//D 0: (��)

Formally, �n is defined as a renormalization of

d�n.u/D e
�En.u/ duD e�Rn.u/e�kuk

2
n du;

where En.u/ and Rn.u/ are the quantities given in (1-2). These authors constructed a Gaussian inter-
pretation of the expression e�kuk

2
n du on the concerned spaces and proved that e�Rn.u/ is an integrable

density. In view of these results, there is an MDS for (1-1) in any Sobolev space and then its large time
dynamics is described keeping in mind the theorems mentioned above. However, these results do not
apply to infinitely smooth solutions; indeed by the property (��) we have

�n.C
1.T//D 0 for all n:

In the present work, we construct a measurable dynamical system for (1-1) on the space C1.T/.
Naturally, the Dirac measure at 0 is not the desired measure; although it is invariant under the flow of the
BO equation, it gives only trivial information. More generally, to get substantial information on the system
we have to also avoid singular measures. Another example of such a measure is the one concentrated on a
stationary solution. Notice that measures �n discussed above verify the following “consistency” property:
every set of full �n-measure is dense in PH.n�

1
2
/
�

. Concerning the space C1, an obstruction to the
construction of an invariant Gaussian-type measure is the nonexistence of a conservation law compatible
with the regularity of that space. In particular, the approach used in the construction of the measures �n
above does not seem to apply.

Another method allowing the construction of invariant measures (a priori not of Gaussian type) for
PDEs was developed in [Kuksin 2004; Kuksin and Shirikyan 2004] in the context of Euler and Schrödinger
equations, respectively. It is based on a fluctuation-dissipation (FD) argument and consists of adding to the
equation appropriately normalized damping and stochastic terms, constructing an invariant measure for the
resulting problem, and passing to the limit. But, a priori, the obstruction encountered in the Gaussian-type
measure approach still remains in the FD approach because the underlying regularization is of Sobolev
order and not C1. The idea in the present work is to exploit the regularization inherent in this approach
with the use of an infinite subsequence of the Benjamin–Ono conservation laws to reach the C1-regularity.
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In order to bring out a key preliminary result, we give the following stochastic set up: consider the
diffusion problem (also called the stochastic Benjamin–Ono–Burgers (BOB) equation)

@tuCH @2xuCu @xuD ˛ @
2
xuC

p
˛�; t > 0; x 2 T; (1-3)

where � is a stochastic force and ˛ 2 .0; 1/ is a viscosity parameter. In fact the problem (1-1) is the limit
as ˛! 0 of (1-3). A probabilistic global well-posedness for (1-3) is proved in Section 3. Moreover,
in Section 4, we establish the existence of stationary solutions1 for this equation. We present now the
following smoothing property for stationary solutions:

Lemma 1.1. Suppose that the noise � is sufficiently regular in space. Let u˛ be a stationary solution to
(1-3) such that

Eku˛.t/k
p <1 for all p � 2: (1-4)

Then
Eku˛.t/k

2
n <1 for all n� 1: (1-5)

Moreover, if (1-4) holds uniformly in ˛ then so does (1-5).

The proof of this lemma relies on a combination of deterministic and probabilistic estimations based
on the conservation laws of (1-1).

We prove in Section 4 that any stationary solution to (1-3) satisfies (1-4) uniformly in ˛. Then, from
(1-5) we conclude that stationary solutions to (1-3) are concentrated on C1. Passing to the limit as the
viscosity goes to 0, we find the main result of this paper (Theorems 5.3, 6.1, 6.3 and 6.6):

Theorem 1.2. There is a probability measure � invariant under the flow of the BO equation (1-1) defined
on H 3.T/ and such that

�.C1.T//D 1:

Moreover, � satisfies the following properties:

(1) For any integer n, we have

0 <

Z
H3

kuk2n �.du/ <1:

(2) There are constants �; C > 0 such that for any R > 0

�.u 2H 3; kuk �R/� Ce��R
2

:

(3) There is an infinite sequence of conservation laws of the form (1-2) whose laws under � are absolutely
continuous with respect to the Lebesgue measure on R.

(4) The measure � is of at least 2-dimensional nature in the sense that any compact set of Hausdorff
dimension smaller than 2 has �-measure 0.

In fact, we expect infinite-dimensionality of the measure constructed here as in [Kuksin 2008; Kuksin
and Shirikyan 2012] concerning the 2-dimensional Euler equations. To show this property in the context
of the Benjamin–Ono equation, we have to prove some algebraic independence of the gradients of the

1Solutions to (1-3) whose laws are invariant along the time.
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conservation laws. In the present work, we face a technical difficulty in establishing such an independence
for an arbitrary number of conservation laws. We propose a proof inspired by [Kuksin 2008; Kuksin and
Shirikyan 2012] which works for the (at least) 2-dimensionality. Then the infinite-dimensionality of �
remains an open question.

We deduce the following result by applying the Poincaré recurrence theorem.

Corollary 1.3. For �-almost all w in C1.T/, there is a sequence ftkg increasing to infinity such that

lim
k!1

kStkw�wkn D 0 for any n� 0:

Here St denotes the flow of the Benjamin–Ono equation (1-1) on H 3.T/.

In the construction of such a measure, we use the control of Sobolev norms provided by the infinite
sequence of conservation laws. The KdV and cubic 1-dimensional NLS equations have infinitely many
conservation laws whose structure is similar to (1-2) and our approach applies to these equations. Notice
that an infinite sequence of invariant Gaussian-type measures of increasing regularity was constructed
for KdV and cubic 1-dimensional NLS equations in [Zhidkov 2001a; 2001b]; we give then a kind of
extension of this work to the C1.T/ space. However, the Benjamin–Ono equation is more difficult
than these equations because of the weakness of its dispersion compared to KdV and the presence of a
derivative in its nonlinearity compared to NLS. Then, here, we confine ourselves to the study of the BO
equation, which is less understood.

Let us briefly discuss an equation having infinitely many conservation laws but which is not admissible
to the approach developed here. Consider the nonviscous Burgers’ equation

@tuCu @xuD 0: (1-6)

It is easy to check that an infinite sequence of conservation laws is given by the quantities

Lp.u/D

Z
up; p � 1:

Our approach does not apply to (1-6). This is due to its lack of dispersion which breaks the control of
Sobolev’s norms.

Notation. � Let A and B be two positive quantities, we write

A. B

if there is a universal constant �� 0 such that A� �B.

� For a real number r , we denote by rC (resp. r�) the quantity r C � (resp. r � �), where � is a positive
number close enough to 0, while rC WDmax.r; 0/.

� Z denotes the set of nonzero integers.

� PH.T/D
˚
u 2 L2.T/

ˇ̌ R
T
u.x/ dx D 0

	
.

� PH s.T/D
˚
u 2 PH.T/

ˇ̌
Dsu 2 PH.T/

	
, and Ds is the s-th derivative of u, where s � 0.

� The PH s-norm is denoted by k � ks when s > 0 and the L2-norm is denoted by k � k.
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� For a functional A.u/, we denote the first and second derivatives of A by A0.u; v/ WD @uA.u; v/ D
@Aju.v/ and A00.u; v/ WD @2uA.u; v/D @

2Aju.v; v/.

� The sequence fen j n 2 Zg is given by

en.x/D

�
sin.nx/=

p
� for n > 0;

cos.nx/=
p
� for n < 0

and forms an orthonormal basis of PH.T/.

� .�;F ;P/ is a complete probability space and Ft is a right-continuous filtration augmented with respect
to .F ;P/. Given a sequence of real numbers f�ng and a sequence of independent real standard Brownian
motions fˇn.t/g adapted to Ft , we set

�.t; x/D
X
n2Z

�nˇn.t/en.x/; (1-7)

�.t; x/D
d

dt
�.t; x/; (1-8)

As D
X
n2Z

�2nn
2s: (1-9)

Some stochastic results. The theorem and lemma below are useful ingredients in our work; we refer to
[Karatzas and Shreve 1991] for their proofs.

Theorem 1.4 (Doob’s optional theorem). Let xt be a continuous Ft -martingale and � � � be two
Ft -stopping times which are almost surely finite. Then

Ex� D Ex� D Ex0: (1-10)

Lemma 1.5. Let xt be a continuous random process which is adapted to Ft . Then xt .!/ is adapted
to Ft .

Stochastic convolution. Let B be an operator on a separable Hilbert space H with which we endow
a Hilbert basis femgm2Z. Suppose that femg are eigenvectors of B whose associated eigenvalues are
fbmg � C, and moreover jbmj !1 as m!1. Suppose that

Vt .B/ WD
X
m2Z

�2m
j1� e2tbm j

2jbmj
<1 for all t � 0I (1-11)

then the quantity (which is called stochastic convolution)

‚t .B/ WD

Z t

0

e.t�s/B d�.s; x/ WD
X
m2Z

�m

�Z t

0

e.t�s/bm dˇm.s/

�
em.x/; t � 0; (1-12)

is well-defined in H. In fact ‚t .B/ is a continuous Gaussian process in H : for all t � 0, we have
‚t .B/�NH .0; Vt .B//.
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Remark 1.6. If Re.bm/ < 0, then the sequence fj1� e2tbm j=j2bmjg is bounded (even uniformly in t);
therefore ‚t .B/ is well-defined in H as soon as

P
m �

2
m <1.

The concrete case that is studied in this paper is the Hilbert space L2.T/ and an operator of type �@2x
(more exactly B D�.H �˛/ @2x). With the use of the Itô isometry, we have

Ek‚t .B/k
2
s D

X
m2Z

m2s�2m
j1� e2tbm j

2jbmj
; bm D�.i sgn.m/C˛/m2: (1-13)

Then Re.bm/ < 0 for any m 2 Z. Therefore ‚t .B/ 2H s almost surely as soon asX
m2Z

m2s�2m <1: (1-14)

In that case, as a Gaussian random variable in H s, the stochastic convolution ‚t verifies the Fernique
theorem; that is, there is a constant cs such that

Eecsk‚tk
2
Hs <1 for all t � 0: (1-15)

Stochastic well-posedness and the Itô property relative to a Gelfand triple. Let us consider the following
stochastic PDE:

dut D .LuCf .u// dt C d�; (1-16)

where L is a differential operator, f is a function possibly nonlinear in u and � is a Brownian motion
defined as in (1-7).

Definition 1.7. Let s 2 R. Equation (1-16) is said to be stochastically (globally) well-posed in H s if for
all T > 0 the following properties hold:

(1) For any random variable u0 in H s which is independent of Ft , we have, for almost all ! 2�,

(a) (existence) There exists u WD u! 2 ƒT .s/ WD C.0; T IH s/ \ L2.0; T IH sC1/ satisfying the
relation

u.t/D u0C

Z t

0

.LusCf .us// dsC �.t/ for all t 2 Œ0; T � (1-17)

in H s�1. We denote this solution by u.t; u0/ WD u!.t; u0/.
(b) (uniqueness) If u1; u2 2ƒT .s/ are two solutions in the sense of (1-17), then u1 � u2 on Œ0; T �.

(2) (continuity with respect to initial data) For almost all !, we have

lim
u0!u

0
0

u. � ; u0/D u. � ; u
0
0/ in ƒT .s/; (1-18)

where u0 and u00 are deterministic data in H s .

(3) The process .!; t/ 7! u!.t/ is adapted to the filtration �.u0;Ft /.

Remark 1.8. In what follows we call .H s�1;H s;H sC1/ a Gelfand triple. The process ut described in
Definition 1.7 satisfies the following properties:
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� Considered as a process in H s, it is progressively measurable with respect to �.u0;Ft /; this follows
from the continuity of ut and Lemma 1.5.

� It satisfies the Feller property, being continuous in t and with respect to initial data.

� It is a Markov process: Set

Pt .w; �/ WD P.u.t; w/ 2 � j u.0/D w/I

then Pt satisfies the so-called Chapman–Kolmogorov relation. Let us write down the corresponding
Markov semigroups:

Ptf .v/D

Z
H s

f .w/Pt .v; dw/; Cb.H
s/! Cb.H

s/; (1-19)

P�t �.�/D

Z
H s

�.dw/Pt .w; �/; p.H s/! p.H s/: (1-20)

Here, Cb.H s/ is the space of bounded continuous functions onH s, and p.H s/ is the set of probability
measures on H s. These maps satisfy the duality relation

.Ptf; �/D .f;P
�
t �/: (1-21)

Now, let us introduce the following definition:

Definition 1.9. We say that (1-16) has the Itô property on the Gelfand triple .H s�1;H s;H sC1/ if

(1) it is stochastically well-posed on H s;

(2) the process h WD LuCf .u/ is Ft -adapted and

P

�Z t

0

.ku.r/k2sC1Ckh.r/k
2
s�1/ dr <1

ˇ̌̌̌
for all t > 0

�
D 1;

X
m2Z

m2s�2m <1: (1-22)

Remark 1.10. Our definition of the Itô property is different from what we find in some literature. But
the interest of our choice is that part (2) gathers “good” properties of a process allowing us to apply a
version of the Itô formula proved in Section A.7 (Theorem A.7.5 and Corollary A.7.6) of [Kuksin and
Shirikyan 2012]. Below, we present that formula.

Theorem 1.11 [Kuksin and Shirikyan 2012, Section A.7]. Let F 2 C 2.H s;R/ be a functional which is
uniformly continuous, together with its first two derivatives, on any ball of H s. Suppose that F satisfies
the following conditions:

(1) There is a function K W RC! RC such that

jruF.u; v/j �K.kuks/kuksC1kvks�1; u 2H sC1; v 2H s�1: (1-23)

(2) For any sequence fwkg �H sC1 converging toward w 2H sC1 and any v 2H s�1, we have

ruF.wk; v/!ruF.w; v/ as k!1: (1-24)
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(3) X
m2Z

a2mE

Z t

0

jruF.u; em/j
2 ds <1 for all t > 0: (1-25)

Then we have

F.u.t//D F.u.0//C

Z t

0

�
@uF.u.s/; f .s//C

1

2

X
m2Z

@2uF.u.s/; gm/

�
ds

C

X
m2Z

Z t

0

@uF.u.s/; gm/ dˇm.s/:
(1-26)

In particular,

EF.u.t//D EF.u.0//C

Z t

0

E

�
@uF.u.s/; f .s//C

1

2

X
m2Z

@2uF.u.s/; gm/

�
ds: (1-27)

If one omits (1-25), then we have the formula (1-26) in which t is replaced by the stopping time t ^ �n,
where

�n D infft � 0 j ku.t/ks > ng; n 2 N; (1-28)

with the convention inf∅DC1.

2. Deterministic estimates

Conservation laws. Following [Tzvetkov and Visciglia 2014], we define the following subsets of C1.T/:

P1 D f@
˛
xu j @

˛
xHu; ˛ 2 Ng;

P2 D
˚
.@˛1x Z1u/.@

˛2
x Z2u/ j ˛i 2 N; Zi 2 fId;H g

	
:

Let us define in a generic manner the sets Pn, n� 3, containing the functions of the form

pn.u/D

kY
iD1

Zi .pji .u//; where Zi 2fId;H g;
kX
1

jiDn; pji 2Pji ; 2�k�n; ji<n: (2-1)

To a function pn.u/ of the form (2-1) we associate the function

Qpn.u/D

kY
iD1

pji .u/; (2-2)

and we set the quantities

S.p.u//D

nX
iD1

˛i ; M.p.u//D max
1�i�n

˛i :

The following is a description given in [Tzvetkov and Visciglia 2014] for the integer-order remainder
terms:

Rn.u/D
X

p.u/2P3
Qp.u/Du@n�1x u@nxu

cn.p/

Z
p.u/ C

X
p.u/2Pj;jD3;:::;2nC2
S.p.u//D2n�jC2
M.p.u//�n�1

cn.p/

Z
p.u/; (2-3)
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where cn.p/ are some constants. The first three integer-order conservation laws are

E0.u/D

Z
u2;

E1.u/D

Z
.@xu/

2
C
3

4

Z
u2H @xuC

1

8

Z
u4;

E2.u/D

Z
.@2xu/

2
�
5

4

Z �
.@xu/

2H @xuC 2 @
2
xuH @xu

�
C

5

16

Z �
5u2.@xu/

2
Cu2.H @xu/

2
C 2uH.@xu/H.u @xu/

�
C

Z �
5

32
u4H.@xu/C

5

24
u3H.u @xu/

�
C

1

48

Z
u6:

Estimates. Let us give some properties for the integer-order conservation laws of the Benjamin–Ono
equation.

Lemma 2.1. For any integer n� 1, there are c�n ; c
C
n > 0 such that for all u in Hn.T/

1
2
kuk2n� c

�
n kuk

2nC2
�En.u/� 2kuk

2
nC c

C
n kuk

2nC2: (2-4)

Lemma 2.2. For all � > 0, there is C� > 0 such that for all u in HnC1.T/

E 0n.u; @
2
xu/� .�2C �/kuk

2
nC1CC�kuk.1Ckuk/

bn ;

where bn depends only on n.

Remark 2.3. Since the L2-norm is preserved by (1-1) we can deduce from (2-4) and the arguments of
the proof of Lemma 2.2, by adding appropriate polynomials of kuk, new conservation laws E�n .u/ and
zEn.u/ satisfying

0� kuk2n �E
�
n .u/; 0� kuk2n �

zE 0n.u; u/:

Inequalities (2-4) can be established using arguments similar to those of the proof of Lemma 2.2.

Proof of Lemma 2.2. Taking into account of the properties of the Hilbert transform such as continuity on
H s and Lp (s � 0, p 2 �1;1Œ), we can neglect its effect for our purpose and just consider the functions

R1n.u/D

Z
u @n�1x u @nxu;

R2;jn .u/D

Z jY
iD1

@˛ix u; j D 3; : : : ; 2nC 2;

jX
iD1

˛i D 2nC 2� j:

HereR1n.u/ corresponds to the first term of (2-3) and the second term of (2-3) can be estimated considering
the quantities R2;jn .u/. Set

R0n D kuk
2
n:

Estimates concerning R0n.
@uR

0
n.u; @

2
xu/D�2kuk

2
nC1: (2-5)
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Estimates concerning R1n.

@uR
1
n.u; @

2
xu/D

Z
@2xu @

n�1
x u @nxuC

Z
u @nC1x u @nxuC

Z
u @n�1x u @nC2x u

D

Z
@2xu @

n�1
x u @nxu�

Z
@xu @

n�1
x u @nC1x u

D 2

Z
@2xu @

n�1
x u @nxuC

Z
@xu.@

n
xu/

2
D I C II:

Let i , i D 1; 2; 3, be three positive numbers satisfying
P3
iD1

1
i
D 1. We apply the generalized Hölder

formula with them to find

jI j � k@2xukL1 k@
n�1
x ukL2 k@

n
xukL3 :

By the embedding inequality k � kLi . k � k 1
2
� 1
i

, we get

jI j. kuk 5
2
� 1
i

kuk
� 1
2
� 1
i
Cn kuk 1

2
� 1
i
Cn:

Now interpolate between L2 and HnC1 to find

jI j � C1kuk
d1
nC1 kuk

3�d1 ;

where

d1 D
2nC 3

2.nC 1/
< 2:

One can establish the same control (with the same d1) for jII j by remarking that

jII j. kuk1 k@nxuk
2
L4
. kuk1 kuk2nC 1

4

. kuk
.nC1�1/C2.nC1�n�1=4/

nC1

nC1 kukc :

Then for suitable b1
j@uR

1
n.u; @

2
xu/j � �kuk

2
nC1CC

1
� kuk

b1 : (2-6)

Estimates concerning R2;jn .

@uR
2;j
n .u; @2xu/D

Z jY
iD1

@˛ix u; j D 3; : : : ; 2nC 2;

where
Pj
iD1 ˛i D 2n� j C 4 and max1�i�j ˛i � nC 1.

We follow two complementary cases:

Case 1: max1�i�j ˛i � n. Let .i / be j real numbers such that
Pj
iD1

1
i
D 1. Then the generalized

Hölder formula combined with usual interpolation inequalities shows

j@uR
2;j
n .u; @2xu/j � C

jY
iD1

kuk�i ;

where �i D 1
2
�
1
i
C˛i . Then
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j@uR
2;j
n .u; @2xu/j � C

jY
iD1

kuk
nC1��i
nC1 kuk

�i
nC1

nC1:

We remark now that
jX
iD1

�i D

jX
1

�
1

2
�
1

i
C˛i

�
D 2nC 3�

j

2
:

Then
jX
iD1

�i

nC 1
D
2nC 3� j

2

nC 1
< 2:

Thus for suitable b2,
j@uR

2;j
n .u; @2xu/j � �kuk

2
nC1CC

2
� kuk

b2 :

Case 2: ˛1 D nC 1. Then
Pj
iD2 ˛i D n� j C 3� n, and we have

j@uR
2;j
n .u; @2xu/j � kuknC1

�Z jY
iD2

j@˛ix uj
2

�1
2

:

Take again .i / such that
Pj
iD2

1
i
D 1. Then

j@uR
2;j
n .u; @2xu/j � kuknC1

jY
iD2

k@˛ix ukL2i

� kuknC1

jY
iD2

kuk�i ; �i D
1

2
�

1

2i
C˛i ;

� kuknC1

jY
iD2

kuk
nC1��i
nC1 kuk

�i
nC1

nC1:

Since
Pj
iD2 �i D nC 2�

j
2
� nC 1

2
, we have 1

nC1

Pj
iD2 �i < 1 and the existence of a suitable b3 such

that
j@uR

2;j
n .u; @2xu/j � �kuk

2
nC1CC

3
� kuk

b3 : (2-7)

Combining (2-5); (2-6) and (2-7) with a good choice of �, we have the claim. �

3. IVP of the stochastic BOB equation

Consider the initial value problem concerning the stochastic BOB equation (1-3)�
@tuCH @2xuCu @xuD ˛ @

2
xuC

p
˛�; t > 0;

ujtD0 D u0:
(3-1)

Recall that, for s � 0,
As D

X
m2Z

m2s�2m:
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These quantities measure the regularity in space of the noise. Namely,

As <C1 () �.t; � / 2 PH s:

Stochastic well-posedness, well-structuredness.

Proposition 3.1. Let s � 2 be an integer. Suppose As is finite. Then the problem (3-1) is stochastically
globally well-posed in PH s.T/ in the sense of Definition 1.7.

In order to prove the existence result in Proposition 3.1, we split the problem (3-1) as follows:

� A linear stochastic problem:�
@tz˛CH @2xz˛ D ˛ @

2
xz˛C

p
˛�; t > 0;

z˛jtD0 D 0:
(3-2)

� A nonlinear deterministic problem:�
@tvCH @2xvC .vC z˛/ @x.vC z˛/D ˛ @

2
xv; t > 0;

vjtD0 D u0:
(3-3)

Here z˛ is a realization of a solution of (3-2).

For z˛ and v respective solutions of (3-2) and (3-3), it is easy to see that uD vC z˛ is a solution of
(3-1). The linear problem (3-2) is solved by the stochastic convolution (see the subsection on page 1845)

z˛.t/D
p
˛

Z t

0

e�.t�s/.H�˛/ @
2
x d�.s/DW

p
˛z.t/: (3-4)

Remark that, as defined, the function z still depends on ˛. But all its Sobolev norms are uniformly
controlled with respect to ˛; this justifies that abuse of notation.

If, for some s � 0, As is finite, then we have for all T > 0

z 2ƒT .s/ WD C.Œ0; T �; PH
s.T//\L2.Œ0; T �; PH sC1.T// for P-a.e. ! 2�. (3-5)

Uniqueness of solution for the problem (3-2) is obtained by standard arguments. Moreover, if we suppose
An finite, we can apply the Itô formula to the PHn-norms (which are preserved by the linear Benjamin–Ono
equation) to find that

Ekz˛k
2
nC 2˛

Z t

0

Ekz˛k
2
nC1 ds D ˛Ant: (3-6)

Denoting by zm the projection .z; em/, we have that

zm.t/D �m

Z t

0

em
2.t�s/.i sgn.m/�˛/ dˇm.s/:

Since the function s! em
2.t�s/.i sgn.m/�˛/ is C 1, we employ a usual (stochastic) integration by parts

formula to obtain

zm.t/D �mˇm.t/Cm
2.i sgn.m/�˛/�m

Z t

0

em
2.t�s/.i sgn.m/�˛/ˇ.s/s ds:
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Then we arrive at

sup
t2Œ0;T �

jzm.t/j2 � 2�2mŒ1C .1�˛/
2m4T 2� sup

t2Œ0;T �

jˇm.t/j
2
� 2�2mŒ1Cm

4T 2� sup
t2Œ0;T �

jˇm.t/j
2:

After summing in m, we arrive at

sup
t2Œ0;T �

kz.t/k2 .T sup
t2Œ0;T �

k�.t/k22:

More generally, for any m such that AmC2 is finite, we have

sup
t2Œ0;T �

kz.t/k2m .T sup
t2Œ0;T �

k�.t/k2mC2;

and finally
sup

t2Œ0;T �

kz˛.t/k
2
m .T ˛ sup

t2Œ0;T �

k�.t/k2mC2: (3-7)

Proposition 3.2. Let s � 2 be an integer, and suppose As <1. Let u0 be a random variable in PH s.T/

independent of Ft . Then for any T > 0, for a.e. !, the nonlinear problem (3-3) associated to u0 admits a
solution in ƒT .s/. Moreover the process solution is adapted to �.u0;Ft /.

Proposition 3.2 is proved combining the two paragraphs below:

A priori estimates. The following lemma is proved using the first three integer-order (modified) conserva-
tion laws E�n .u/ of the Remark 2.3, its proof is presented in the Appendix.

Lemma 3.3. For any T > 0, for almost any realization of z we have the following a priori estimates for
the nonlinear problem (3-3):

sup
t2Œ0;T �

kv.t/k2i C˛

Z T

0

kv.t/k2iC1 dt � C.T; ku0ki ; kzkL1.0;T IH i //; i D 0; 1; 2; (3-8)

where C does not depend on ˛ 2 .0; 1/.

Since H 2.T/ is continuously embedded in C 1.T/, we infer:

Corollary 3.4. For any T > 0, for almost any realization of z, and for any initial datum u0 2 H
2, a

solution v to (3-3) satisfies

sup
t2Œ0;T �

k@xv.t/kL1 � C.T; ku0k2; kzkL1.0;T IH2//; (3-9)

where C does not depend on ˛ 2 .0; 1/.

Lemma 3.5. For any T > 0, for any integer s > 2, and for almost any realization of z we have the
higher-order a priori estimate for (3-3)

sup
t2Œ0;T �

kv.t/k2s C˛

Z T

0

kv.t/k2sC1 dt � C.T; ku0ks; kzkL1.0;T IH s//; (3-10)

where C does not depend on ˛ 2 .0; 1/.

Before giving the proof of the estimate (3-10), let us prove the following commutator estimate:
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Lemma 3.6. Let s � 3 be an integer and v be in H sC1. We have

kŒ@sx; v�@xvk. kvk2 kvks; (3-11)

where Œ@sx; v�@xv D @
s
x.v @xv/� v @

s
x.@xv/.

Proof. By the Leibniz rule we have

Œ@sx; v�@xv D

sX
kD1

� s
k

�
@kxv @

sC1�k
x v:

We separate the above sum into three general terms:

(1) We have k 2 f1; sg if and only if the general term is @xv@sxv. By using the embedding H 1 � L1,
we have the inequality

k@xv @
s
xvk � kvk2 kvks:

(2) We have k 2 f2; s�1g if and only if the general term is @2xv @
s�1
x v. We have (always by H 1 �L1)

k@2xv @
s�1
x vk � kvk2 kvks:

(3) When s � 5 we have the last situation, which is 3� k � s� 2; we have then 3� sC 1� k � s� 2
as well. We estimate the corresponding general term as follows:

k@kxv @
sC1�k
x k � kvkkC1 kvksC1�k . kvk

s�k�1
s�2

2 kvk
k�1
s�2
s kvk

k�1
s�2

2 kvk
s�k�1
s�2
s D kvk2 kvks:

We complete the proof after taking a weighted sum of these terms. �

Proof of the estimate (3-10). We recall the nonlinear equation satisfied by v

@tvCH @2xv�˛ @
2
xv D�v @xv� @x.vz˛/�

1
2
@xz

2
˛:

Then for an integer s > 2, we have

.@sxv; @
s
x@tv/C˛.@

sC1
x v; @sC1x v/D�.@sxv; @

s
x.v @xv//�.@

s
xv; @

sC1
x .vz˛//„ ƒ‚ …

DC.@
sC1
x v;@sx.vz˛//

C
1
2
.@sC1x v; @sxz

2
˛/:

Therefore
1
2
@tkvk

2
s C˛kvk

2
sC1 D I C II C III:

Using the commutator estimate (3-11) and the algebra structure of H s.T/, we have

jI j D j.@sxv; @
s
x.v @xv/� v@

s
x@xv/C .@

s
xv; v @

s
x@xv/j

D j.@sxv; Œ@
s
x; v�@xv/�

1
2
.@xv; j@

s
xvj

2/j

. kvk2s kvk2:

By Cauchy–Schwarz and the algebra structure of H s, we have

jII jC jIII j � 1
2
˛kvk2sC1CC1kvk

2
s kzk

2
s CC2˛kzk

4
s ;
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where C1 and C2 depend only on s. It remains to combine the Gronwall lemma with (3-8) to get the
claim. �

Local and global existence for the nonlinear problem (3-3). Let s � 2. For a positive T the space ƒT .s/
is endowed with the norm defined by

kukƒT .s/ D sup
t2Œ0;T �

�
e�

t
T

�
ku.t/k2s C˛

Z t

0

ku.r/k2sC1 dr

��1
2

: (3-12)

Let R > 0; denote by BR the ball in H s of center 0 and radius R.

Remark 3.7. The factor e�
t
T in (3-12) is introduced just for convenience in the computations. The norm

defined in (3-12) is actually equivalent to the one without that factor.

Proposition 3.8. Let s � 2 and ˛ 2 .0; 1/. For all R > 0, there is TR > 0 such that for any u0 in BR
2

, the
nonlinear problem (3-3) has a unique solution in ƒTR.s/.

Remark 3.9. We combine the local existence of Proposition 3.8, Lemma 3.3, and estimate (3-10) to get
the global existence for (3-3).

Proof of Proposition 3.8. Let us look for a fixed point of the map

Fv D e�t.H�˛/ @x
2

u0�

Z t

0

e�.t�s/.H�˛/ @x
2

.z˛C v/ @x.z˛C v/ ds:

We proceed as follows:

Step 1: We prove that for any R > 0, there is T > 0 such that the ball BT;s of ƒT .s/ centered at 0 and of
radius R satisfies F.BT;s/� BT;s if ku0ks � 1

2
R:

�
1

2

d

dt
kFvk2s D�.@tD

sFv;DsF.v//

D�..H �˛/DsC1F.v/;DsC1F.v//C
1

2
.Ds.z˛C v/

2;DsC1F.v//

� ˛kF.v/k2sC1�
1

2
kz˛C vk

2
s kF.v/ksC1

� ˛kF.v/k2sC1�
˛

2
kF.v/k2sC1�

C

˛
.kz˛k

4
s Ckvk

4
s /:

Then there is an universal constant c > 0 such that

d

dt
kF.v/k2s C˛kF.v/k

2
sC1 �

c

˛
e
2t
T .R4Ckz˛k

4
ƒT .s/

/:

Thus, after integration with respect to t , we find

kF.v/k2s C˛

Z t

0

kF.v/k2sC1 ds � ku0k
2
s C
QcT

˛
e
t
T .R4Ckz˛k

4
ƒT .s/

/:

Multiplying the last relation by e�
t
T , it remains to choose T small enough so that we obtain the claimed

result.
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Step 2: We now prove that F is a contraction on the ball constructed above. We have

@tFv D�f.vC z˛/ @x.vC z˛/C .H �˛/ @x
2Fvg:

Then for v1 and v2 in ƒT .s/, we have

�
1

2

d

dt
kFv1�Fv2k

2
s D�.@tD

s.Fv1�Fv2/;D
s.Fv1�Fv2//

D .Ds.Fz.v1/�Fz.v2//;D
sC1.Fv1�Fv2//C˛kFv1�Fv2k

2
sC1;

where

Fz.v/D
1
2
.z˛C v/

2:

We show easily that

kDs.Fz.v1/�Fz.v2//k
2
� C.s/kv1� v2k

2
s .kv1C v2k

2
s Ckz˛k

2
s /:

This allows us to get that

1

2

d

dt
kFv1�Fv2k

2
s C

˛

2
kFv1�Fv2k

2
sC1 �

C.s/

˛
kv1� v2k

2
s .kv1C v2k

2
s Ckz˛k

2
s /

� e
t
T

C.s/.4R2Ckzk2
ƒT .s/

/

˛
kv1� v2k

2
ƒT .s/

:

After integration in t , we find

kFv1�Fv2k
2
s C˛

Z t

0

kFv1�Fv2k
2
sC1 ds � Te

t
T

C.s/.4R2Ckz˛k
2
ƒT .s/

/

˛
kv1� v2k

2
ƒT .s/

:

We multiply this inequality by e�
t
T ; the T found in the first step can be decreased if necessary to give a

contraction.

We conclude by using the fixed point theorem. �

Remark 3.10. By definition, v is �.u0;Ft /-adapted. Then the process uD vC z˛ is continuous and
�.u0;Ft /-adapted. Thanks to Lemma 1.5, the process u is progressively measurable with respect to that
filtration.

End of the proof of Proposition 3.1, the well-posedness of (1-3). Let u1 and u2 be two solutions of (1-3)
starting respectively at u1;0 and u2;0, and set w D u1�u2; then the problem solved by w is�

@twC .H �˛/ @
2
xwCw @xwC @x.wu2/D 0;

wjtD0 D u1;0�u2;0 DW w0:

Using the arguments of the proof of (3-10), we show

sup
t2Œ0;T �

kw.t/k2s C˛

Z T

0

kw.r/k2sC1 dr � C
�
˛; T; k@xwkL1.0;T IL1/; ku2kL1.0;T IH s/

�
kw0k

2
s :

Hence follow the uniqueness and the continuity with respect to initial data. �
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The stochastic well-posedness that we just established combined with the estimates (3-8) and the
equation (3-10) implies the following:

Proposition 3.11. Let j � 2. Suppose Aj finite. Then (1-3) is well-structured on the Gelfand triple
.H j�1;H j;H jC1/ in the sense of Definition 1.9.

Probabilistic estimates and proof of Lemma 1.1.

Exponential control of the L2-norm.

Proposition 3.12. Let p�1. Then the functionalEp0 .u/Dkuk
2p satisfies the conditions of Theorem 1.11

on the Gelfand triple .H�1; L2;H 1/.

Proof. Thanks to the polynomial nature of Ep0 .u/ on L2, the uniform continuity on bounded sets and the
conditions (1-23) and (1-24) follow easily. We confine ourself to the proof of (1-25). The argument we
use, to this end, is the following: As we have already shown, the solution of (1-3) can be represented as
the sum of a linear part and a nonlinear part. Now we will show that the nonlinear part can be controlled
by the initial datum and an “exponential of the averaged linear part”. On the other hand, we show that the
linear part is exponentially controlled; then we get the needed control on the initial solution u.

Control of the nonlinear part v. In this part we prove that for all r; � > 0 and p � 1

kv.r/k2p � ef .r;�;p/e
2�p
r

R r
0 k@xz˛k

2
L1

ds

�
ku0k

2
C

Z r

0

kz˛k
4
1 ds

�p
; (3-13)

where f .r; �; p/D p
4

�
2r C r2

�

�
. Indeed, multiplying (3-3) by v and integrating in x, one obtains

1

2

d

dt
kvk2C˛kvk21 D�.v; @x.vz˛//� .v; z˛ @xz˛/

D
1

2
Œ.v; v@xz˛/C .v; @xz

2
˛/�

�
1

2
Œkvkkvz˛kCkvkkz˛k

2
1�

�
r

8�
kvk2C

�

r
kvk2 k@xz˛k

2
L1 C

1

4
kvk2C

1

4
kz˛k

4
1:

Then we use the Gronwall lemma, choose t D r and take the resulting inequality to the power p to arrive
at the claim.

Exponential control of the linear part. Now, the linear part of the solution satisfies the estimate

Ee
�
t

R t
0kz˛k

2
2 ds � 3; (3-14)

where � > 0 is small enough. Indeed, by applying the Itô formula to kzk2p2 for p � 1 we have

Ekz˛k
2p
2 �

A
p
1p

p

�p
: (3-15)

Integrating in t , we find

E

�
1

t

Z t

0

kz˛k
2p
2 ds

�
�
A
p
1p

p

�p
:
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Thanks to Jensen’s inequality, we infer

E

�
1

t

Z t

0

kz˛k
2
2 ds

�p
�
A
p
1p

p

�p
:

Now, let 0 < � � �=.2A1e/; then we have

E

�
�
t

R t
0kz˛k

2
2 ds

�p
pŠ

�
pp

2peppŠ
:

We recall that for any integer p > 0, we have that pŠ�
�p
e

�p; then we arrive at the claimed result.

Control of the quadratic variation of Ep0 .u/. We have thatX
m�0

a2mE

Z t

0

j@u.E
p
0 /.u; em/j

2 ds .p
X
m2Z

a2mE

Z t

0

kuk4.p�1/j.u; em/j
2 ds

.p E

Z t

0

kuk4p�2 ds .p E

Z t

0

.kvk4p�2Ckz˛k
4p�2/ ds:

Set q D 4p� 2; one sees, with the use of the estimate (3-15) (or just by invoking the Fernique theorem),
that

E

Z t

0

kzk
q
2 ds <1 for any t � 0:

Now we use the estimate (3-13); then, for any � > 0,

E

Z t

0

kvsk
q ds �

Z t

0

ef .s;�;q/E

�
e
�q
s

R s
0 k@xz˛k

2
L1

dr

�
ku0k

2
C

Z s

0

kz˛k
4
L1 dr

�q�
ds:

Then for any ı > 0, we use the Young inequality to find

E

Z t

0

kusk
q ds .

Z t

0

ef .s;�;q/E

�
e
q.1Cı/�
ıs

R s
0 k@xz˛k

2
L1

dr
C

�
ku0k

2
C

Z s

0

kz˛k
4
1 dr

�q.1Cı/
„ ƒ‚ …

Rq;ı.s/

�
ds:

One uses the estimate (3-15) to bound ERq;ı.s/ by Cq;ı.1C sq.1Cı//. On the other hand, for any ı > 0
we choose � > 0 small enough so that one can use the estimate (3-14) and the embedding H 2 � L1 to
get the bound

Ee
2p.1Cı/�

ıs

R s
0 k@xz˛k

2
L1

dr
� 3:

Then we get

E

Z t

0

kvsk
2p ds .

Z t

0

ef .s;�;p/.1C sq.1Cı// ds <1 for all t � 0: �

Proposition 3.13. Let u be the solution of (3-1):

(1) Suppose that EE0.u0/ <1; then

EE0.u/C 2˛

Z t

0

Eku.s/k21 ds D EE0.u0/C˛A0t: (3-16)
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(2) Let p > 1. Suppose that EE
p
0 .u0/ <1; then

EE
p
0 .u/� e

�p˛tEE
p
0 .u0/Cp

pA
p
0 : (3-17)

Proof. The identity (3-16) is easily proven by applying the Itô formula to the conservation law E0.u/.
Let us prove (3-17):

For p > 1, we apply the Itô formula to Ep0 .u/ to find

dE
p
0 .u/D pE

p�1
0 .u/dE0.u/C

˛p.p� 1/

2
E
p�2
0 .u/

X
m2Z

�2mjE
0
0.u; em/j

2dt:

Taking the expectation, we get

EE
p
0 .u/C E

Z t

0

f˛.u.s// ds D EE
p
0 .u0/;

where

f˛.u/D 2p˛E
p�1
0 .u/kuk21�˛pE

p�1
0 .u/A0�

˛p.p� 1/

2
E
p�2
0 .u/

X
m2Z

�2mjE
0
0.u; em/j

2:

Let us set

QD pE
p�1
0 .u/A0C

p.p� 1/

2
E
p�2
0 .u/

X
m2Z

�2mjE
0
0.u; em/j

2:

Remarking that X
m2Z

�2mjE
0
0.u; em/j

2
� 2A0E0.u/;

we get, with the use of the Young inequality, the estimate

Q � �E
p
0 .u/C

p2p

�p�1
A
p
0 :

On the other hand
p˛E

p�1
0 .u/kuk21 � p˛E

p
0 .u/:

Choosing � D p, we see that
Ef˛.u/� p˛EE

p
0 .u/�p

pC1A
p
0˛:

Then

EE
p
0 .u/Cp˛

Z t

0

EE
p
0 .u.s// ds � EE

p
0 .u0/Cp

pC1A
p
0˛t:

Gronwall’s lemma gives the claimed result. �

Control of higher-order Sobolev norms. The polynomial nature of the Benjamin–Ono conservation
laws Ej allows to establish the following result:

Proposition 3.14. Let j � 1, then the functional Ej satisfies the conditions (1-23) and (1-24) of
Theorem 1.11 on the triple .H j�1;H j;H jC1/.

In view of this result the “stopping time” version of the Itô formula (1-26) applies to the functionals Ej .
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Theorem 3.15. Let j � 1 be an integer. Suppose Aj is finite. There are �j > 0, j > 0 such that for any
solution u of (3-1) in H 2 issued from u0 2H

2 which satisfies EEj .u0/ <1, we have

EEj .u/C˛

Z t

0

Ekuk2jC1 ds

� EEj .u0/C˛Aj

�
t C cj

Z t

0

Ekuk2j dsC j

Z t

0

Ekuk.1Ckuk/�j ds

�
; (3-18)

where cj depends only on j .

Proof. The fact that Ej .u/ is preserved by the BO equation translates into

@uEj .u;�H @2xu�u @xu/D 0:

Setting the Markov time �n D infft � 0; ku.t/kj > ng and applying the Itô formula (1-26), we get

Ej .u.t ^ �n//DEj .u0/C˛

Z t^�n

0

�
@uEj .u; @

2
xu/C

1

2

X
m2Z

�2m @
2
uEj .u; em/

�
ds

C

X
m2Z

�m

Z t^�n

0

@uEj .u; em/ dˇm.s/:

Then by the Doob optional stopping theorem, Theorem 1.4, we have

EEj .u.t ^ �n//D EEj .u0/C˛E

Z t^�n

0

�
@uEj .u; @

2
xu/C

1

2

X
m2Z

�2m @
2
uEj .u; em/

�
ds:

Using the monotone convergence theorem, we arrive at

EEj .u.t//D EEj .u0/C˛E

Z t

0

�
@uEj .u; @

2
xu/C

1

2

X
m2Z

�2m @
2
uEj .u; em/

�
ds:

By Lemma 2.2, we have
@uEj .u; @

2
xu/� �kuk

2
jC1CPj .kuk/; (3-19)

where Pj is the polynomial of Lemma 2.2. Following the arguments of the proof of Lemma 2.2, we
establish that

j@2uEj .u; em/j � cjm
2j .kuk2j CQj .kuk//; (3-20)

where Qj .r/D qj r.1C r/kj, qj and kj depend only on j . Then take the expectation and combine (3-19)
with (3-20) to get the claim. �

Now we are able to give the proof of Lemma 1.1.

Proof of Lemma 1.1. Let u be a stationary solution to (1-3) which satisfies the integrability assumption
(1-4), and suppose that Aj is finite for any j . Recall the estimate

EEj .u/� Ekuk2j C c
C
n Ekuk2jC2: (3-21)

Then using the integrability assumption (1-4), we see that EEj .u/ is finite as soon as Ekuk2j <1.
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Note that, by the stationarity of u, the estimates (3-18) become (under the assumption that EEj .u/ is
finite)

Ekuk2jC1 � Aj Œ1C cjEkuk2j C jEkuk.1Ckuk/�j � (3-22)

since the distribution do not depend on t . We are going to argue by induction. Note that the needed
induction property is given by the combination of (3-22) and (3-21) because they give at the same time
the finiteness of EEj .u/ and the control of Ekuk2jC1 as soon as Ekuk2j is finite. Moreover if (1-4) holds
uniformly in ˛ then so does Ekuk2jC1 once the control on Ekuk2j is uniform in ˛. It remains to prove the
initial step, namely Ekuk21 is finite and does not depend on ˛. But using again the integrability assumption
at the order p D 2, the stationarity of u combined with the estimate (3-16) gives

Ekuk21 D
A0

2
: �

4. Stationary measures for the viscous problem

Consider the stochastic BOB problem (1-3) posed on PH 2.T/. By the estimates (3-16), (3-17) and
Theorem 3.15, we have

EE0.u/C 2˛

Z t

0

Ekuk21 ds D EE0.u0/C˛A0t;

EE
p
0 .u/� e

�p˛tEE
p
0 .u0/CCpA

p
0 ;

EE1.u/C˛

Z t

0

Ekuk22 ds � EE1.u0/C˛

�
A1t C c1

Z t

0

Ekuk21 dsC

Z t

0

EW1.kuk/ ds

�
;

EE2.u/C˛

Z t

0

Ekuk23 ds � EE2.u0/C˛

�
A2t C c2

Z t

0

Ekuk22 dsC

Z t

0

EW2.kuk/ ds

�
;

where W1 and W2 are the polynomials resulting from the estimate (3-18); their expectation is controlled
using the second estimate. Now suppose u0 D 0 almost surely; then by an induction argument, we get

EE2.u/C˛

Z t

0

Ekuk23 ds � ˛C t;

where C is universal. Now in view of Remark 2.3, we can suppose En.u/� 0 (indeed, adding ckuk6 to
E2.u/ we find a similar estimate). Then

1

t

Z t

0

Ekuk23 ds � C; (4-1)

where C is, in particular, independent of t . Denote by �˛.t/ the law of the solution u.t/ to (1-3) starting
at 0, and consider the time average

N�˛.t/D
1

t

Z t

0

�˛.s/ ds:
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Using the estimate (4-1), we show Z
H2

kuk23
N�˛.t/.du/� C: (4-2)

Then by the Chebyshev inequality we have

N�˛.t/.fkuk3 >Rg/�
C

R2
for any R > 0:

Thus the compactness of the embedding H 3.T/�H 2.T/ combined with the Prokhorov theorem implies
that the family f�˛.t/ j t > 0g is compact with respect to the weak topology of H 2. Then for any ˛ we
denote by �˛ an accumulation point at infinity of the above family. The classical Bogoliubov–Krylov
argument implies that �˛ is a stationary measure for (1-3). Passing to the limit t !1 in (4-2) (using
an approximation argument), we see that �˛.H 3/ D 1 for any ˛. We summarize these results in the
following statement:

Proposition 4.1. For any ˛ 2 .0; 1/, the stochastic BOB equation (1-3) posed in H 2.T/ has a stationary
measure �˛ concentrated on H 3.T/.

Theorem 4.2. Let ˛ 2 .0; 1/. Suppose that An is finite for any n. Then any stationary measure �˛ of the
problem (1-3) posed in PH 2.T/ satisfiesZ

H2.T/

kuk21 �˛.du/D
A0

2
; (4-3)Z

H2.T/

kuk2p �˛.du/� p
pA

p
0 for any 1� p <1; (4-4)Z

H2.T/

kuk2n �˛.du/�Dn for any n� 2; (4-5)

where, for any n, Dn does not depend on .t; ˛/.

Proof. It suffices to prove (4-4) since then the estimate (4-5) follows from Lemma 1.1. We combine
(3-16) and the stationarity of u to get (4-3). Let us prove (4-4).

To this end, let R > 0. Consider a C1-function �R satisfying

�R.u/D

�
1 if kuk2 �R,
0 if kuk2 >RC 1.

Let p � 1; we haveZ
H2

E
p
0 .u/ �R.u/�˛.du/D

Z
H2

EfE
p
0 .u.t; v// �R.u.t; v//g�˛.dv/; (4-6)

where u. � ; v/ is the solution of (1-3) starting at v. We pass to the limit t !1 in the right-hand side of
(4-6), and using (3-17) (u is in the ball of size R) and the stationarity of �˛, we findZ

H2

E
p
0 .u/ �R.u/�˛.du/� p

pA
p
0 :

Now Fatou’s lemma allows to conclude. �
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Corollary 4.3. Let ˛ 2 .0; 1/. Suppose An <1 for any n. Then any stationary measure �˛ for the
stochastic BOB problem (1-3) posed in PH 2.T/ is concentrated on C1.T/.

Proof. Let n > 2. Combining the estimate (4-5) and the Chebyshev inequality we find

�˛.fu 2H
2
j kukn �Rg/�

Dn

R2
:

Setting Bn.0; R/ to be the ball in Hn of center 0 and radius R, we haveZ
H2

1Bn.0;R/.u/�˛.du/D �˛.Bn.0; R//� 1�
Dn

R2
:

Passing to the limit on R (with the use of the Lebesgue convergence theorem), we get

�˛.H
n.T//D 1:

Thus

1D �˛

�\
n>2

Hn.T/

�
D �˛.C

1.T//: �

5. Invariant measure for the BO equation

In this section, St WH 3.T/!H 3.T/, t � 0, denotes the flow of the Benjamin–Ono equation (1-1). The
map St;˛ W H 3 ! H 3 denotes the one of the stochastic Benjamin–Ono–Burgers equation (1-3). We
denote by �t , ��t , �t;˛ , ��t;˛ the associated Markov semigroups, respectively. We suppose in what follows
that An <1 for any n > 0.

Some convergence results of the stochastic BOB equation to the BO equation.

Lemma 5.1. For any T > 0. For any w 2H 3.T/, we have, P-almost surely,

sup
t2Œ0;T �

kSt;˛w�Stwk2! 0 as ˛! 0:

Proof. We write

kSt;˛w�Stwk2 D kvC z˛ �Stwk2 � kv�Stwk2Ckz˛k2;

where

z˛.t/D
p
˛

Z t

0

e�.t�s/.H�˛/ @
2
x d�.s/D

p
˛z.t/

and v is the solution of

@tvCH @2xvC .vC z˛/ @x.vC z˛/D ˛ @
2
xv; (5-1)

vtD0 D w: (5-2)

Thanks to the estimate (3-7), we have that supt2Œ0;T � kz˛k2 D
p
˛ supt2Œ0;T � kzk2, where the quantity

supt2Œ0;T � kzk2 does not depend on ˛. Setting hD v�Stw, we have

sup
t2Œ0;T �

kSt;˛w�Stwk2 � sup
t2Œ0;T �

khk2C
p
˛ sup
t2Œ0;T �

kzk2:
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We claim that supt2Œ0;T � khk2 DO.
p
˛/. Indeed using the estimate (3-10) and the H 3-conservation law,

we show that

khk32 � ckhkkhk
2
3 � C.T; kwkL1.0;T IH3/; kzkH3/khk:

Taking the difference between (5-1) and the BO equation (1-1), we see that h satisfies

@thCH @2xhC h @xhD�@x.hStw/� @x.vz˛/� z˛ @xz˛:

We multiply the above equation by h and we integrate on T to get

@tkhk
2
D

1
2
.h2; @xStw/� .h; @x.vz˛//�

1
2
.h; @xz

2
˛/:

By the Cauchy–Schwarz inequality and the algebra structure of H 1 we find

@tkhk
2
�
1
2
khk2 k@xStwkL1 C

1
2
khk2CCkvk21 kz˛k

2
1C

1
4
khk2C 1

4
kz˛k

4
1

�
1
2
khk2

�
k@xStwkL1 C

3
2

�
CC˛ sup

t2Œ0;T �

kvk21 sup
t2Œ0;T �

kzk21C
1
4
˛2 sup
t2Œ0;T �

kzk41:

Using the H 2-conservation law, we control kStwkL1.0;T IH3=2C/ (which does not depend on ˛) and
kvkL1.0;T IH1/ (see the estimate (3-8)). It remains to apply the Gronwall lemma to get the claim. �

Lemma 5.2. For all T;R; r > 0, we have

sup
w2B.0;R/

sup
t2Œ0;T �

E
�
kSt;˛w�Stwk21fkzk

L1.0;T IH2/
�rg

�
DOR;r;T .

p
˛/:

Here B.0;R/ is the ball in H 3.T/ of center 0 and radius R.

Proof.

E
�
kSt;˛w�Stwk21fkzk

L1.0;T IH2/
�rg

�
D

Z
�

kSt;˛w�Stwk21fkzk
L1.0;T IH2/

�rg.!/ dP.!/

�

Z
�

Œkhk2C r
p
˛�1fkzk

L1.0;T IH2/
�rg.!/ dP.!/;

where hDv�Stw as before. The arguments of the proof of Lemma 5.1 allow to see that supt2Œ0;T � khk2�
CR;r;T

p
˛. This gives the claimed result. �

An accumulation point for the viscous stationary measures. In what follows we denote by M.H 3/ the
space of probability measures on H 3.

Theorem 5.3. For any sequence .˛k/k2N � .0; 1/ converging to 0 as k!1, there is a subsequence
˛r.k/ and � 2M.H 3/ such that

� limk!1 �˛r.k/ D � in the weak topology of H 3,

� � is invariant under the flow of the Benjamin–Ono equation in H 3.T/,

� � is concentrated on C1.T/,
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� � satisfies Z
H3.T/

kuk21 �.du/D
A0

2
; (5-3)Z

H3.T/

kuk2p �.du/� ppA
p
0 for any 1� p <1, (5-4)Z

H3.T/

kuk2n �.du/ <1 for n� 2: (5-5)

Proof. The proof consists in the following four steps:

(1) Existence of an accumulation point �. The estimate (4-5) with nD 4 implies the tightness of the
sequence of measures .�˛/ in H 3.T/ and, by the Prokhorov theorem, the existence of the claimed
accumulation point � on H 3.T/.

(2) Invariance of� under the Benjamin–Ono flow. Denote by .�˛k /k2N a subsequence of .�˛/ converging
to � (with limk!1 ˛k D 0); to simplify the notations we write �k instead. The corresponding flow and
Markov semigroup will be denoted St;k and �t;k .

The following diagram represents the idea of proof of the invariance of �:

��
t;k
�k

.I/

.III/

��

�k

.II/

��
��t �

.IV /
�

The equality .I / is the invariance of �k by �t;k , and .II / is proved above. Then .IV / is proved once
.III / is checked.

Let f be a real bounded Lipschitz function on H 2.T/. Without loss of generality assume that f is
bounded by 1. Then

.��k;t�k; f /� .�
�
t �; f /D .�k; �t;kf /� .�; �tf /

D .�k; �t;kf ��tf /� .���k; �tf /

D A�B:

The term B converges to 0 as k!1 by the weak convergence of .�k/ to �. And for any R > 0

jAj �

Z
H3

Ejf .St;kw/�f .Stw/j�k.dw/

D

Z
B.0;R/

Ejf .St;kw/�f .Stw/j�k.dw/C

Z
H3nB.0;R/

Ejf .St;kw/�f .Stw/j�k.dw/

D A1CA2:

Recalling that f is bounded by 1, we get by the Chebyshev inequality

A2 � 2�k.H
3
nB.0;R//�

C

R2
; (5-6)
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where C is finite and does not depend on k (estimate (4-5)). Denote by L1t H
2
x the space L1.0; T IH 2/.

Let r > 0. We have

A1 D

Z
B.0;R/

E
�
jf .St;kw/�f .Stw/j1fkzk

L1t H
2
x
�rg

�
�k.dw/

C

Z
B.0;R/

E
�
jf .St;kw/�f .Stw/j1fkzk

L1t H
2
x
>rg

�
�k.dw/D A1;1CA1;2:

As before, since f is bounded by 1, we use (3-6) and Chebyshev’s inequality to get

A1;2 �
CT

r2
:

On the other hand, since f is Lipschitz on H 2, we have

A1;1 � Cf

Z
B.0;R/

E
�
kSt;kw�Stwk21fkzk

L1t H
2
x
�rg

�
�k.dw/

� Cf sup
w2B.0;R/

E
�
kSt;kw�Stwk21fkzk

L1t H
2
x
�rg

�
;

where Cf is the Lipschitz constant of f .
According to Lemma 5.2, we find

A1;1 � Cf;R;r;T
p
˛k :

Finally, we arrive at

jAj � Cf;R;r;T
p
˛kCConst.T /

�
1

r2
C

1

R2

�
;

where Const does not depend on k. We get the desired result after passing to the limits in the order

k!1; R; r!1:

(3) The estimates for the measure �. Denoting by �R a bump function on the ball B.0;R/ of H 3.T/,
by (4-3) we have Z

H3

�R.v/kvk
2
1 �k.dv/�

A0

2
:

Passing to the limit k!1 we find Z
H3

�R.v/kvk
2
1 �.dv/�

A0

2
:

Then Fatou’s lemma gives

Ekuk21 D

Z
H3

kvk21 �.dv/�
A0

2
: (5-7)

We proceed similarly to show (5-4) and (5-5).
Now we write

A0

2
D

Z
B.0;R/

kvk21 �k.dv/C

Z
H3nB.0;R/

kvk21 �k.dv/:
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We use the Cauchy–Schwarz and Chebyshev inequalities to show thatZ
H3nB.0;R/

kuk21 �k.du/D

Z
H3

kuk211kuk3>R.u/�k.du/

�

�Z
H3

kuk41 �k.du/

�1
2

.�k.kuk3 >R//
1
2 �

q
EŒkuk23�EŒkuk

4
1�

R
:

We can control EŒkuk41� and EŒkuk23� uniformly in k combining interpolation inequalities and the estimates
(5-4) and (5-5). Then there is a constant C > 0 independent of k such that

A0

2
�
C

R
�

Z
H3

�R.v/kvk
2
1 �k.dv/:

We find (5-3) after passing to the limits in the order

k!1; R!1;

and combining this with (5-7).

(4) The measure � is concentrated on C1.T/. This immediately follows from the estimates (5-5) with
use of the arguments of the proof of Corollary 4.3. �

6. Qualitative properties of the measure

Absolute continuity of some observables with respect to the Lebesgue measure. The following result is
inspired by [Shirikyan 2011; Kuksin and Shirikyan 2012], where the local time concept is used to deduce
nondegeneracy properties of measures constructed for the nonlinear Schrödinger and Euler equations.

Theorem 6.1. Suppose that �m ¤ 0 for all m. Then for any integer n� 1, there are constants bn and cn
such that the distribution of the observable zEn.u/ WDEn.u/Ccnkuk2.1Ckuk2/bn under � has a density
with respect to the Lebesgue measure on R.

For the proof of Theorem 6.2 below, we refer the reader to [Shirikyan 2011] and the proof of Theo-
rem 5.2.12 of [Kuksin and Shirikyan 2012], where the authors prove similar results in the case of the
nonlinear Schrödinger and Euler equations respectively.

Theorem 6.2. The measure� constructed in Theorem 5.3 satisfies the following nondegeneracy properties:

(1) Let �m ¤ 0 for at least two indices. Then � has no atom at 0 and

�.fu 2 C1 j kuk � ıg/� C
p
A0

�1ı for all ı > 0; (6-1)

where  D inffA0��2m jm 2 Zg and C is a universal constant.

(2) Let �m ¤ 0 for all indices. Then there is an increasing continuous function h.r/ vanishing at r D 0
such that

�.fu 2 C1.T/ j kuk 2 �g/� h.`.�// (6-2)

for any Borel set � � R, where ` stands for the Lebesgue measure on R.
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Proof of Theorem 6.1. We prove the claim for the stationary measures in the case ˛ > 0, with uniform
bounds in ˛. Then we can pass to the limit ˛! 0 to obtain the desired result using the Portmanteau
theorem. First we apply the Itô formula to zEn.u/:

zEn.u.t//D zEn.u.0//C˛

Z t

0

A.s/ dsC
p
˛
X
m2Z

�m

Z t

0

zE 0n.u; em/ dˇm.s/;

where

A.s/D @u zEn.u; @
2
xu/C

1

2

X
m2Z

�2m @
2
u
zEn.u; em/:

Denote by ƒt .a; !/ its local time which reads (see the identity (A.45) of [Kuksin and Shirikyan 2012])

ƒt .a; !/D . zEn.u.t//� a/C� . zEn.u.0//� a/C�˛

Z t

0

A.s/1.a;C1/. zEn.u// ds

�
p
˛
X
m2Z

�m

Z t

0

1.a;C1/. zEn.u// zE
0
n.u; em/ dˇm.s/:

Using the stationarity of u, we infer that

Eƒt .a/D�˛tEŒA.0/1.a;C1/. zEn.u//�: (6-3)

Now using the (local time) identity (A.44) of [Kuksin and Shirikyan 2012] with the function 1� , we get

2

Z
�

ƒt .a/ daD ˛
X
m2Z

�2m

Z t

0

1�. zEn.u// zE
0
n.u; em/

2 ds:

The stationarity of u gives again

2

Z
�

Eƒt .a/ daD ˛t
X
m2Z

�2mEŒ1�. zEn.u// zE
0
n.u; em/

2�: (6-4)

Comparing (6-3) and (6-4), we findX
m2Z

�2mEŒ1�. zEn.u// zE
0
n.u; em/

2�� 2�.�/EjA.0/j � C`.�/: (6-5)

Recall now the form of zEn.u/:

zEn.u/D kuk
2
nCRn.u/CPn.kuk

2/;

where

Pn.r/D cnr.1C r/
bn :

Then
zE 0n.u; v/D 2.D

nu;Dnv/CR0n.u; v/C 2.u; v/P
0
n.kuk

2/:

Recalling Remark 2.3, we have
zE 0n.u; u/� kuk

2
n: (6-6)
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Now we define the operator Hn so that

zE 0n.u; v/D .Hnu; v/:

Therefore

.Hnu; u/D
X
m2Z

um.Hnu; em/D
X
jmj�N

um.Hnu; em/C
X
jmj>N

um.Hnu; em/

�
kuk

�N

� X
jmj�N

�2m.Hnu; em/
2

�1
2

CkHnuk

� X
jmj>N

u2m

�1
2

�
kuk1

�N

�X
m2Z

�2m
zE 0n.u; em/

2

�1
2

CkHnuk
kuk1

N
;

where �N Dminf�m j jmj�N g>0 for anyN >0. We take into account (6-6) and consider u belonging to

K� D
n
v
ˇ̌̌
kvk � �; kHnvk �

1

�

o
:

We get X
m2Z

�2m
zE 0n.u; em/

2
� �2N

�
��

1

N�

�2
:

The integer N can be chosen to depend on � so that we have

˛.�/ WD �2N

�
��

1

N�

�2
> 0:

Then, by (6-5)

�.fu j zEn.u/ 2 �g\K�/�
C

˛.�/
`.�/:

Consider now the complementary set

Kc� D
n
u
ˇ̌̌
kuk< � or kHnuk>

1

�

o
Since

EkHnuk � Const:

Using the Chebyshev inequality, we find

�˛

�n
u
ˇ̌̌
kHnuk>

1

�

o�
� Const �:

By Theorem 6.2, we have that
�˛.fu j kuk< �g/� C�:

Finally we write

�˛.fu j zEn.u/ 2 �g/� �.fu j zEn.u/ 2 �g\K�/C�.K
c
� /�

C1

˛.�/
`.�/CC2�:

This, combined with the Portmanteau theorem, proves the absolute continuity of zEn.u/ under � with
respect to the Lebesgue measure on R. �
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About the dimension of the measure �. This subsection is inspired by [Kuksin 2008; Kuksin and
Shirikyan 2012], where it was proved that the invariant measures constructed for the Euler equation
are not concentrated on a countable union of finite-dimensional compact sets. The proof relies on a
Krylov estimate (see Section A.9 of [Kuksin and Shirikyan 2012]) for Itô processes. Roughly speaking,
this estimate provides an inequality of the type (6-5) for multidimensional processes. Namely, for a
d -dimensional stationary Itô process

yt D y0C

Z t

0

xs dsC

1X
jD1

Z t

0

�j .s/ d ǰ .s/;

define the nonnegative d � d -matrix � with entries

�m;n D

1X
jD1

�mj �
n
j ;

where � ij is the i-th component of the d -vector �j . Let f W Rd ! R be a bounded measurable function.
Then the Krylov estimate is

E

Z 1

0

f .yt /.det �t /
1
d dt � Cd jf jdE

Z 1

0

jxt j dt; (6-7)

where j � jd stands for the Ld -norm and Cd is a constant that only depends on d .
In our context the independence needed to make the Krylov estimate successful leads to solving

nonlinear differential equations with order increasing with the size of the underlying vector (process). This
is due to the structure of the BO conservation laws and represents a technical difficulty as discussed in the In-
troduction, while in the Euler case the components of this vector can be chosen to satisfy this independence.
We bypass the equation mentioned above in the 2-dimensional case by splitting suitably the phase space.

Theorem 6.3. The measure � is of at least 2-dimensional nature in the sense that any compact set of
Hausdorff dimension smaller than 2 has �-measure 0.

Before proving Theorem 6.3, we describe the general framework.
We use the following splitting of H 2.T/:

H 2.T/DO [Oc ;

where

O WD

�
u

ˇ̌̌̌ Z
u2H @2xuD 0

�
: (6-8)

Consider the functionals on PH 1.T/ defined by

Fj .u/D
1

j C 1

Z
ujC1; j D 1; 2:

Remark that F1 is preserved by the BO equation. Now for u a solution of (1-1), we have that

@tF2.u/D 0 on O .

Therefore the vector F.u/D .F1.u/; F2.u// is constant on O for any solution u of the BO equation.
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On the other hand, consider the following BO conservation laws

E0.u/D

Z
u2; E 1

2
.u/D

Z
uH @xuC

1

3

Z
u3:

Set the following preserved vector

E.u/D .E0.u/; E 1
2
.u//:

E.u/ is in particular constant on Oc for the solutions of (1-1).
Let �1 and �2 be two measures. We write �1 C �2 if there is a continuous increasing function f

vanishing at 0 such that
�1. � /� f .�2. � //:

This implies the absolute continuity of �1 with respect to �2. For � a probability measure on H 2, we
define

�O. � /D �. � \O/; �O
c

. � /D �. � \Oc/;

where O is the set described before.

Proposition 6.4. Suppose �m ¤ 0 for all m 2 Z, then

(1) F��O˛ C `2, where F D .F1; F2/,

(2) E��O
c

˛ C `2, where E D .E0; E 1
2
/.

The functions describing the absolute continuity do not depend on ˛, and `2 is the Lebesgue measure on R2.

Proof of Theorem 6.3. Let W be an open set of H 2. Clearly

W D .W \O/[ .W nO/:

By Proposition 6.4, we have

�˛.W /� f .`2.F.W \O///Cg.`2.E.W nO///;

where f and g are the functions describing the absolute continuity established in Proposition 6.4. Using
the Portmanteau theorem, we get

�.W /� f .`2.F.W \O///Cg.`2.E.W nO///; (6-9)

and by the regularity of � and `2 the estimate (6-9) holds for any bounded Borelian set W .
When W is a compact set of Hausdorff dimension H .W / < 2. It is clear that E and F are Lipschitz

on any compact set. Since the Lipschitz maps do not increase the Hausdorff dimension, we have the
right-hand side of (6-9) is equal to 0, then so is the left-hand side. �

Proof of Proposition 6.4. The proof consists of two steps:

(1) Absolute continuity uniformly in ˛ of � on the set O . The first and second derivatives of the func-
tionals Fj .u/ are

F 0j .u; v/D

Z
uj v; F 00j .u; v/D j

Z
uj�1v2:
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Then applying the Itô formula to Fj , we find

Fj .u/D Fj .u.0//C

Z t

0

Aj .s/ dsC
p
˛
X
m2Z

�m

Z t

0

.uj ; em/ dˇm.s/; j D 1; 2;

where
Aj D�.u

j ;H @2xu�˛ @
2
xu/C j

˛

2

X
m2Z

�2m.u
j�1; e2m/:

On the setO , we have .uj ;H @2xu/D0, j D1; 2. Then recalling estimate on Ekuk22 (Theorem 5.3), we get

EjAj j � ˛ Const; (6-10)

where Const does not depend on ˛.
We consider the 2� 2-matrix �.u/, u 2O , with entries

�k;l.u/D
X
m2Z

�2m.u
k; em/.u

l; em/; k; l D 1; 2:

It is clear that � is nonnegative. It follows from the Krylov estimate (6-7) with the use of the function 1� ,
� being a Borel set of R2, that

E
�
.det.�.u///

1
21�.F /

�
� C`2.�/; (6-11)

where `2 is the Lebesgue measure on R2 and C does not depend on ˛.
Now define the map

D W PH 1.T/! RC;

u 7! det.�.u//:

We remark that D is continuous since it is the composition of continuous maps. We have the following:

Lemma 6.5. Suppose �m ¤ 0 for all m 2 Z; then

D.u/D 0 D) u� 0:

Proof. Suppose there is a nonzero vector  D .1; 2/ 2 R2 such that

�.u/T D 0;

then X
m2Z

�2m

� 2X
jD1

j .u
j ; em/

�2
D 0:

Since �m ¤ 0 for all m¤ 0, we infer that
2X

jD1

ju
j
� Const;

which is possible only if u� 0, taking into account that
R
uD 0. �

Now define the set
J� D

n
kuk21 � �; kuk

2
2 �

1

�

o
�H 2.T/:
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J� \O is a compact set in H 1.T/ not containing 0; then by the continuity of D, we have D.J� \O/
is a compact set in RC not containing 0. Then there is c� > 0 such that D.u/ � c� for all u 2 J� \O .
Using the same splitting argument as in the proof of Theorem 6.1, we arrive at the claimed result.

(2) Absolute continuity uniformly in ˛ of � on the set Oc . We follow the construction above to set a
2� 2-matrix M with entries

Mk;l.u/D
X
m2Z

�2mBk.u/Bl.u/; k; l D 1; 2;

where

B1 DE
0
0.u; em/ and B2 DE

0
1
2

.u; em/:

It follows from the Krylov estimate (6-7) that

E
�
.det.M.u///

1
21�.E/

�
� C`2.�/;

where C does not depend on ˛ thanks to the preservation of E0 and E 1
2

by the BO flow.
Now detM.u/D 0 only if there is a nonzero vector .1; 2/ 2 R2 such that

1uC 2.2H @xuCu
2/� Const :

Note that if 2 D 0, we have that u� 0 since
R
uD 0; therefore u 2O . Now we suppose that 2 ¤ 0.

We differentiate with respect to x to find

1@xuC 2.2H @2xuC 2u @xu/� 0:

Therefore, multiplying by up for p > 0 and integrating in x, we findZ
upH @2xuD 0;

and in particular u belongs to the set O . Then on Oc we have det.M.u//¤ 0. We can follow the same
splitting argument with the use of the splitting set J� defined in the first part to get the result. �

A Gaussian decay property for the measure �. Here we establish a large deviation bound for the
measure �.

Theorem 6.6. The measure � constructed in Theorem 5.3 satisfies

Ee�kuk
2

<1; (6-12)

where � D .aeA0/�1 for arbitrary a > 1. In particular, for any r > 0

�.fu 2 C1 j kuk> rg/� Ce��r
2

;

where the constant C does not depend on r .
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Proof. Recall the estimate (5-4):
Ekuk2p � ppA

p
0 :

Then

E.
p
�kuk/2p � �pppA

p
0 D

pp

apep
:

Now, with use of the Stirling formula, we have

E.
p
�kuk/2p

pŠ
�

pp

pŠ apep
�p!1

1

ap
p
2�p

:

Since a > 1, we have that the series X
p�1

E.
p
�kuk/2p

pŠ

is convergent, and we are led to (6-12). The other claim is obtained after combining (6-12) with the
Chebyshev inequality. �

Remark 6.7. We obtain in the same way the result of Theorem 6.6 for the viscous measures uniformly in ˛.

Appendix

Proof of Lemma 3.3. Note first that for a solution v of the nonlinear equation (3-3), we have

@tEn.v/DE
0
n.v; @tv/D ˛E

0
n.v; @

2
xv/�

p
˛E 0n.v; @x.vz//�˛

1
2
E 0n.v; @x.z

2//; nD 0; 1; 2: (A-1)

The En are the first three conservation laws of the BO equation.

The case nD 0: E 00.v; w/D 2
R
vw. Applying (A-1), we get

@tE0.v/C 2˛kvk
2
1 D 2

p
˛.v; @x.vz//C˛.v; @xz

2/

D
p
˛.v2; @xz/C˛.v; @xz

2/

�
p
˛kzk 3C

2

kvk2C c˛kvkkzk21

�
p
˛kzk 3C

2

kvk2C c˛.1Ckvk2/kzk21:

Note that kz. � /k 3C
2

is bounded uniformly in ˛ for almost all realizations and in t (on Œ0; T �) by
continuity. Then with the use of the Gronwall inequality we get

sup
t2Œ0;T �

kv.t/k2C 2˛

Z T

0

kv.t/k21 dt � C.T; !; kv0k/: (A-2)

The case nD 1: Recall that

E1.u/D

Z
.@xu/

2
C
3

4

Z
u2H @xuC

1

8

Z
u4:

Then
E 01.v; w/D�2.@

2
xv;w/C

3
2
.vH@xv;w/C

3
4
.v2;H@xw/C

1
2
.v3; w/„ ƒ‚ …

R01.v;w/

:
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It was already shown that (see the more general estimates (2-7) and (2-6))

jR01.v; @
2
xv/j � �kvk

2
2CC�kvk

c :

Then

˛E 01.v; @
2
xv/� �.2� �/˛kvk

2
2CC�˛kvk

c :

Taking into account some properties of H, it suffices to treat .vH @xv;w/C .v
3; w/ instead of R01.v; w/

for our purpose.
Now

p
˛j.@2xv; @x.vz//j � C

p
˛kvk2 kvk1 kzk1

� �˛kvk22CC�kvk
2
1 kzk

2
1 � �˛kvk

2
2CCT;�;!kvk

2
1;

p
˛j.vH @xv; @x.vz//j D

p
˛j.@x.vH@xv/; vz/j

� C
p
˛kvk1 kvk2 kvk kzk 1C

2

� �˛kvk22CC�kvk
2
1 kvk

2
kzk21C

2

� �˛kvk22CCT;�;!kvk
2
1;

p
˛j.v3; @x.vz//j � C

p
˛kvk3

L6
kvk1 kzk1

� C
p
˛kvk31

3

kvk1 kzk1

� C
p
˛kvk2 kvk21 kzk1 �

p
˛CT;!kvk

2
1:

To summarize, we have
p
˛E 01.v; @x.vz//� �kvk

2
2CCT;�;!kvk

2
1:

To estimate the last term, we compute

˛j.@2xv; @xz
2/j � C˛kvk2 kzk

2
1

� �˛kvk22C˛C�kzk
4
1;

˛j.vH @xv; @xz
2/j � C˛kvk2 kvk1 kzk

2
1
4

� �˛kvk22C˛CT;�;!kvk
2
1;

˛j.v3; @xz
2/j � C˛kvk2 kvk1 kzk

2
1

� �˛kvk21C˛CT;�;! :

To conclude, we can choose � so that

E1.v/C˛

Z t

0

kv.r/k22 dr �E1.v0/CC
1
T;!

Z t

0

kv.r/k21 dr CC
2
T;! t:

Recalling the inequality (2-4) and (A-2) we have

kvk21C 2˛

Z t

0

kv.r/k22 dr �E1.v0/CC
0
T;! CC

1
T;!

Z t

0

kv.r/k21 dr CC
2
T;! t:
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With the use of the Gronwall lemma, we arrive at

sup
t2Œ0;T �

kv.t/k21C 2˛

Z T

0

kv.t/k22 dt � CT;!.kv0k1/:

The case nD 2: Recall that

E2.u/D

Z
.@2xu/

2
�
5

4

Z �
.@xu/

2H @xuC 2@
2
xuH @xu

�
C

5

16

Z �
5u2.@xu/

2
Cu2.H @xu/

2
C 2uH.@xu/H.u @xu/

�
C

Z �
5

32
u4H.@xu/C

5

24
u3H.u @xu/

�
C

1

48

Z
u6:

The form of E2.v/ combined with some properties of H allows us to reduce to the treatment of the
quantity

R2.v/D kvk
2
2C

Z
.@xv/

3
C .@2xv;H @xv/C .v

2; .@xv/
2/C .v4;H @xv/C

Z
v6:

Then

R02.v; w/D 2.@
2
xv; @

2
xw/C 3..@xv/

2; @xw/C 2.@
2
xv;H @xw/C 2.vw; .@xv/

2/

C 2.v2@xv; @xw/C 4.v
3H @xv;w/C .v

4;H @xw/C 6.v
5; w/

D 2.@2xv; @
2
xw/CR

0
3.v; w/:

It was already shown in the proof of Lemma 2.2 (see estimates (2-7) and (2-6)) that

jR03.v; @
2
xv/j � �kvk

2
3CC�kvk

c

for some constants c; C� > 0. Now we have

2˛.@2xv; @
2
x.@

2
xv//D�2˛kvk

2
3:

Then

˛E 02.v; @
2
xv/� �.2� �/˛kvk

2
3C˛C�kvk

c :

Now
p
˛j.@2xv; @

2
x.@x.vz///j � C

p
˛kvk3 kvk2 kzk2 � �˛kvk

2
3CCT;�;!kvk

2
2;

p
˛j..@xv/

2; @2x.vz//j � CT;!
p
˛kvk25

4

kvk2 � CT;!
p
˛kvk 1

4
kvk22 � CT;!

p
˛kvk22;

p
˛j.@2x.vz/;H @2xv/j �

p
˛Ckvk22 kzk2 �

p
˛CT;!kvk

2
2;

p
˛j.v.@xv/

2; @x.vz//j � C
p
˛kvk kzk 1C

2

kvk22 � CT;!
p
˛kvk22;

p
˛j.v2@xv; @

2
x.vz//j �

p
˛Ckvk31 kvk2 kzk2 � CT;!

p
˛kvk22;

p
˛j.v3H@xv; @x.vz//j � C

p
˛kvk31 kvk2 kzk 1C

2

kvk �
p
˛CT;!kvk

2
2;

p
˛j.v4;H @2x.vz//j �

p
˛Ckvk51 kzk1 �

p
˛CT;! ;

p
˛j.v5; @x.vz//j � C

p
˛kvk51 kvk kzk 1C

2

�
p
˛CT;! :
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The estimates concerning the term @xz
2 are easier because they do not contain v. Finally, using the same

argument as before (in the case of E1.v/), we arrive at the claimed result.

The periodic Hilbert transform. We present in this section a definition of the Hilbert transform in the
periodic setting and establish some of its elementary properties. Recall that the sequence defined by

en.x/D

�
sin.nx/=

p
� if n < 0;

cos.nx/=
p
� if n > 0;

forms a Hilbertian basis of PH.T/; let us denote this basis by B. We define the Hilbert transform on B by

Hen.x/D sgn.n/ e�n.x/;

where

sgn.p/D

8<:
1 if p > 0;
0 if p D 0;
�1 if p < 0:

We first remark that H defines an isometry on PH .

Proposition A.1. Let f; g 2 PH.T/. Then

H 2f D�f; (A-3)Z
T

Hf D 0; (A-4)

.g;Hf /D�.Hg; f /; (A-5)

bHF 0.p/D�i sgn.p/ Of0.p/; (A-6)

where Oh0 denotes the complex Fourier coefficient of a function h, defined below.

Define now the Fourier coefficients associated to a function f in PH :

Of1.n/D
1
p
�

Z
T

cos.nx/f .x/ dx;

Of2.n/D
1
p
�

Z
T

sin.nx/f .x/ dx:

The function f is represented in B as follows:

f .x/D
X
n>0

�
Of1.n/en.x/� Of2.n/e�n.x/

�
: (A-7)

Hence the Hilbert transform of f can be expressed as

Hf.x/D
X
n>0

�
Of1.n/e�n.x/C Of2.n/en.x/

�
: (A-8)
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The complex Fourier coefficient is defined by

Of0.p/D
1
p
2�

Z
T

e�ipxf .x/ dx: (A-9)

The relationship between the three Fourier coefficients of f is

Of0.p/D
Of1.p/� i sgn.p/ Of2.p/

p
2

: (A-10)

Proof of Proposition A.1. Equation (A-4) follows immediately from (A-8). Now from (A-7) and (A-8),
we can easily deduce that

H 2f .x/D�
X
n>0

�
Of1.n/en.x/� Of2.n/e�n.x/

�
D�f .x/:

and (A-3) is shown.
From (A-8), we infer that

bHF 1.p/D� Of2.p/; bHF 2.p/D Of1.p/:
Thus using (A-10), we can write

bHF 0.p/D �
Of2.p/� i sgn.p/ Of1.p/

p
2

D
�i sgn.p/. Of1.p/� i sgn.p/ Of2.p//

p
2

D�i sgn.p/ Of0.p/;

and we have arrived at (A-6).
To prove (A-5), we compute

.g;Hf /D
X
n>0

Of1.n/

Z
T

g.x/e�n.x/ dxC
X
n>0

Of2.n/

Z
T

g.x/en.x/ dx

D�

X
n>0

Of1.n/ Og2.n/C
X
n>0

Og1.n/ Of2.n/

D�

X
n>0

Og2.n/

Z
T

f .x/en.x/ dx�
X
n>0

Og1.n/

Z
T

f .x/e�n.x/ dx

D�

Z
T

f .x/
X
n>0

. Og1.n/e�n.x/C Og2.n/en.x//

D�.Hg; f /: �
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