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## RIGIDITY OF MINIMIZERS IN NONLOCAL PHASE TRANSITIONS

Ovidiu Savin

We obtain the classification of certain global bounded solutions for semilinear nonlocal equations of the type

$$
\Delta^{s} u=W^{\prime}(u) \quad \text { in } \mathbb{R}^{n}, \quad \text { with } s \in\left(\frac{1}{2}, 1\right),
$$

where $W$ is a double-well potential.

## 1. Introduction

We extend to the case of the fractional Laplacian $\Delta^{s}$ with $s \in\left(\frac{1}{2}, 1\right)$ the results from [Savin 2009; 2017] concerning a conjecture of De Giorgi about the classification of certain global bounded solutions for semilinear equations of the type

$$
\Delta u=W^{\prime}(u),
$$

where $W$ is a double-well potential.
We consider the Ginzburg-Landau energy functional with nonlocal interactions

$$
J(u, \Omega)=\frac{1}{4} \int_{\mathbb{R}^{n} \times \mathbb{R}^{n} \backslash(\mathcal{C} \Omega \times \mathcal{C} \Omega)} \frac{(u(x)-u(y))^{2}}{|x-y|^{n+2 s}} d x d y+\int_{\Omega} W(u) d x
$$

with $|u| \leq 1$. Here $W$ is a double-well potential with minima at 1 and -1 satisfying

$$
\begin{gathered}
W \in C^{2}([-1,1]), \quad W(-1)=W(1)=0, \quad W>0 \text { on }(-1,1), \\
W^{\prime}(-1)=W^{\prime}(1)=0, \quad W^{\prime \prime}(-1)>0, \quad W^{\prime \prime}(1)>0 .
\end{gathered}
$$

The classical double-well potential $W$ to have in mind is

$$
W(s)=\frac{1}{4}\left(1-s^{2}\right)^{2}
$$

Physically $u \equiv-1$ and $u \equiv 1$ represent the stable "phases". A critical function for the energy $J$ corresponds to a phase transition with nonlocal interaction between these states, and it satisfies the Euler-Lagrange equation

$$
\Delta^{s} u=W^{\prime}(u)
$$

where $\Delta^{s} u$ is defined as

$$
\Delta^{s} u(x)=\operatorname{PV} \int_{\mathbb{R}^{n}} \frac{u(y)-u(x)}{|y-x|^{n+2 s}} d y .
$$
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Our main result provides the classification of minimizers with asymptotically flat level sets.
Theorem 1.1. Let $u$ be a global minimizer of $J$ in $\mathbb{R}^{n}$ with $s \in\left(\frac{1}{2}, 1\right)$. If the 0 level set $\{u=0\}$ is asymptotically flat at $\infty$, then $u$ is one-dimensional.

The hypothesis that $\{u=0\}$ is asymptotically flat means that there exist sequences of positive numbers $\theta_{k}, l_{k}$ and unit vectors $\xi_{k}$ with $l_{k} \rightarrow \infty, \theta_{k} l_{k}^{-1} \rightarrow 0$, such that

$$
\{u=0\} \cap B_{l_{k}} \subset\left\{\left|x \cdot \xi_{k}\right|<\theta_{k}\right\}
$$

By saying that $u$ is one-dimensional we understand that $u$ depends only on one direction $\xi$; i.e., $u=g(x \cdot \xi)$.

A more quantitative version of Theorem 1.1 is given in Theorem 6.1.
In a subsequent work [Savin 2018] we will treat also the case $s=\frac{1}{2}$, which requires some modifications of the methods presented in this paper. We remark that Theorem 1.1 when $s \in\left(0, \frac{1}{2}\right)$ was obtained recently by Dipierro, Serra and Valdinoci [2016].

It is known that blowdowns of the level set $\{u=0\}$ have different behavior depending on the value of $s$. If $s \geq \frac{1}{2}$, there are sequences $\varepsilon_{k}\{u=0\}$ with $\varepsilon_{k} \rightarrow 0$ that converge uniformly on compact sets to a minimal surface and, if $s<\frac{1}{2}$ they converge to an $s$-nonlocal minimal surface. This follows from a $\Gamma$-convergence result together with a uniform density estimate of level sets of minimizers which were obtained by the author and Valdinoci in [Savin and Valdinoci 2012; 2014]; see for example Corollary 1.7 in the latter paper.

From the classification of global minimal surfaces in low dimensions we find that the level sets of minimizers of $J$ are always asymptotically flat at $\infty$ in dimension $n \leq 7$ if $s \geq \frac{1}{2}$, and we obtain the following corollary of Theorem 1.1.

Theorem 1.2. A global minimizer of $J$ is one-dimensional in dimension $n \leq 7$ if $s \in\left(\frac{1}{2}, 1\right)$.
Another consequence of Theorem 1.1 is the following version of De Giorgi's conjecture to the fractional Laplace case.
Theorem 1.3. Let $u \in C^{2}\left(\mathbb{R}^{n}\right)$ be a solution of

$$
\begin{equation*}
\Delta^{s} u=W^{\prime}(u) \tag{1-1}
\end{equation*}
$$

with $s \in\left(\frac{1}{2}, 1\right)$, such that

$$
\begin{equation*}
|u| \leq 1, \quad \partial_{n} u>0, \quad \lim _{x_{n} \rightarrow \pm \infty} u\left(x^{\prime}, x_{n}\right)= \pm 1 \tag{1-2}
\end{equation*}
$$

Then $u$ is one-dimensional if $n \leq 8$.
Theorems 1.2 and 1.3 without the limit assumption in (1-2) have been proved in two and three dimensions using stability inequality methods. In dimension $n=3$ and for $s \geq \frac{1}{2}$ they have been established by Cabre and Cinti [2014], and in dimension $n=2$ for all $s \in(0,1)$ by Sire and Valdinoci [2009]; see also [Cabré and Cinti 2010; Cabré and Sire 2015; Cabré and Solà-Morales 2005]. The case $n=3$ and $s \in\left(0, \frac{1}{2}\right)$ was also addressed recently by S. Dipierro, A. Farina, and E. Valdinoci [Dipierro et al. 2018].

It is not difficult to show that the $\pm 1$ limit assumption implies that $u$ is a global minimizer in $\mathbb{R}^{n}$; see for example Theorem 1 in [Palatucci et al. 2013]. Since $\{u=0\}$ is a graph, it is asymptotically flat in dimension $n \leq 8$ and Theorem 1.1 applies.

Similarly we see that if the 0 level set is a graph in the $x_{n}$-direction which has a one-sided linear bound at $\infty$ then the conclusion is true in any dimension.

Theorem 1.4. If $u$ satisfies (1-1), (1-2),

$$
\{u=0\} \subset\left\{x_{n}<C\left(1+\left|x^{\prime}\right|\right)\right\},
$$

and $s \in\left(\frac{1}{2}, 1\right)$ then $u$ is one-dimensional.
Our proof of Theorem 1.1 follows closely the one for the classical Laplacian given in [Savin 2017]. The main steps consist in (1) finding some appropriate families of radial subsolutions, (2) applying a version of the weak Harnack inequality and (3) a $\Gamma$-convergence result. Some new technicalities are present in our setting due to the nonlocal nature of the equation. For example in the improvement-of-flatness property Theorem 6.1, we need to impose a geometric restriction to the level set $\{u=0\}$ possibly outside the flat cylinder $\mathcal{C}(l, \theta)$.

It turns out that when $s \in\left(\frac{1}{2}, 1\right)$, the level sets of $u$ satisfy a local curvature estimate. For example, at a point of $\{u=0\}$ which has a large ball of radius $R$ tangent from one side, we can estimate its curvatures in terms of $R^{-1}$ (see Lemma 4.3). In the borderline case $s=\frac{1}{2}$ the curvature bound requires a logarithmic correction and the same methods no longer apply.

We prove Theorem 1.1 by making use of the extension property of the fractional Laplacian of [Caffarelli and Silvestre 2007]. Precisely we consider the extension $U(x, y)$ of $u(x)$ in $\mathbb{R}_{+}^{n+1}$ such that

$$
\operatorname{div}\left(y^{a} \nabla U\right)=0 \quad \text { in } \mathbb{R}_{+}^{n+1}, \quad U(x, 0)=u(x), \quad a:=1-2 s \in(-1,1)
$$

and then

$$
\Delta^{s} u(x)=c_{n, s} \lim _{y \rightarrow 0^{+}} y^{a} U_{y}(x, y)
$$

with $c_{n, s}$ a constant that depends only on $n$ and $s$. Then global minimizers of $J(u)$ in $\mathbb{R}^{n}$ with $|u| \leq 1$ correspond to global minimizers of the "extension energy" $\mathcal{J}(U)$ with $|U| \leq 1$, where

$$
\mathcal{J}(U):=\frac{c_{n, s}}{2} \int|\nabla U|^{2} y^{a} d x d y+\int W(u) d x
$$

After dividing by a constant and relabeling $W$, we may fix $c_{n, s}$ to be 1 . We obtain an improvement-offlatness property for the level sets of minimizers of $\mathcal{J}$ which are defined in large balls $\mathcal{B}_{R}^{+}$; see Theorem 6.1. We remark that the principal use of the extension is to make the various subsolution computations easier to handle and it is not essential to the method of proof.

The paper is organized as follows. In Sections 2 and 3 we introduce some notation and then construct a family of axial subsolutions. In Section 4 we provide certain "viscosity solution" properties of the level set $\{u=0\}$. In Section 5 we obtain a Harnack inequality of the 0 level set and in Section 6 we prove Theorem 6.1.

## 2. Notation and preliminaries

We introduce the following notation:
We denote points in $\mathbb{R}^{n}$ as $x=\left(x^{\prime}, x_{n}\right)$ with $x^{\prime} \in \mathbb{R}^{n-1}$. The ball of center $z$ and radius $r$ is denoted by $B_{r}(z)$,

$$
B_{r}(z):=\left\{x \in \mathbb{R}^{n}:|x-z|<r\right\}, \quad B_{r}:=B_{r}(0)
$$

The cylinder with base $l$ and height $\theta$ is denoted by $\mathcal{C}(l, \theta) \subset \mathbb{R}^{n}$,

$$
\mathcal{C}(l, \theta):=\left\{x:\left|x^{\prime}\right| \leq l,\left|x_{n}\right| \leq \theta\right\} .
$$

Points in the extension variables $\mathbb{R}_{+}^{n+1}$ are denoted by $(x, y)$ with $y>0$, and the ball of radius $r$ as $\mathcal{B}_{r}^{+}$,

$$
\mathcal{B}_{r}^{+}:=\left\{(x, y) \in \mathbb{R}_{+}^{n+1}:|(x, y)|<r\right\} \subset \mathbb{R}^{n+1}
$$

Given a function $U(x, y)$, we define $u$ to be its trace on $\{y=0\}$,

$$
u(x)=U(x, 0)
$$

Also let

$$
a:=1-2 s \in(-1,0)
$$

and

$$
\begin{aligned}
\Delta_{a} U & :=\Delta U+a \frac{U_{y}}{y}=y^{-a} \operatorname{div}\left(y^{a} \nabla U\right), \\
\partial_{y}^{1-a} U(x) & :=\lim _{y \rightarrow 0^{+}} y^{a} U_{y}(x, y)=\frac{1}{1-a} \lim _{y \rightarrow 0^{+}} y^{a-1}(U(x, y)-U(x, 0)) .
\end{aligned}
$$

We define the energy $\mathcal{J}$ as

$$
\mathcal{J}\left(U, \mathcal{B}_{R}^{+}\right):=\frac{1}{2} \int_{\mathcal{B}_{R}^{+}}|\nabla U|^{2} y^{a} d x d y+\int_{B_{r}} W(u) d x
$$

and a critical function $U$ for $\mathcal{J}$ satisfies the Euler-Lagrange equation

$$
\begin{equation*}
\Delta_{a} U=0, \quad \partial_{y}^{1-a} U=W^{\prime}(u) \tag{2-1}
\end{equation*}
$$

In [Palatucci et al. 2013, Theorem 2], see also [Cabré and Sire 2014], they proved the existence and uniqueness up to translations of a global minimizer of $\mathcal{J}$ in two dimensions which is increasing in the first variable and which has limits $\pm 1$ at infinity. Precisely there exists a unique $G: \mathbb{R}_{+}^{2} \rightarrow(-1,1)$ that solves (2-1) such that $G(t, y)$ is increasing in the $t$-variable and its trace $g(t):=G(t, 0)$ satisfies

$$
g(0)=0, \quad \lim _{t \rightarrow \pm \infty} g(t)= \pm 1
$$

Moreover, $g$ and $g^{\prime}$ have the asymptotic behavior

$$
1-|g| \sim \min \left\{1,|t|^{-2 s}\right\}, \quad g^{\prime} \sim \min \left\{1,|t|^{-1-2 s}\right\}
$$

and since $a \in(-1,0)$ we have $\mathcal{J}\left(G, \mathbb{R}_{+}^{2}\right)<\infty$.

Since $\Delta_{a} G_{t}=0$ and $G_{t} \geq 0$, we easily conclude that

$$
\begin{equation*}
|\nabla G| \leq C \min \left\{1, r^{-1}\right\}, \quad G_{t} \geq c r^{-1-2 s} \tag{2-2}
\end{equation*}
$$

where $r$ denotes the distance to the origin in the $(t, y)$-plane.
In Theorem 6.1 we show that the only global minimizer of $\mathcal{J}$ that has asymptotically flat level sets on $y=0$ is $G\left(x_{n}, y\right)$ up to translations and rotations.

For simplicity of notation we assume that $W$ is uniformly convex outside the interval $[g(-1), g(1)]$.
Constants that depend on $n, s, W, G$ are called universal constants, and we denote them by $C, c$. In the course of the proofs, the values of $C, c$ may change from line to line when there is no possibility of confusion. If the constants depend on other parameters, say $\theta, \rho$, then we denote them by $C(\theta, \rho)$ etc.

## 3. Two-dimensional barriers

We construct two families of comparison functions $G_{R}$ and $\Psi_{R}$ which are perturbations of the solution $G$.
Lemma 3.1 (radial supersolutions). For all large $R$, there exist continuous functions $G_{R}: \mathbb{R}^{2} \rightarrow(-1,1]$ and universal constants $\delta>0$ small, $C$ large such that
(1) $G_{R}=1$ outside $\mathcal{B}_{R^{1-\delta}}^{+} \cup\left((-\infty, 0] \times\left[0, R^{1-\delta}\right]\right)$,
(2) $G_{R}(t, y)$ is nondecreasing in $t$, and $\partial_{t} G_{R}=0$ outside $\mathcal{B}_{R^{1-\delta}}^{+}$,
(4)

$$
\begin{gather*}
\left|G_{R}-G\right| \leq \frac{C}{R} \quad \text { in } \mathcal{B}_{4}^{+}  \tag{3}\\
\Delta_{a} G_{R}+\frac{2(n-1)}{R}\left|\nabla G_{R}\right| \leq 0
\end{gather*}
$$

and on $y=0$,

$$
\partial_{y}^{1-a} G_{R}<W^{\prime}\left(G_{R}\right) \quad \text { if } t \notin[-1,1] .
$$

The inequalities in (4) are understood in the viscosity sense.
Notice that by (2-2), property (3) implies

$$
G_{R}(t, y) \leq G\left(t+\frac{C^{\prime}}{R}, y\right) \quad \text { in } \mathcal{B}_{4}^{+}
$$

We remark that property (3) and the inequality above hold in any ball $\mathcal{B}_{K}^{+}$, for a fixed large constant $K$, provided that we replace $C / R, C^{\prime} / R$ by $C(K) / R, C^{\prime}(K) / R$.

Proof. We begin with the following claim whose proof we provide at the end.
Claim. For each $\alpha \in(1,1-a)$ there exists $H$ a homogeneous function of degree $\alpha$ such that

$$
H \geq r^{\alpha}, \quad \Delta_{a} H \leq-r^{\alpha-2}, \quad|\nabla H| \leq C r^{\alpha-1}, \quad \partial_{y}^{1-a} H \leq C|t|^{\alpha-(1-a)}
$$

Here $r$ denotes the distance to the origin and $C=C(\alpha)$ depends on the universal constants and $\alpha$.

Fix such an $\alpha$ and define

$$
\begin{equation*}
H_{R}:=\min \left\{G+\frac{C_{0}}{R}\left(H+C_{1}\right), 1\right\}, \tag{3-1}
\end{equation*}
$$

with $C_{0}, C_{1}$ large constants to be specified later.
We define $G_{R}$ as the infimum over all left translations of $H_{R}$; i.e.,

$$
G_{R}(t, y)=\inf _{l \geq 0} H_{R}(t+l, y)
$$

Since $|G|<1$ we have $H_{R}>-1$, and $H_{R}=1$ outside $\mathcal{B}_{R^{1-\delta}}^{+}$provided that $\delta$ is chosen sufficiently small such that $(1-\delta) \alpha>1$. Properties (1) and (2) are clearly satisfied.

Notice that $H$ is increasing in a band $[C, \infty) \times[0,4]$ and we obtain that $H_{R}$ is increasing in $[-4, \infty) \times$ [0, 4]. This gives $G_{R}=H_{R}$ in $\mathcal{B}_{4}^{+}$and property (3) is satisfied.

The properties of $H$ and (2-2) imply that in the set $\left\{H_{R}<1\right\}$ we have

$$
\left|\nabla H_{R}\right| \leq C \min \left\{1, r^{-1}\right\}+C C_{0} R^{-1} r^{\alpha-1}
$$

and

$$
\Delta_{a} H_{R} \leq-C_{0} R^{-1} r^{\alpha-2}
$$

Then the first inequality in (4) holds for $H_{R}$ provided that $C_{0}$ is chosen sufficiently large, and therefore holds also for $G_{R}$ as the infimum over translations of $H_{R}$.

On $y=0$ in the set $\left\{H_{R}<1\right\}$ we have

$$
\partial_{y}^{1-a} H_{R}=\partial_{y}^{1-a} G+C_{0} R^{-1} \partial_{y}^{1-a} H \leq W^{\prime}(G)+C R^{-1}|t|^{\alpha-(1-a)}
$$

From the behavior of $g$ and $g^{\prime}$ for large $t$, we see that the minimum of $H_{R}(t, 0)$ occurs at some $t=q_{R} \sim-R^{1 /(2 s+\alpha)} \ll-1$ and

$$
\left\|\left(H_{R}-G\right)(t, 0)\right\|_{L^{\infty}\left(\left[q_{R}, \infty\right)\right)} \rightarrow 0 \quad \text { as } R \rightarrow \infty
$$

Since $W^{\prime \prime} \geq c$ outside $[g(-1), g(1)]$ we find that when $t \in\left[q_{R}, \infty\right) \backslash[-1,1]$ and $\left\{H_{R}<1\right\}$ we have

$$
W^{\prime}\left(H_{R}\right)-W^{\prime}(G) \geq \frac{1}{2} c\left(H_{R}-G\right) \geq c^{\prime} R^{-1}\left(|t|^{\alpha}+C_{1}\right)
$$

thus, if $C_{1}$ is sufficiently large,

$$
\partial_{y}^{1-a} H_{R}<W^{\prime}\left(H_{R}\right) \quad \text { in }\left[q_{R}, \infty\right) \backslash[-1,1] .
$$

Now the second inequality of (4) is satisfied by $G_{R}$ as the infimum of left translations of $H_{R}$.
Proof of Claim. We find $H$ as a perturbation of the function $C y^{\alpha}$ near $y=0$. Notice that $y^{1-a}$ is $\Delta_{a}$-harmonic; thus $y^{\alpha}$ is $\Delta_{a}$-superharmonic for $\alpha<1-a$. However, $C y^{\alpha}$ does not satisfy the first and last properties given in the claim.

We write $H$ in polar coordinates as $H=r^{\alpha} h(\theta)$, with $h$ an even function with respect to $\frac{\pi}{2}$, and then

$$
\begin{align*}
r^{2-\alpha} \Delta_{a} H & =h^{\prime \prime}+\alpha(\alpha+a) h+a \cot \theta h^{\prime},  \tag{3-2}\\
\partial_{y}^{1-a} H & =r^{\alpha-(1-a)} \partial_{\theta}^{1-a} h . \tag{3-3}
\end{align*}
$$

For all small $\sigma$, the function

$$
h_{\sigma}=\sigma+\theta^{1-a}-\theta^{2}
$$

gives a negative right-hand side in (3-2) when $\theta$ belongs to a small fixed interval $[0, c]$. We choose first $M$ large and then $\sigma$ small such that the graphs of $M h_{\sigma}$ and $(\sin \theta)^{\alpha}$ become tangent by above at some point in the interval $[0, c]$. We "glue" parts of the two graphs in a single graph of a $C^{1,1}$ function $\tilde{h}$. Now it is easy to check that all properties hold by taking $h$ to be a large multiple of $\tilde{h}$.

From the construction of $H_{R}, G_{R}$ we see that both of them decrease with $R$ as we increase $R$.
Next we construct a similar family $\Psi_{R}$ with a slightly slower decay in $R$ than $G_{R}$. This allows us to have more flexibility in the choice of the two-dimensional profiles of explicit supersolutions. In the next lemma we compare two such profiles $\Psi_{R}$ and $G_{\bar{R}}$ when $R$ and $\bar{R} \gg R$ have different orders of magnitude. This is an important tool in the proof of the key Propositions 4.6 and 4.7 from next section, where two explicit supersolutions need to be compared in a certain region.

Lemma 3.2. There exist functions $G_{R}$ and $\Psi_{R}$ that satisfy the properties (1)-(4) of Lemma 3.1 for some $\delta, C$ universal such that

$$
G_{R}\left(t+R^{-\sigma}, y\right) \geq \Psi_{R^{1-\sigma}}(t, y)
$$

with $\sigma \in\left(0, \frac{\delta}{3}\right)$ small universal.
Proof. Denote by $G_{R, \alpha}$ the function constructed in Lemma 3.1.
We choose $G_{R}:=G_{R, \alpha}, \Psi_{R}:=G_{R, \beta}$ for some fixed $\alpha, \beta$ such that $1<\beta<\alpha<1-a$. We take

$$
\delta=\min \{\delta(\alpha), \delta(\beta)\} \quad \text { and } \quad C=\max \{C(\alpha), C(\beta)\}
$$

and then Lemma 3.1 holds for both $G_{R}$ and $\Psi_{R}$ with the same constants $\delta$ and $C$.
We show that

$$
H_{R, \alpha}\left(t+R^{-\sigma}, y\right) \geq H_{R^{1-\sigma}, \beta}(t, y)
$$

with $H_{R, \alpha}$ defined as in (3-1), and the lemma follows by taking the infimum over the left translations.
In the inequality above it suffices to restrict to the set where $\left\{H_{R, \alpha}<1\right\}$. We have

$$
H_{R} \geq G+R^{-1}\left(c_{1} r^{\alpha}+c_{2}\right)
$$

for some constants $c_{1}, c_{2}$ depending on $\alpha$. After a translation of $R^{-\sigma}$ we obtain, see (2-2),

$$
H_{R}\left(t+R^{-\sigma}, y\right) \geq G(t, y)+c R^{-\sigma} \min \left\{1, r^{-1-2 s}\right\}+\frac{1}{2} R^{-1}\left(c_{1} r^{\alpha}+c_{2}\right)
$$

When $r \geq 1$ we use the inequality $a+b \geq a^{\mu} b^{1-\mu}$ for $\mu>0$ small, and we find

$$
\begin{equation*}
H_{R}\left(t+R^{-\sigma}, y\right) \geq G(t, y)+c(\alpha) R^{-\eta}\left(r^{\gamma}+1\right) \tag{3-4}
\end{equation*}
$$

with

$$
\gamma=\alpha(1-\mu)-\mu(1+2 s), \quad \eta=1-\mu+\sigma \mu
$$

(and $\eta>\sigma$ ). We choose $\mu$ small and then $\sigma$ such that $\gamma>\beta$ and $\eta<1-\sigma$. Then the right-hand side of (3-4) is greater than

$$
G+R^{\sigma-1}\left(C_{1}(\beta) r^{\beta}+C_{2}(\beta)\right) \geq H_{R^{1-\sigma}, \beta}
$$

for all large $R$, and the lemma is proved.
Remark 3.3. Using the monotonicity of $\Psi_{r}$ with respect to $r$, we have

$$
G_{R}\left(s+R^{-\sigma}, y\right) \geq \Psi_{r}(s, y) \quad \text { for all } r \geq R^{1-\sigma}
$$

## 4. Estimates for $\{u=0\}$

We now derive properties of the level sets of solutions to

$$
\begin{equation*}
\Delta_{a} U=0, \quad \partial_{y}^{1-a} U=W^{\prime}(U) \tag{4-1}
\end{equation*}
$$

which are defined in large domains.
In the next lemma we find axial approximations to the two-dimensional solution $G$.
Lemma 4.1 (axial approximations). Let $G_{R}: \mathbb{R}_{+}^{2} \rightarrow(-1,1]$ be the function constructed in Lemma 3.2. Then its axial rotation in $\mathbb{R}^{n+1}$

$$
\Phi_{R}(x, y):=G_{R}(|x|-R, y)
$$

satisfies
(1) $\Phi_{R}=1$ outside $\mathcal{B}_{R+R^{1-\delta}}^{+}$,

$$
\begin{equation*}
\Delta_{a} \Phi_{R} \leq 0 \quad \text { in } \mathbb{R}_{+}^{n+1} \tag{2}
\end{equation*}
$$

and

$$
\partial_{y}^{1-a} \Phi_{R}<W^{\prime}\left(\Phi_{R}\right) \quad \text { when }|x|-R \notin[-1,1] .
$$

Let $\phi_{R}(x)=\Phi_{R}(x, 0)$ denote the trace of $\Phi_{R}$ on $\{y=0\}$. Notice that $\phi_{R}$ is radially increasing, and $\left\{\phi_{R}=0\right\}$ is a sphere which is in a $C / R$-neighborhood of the sphere of radius $R$.
Proof. We have

$$
\begin{aligned}
\Delta_{a} \Phi_{R}(x, y)= & \Delta_{a} G_{R}(s, y)+\frac{n-1}{R+s} \partial_{s} G_{R}(s, y), \quad s=|x|-R \\
& \partial_{y}^{1-a} \Phi_{R}(x, 0)=\partial_{y}^{1-a} G_{R}(s, 0)
\end{aligned}
$$

The conclusion follows from Lemma 3.2 since $\partial_{s} G_{R}=0$ when $|s| \geq R^{1-\delta}$ and $R+s>\frac{1}{2} R$ when $|s|<R^{1-\delta}$.
Definition 4.2. We denote by $\Phi_{R, z}$ the translation of $\Phi_{R}$ by $z$; i.e.,

$$
\Phi_{R, z}(x, y):=\Phi_{R}(x-z, y)=G_{R}(|x-z|-R, y) .
$$

Similarly we define $\Psi_{R, z}$ to be the axial rotation of the other two-dimensional solution $\Psi_{R}$ given in Lemma 3.2,

$$
\Psi_{R, z}(x, y):=\Psi_{R}(|x-z|-R, y)
$$

Clearly $\Psi_{R, 0}$ satisfies properties (1), (2) of Lemma 4.1.

We recall that we use $\phi, \psi$ to denote the traces of $\Phi$ and $\Psi$.
Sliding the graph of $\boldsymbol{\Phi}_{\boldsymbol{R}}$. Assume that $u$ is less than $\phi_{R, x_{0}}$ in $B_{2 R}\left(x_{0}\right)$. By the maximum principle we obtain $U<\Phi_{R, z}$ with $z=x_{0}$ in $\mathcal{B}_{2 R}\left(x_{0}, 0\right)$ (and therefore globally). We translate the function $\Phi_{R}$ above by moving continuously the center $z$, and let's assume that it touches $U$ by above, say for simplicity when $z=0$; i.e., the strict inequality becomes equality for some contact point $\left(x^{*}, y^{*}\right)$. From Lemma 4.1 we know that $\Phi_{R}$ is a strict supersolution away from $\{y=0\}$, and moreover the contact point must satisfy $y^{*}=0,\left|x^{*}\right|-R \in[-1,1]$; that is, it belongs to the annular region $B_{R+1} \backslash B_{R-1}$ in the $n$-dimensional subspace $\{y=0\}$.
Lemma 4.3 (estimates near a contact point). Assume that the graph of $\Phi_{R}$ touches by above the graph of $U$ at a point $\left(x^{*}, 0, u\left(x^{*}\right)\right)$ with $x^{*} \in B_{R+1} \backslash B_{R-1}$. Let $\pi\left(x^{*}\right)$ be the projection of $x^{*}$ onto the sphere $\partial B_{R}$. Then in $\mathcal{B}_{1}\left(\pi\left(x^{*}\right), 0\right)$ :
(1) $\{u=0\}$ is a smooth hypersurface in $\mathbb{R}^{n}$ with curvatures bounded by $C / R$ which stays in a $C / R$ neighborhood of $\partial B_{R}$.

$$
\begin{equation*}
|U-G(x \cdot v-R, y)| \leq \frac{C}{R}, \quad v:=\frac{\pi\left(x^{*}\right)}{R} \tag{2}
\end{equation*}
$$

Proof. Assume for simplicity that $x^{*}$ is on the positive $x_{n}$-axis and therefore $\pi\left(x^{*}\right)=R e_{n},\left|x^{*}-R e_{n}\right| \leq 1$. By Lemma 4.1 we have

$$
U \leq \Phi_{R} \leq G\left(|x|-R+\frac{C}{R}, y\right) \leq G\left(x_{n}-R+\frac{C^{\prime}}{R}, y\right)=: V \quad \text { in } \mathcal{B}_{3}\left(R e_{n}\right)
$$

Both $U$ and $V$ solve (4-1), and

$$
(V-U)\left(x^{*}, 0\right) \leq \frac{C^{\prime \prime}}{R}
$$

Since $V-U \geq 0$ satisfies

$$
\begin{gathered}
\Delta_{a}(V-U)=0, \quad \partial_{y}^{1-a}(V-U)=b(x)(V-U) \\
b(x):=\int_{0}^{1} W^{\prime \prime}(t u(x)+(1-t) v(x)) d t
\end{gathered}
$$

we obtain

$$
|V-U| \leq \frac{C}{R} \quad \text { in } \mathcal{B}_{5 / 2}\left(R e_{n}\right)
$$

from the Harnack inequality with Neumann condition for $\Delta_{a}$. Moreover since $b$ has bounded Lipschitz norm and $s>\frac{1}{2}$ we obtain $U-V \in C_{x}^{2, \alpha}$ for some $\alpha>0$, and

$$
\|U-V\|_{C_{x}^{2, \alpha}\left(\mathcal{B}_{2}\left(R e_{n}\right)\right)} \leq \frac{C}{R}
$$

by local Schauder estimates. This easily implies the lemma.
Remark 4.4. If instead of $\mathcal{B}_{1}\left(\left(\pi\left(x^{*}\right), 0\right)\right)$ we write the conclusion in $\mathcal{B}_{K}\left(\left(\pi\left(x^{*}\right), 0\right)\right)$ for some large, fixed constant $K$, then we need to replace $C / R$ by $C(K) / R$. Here $C(K)$ represents a constant which depends also on $K$.

Next we obtain estimates near a point on $\{u=0\}$ which admits a one-sided tangent ball of large radius $R$.

Lemma 4.5. Assume that $U$ is defined in $\mathcal{B}_{2 R}^{+}$, satisfies (4-1), and that
(a) $B_{R}\left(-R e_{n}\right) \subset\{u<0\}$ is tangent to $\{u=0\}$ at 0 ,
(b) there is $x_{0} \in B_{R / 2}\left(-R e_{n}\right)$ such that $u\left(x_{0}\right) \leq-1+c$ for some $c>0$ small.

## Then:

(1) $\{u=0\}$ is smooth in $B_{1}$ and has curvatures bounded by $C / R$.
(2) $\left|U-G\left(x_{n}, y\right)\right| \leq C / R$ in $\mathcal{B}_{1}$.

Proof. Assume first that $u<\phi_{R / 8, z}$ for $z=-R e_{n}$.
We translate the graph of $\Phi_{R / 8, z}$ by moving $z$ continuously upward on the $x_{n}$ axis. We stop when the translating graph becomes tangent by above to the graph of $U$ for the first time. Denote by $\left(x^{*}, 0, u\left(x^{*}\right)\right)$ the contact point and by $z^{*}$ the final center $z$ and by $\pi\left(x^{*}\right)$ the projection of $x^{*}$ onto $\partial B_{R / 8}\left(z^{*}\right)$.

By Lemma 4.3, $\{u=0\}$ must be in a $C_{1} / R$ neighborhood of $\partial B_{R / 8}\left(z^{*}\right) \cap B_{1}\left(\pi\left(x^{*}\right)\right)$ for some $C_{1}$ universal. This implies

$$
z^{*}=t e_{n} \quad \text { with } t \in\left[-\frac{R}{8}-\frac{C_{1}}{R},-\frac{R}{8}+\frac{C_{1}}{R}\right] .
$$

Moreover, $\pi\left(x^{*}\right) \in B_{C_{2}}$ for some $C_{2}$ large universal, since otherwise $\pi\left(x^{*}\right)$ is at a distance greater than

$$
\frac{1}{R} \frac{C_{2}^{2}}{8}>\frac{C_{1}}{R}
$$

in the interior of the ball $B_{R}\left(-R e_{n}\right)$; hence $\{u=0\}$ must intersect this ball and we reach a contradiction.
Now we apply Lemma 4.3 and Remark 4.4 at $\pi\left(x^{*}\right)$ and obtain the conclusion of the lemma.
It remains to show that $u<\phi_{R / 8,-R e_{n}}$. By hypothesis (b) and the Harnack inequality we see that $u$ is still sufficiently close to -1 in a whole ball $B_{R_{0}}\left(x_{0}\right)$ for some large universal $R_{0}$, and therefore $u<\phi_{R_{0} / 2, x_{0}}$ provided that $c$ is sufficiently small. Now we deform $\Phi_{R_{0} / 2, x_{0}}$ by a continuous family of functions $\Phi_{r, z}$ and first we move $z$ continuously from $x_{0}$ to $-R e_{n}$ and then we increase the radius $r$ from $R_{0}$ to $\frac{1}{8} R$. By Lemma 4.3, the graphs of these functions cannot touch the graph of $U$ by above and we obtain the desired inequality. With this the lemma is proved.

In the next proposition we prove a localized version of Lemma 4.5.
Proposition 4.6. Assume that $U$ satisfies the equation in $\mathcal{B}_{R^{1-\sigma}}$ with $\sigma$ small, universal as in Lemma 3.2, and
(a) $B_{R}\left(-R e_{n}\right) \cap B_{R^{1 / 2-\sigma}} \subset\{u<0\}$ is tangent to $\{u=0\}$ at 0 ,
(b) all balls of radius $\frac{1}{4} R^{1-\sigma}$ which are tangent by below to $\partial B_{R}\left(-R e_{n}\right)$ at some point in $B_{R^{1 / 2-\sigma}}$ are included in $\{u<0\}$,
(c) there is $x_{0} \in B_{R^{1-\sigma} / 4}\left(-\frac{1}{2} R^{1-\sigma} e_{n}\right)$ such that $u\left(x_{0}\right) \leq-1+c$.

Then in $B_{1}$ we have that $\{u=0\}$ is smooth and has curvatures bounded by $C / R$.

Proof. As in Lemma 4.5, we slide the graph of $\Phi_{R / 8, z}$ in the $e_{n}$-direction until it touches the graph of $U$, except that now we restrict only to the region

$$
\begin{equation*}
\mathcal{C}_{R}:=\left\{\left|x^{\prime}\right| \leq \frac{1}{2} R^{1 / 2-\sigma},\left|x_{n}\right| \leq \frac{1}{2} R^{1-\sigma},|y| \leq \frac{1}{2} R^{1-\sigma}\right\} \tag{4-2}
\end{equation*}
$$

In order to repeat the argument above we need to show that the first contact point is an interior point and it occurs in $\mathcal{C}_{R / 2}$. For this it suffices to prove that

$$
\begin{equation*}
U<\Phi_{R / 8, z_{0}} \quad \text { in } \mathcal{C}_{R} \backslash \mathcal{C}_{R / 2}, \quad z_{0}:=\left(-\frac{R}{8}+\frac{C_{1}}{R}\right) e_{n} \tag{4-3}
\end{equation*}
$$

We estimate $U$ by using the functions $\Psi_{R, z}$ given in Definition 4.2. Notice that Lemma 4.3 holds if we replace $\Phi_{R}$ by $\Psi_{R}$.

Now we slide the graphs $\Psi_{r, z}$, with $r:=\frac{1}{4} R^{1-\sigma}$ and $\left|z^{\prime}\right| \leq R^{1 / 2-\sigma}, z_{n}=-2 r$, upward in the $e_{n}$-direction. We use hypotheses (b), (c) and as in the proof of Lemma 4.5 we find $\Psi_{r, z}>U$ as long as $B_{r}(z)$ is at distance greater than $C r^{-1}$ from $\partial B_{R}\left(-R e_{n}\right)$. We obtain

$$
\begin{equation*}
U(x)<\Psi_{r}\left(d_{1}(x)+C r^{-1}, y\right) \tag{4-4}
\end{equation*}
$$

where $d_{1}(x)$ is the signed distance to $\partial B_{R}\left(-R e_{n}\right)$. From Remark 3.3 we have

$$
\Psi_{r}(s, y) \leq G_{R / 8}\left(s+\left(\frac{1}{8} R\right)^{-3 \sigma}, y\right)
$$

We obtain

$$
\begin{equation*}
U(x, y)<G_{R / 8}\left(d_{1}(x)+2 R^{-3 \sigma}, y\right) \tag{4-5}
\end{equation*}
$$

Let $d_{2}(x)$ represent the distance to $\partial B_{R / 8}\left(z_{0}\right)$. Then in the region $\mathcal{C}_{R} \backslash \mathcal{C}_{R / 2}$ we have either
(i) $\left|x^{\prime}\right| \geq \frac{1}{2}\left(\frac{1}{2} R\right)^{1 / 2-\sigma}$ and then

$$
\begin{equation*}
d_{2}(x)-d_{1}(x) \geq-\frac{C_{1}}{R}+\frac{1}{R}\left|x^{\prime}\right|^{2} \geq 2 R^{-3 \sigma} \tag{4-6}
\end{equation*}
$$

or
(ii) $\min \left\{\left|x_{n}\right|, y\right\} \geq \frac{1}{8} R^{1-\sigma}$ and then both $\left(d_{2}(x), y\right)$ and $\left(d_{1}(x)+2 R^{-\sigma}, y\right)$ are outside $B_{1-\delta}^{+} \subset \mathbb{R}^{2}$; thus $G_{R / 8}$ has the same value at these two points.

From (4-5) we find

$$
\begin{equation*}
U(x, y)<G_{R / 8}\left(d_{2}(x), y\right) \quad \text { in } \mathcal{C}_{R} \backslash \mathcal{C}_{R / 2} \tag{4-7}
\end{equation*}
$$

and (4-3) is proved.
Next we consider the case in which the 0 level set of $u$ is tangent by above at the origin to the graph of a quadratic polynomial.

Proposition 4.7. Let $U$ satisfy the equation in $\mathcal{B}_{R^{1-\sigma}}$ and hypothesis (c) of Proposition 4.6. Assume the surface

$$
\Gamma:=\left\{x_{n}=\sum_{1}^{n-1} \frac{a_{i}}{2} x_{i}^{2}+b^{\prime} \cdot x^{\prime}\right\} \cap B_{R^{1 / 2-\sigma}} \quad \text { with }\left|b^{\prime}\right| \leq \varepsilon, \quad\left|a_{i}\right| \leq \varepsilon^{-2} R^{-1}
$$

is tangent to $\{u=0\}$ at 0 for some small $\varepsilon$ that satisfies $\varepsilon \geq R^{-\sigma / 2}$, and assume further that all balls of radius $\frac{1}{2} R^{1-\sigma}$ which are tangent to $\Gamma$ by below are included in $\{u<0\}$. Then

$$
\sum_{1}^{n-1} a_{i} \leq C R^{-1}
$$

Proposition 4.7 states that the blowdown of $\{u=0\}$ satisfies the minimal surface equation in some viscosity sense. Indeed, if we take $\varepsilon=R^{-\sigma / 2}$, then the set $R^{\sigma-1}\{u=0\}$ cannot be touched at 0 in an $R^{-1 / 2}$ neighborhood of the origin by a surface with curvatures bounded by $\frac{1}{2}$ and mean curvature greater than $C R^{-\sigma}$.

Proof. We argue as in the proof of Proposition 4.6 except that now we replace $\partial B_{R}\left(-R e_{n}\right)$ by $\Gamma$ and $\partial B_{R / 8}\left(z_{0}\right)$ by

$$
\Gamma_{2}:=\left\{x_{n}=\sum_{1}^{n-1} \frac{a_{i}}{2} x_{i}^{2}+b^{\prime} \cdot x^{\prime}+\frac{C_{1}}{R}-\frac{1}{R}\left|x^{\prime}\right|^{2}\right\}
$$

We claim that

$$
\begin{equation*}
U(x, y)<G_{R / 8}\left(d_{2}(x), y\right) \quad \text { in } \mathcal{C}_{R} \backslash \mathcal{C}_{R / 2} \tag{4-8}
\end{equation*}
$$

where $d_{2}$ represents the signed distance to the $\Gamma_{2}$ surface and $\mathcal{C}_{R}$ is defined in (4-2). Using the surfaces $\Psi_{r, z}$ as comparison functions we obtain as in (4-4), (4-5) above that

$$
U(x, y)<G_{R / 8}\left(d_{1}(x)+C^{\prime} r^{-1}, y\right) \quad \text { in } \mathcal{C}_{R}
$$

with $d_{1}(x)$ representing the signed distance to $\Gamma$. Notice that (4-6) is valid in our setting. Now we argue as in (4-7) and obtain the desired claim (4-8).

Next we show that $G_{R / 8}\left(d_{2}(x), y\right)$ is a supersolution away from the set $\left\{\left|d_{2}\right| \leq 1, y=0\right\}$ provided that

$$
\sum_{1}^{n-1} a_{i} \geq M R^{-1}
$$

for some $M$ large, universal to be made precise later. The boundary inequality on $\{y=0\}$ is clearly satisfied and on $\{y>0\}$ we have

$$
\begin{equation*}
\Delta_{a} G_{R / 8}\left(d_{2}(x), y\right)=\Delta_{a} G_{R / 8}(s, y)+H(x) \partial_{s} G_{R / 8}(s, y), \quad s:=d_{2}(x) \tag{4-9}
\end{equation*}
$$

where $H(x)$ represents the mean curvature at $x$ of the parallel surface to $\Gamma_{2}$, and $\Delta_{a}$ on the right-hand side is with respect to the variables $(s, y)$. If $|s|>R^{1-\delta}$ then $\partial_{s} G_{R / 8}=0$, and if $|s| \leq R^{1-\delta}$ we show below that $H<0$, and in both cases we obtain $\Delta_{a} G_{R / 8} \leq 0$.

Let $\kappa_{i}, i=1, \ldots, n-1$, be the principal curvatures of $\Gamma_{2}$ at the projection of $x$ onto $\Gamma_{2}$. Notice that at this point the slope of the tangent plane to $\Gamma_{2}$ is less than $4 \varepsilon$; hence we have

$$
\left|\kappa_{i}\right| \leq 2 \varepsilon^{-2} R^{-1} \leq 2 R^{\sigma-1}, \quad \sum \kappa_{i} \leq-\sum a_{i}+C \varepsilon^{2} \max \left|a_{i}\right| \leq-\frac{1}{2} M R^{-1}
$$

When $\left|d_{2}\right| \leq R^{1-\delta}$, we obtain $d_{2} \kappa_{i}=o(1), d_{2} \kappa_{i}^{2}=o\left(R^{-1}\right)$ since $\sigma<\frac{\delta}{3}$; hence

$$
\begin{equation*}
H(x)=\sum \frac{\kappa_{i}}{1-d_{2} \kappa_{i}}=\sum\left(\kappa_{i}+\frac{d_{2} \kappa_{i}^{2}}{1-d_{2} \kappa_{i}}\right) \leq-\frac{1}{4} M R^{-1} \tag{4-10}
\end{equation*}
$$

Now we translate the graph of $G_{R / 8}\left(d_{2}, y\right)$ along the $e_{n}$-direction until it touches the graph of $U$ by above. Precisely, we consider the graphs of $G_{R}\left(d_{2}\left(x-t e_{n}\right), y\right)$ with $t \leq 0$ and start with $t$ negative so that the function is identically 1 in $\mathcal{C}_{R}$. Then we increase $t$ continuously until this graph becomes tangent by above to the graph of $U$ in $\mathcal{C}_{R}$. Since $u(0)=0$, a contact point must occur for some $t \leq 0$ and, by (4-8), this point is interior to $\mathcal{C}_{R / 2}$ and lies on $y=0$. Let $\left(x^{*}, 0, u\left(x^{*}\right)\right)$ be the first contact point where a translate $G_{R / 8}\left(d_{2}\left(x-t^{*} e_{n}\right), y\right)$ touches $U$ by above. We show that we reach a contradiction if $M$ is chosen sufficiently large.

Define $V$ as

Notice that

$$
V(x, y):=G\left(d_{2}\left(x-t^{*} e_{n}\right)+\frac{C}{R}, y\right) \geq G_{R / 8}\left(d_{2}\left(x-t^{*} e_{n}\right), y\right) \geq U(x, y)
$$

$$
\partial_{y}^{1-a} V=W^{\prime}(V), \quad(V-U)\left(x^{*}, 0\right) \leq \frac{C}{R}
$$

In $\mathcal{B}_{1}\left(x^{*}\right)$ we use the computation (4-9) above for $V$ together with (4-10) and obtain

$$
\Delta_{a} V \leq-c M R^{-1} \quad \text { in } \mathcal{B}_{1}\left(x^{*}\right)
$$

The function $Q:=(V-U) /\left(c M R^{-1}\right) \geq 0$ satisfies in $\mathcal{B}_{1}\left(x^{*}\right)$

$$
\Delta_{a} Q \leq-1, \quad\left|\partial_{y}^{1-a} Q\right| \leq C Q, \quad Q\left(x^{*}, 0\right) \leq C^{\prime} M^{-1}
$$

By the maximum principle

$$
Q(x, y) \geq \mu^{2}+\mu y^{1-a}-\frac{1}{2(n+1)}\left(\left|x-x^{*}\right|^{2}+y^{2}\right)
$$

for some $\mu$ small universal, and we reach a contradiction at $\left(x^{*}, 0\right)$ if $M$ is sufficiently large.

## 5. Harnack inequality

We use Proposition 4.6 to prove a Harnack-inequality property for flat level sets; see Theorem 5.1 below. The key step in the proof is to control the $x_{n}$-coordinate of the level set $\{u=0\}$ in a set of large measure in the $x^{\prime}$-variables.

Notation. We denote by $\mathcal{C}(l, \theta)$ the cylinder

$$
\mathcal{C}(l, \theta):=\left\{\left|x^{\prime}\right| \leq l,\left|x_{n}\right| \leq \theta\right\}
$$

Theorem 5.1 (Harnack inequality for minimizers). Let $U$ be a minimizer of $J$ in $\mathcal{B}_{q}$ and assume that

$$
0 \in\{u=0\} \cap \mathcal{C}(l, l) \subset \mathcal{C}(l, \theta)
$$

and that all balls of radius $q:=\left(l^{2} \theta^{-1}\right)^{1-\sigma / 2}$ which are tangent to $\mathcal{C}(l, \theta)$ by below and above are included in $\{u<0\}$ and $\{u>0\}$ respectively.

Given $\theta_{0}>0$ there exist $\omega>0$ small depending on $n, W$, and $\varepsilon_{0}\left(\theta_{0}\right)>0$ depending on $n, W$ and $\theta_{0}$ such that if

$$
\theta l^{-1} \leq \varepsilon_{0}\left(\theta_{0}\right), \quad \theta_{0} \leq \theta
$$

then

$$
\{u=0\} \cap \mathcal{C}(\bar{l}, \bar{l}) \subset \mathcal{C}(\bar{l}, \bar{\theta}), \quad \bar{l}:=\frac{l}{4}, \bar{\theta}:=(1-\omega) \theta
$$

and all balls of radius $\bar{q}:=\left(\bar{l}^{2} \bar{\theta}^{-1}\right)^{1-\sigma / 2}$ which are tangent to $\mathcal{C}(\bar{l}, \bar{\theta})$ by below or above do not intersect $\{u=0\}$.

The fact that $u$ is a minimizer of $J$ is only used in a final step of the proof. This hypothesis can be replaced by $x_{n}$-monotonicity for $u$, or more generally by the monotonicity of $u$ in a given direction which is not perpendicular to $e_{n}$.

Definition 5.2. For a small $a>0$, we denote by $\mathcal{D}_{a}$ the set of points on

$$
\{u=0\} \cap \mathcal{C}\left(\frac{3}{4} l, \theta\right)
$$

which have a paraboloid of opening $-a$ and vertex $y=\left(y^{\prime}, y_{n}\right)$

$$
P_{a, y}:=\left\{x_{n}=-\frac{a}{2}\left|x^{\prime}-y^{\prime}\right|^{2}+y_{n}\right\}
$$

tangent by below in $\mathcal{C}(l, \theta)$, and with $P_{a, y}$ below the lateral boundary of $\mathcal{C}(l, \theta)$. In other words we allow only those polynomials $P_{a, y}$ which exit $\mathcal{C}(l, \theta)$ through the "bottom".

We denote by $D_{a} \subset \mathbb{R}^{n-1}$ the projection of $\mathcal{D}_{a}$ into $\mathbb{R}^{n-1}$ along the $e_{n}$-direction.
By Proposition 4.6 we see that as long as

$$
\begin{equation*}
l^{-1} \geq a \geq l^{-2-\eta} \quad \text { and } \quad l \geq C\left(\theta_{0}\right) \tag{5-1}
\end{equation*}
$$

for some $\eta$ small universal (depending on $\sigma$ ), $\{u=0\}$ has the following property ( P ):
(P) In a neighborhood of any point of $\mathcal{D}_{a}$, the set $\{u=0\}$ is a graph in the $e_{n}$-direction of a $C^{2}$ function with second derivatives bounded by $\Lambda a$ with $\Lambda$ a universal constant.

Indeed, since $a \leq l^{-1}$, at a point $z \in \mathcal{D}_{a}$ the corresponding paraboloid at $z$ has a tangent ball of radius

$$
R:=c a^{-1} \leq l^{2+\eta}
$$

by below. Since $\left|z^{\prime}\right| \leq \frac{3}{4} l$ we see that $\{u=0\} \cap B_{l / 4}(z)$ has a tangent ball $B_{R}\left(x_{0}\right)$ by below at $z$ and hypothesis (a) of Proposition 4.6 holds since

$$
\frac{l}{4} \geq R^{1 / 2-\sigma}
$$

The assumption that all balls of radius $q \geq c\left(\theta_{0}\right) l^{2-\sigma} \geq R^{1-\sigma}$ tangent by below to $C(l, \theta)$ are included in $\{u<0\}$ gives that all balls tangent to $\partial B_{R}\left(x_{0}\right) \cap B_{l / 4}(z)$ by below are also included in $\{u<0\}$; hence hypothesis (b) of Proposition 4.6 holds.

Since $u$ is a minimizer, in any sufficiently large ball in $\{u<0\}$ we have points that satisfy $u<-1+c$ and hypothesis (c) holds as well. In conclusion Proposition 4.6 applies and property ( P ) holds.

Since $\{u=0\}$ satisfies property ( P ), it satisfies a general version of the weak Harnack inequality which we proved in [Savin 2017]. In particular we are in the setting of Propositions 6.2 and 6.4 (see also Remark 6.7) in that paper.

This means that for any $\mu>0$ small, there exists $M(\mu)$ depending on $\mu$ and universal constants such that if

$$
\begin{equation*}
\{u=0\} \cap\left(B_{l / 2}^{\prime} \times[-\theta,(\omega-1) \theta]\right) \neq \varnothing, \quad \omega:=(32 M)^{-1} \tag{5-2}
\end{equation*}
$$

then, by Proposition 6.2 in [Savin 2017], we obtain

$$
\begin{equation*}
\mathcal{H}^{n-1}\left(D_{a} \cap B_{l / 2}^{\prime}\right) \geq(1-\mu) \mathcal{H}^{n-1}\left(B_{l / 2}^{\prime}\right), \quad \text { with } a:=M \omega \theta l^{-2} \tag{5-3}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{D}_{a} \cap\left\{\left|x^{\prime}\right| \leq \frac{l}{2}\right\} \subset\left\{x_{n} \leq(8 M \omega-1) \theta\right\}=\left\{x_{n} \leq-\frac{3}{4} \theta\right\} \tag{5-4}
\end{equation*}
$$

We can apply that proposition since the interval $I$ of allowed openings of the paraboloids satisfies, see (5-1),

$$
I=\left[\omega \theta l^{-2}, M \omega \theta l^{-2}\right] \subset\left[l^{-2-\eta}, l^{-1}\right]
$$

provided that $l \geq C\left(\mu, \theta_{0}\right)$ and $\varepsilon_{0} \leq c$.
Next we let $\mathcal{D}_{a}^{*}$ denote the set of points on

$$
\begin{equation*}
\mathcal{D}_{a}^{*}:=\{u=0\} \cap\left(\left\{\left|x^{\prime}\right| \leq \frac{l}{2}\right\} \times\left[-\frac{\theta}{2}, \theta\right]\right) \tag{5-5}
\end{equation*}
$$

which admit a tangent paraboloid of opening $a$ by above which exit $\mathcal{C}(l, \theta)$ through the "top". Also we denote by $D_{a}^{*} \subset \mathbb{R}^{n-1}$ the projection of $\mathcal{D}_{a}^{*}$ along $e_{n}$. Then according to Proposition 6.4 in [Savin 2017], (applied "upside down") we have

$$
\begin{equation*}
\mathcal{H}^{n-1}\left(D_{\tilde{a}}^{*} \cap B_{l / 2}^{\prime}\right) \geq \mu_{0} \mathcal{H}^{n-1}\left(B_{l / 2}^{\prime}\right), \quad \text { with } \tilde{a}=8 \theta l^{-2} \tag{5-6}
\end{equation*}
$$

for some $\mu_{0}$ universal.
We choose $\mu$ in (5-2)-(5-4) universal as

$$
\mu:=\frac{1}{2} \mu_{0}
$$

According to (5-3), (5-6) this gives

$$
\begin{equation*}
\mathcal{H}^{n-1}\left(D_{a} \cap D_{\tilde{a}}^{*}\right) \geq \frac{1}{2} \mu_{0} \mathcal{H}^{n-1}\left(B_{l / 2}^{\prime}\right) \tag{5-7}
\end{equation*}
$$

Notice that by (5-4), (5-5) the sets $\mathcal{D}_{a}$ and $\mathcal{D}_{\tilde{a}}^{*}$ are disjoint.
At this point we would reach a contradiction to (5-2) if $\{u=0\}$ were assumed to be a graph in the $e_{n}$-direction. Instead we use (5-7) and show that $U$ cannot be a minimizer.

Proof of Theorem 5.1. It suffices to show that

$$
\{u=0\} \cap \mathcal{C}\left(\frac{l}{2}, \frac{l}{2}\right) \subset C\left(\frac{l}{2},(1-\omega) \theta\right)
$$

Then the existence of the balls of size $q \ll l^{2} \theta^{-1}$ (included in $\{u<0\}$ and $\{u>0\}$ respectively) tangent to $C\left(\frac{l}{4},(1-\omega) \theta\right)$ follows easily as we restrict from the cylinder of size $\frac{l}{2}$ to the one of size $\frac{l}{4}$, and the conclusion is satisfied since $\tilde{q} \leq q$.

Assume by contradiction that (5-2) holds, and therefore (5-3), (5-7) hold as well. For each $x \in \mathcal{D}_{a}$ the set $\{u=0\}$ has a tangent ball of radius $c a^{-1} \geq c l$ by below. Moreover, the normal to this ball at the
contact points in the $e_{n}$-direction makes a small angle which is bounded by $c \theta l^{-1} \leq c \varepsilon_{0}$. According to Lemma 4.5 part (2) and Remark 4.4, we conclude that for any fixed constant $K$ we have

$$
\begin{equation*}
\max _{(t, y) \in \mathcal{B}_{K}^{+}}\left|U\left(x^{\prime}, x_{n}+t, y\right)-G(t, y)\right| \leq \rho \tag{5-8}
\end{equation*}
$$

with $\rho=\rho\left(K, \varepsilon_{0}\right) \rightarrow 0$ as $\varepsilon_{0} \rightarrow 0$.
We denote the two-dimensional half disk of radius $r$ in the ( $x_{n}, y$ )-variables centered at $z \in \mathbb{R}^{n}$ as

$$
\mathcal{B}_{r, z}^{+}:=\left\{\left(z^{\prime}, z_{n}+t, y\right):|(t, y)| \leq r, y \geq 0\right\}
$$

From above we find for all $x \in \mathcal{D}_{a}$, or similarly if $x \in \mathcal{D}_{a}^{*}$, we have

$$
\begin{equation*}
J\left(U, \mathcal{B}_{K, x}^{+}\right) \geq \mathcal{J}\left(G, \mathcal{B}_{K}^{+}\right)-\bar{\rho} \tag{5-9}
\end{equation*}
$$

with $\bar{\rho}=\bar{\rho}\left(K, \varepsilon_{0}\right) \rightarrow 0$ as $\varepsilon_{0} \rightarrow 0$.
If $x^{\prime} \in D_{a} \cap D_{\tilde{a}}^{*}$ then by (5-4), (5-5) the two points $x^{1}=\left(x^{\prime}, x_{n}^{1}\right) \in \mathcal{D}_{a}$ and $x^{2}=\left(x^{\prime}, x_{n}^{2}\right) \in \mathcal{D}_{\tilde{a}}^{*}$ satisfy $x_{n}^{2}-x_{n}^{1} \geq \frac{1}{4} \theta \geq \frac{1}{4} \theta_{0}$. By (5-8) this means that the two disks $\mathcal{B}_{K, x^{i}}$ are disjoint provided that $\rho$ is small; thus

$$
\mathcal{J}\left(U, \mathcal{B}_{l / 2,\left(x^{\prime}, 0\right)}^{+}\right) \geq 2\left(\mathcal{J}\left(G, \mathcal{B}_{K}^{+}\right)-\bar{\rho}\right) \quad \text { if } x^{\prime} \in D_{a} \cap D_{\tilde{a}}^{*}
$$

We integrate in $x^{\prime}$ and use also (5-3), (5-7), (5-9) to obtain

$$
\mathcal{J}\left(U, A_{l / 2}\right) \geq\left(1+\frac{1}{2} \mu_{0}\right)\left(\mathcal{J}\left(G, \mathcal{B}_{K}^{+}\right)-\bar{\rho}\right) \mathcal{H}^{n-1}\left(B_{l / 2}^{\prime}\right)
$$

with

$$
A_{l / 2}:=\mathcal{C}\left(\frac{l}{2}, \frac{l}{2}\right) \times\left[0, \frac{l}{2}\right]
$$

We choose first $K$ large and then $\varepsilon_{0}$ small such that $\bar{\rho}$ is sufficiently small so that

$$
\mathcal{J}\left(U, A_{l / 2}\right) \geq\left(1+\frac{1}{4} \mu_{0}\right) \mathcal{J}\left(G, \mathbb{R}_{+}^{2}\right) \mathcal{H}^{n-1}\left(B_{l / 2}^{\prime}\right)
$$

This contradicts Lemma 5.3 below provided that $\varepsilon_{0}$ is taken sufficiently small.
The next lemma is a $\Gamma$-convergence result and it is a consequence of the minimality of $U$ in $A_{l / 2}$.

## Lemma 5.3.

$$
\begin{equation*}
\mathcal{J}\left(U, A_{l / 2}\right) \leq \mathcal{J}\left(G, \mathbb{R}_{+}^{2}\right) \mathcal{H}^{n-1}\left(B_{l / 2}^{\prime}\right)+\gamma\left(\varepsilon_{0}\right) l^{n-1} \tag{5-10}
\end{equation*}
$$

with $\gamma\left(\varepsilon_{0}\right) \rightarrow 0$ as $\varepsilon_{0} \rightarrow 0$.
Proof. We interpolate between $U$ and $V(x, y):=G\left(x_{n}, y\right)$ as

$$
H=(1-\varphi) U+\varphi V
$$

Here $\varphi$ is a cutoff Lipschitz function such that $\varphi=0$ outside $A_{l / 2}, \varphi=1$ in $\mathcal{R}$ and $|\nabla \varphi| \leq 8 /(1+y)$ in $A_{l / 2} \backslash \mathcal{R}$, where $\mathcal{R}$ is the cone

$$
\mathcal{R}:=\left\{(x, y): \max \left\{\left|x^{\prime}\right|,\left|x_{n}\right|\right\} \leq \frac{l}{2}-1-2 y\right\}
$$

By the minimality of $U$ we have

$$
\mathcal{J}\left(U, A_{l / 2}\right) \leq \mathcal{J}\left(H, A_{l / 2}\right)=\mathcal{J}(V, \mathcal{R})+\mathcal{J}\left(H, A_{l / 2} \backslash \mathcal{R}\right)
$$

Since

$$
\mathcal{J}(V, \mathcal{R}) \leq \mathcal{J}\left(V, A_{l / 2}\right) \leq \mathcal{J}\left(G, \mathbb{R}_{+}^{2}\right) \mathcal{H}^{n-1}\left(B_{l / 2}^{\prime}\right)
$$

we need to show that

$$
\begin{equation*}
\mathcal{J}\left(H, A_{l / 2} \backslash \mathcal{R}\right) \leq \gamma l^{n-1} \tag{5-11}
\end{equation*}
$$

with $\gamma$ arbitrarily small. We have
$\mathcal{J}\left(H, A_{l / 2} \backslash \mathcal{R}\right)$

$$
\begin{equation*}
\leq 4 \int_{A_{l / 2} \backslash \mathcal{R}}\left(|\nabla \varphi|^{2}(V-U)^{2}+|\nabla(V-U)|^{2}\right) y^{a} d x d y+\int_{D} W(u)+W(v)+C(v-u)^{2} d x \tag{5-12}
\end{equation*}
$$

with $D:=\mathcal{C}\left(\frac{l}{2}, \frac{l}{2}\right) \backslash \mathcal{C}\left(\frac{l}{2}-1, \frac{l}{2}-1\right)$.
We use that $|U|,|V| \leq 1,|\nabla U|,|\nabla V| \leq C /(1+y)$ and we see that in (5-12) the first integral in the region where $y \geq C \gamma^{1 / a}$ is bounded by

$$
\int_{C \gamma^{1 / a}}^{l / 2} C_{1}(1+y)^{-2}(1+y) y^{a} d y \leq \frac{\gamma}{4}
$$

Next we notice that $u$ and $v$ are sufficiently close to each other in $\mathcal{C}\left(\frac{l}{2}, \frac{l}{2}\right)$ away from a thin strip around $x_{n}=0$. Indeed, we can use barrier functions as in Proposition 4.6, see (4-4), and bound $u$ by above and below in terms of the function $\psi_{l / 2}$ and distance to the hyperplanes $x_{n}= \pm \theta$. This implies

$$
W(u), W(v),|v-u| \leq \gamma \quad \text { in } \mathcal{C}\left(\frac{l}{2}, \frac{l}{2}\right) \text { if }\left|x_{n}\right| \geq C(\gamma)+\theta
$$

with $C(\gamma)$ large, depending on the universal constants and $\gamma$. For the extensions $U$ and $V$, this gives

$$
|V-U|,|\nabla(V-U)| \leq C_{2} \gamma \quad \text { in } A_{l / 2} \text { if }\left|x_{n}\right| \geq C^{\prime}(\gamma)+\theta \text { and } y \leq C \gamma^{1 / a}
$$

with $C_{2}$ universal. Now (5-11) easily follows from (5-12).

## 6. Improvement of flatness

We state the improvement-of-flatness property of minimizers.
Theorem 6.1 (improvement of flatness). Let $U$ be a minimizer of $J$ in $\mathcal{B}_{q}$ and assume that

$$
0 \in\{u=0\} \cap \mathcal{C}(l, l) \subset \mathcal{C}(l, \theta)
$$

and that all balls of radius $q:=\left(l^{2} \theta^{-1}\right)^{1-\sigma / 2}$ which are tangent to $\mathcal{C}(l, \theta)$ by below and above are included in $\{u<0\}$ and $\{u>0\}$ respectively.

Given $\theta_{0}>0$ there exist $\eta>0$ small depending on $n$, and $\varepsilon_{1}\left(\theta_{0}\right)>0$ depending on $n, W$ and $\theta_{0}$ such that if

$$
\theta l^{-1} \leq \varepsilon_{1}\left(\theta_{0}\right), \quad \theta_{0} \leq \theta
$$

then

$$
\{u=0\} \cap \mathcal{C}_{\xi}(\bar{l}, \bar{l}) \subset C_{\xi}(\bar{l}, \bar{\theta}), \quad \bar{l}:=\eta l, \bar{\theta}:=\eta^{3 / 2} \theta
$$

and all balls of radius $\bar{q}:=\left(\bar{l}^{2} \bar{\theta}^{-1}\right)^{1-\sigma / 2}$ which are tangent to $\mathcal{C}_{\xi}(\bar{l}, \bar{\theta})$ by below and above are included in $\{u<0\}$ and $\{u>0\}$ respectively.

Here $\xi \in \mathbb{R}^{n}$ is a unit vector and $C_{\xi}(\bar{l}, \bar{\theta})$ represents the cylinder with axis $\xi$, base $\bar{l}$ and height $\bar{\theta}$.
As a consequence of this flatness theorem we obtain our main theorem.
Theorem 6.2. Let $U$ be a global minimizer of $\mathcal{J}$. Suppose that the 0 level set $\{u=0\}$ is asymptotically flat at $\infty$. Then the 0 level set is a hyperplane and $u$ is one-dimensional.

Proof. Without loss of generality assume $u(0)=0$. Fix $\theta_{0}>0$, and $\varepsilon \leq \varepsilon_{1}\left(\theta_{0}\right)$. We choose $k$ sufficiently large such that, after increasing $\theta_{k}$ if necessary we have $\theta_{k} l_{k}^{-1}=\varepsilon$. We can apply Theorem 6.1 since $q=\left(l_{k} \varepsilon^{-1}\right)^{1-\sigma / 2} \ll l_{k}$, and we obtain that $\{u=0\}$ is trapped in a flatter cylinder. We apply Theorem 6.1 repeatedly until the height of the cylinder becomes less than $\theta_{0}$. We conclude that $\{u=0\}$ is trapped in a cylinder with flatness less than $\varepsilon$ and height $\theta_{0}$. We let first $\varepsilon \rightarrow 0$ and then $\theta_{0} \rightarrow 0$ and obtain the desired conclusion.

Proof of Theorem 6.1. The proof is by compactness and it follows from Theorem 5.1 and Proposition 4.7. Assume by contradiction that there exist $U_{k}, \theta_{k}, l_{k}, \xi_{k}$ such that $u_{k}$ is a minimizer of $J, u_{k}(0)=0$, and the level set $\left\{u_{k}=0\right\}$ stays in the flat cylinder $\mathcal{C}\left(l_{k}, \theta_{k}\right)$ with $\theta_{k} \geq \theta_{0}, \theta_{k} l_{k}^{-1} \rightarrow 0$ as $k \rightarrow \infty$ for which the conclusion of Theorem 6.1 doesn't hold.

Let $A_{k}$ be the rescaling of the 0 level sets given by

$$
\begin{gathered}
\left(x^{\prime}, x_{n}\right) \in\left\{u_{k}=0\right\} \mapsto\left(z^{\prime}, z_{n}\right) \in A_{k} \\
z^{\prime}=x^{\prime} l_{k}^{-1}, \quad z_{n}=x_{n} \theta_{k}^{-1}
\end{gathered}
$$

Claim 1. $A_{k}$ has a subsequence that converges uniformly on $\left|z^{\prime}\right| \leq \frac{1}{2}$ to a set $A_{\infty}=\left\{\left(z^{\prime}, w\left(z^{\prime}\right)\right),\left|z^{\prime}\right| \leq \frac{1}{2}\right\}$, where $w$ is a Holder continuous function. In other words, given $\varepsilon$, all but a finite number of the $A_{k}$ 's from the subsequence are in an $\varepsilon$ neighborhood of $A_{\infty}$.

Proof of Claim 1. Fix $z_{0}^{\prime},\left|z_{0}^{\prime}\right| \leq \frac{1}{2}$ and suppose $\left(z_{0}^{\prime}, z_{k}\right) \in A_{k}$. We apply Theorem 5.1 for the function $u_{k}$ in the cylinder

$$
\left\{\left|x^{\prime}-l_{k} z_{0}^{\prime}\right|<\frac{1}{2} l_{k}\right\} \times\left\{\left|x_{n}-\theta_{k} z_{k}\right|<2 \theta_{k}\right\}
$$

in which the set $\left\{u_{k}=0\right\}$ is trapped. Thus, there exists an increasing function $\varepsilon_{0}(\theta)>0, \varepsilon_{0}(\theta) \rightarrow 0$ as $\theta \rightarrow 0$, such that $\left\{u_{k}=0\right\}$ is trapped in the cylinder

$$
\left\{\left|x^{\prime}-l_{k} z_{0}^{\prime}\right|<\frac{1}{8} l_{k}\right\} \times\left\{\left|x_{n}-\theta_{k} z_{k}\right|<2(1-\omega) \theta_{k}\right\}
$$

provided that $4 \theta_{k} l_{k}^{-1} \leq \varepsilon_{0}\left(2 \theta_{k}\right)$. Rescaling back we find that

$$
A_{k} \cap\left\{\left|z^{\prime}-z_{0}^{\prime}\right| \leq \frac{1}{8}\right\} \subset\left\{\left|z_{n}-z_{k}\right| \leq 2(1-\omega)\right\}
$$

We apply the Harnack inequality repeatedly and we find that

$$
\begin{equation*}
A_{k} \cap\left\{\left|z^{\prime}-z_{0}^{\prime}\right| \leq 2^{-2 m-1}\right\} \subset\left\{\left|z_{n}-z_{k}\right| \leq 2(1-\omega)^{m}\right\} \tag{6-1}
\end{equation*}
$$

provided that

$$
\theta_{k} l_{k}^{-1} \leq 4^{-m-1} \varepsilon_{0}\left(2(1-\omega)^{m} \theta_{k}\right)
$$

Since these inequalities are satisfied for all $k$ large we conclude that (6-1) holds for all but a finite number of $k$ 's. Now the claim follows from Arzelà-Ascoli theorem.

Claim 2. The function $w$ is harmonic (in the viscosity sense).
Proof of Claim 2. The proof is by contradiction. Fix a quadratic polynomial

$$
z_{n}=P\left(z^{\prime}\right)=\frac{1}{2} z^{\prime T} M z^{\prime}+\xi \cdot z^{\prime}, \quad\|M\|<\delta^{-1},|\xi|<\delta^{-1}
$$

such that $\operatorname{tr} M>\delta$ and $P\left(z^{\prime}\right)+\delta\left|z^{\prime}\right|^{2}$ touches the graph of $w$, say, at 0 for simplicity, and stays below $w$ in $\left|z^{\prime}\right|<8 \delta$ for some small $\delta$. Notice that at all points in the cylinder $\left|z^{\prime}\right|<2 \delta$, the quadratic polynomial above admits a tangent paraboloid by below of opening $-\delta^{-2}$ which is below $z_{n}=-2$ when $\left|z^{\prime}\right| \geq 6 \delta$.

Thus, for all $k$ large we find points $\left(z_{k}^{\prime}, z_{k n}\right)$ close to 0 such that $P\left(z^{\prime}\right)+$ const touches $A_{k}$ by below at $\left(z_{k}{ }^{\prime}, z_{k n}\right)$ and stays below it in $\left|z^{\prime}-z_{k}{ }^{\prime}\right|<\delta$.

This implies that, after eventually a translation, there exists a surface

$$
\Gamma:=\left\{x_{n}=\frac{\theta_{k}}{l_{k}^{2}} \frac{1}{2} x^{\prime T} M x^{\prime}+\frac{\theta_{k}}{l_{k}} \xi_{k} \cdot x^{\prime}\right\}, \quad\left|\xi_{k}\right|<2 \delta^{-1}
$$

that touches $\left\{u_{k}=0\right\}$ at the origin and stays below it in $\mathcal{C}\left(\delta l_{k}, 2 \theta_{k}\right)$. Moreover in the cylinder $\mathcal{C}\left(\frac{1}{2} l_{k}, 2 \theta_{k}\right)$ the surface $\Gamma$ admits at all points with $\left|x^{\prime}\right| \leq \delta l$ a tangent ball by below of radius $\delta^{2} l_{k}^{2} \theta_{k}^{-1} \gg q$. In view of our hypothesis we conclude that $\Gamma \cap B_{\delta l_{k}}$ admits at all its points a tangent ball of radius $q$ by below which is included in $\{u<0\}$.

We contradict Proposition 4.7 by choosing $R$ as

$$
R^{-1}:=C^{-1} \delta \theta_{k} l_{k}^{-2}
$$

with $C$ the constant from Proposition 4.7 and with $\varepsilon=\delta^{2}$. Then for all large $k$ we have

$$
\theta_{k} l_{k}^{-1}\left|\xi_{k}\right| \leq \varepsilon, \quad \theta_{k} l_{k}^{-2}\|M\| \leq \varepsilon^{-2} R^{-1}, \quad \delta l_{k} \geq R^{1 / 2-\sigma}, \quad q \geq R^{1-\sigma}
$$

and Proposition 4.7 applies. We obtain $\operatorname{tr} M \leq \delta$ and we have reached a contradiction.
Since $w$ is harmonic, there exists $0<\eta$ small depending only on $n$ such that

$$
\left|w-\xi \cdot z^{\prime}\right|<\frac{1}{2} \eta^{3 / 2} \quad \text { for }\left|z^{\prime}\right|<2 \eta
$$

and the parabolas of opening $-C$ tangent by below (and above) to

$$
z_{n}=\xi \cdot z^{\prime} \pm \frac{1}{2} \eta^{3 / 2}
$$

in the cylinder $\left|z^{\prime}\right|<2 \eta$ lie below (or above) to the graph of $w$.

Rescaling back and using the fact that the $A_{k}$ 's converge uniformly to the graph of $w$ and that $\bar{q}<q$ we easily conclude that $u_{k}$ satisfies the conclusion of Theorem 6.1 for $k$ large enough, and we have reached a contradiction.

## References

[Cabré and Cinti 2010] X. Cabré and E. Cinti, "Energy estimates and 1-D symmetry for nonlinear equations involving the half-Laplacian", Discrete Contin. Dyn. Syst. 28:3 (2010), 1179-1206. MR Zbl
[Cabré and Cinti 2014] X. Cabré and E. Cinti, "Sharp energy estimates for nonlinear fractional diffusion equations", Calc. Var. Partial Differential Equations 49:1-2 (2014), 233-269. MR Zbl
[Cabré and Sire 2014] X. Cabré and Y. Sire, "Nonlinear equations for fractional Laplacians, I: Regularity, maximum principles, and Hamiltonian estimates", Ann. Inst. H. Poincaré Anal. Non Linéaire 31:1 (2014), 23-53. MR Zbl
[Cabré and Sire 2015] X. Cabré and Y. Sire, "Nonlinear equations for fractional Laplacians, II: Existence, uniqueness, and qualitative properties of solutions", Trans. Amer. Math. Soc. 367:2 (2015), 911-941. MR Zbl
[Cabré and Solà-Morales 2005] X. Cabré and J. Solà-Morales, "Layer solutions in a half-space for boundary reactions", Comm. Pure Appl. Math. 58:12 (2005), 1678-1732. MR Zbl
[Caffarelli and Silvestre 2007] L. Caffarelli and L. Silvestre, "An extension problem related to the fractional Laplacian", Comm. Partial Differential Equations 32:7-9 (2007), 1245-1260. MR Zbl
[Dipierro et al. 2016] S. Dipierro, J. Serra, and E. Valdinoci, "Improvement of flatness for nonlocal phase transitions", preprint, 2016. arXiv
[Dipierro et al. 2018] S. Dipierro, A. Farina, and E. Valdinoci, "A three-dimensional symmetry result for a phase transition equation in the genuinely nonlocal regime", Calc. Var. Partial Differential Equations 57:1 (2018), art. id. 15. MR Zbl
[Palatucci et al. 2013] G. Palatucci, O. Savin, and E. Valdinoci, "Local and global minimizers for a variational energy involving a fractional norm", Ann. Mat. Pura Appl. (4) 192:4 (2013), 673-718. MR Zbl
[Savin 2009] O. Savin, "Regularity of flat level sets in phase transitions", Ann. of Math. (2) 169:1 (2009), 41-78. MR Zbl
[Savin 2017] O. Savin, "Some remarks on the classification of global solutions with asymptotically flat level sets", Calc. Var. Partial Differential Equations 56:5 (2017), art. id. 141. MR Zbl
[Savin 2018] O. Savin, "Rigidity of minimizers in nonlocal phase transitions, II", preprint, 2018. arXiv
[Savin and Valdinoci 2012] O. Savin and E. Valdinoci, "「-convergence for nonlocal phase transitions", Ann. Inst. H. Poincaré Anal. Non Linéaire 29:4 (2012), 479-500. MR Zbl
[Savin and Valdinoci 2014] O. Savin and E. Valdinoci, "Density estimates for a variational model driven by the Gagliardo norm", J. Math. Pures Appl. (9) 101:1 (2014), 1-26. MR Zbl
[Sire and Valdinoci 2009] Y. Sire and E. Valdinoci, "Fractional Laplacian phase transitions and boundary reactions: a geometric inequality and a symmetry result", J. Funct. Anal. 256:6 (2009), 1842-1864. MR Zbl

Received 8 Dec 2016. Revised 9 Feb 2018. Accepted 9 Apr 2018.
Ovidiu SAVIN: savin@math.columbia.edu
Department of Mathematics, Columbia University, New York, NY, United States

# Analysis \& PDE 

msp.org/apde

## EDITORS

Editor-In-Chief<br>Patrick Gérard<br>patrick.gerard@math.u-psud.fr<br>Université Paris Sud XI<br>Orsay, France

## Board of Editors

| Massimiliano Berti | Scuola Intern. Sup. di Studi Avanzati, Italy berti@sissa.it | Clément Mouhot | Cambridge University, UK c.mouhot@dpmms.cam.ac.uk |
| :---: | :---: | :---: | :---: |
| Sun-Yung Alice Chang | Princeton University, USA chang@math.princeton.edu | Werner Müller | Universität Bonn, Germany mueller@math.uni-bonn.de |
| Michael Christ | University of California, Berkeley, USA mchrist@math.berkeley.edu | Gilles Pisier | Texas A\&M University, and Paris 6 pisier@math.tamu.edu |
| Alessio Figalli | ETH Zurich, Switzerland alessio.figalli@math.ethz.ch | Tristan Rivière | ETH, Switzerland riviere@math.ethz.ch |
| Charles Fefferman | Princeton University, USA cf@math.princeton.edu | Igor Rodnianski | Princeton University, USA irod@math.princeton.edu |
| Ursula Hamenstaedt | Universität Bonn, Germany ursula@math.uni-bonn.de | Sylvia Serfaty | New York University, USA serfaty@cims.nyu.edu |
| Vaughan Jones | U.C. Berkeley \& Vanderbilt University vaughan.f.jones@ vanderbilt.edu | Yum-Tong Siu | Harvard University, USA siu@math.harvard.edu |
| Vadim Kaloshin | University of Maryland, USA vadim.kaloshin@gmail.com | Terence Tao | University of California, Los Angeles, USA tao@math.ucla.edu |
| Herbert Koch | Universität Bonn, Germany koch@math.uni-bonn.de | Michael E. Taylor | Univ. of North Carolina, Chapel Hill, USA met@math.unc.edu |
| Izabella Laba | University of British Columbia, Canada ilaba@math.ubc.ca | Gunther Uhlmann | University of Washington, USA gunther@math.washington.edu |
| Gilles Lebeau | Université de Nice Sophia Antipolis, France lebeau@unice.fr | András Vasy | Stanford University, USA andras@math.stanford.edu |
| Richard B. Melrose | Massachussets Inst. of Tech., USA rbm@math.mit.edu | Dan Virgil Voiculescu | University of California, Berkeley, USA dvv@math.berkeley.edu |
| Frank Merle | Université de Cergy-Pontoise, France Frank.Merle@u-cergy.fr | Steven Zelditch | Northwestern University, USA zelditch@math.northwestern.edu |
| William Minicozzi II | Johns Hopkins University, USA minicozz@math.jhu.edu | Maciej Zworski | University of California, Berkeley, USA zworski@math.berkeley.edu |

## PRODUCTION

production@msp.org
Silvio Levy, Scientific Editor
See inside back cover or msp.org/apde for submission instructions.
The subscription price for 2018 is US $\$ 275 /$ year for the electronic version, and $\$ 480 /$ year ( $+\$ 55$, if shipping outside the US) for print and electronic. Subscriptions, requests for back issues from the last three years and changes of subscriber address should be sent to MSP.

Analysis \& PDE (ISSN 1948-206X electronic, 2157-5045 printed) at Mathematical Sciences Publishers, 798 Evans Hall \#3840, c/o University of California, Berkeley, CA 94720-3840, is published continuously online. Periodical rate postage paid at Berkeley, CA 94704, and additional mailing offices.

APDE peer review and production are managed by EditFlow ${ }^{\circledR}$ from MSP.
PUBLISHED BY

## mathematical sciences publishers

## ANALYSIS \& PDE <br> Volume 11 No. 82018

Invariant measure and long time behavior of regular solutions of the Benjamin-Ono equation ..... 1841Mouhamadou Sy
Rigidity of minimizers in nonlocal phase transitions ..... 1881
Ovidiu Savin
Propagation and recovery of singularities in the inverse conductivity problem ..... 1901Allan Greenleaf, Matti Lassas, Matteo Santacesaria, Samuli Siltanenand Gunther Uhlmann
Quantitative stochastic homogenization and regularity theory of parabolic equations ..... 1945
Scott Armstrong, Alexandre Bordas and Jean-Christophe Mourrat
Hopf potentials for the Schrödinger operator ..... 2015Luigi Orsina and Augusto C. Ponce
Monotonicity of nonpluripolar products and complex Monge-Ampère equations with pre- ..... 2049
scribed singularityTamás Darvas, Eleonora Di Nezza and Chinh H. Lu
On weak weighted estimates of the martingale transform and a dyadic shift ..... 2089
Fedor NaZarov, Alexander Reznikov, Vasily Vasyunin and Alexander Volberg
Two-microlocal regularity of quasimodes on the torus ..... 2111
Fabricio Macià and Gabriel Rivière
Spectral distribution of the free Jacobi process, revisited ..... 2137
Tarek Hamdi


[^0]:    The author was partially supported by NSF Grant DMS-1500438.

