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Mean field game (MFG) systems describe equilibrium configurations in games with infinitely many
interacting controllers. We are interested in the behavior of this system as the horizon becomes large, or
as the discount factor tends to 0. We show that, in these two cases, the asymptotic behavior of the mean
field game system is strongly related to the long time behavior of the so-called master equation and to the
vanishing discount limit of the discounted master equation, respectively. Both equations are nonlinear
transport equations in the space of measures. We prove the existence of a solution to an ergodic master
equation, towards which the time-dependent master equation converges as the horizon becomes large, and
towards which the discounted master equation converges as the discount factor tends to 0. The whole
analysis is based on new estimates for the exponential rates of convergence of the time-dependent and the
discounted MFG systems, respectively.
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Given a terminal time 7 and an initial measure m, we consider the solution to the mean field game
(MFG) system

—du” — AuT + H(x, Du") = F(x,m")  in (0, T) x T¢,

dmT — AmT —divimT H,(x, DuT)) =0  in (0, T) x T¢, (1)

m”(0,-)=mo, u'(T,-)=G(-,m"(T)) inTY,
where T is the d-dimensional flat torus R? / 7% F, G are functions defined on T¢ x P(T4) (the space
of probability measures on T¢) and H is a function, defined on T¢ x R which is convex in the second
variable.

Let us recall that this system appears in mean field games theory, introduced by Lasry and Lions [2006a;
2006b; 2007] and by Huang, Caines and Malhamé [Huang et al. 2006]. Mean field games are dynamic
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games with infinitely many players. The first equation in (1) can be interpreted as the value function
of a small player whose cost depends on the density m(¢) of the players, while the second equation
describes the evolution in time of the density of the players. Note that the first equation is backward in
time (and with a terminal condition) while the second one is forward, with the initial condition m(0) = my,
mo being the initial repartition of the players.

The study of the long time average of the MFG system was initiated in [Lions 2010] and then discussed
in several different contexts [Cardaliaguet et al. 2012; 2013; Cardaliaguet 2013; Cardaliaguet and Graber
2015; Gomes et al. 2010].

In [Cardaliaguet et al. 2013] the long time average of u’ is investigated when H(x, p) = %l r?
and F(x, m), G(x, m) satisfy suitable smoothing conditions with respect to the measure m. Then it is
proved that there exists a constant A € R such that the scaled function (s, x) — u” (T's, x)/T locally
uniformly converges to the map (s, x) — —is as T — oo on (0, 1) x T% while the rescaled measure
(s,x) = mT(sT, x) converges to a time-invariant measure m in L'((0, 1) x T<). The constant A and the
measure m are characterized as solutions of the ergodic MFG system; namely, there exists a unique triple
()_\, u, m) which solves

A—Ai+H(x, Dii)= F(x,m) inT?,
—Am —div(mH,(x, Di)) =0 inT9, (2)
m>0, [ym=1 [,u=0 inTY,

and Du’ (sT, x) actually converges to Dii(x). The result holds under a monotonicity condition on F
and G:

f (F(x,m)—F(x,m"))(m—m')dx >0, / (G(x,m)—G(x,m))m—m')ydx >0
Td Td

for any m, m’ € P(T?). Moreover it is proved in [Cardaliaguet et al. 2013] that the convergence holds
with an exponential rate. Precisely, under some additional conditions on the smoothing properties of the
coupling terms F and G, one has

lmT (t) — || cava + | DuT (1) — Dit|| crra < C(e™@" 47T

for some constants C, w > 0 and o € (0, 1).

This paper is devoted to the long time behavior of u”, i.e., the convergence, as T — 00, of the map
(t,x) — u” (t, x) — A(T —1). This question is inspired by results of Fathi [1997a; 1997b], Roquejoffre
[1998], Namah and Roquejoffre [1999] and Barles and Souganidis [2000] for Hamilton—Jacobi equations.
In that framework, it is known that if u solves the (forward) Hamilton—Jacobi equation

du—Au+ H(x, Du)=0 in (0, +00) x T¢,

with associated ergodic constant A, then u(z, x) — At converges, as t — 400, to a solution i of the
associated ergodic problem. One may wonder what remains of this result for the MFG system.

The convergence of the difference u” (¢, -) —A(T —1t), as T — oo, has been an open (and puzzling)
question since [Cardaliaguet et al. 2013]. We prove in this paper that the limit of u” (¢, -) — A(T —1t)
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indeed exists, although it cannot be described just in terms of the u#-component of the MFG ergodic
system (2). In order to describe this long-time behavior, we have to keep track of the initial measure m.
To do so, we rely on the master equation, which is the following (backward) transport equation in the
space of measures:

—0,U—-AU+H(x,D,U)—F(x,m)
—/ div(D,,U(t, x,m, y))dm(y)
‘[[a’

+f D,U(t,x,m,y) - Hy(y, DyU(t,y,m))dm(y) =0 in (—00,0) x T? x P(T%), )
‘[[d

U, x,m) = G(x,m) in T x P(TY).

In the above equation, the unknown U = U (¢, x, m) depends on time, space and the measure on the
space; moreover, the notation D,,U denotes a suitable derivative with respect to probability measures,
which will be described in Section 1A. Note that, in contrast with the MFG system, the master equation
is a classical evolution equation, so its long time behavior may be described in a usual form. We recall,
see [Lions 2010; Gangbo and Swiech 2015; Chassagneux et al. 2014; Cardaliaguet et al. 2019], that the
master equation is well-posed under the monotonicity condition on F and G and that the MFG system (1)
plays the role of characteristics for this equation. Namely, if (u”, m”) solves (1), then

U(-=T, x,mo) =u’(0,x) forall xeT<.

Our main result (Theorem 5.1) states that U(z, -, -) + Az has a limit x = x (x, m) as t — —oo. This
limit solves (in a weak sense) the ergodic master equation

A=Ay x (x, m)+H(x, Dyx(x, m))—/ div(Dy x (x, m, y)) dm(y)
Td

+/ Dyx (x.m, )-Hy(y. Dyx (v, m)) dm(y) = F(x.m) in TxP(T%). (&)
‘[fd

As a consequence, the limit u” (0, -) — AT exists as T — oo and is equal to x (-, mp). Note that, in
general, u” (0, -) — AT does not converge to i, since it is not always true that x (-, mg) = i (even up to
an additive constant); this is however the case if my = m.

We are also interested in the infinite-horizon MFG system

—du’ 4 8u® — Au® + H(x, Du®) = F(x, m* (1)) in (0, +00) x T?,
dm® — Am® — div(m® H,(x, Du®)) =0 in (0, +-00) x T4, 5
m?(0,-)=mg in (0, +00) x T, u® bounded.

In the first-order stationary Hamilton—Jacobi (HJ) setting, where the equation reads
Su®+ H(x, Du’) =0 inT9,

Gomes [2008] and Davini, Fathi, Iturriaga and Zavidovique [2016] have proved the convergence of
u® — 871X as & tends to 0 and characterized the limit. The result has been generalized to the second-order
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HIJ setting by Mitake and Tran [2017]; see also [Le et al. 2017; Ishii et al. 2017]. In the viscous case, the
result is that, if u° solves the infinite-horizon problem

Su’ — Au’ + H(x, Du’) =0 inTY,
then u® — 87! converges as § — 0 to the unique solution i of the ergodic cell problem
—Aii+H(x,Di)=0 inT¢

such that fvd um = 0, where m solves
—Am —divimH,(x, Du)) =0 in Td, m >0, / m=1.
Td

Here again, one may wonder if such a result remains true for the infinite-horizon MFG system (5)
(which, in contrast with the Hamilton—Jacobi case, is time-dependent). As for the time-evolution MFG
problem, we rely on a master equation. Following [Cardaliaguet et al. 2019], this infinite-horizon master
equation takes the form'

5U5—AXU‘S+H(x,DxU‘S)—/ divy (D, U’ (x, m, y)) dm(y)
Td

+ / DU (x,m, y) - Hy(y, DyU°(y, m))dm(y) = F(x,m) inT?x P(T%). (6)
‘[[d

Our second main result (Theorem 6.1) is that U® — 8~ converges to the unique solution x of the master
ergodic problem (4) satisfying x (x, m) = u, where u is the unique solution of the ergodic MFG system (2)
for which the following (new) linearized ergodic MFG system has a solution (v, 1):

ﬁ—AHH,,(x,Dﬁ)-Dﬁ:g—Z(x,na)(ﬁ) in T¢,
—Aji —div(iH,(x, Dii)) — div(in H,,(x, Di)Dv) =0 in T¢,
Jrait= [0 =0,

(the definition of the derivative § F/ém is explained in Section 1). This implies the convergence of
u‘s(O, -) — 811 to x (-, mgp) as § tends to 0. Note that if F =0, i.e., in the Hamilton—Jacobi case, one
recovers the condition fw um = (0 by integrating the v-equation against the measure m. The MFG setting
is more subtle since it keeps track of the coupling between the equations.

Let us now say a few words about the method of proofs. As in the Hamilton—Jacobi setting, the
argument relies on compactness arguments and, therefore, on the regularity (Lipschitz estimates) for the
solution U of the master equation (3) and for the solution U® of the infinite-horizon master equation (6).
The main difficulty comes from the fact that these equations do not satisfy a comparison principle (in
contrast to the HJ equation). Moreover, as can be seen plainly from (3) and (6), the equations do not
provide easy bounds on the derivatives with respect to m of U and U°.

ISee in particular the comments in the introduction of [Cardaliaguet et al. 2019], which explain that the approach of that
work also applies to get the existence and uniqueness of solutions to this equation.
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The key Lipschitz estimates come from the fact that the characteristics (1) and (5) of these master equa-
tions stabilize exponentially fast in time to the solution of the ergodic MFG system (2) and, respectively,
to the solution of the time-invariant infinite-horizon problem

s’ — A’ + H(x, Dit®) = F(x,m®) inT9,
—Am® —div(m® H,(x, Dii®)) =0 in T¢, (7)
Jram® =1;

see Theorems 2.6 and 3.7 respectively. These exponential convergence rates were only known for system (1)
when H (x, p) = |p|%, see [Cardaliaguet et al. 2013], where the argument relied on some commutation
properties which do not hold for general Hamiltonians. To prove the exponential convergence in our
setting, we use a technique developed by one of us with E. Zuazua [Porretta and Zuazua 2013] to establish
the so-called turnpike property for optimal control problems. The exponential rate for the infinite-horizon
MEFG system is new, but uses similar ideas.

The starting point of this analysis consists in studying the linearized MFG systems. For simplicity, let
us explain this idea for the time-dependent problem, i.e., for U. In this framework, the MFG linearized
system reads

—0;v—Av+ H,(x, Du) - Dv = g—’i(x, m)(u(t)) in (0, T) x T¢,

op — Ap —div(uH,(x, Du)) —divimH,,(x, Du)Dv) =0 in (0, T) x T4,
8G .

pO,)=po, v, x) =52, m)(u(T) in T4,

where (u, m) is the solution of (1) and g is given. When (u, m) = (u, m), the analysis of the above
system (the exponential decay of the solutions) provides an exponential convergence of the solution of
the MFG system to (i, m)— at least, this holds true for the m-component. A very interesting point is
that this linearized system turns out to be also strongly related to the derivative of U with respect to m:
indeed, as explained in [Cardaliaguet et al. 2019], we have

/,1 g—Z(O, x, mo, y)o(y) dy =v(0, x) forall x € T,
T

Thus controlling v allows us to control the variations of U with respect to m. Once the Lipschitz
estimates for U and for U? are obtained, the construction of a corrector x (solution of the ergodic master
equation (4)) follows in a standard way; see Theorem 4.2.

However, the convergence of the solution of the time-dependent master equation (3) requires new ideas
since, in contrast with the Hamilton—Jacobi setting, see [Fathi 2008; Barles and Souganidis 2000], there
is no obvious quantity which is monotone in time; the reason is that the master equation does not satisfy
a comparison principle. To overcome this issue, we rely again on the exponential convergence rate from
which we derive a suitable convergence of the solution of the master equation when evaluated at m as
time tends to —oo (see Proposition 2.7). Then we obtain the convergence of the map U by a compactness
argument and using again the convergence of the characteristics.
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The convergence of U? is more subtle: the key point is that two solutions of the ergodic master equation
differ only by a constant. Thus we only have to show that U%( -, m) — 87! has a limit for some m. The
good choice turns out to be m = m®, where (i°, m%) solves (7); indeed, we have then U (-, m®) = it®
and we expect (@®, m®) to be close to (i1, ) in some sense, where (iz, 7i7) satisfies (2). Actually a formal
expansion yields (i, m%) = (§~'A+ i +60 + 80, m + 81), where (0, v, 1) solves

12+§—A5+Hp(x,Dﬁ)-DE:%(x,rh)(,a) in T4,
— A —div(iHy(x, Dit)) — div(m H,y(x, Dit) D) =0 in T9,
Jrait= [rav=0.

The rigorous justification is given in Proposition 6.5.

The paper is organized in the following way. In Section 1 we recall the notion of derivative in the
space of measures and state our main assumptions. We also recall some decay and regularity estimates
which hold separately for the two equations of the system and we provide the basic fundamental estimates
for (1) which are independent of the horizon 7. Section 2 is devoted to the exponential convergence
rate, as T — oo, of solutions of (1) towards the pair (iz, m), a solution of (2). For this purpose, first we
develop decay estimates in L? for the linearized system, and then we export the estimates (in stronger
T — ) by using a fixed-point argument. A similar strategy is used in Section 3
for the infinite-horizon discounted problem (5); in this case we prove the exponential convergence as

norms) to (u! — i, m

t — oo towards the stationary pair (@®, m%), a solution of (7). In both Sections 2 and 3, the analysis
of the linearized systems is a crucial step, and this will also play a key role in the study of the master
equations, both the time-dependent (3) and the stationary one (6), respectively. This is the content of
Sections 4-6. More precisely, in Section 4 we prove the existence of a solution to the ergodic master
equation, obtained as the limit, when § — 0, of a subsequence of solutions of (6). The long-time behavior
of the time-dependent master equation (3) is addressed in Section 5. Finally, the limit of the whole
sequence of solutions of (6) is proved in Section 6.

1. Notation, assumptions and preliminary estimates

1A. Notation and assumptions. Throughout the paper we work on the d-dimensional torus T¢ :=R¢ /7¢;
this means that all equations are Z¢-periodic in space. This assumption is standard in the framework of
the long time behavior. We denote by P(T¢) the set of Borel probability measures on T¢, endowed with
the Monge—Kantorovich distance d;

dl(m,m/):sup[ pd(m—m') forallm,m e P(T?),
¢ JT4

where the supremum is taken over all 1-Lipschitz continuous maps ¢ : T¢ — R.
For o € [0, 1], we denote by C* ([0, T], P(T4)) the set of maps m : [0, T] — P(T4) which are «-Holder
continuous if @ € (0, 1) and continuous if o = 0.
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Next we recall the notion of derivative of a map U : P(T¢) — R as introduced in [Cardaliaguet et al.
2019]. We say that U is C! if there exists a continuous map U /8m : P(T¢) x T¢ — R such that

1
U(m/)—U(m)=// 8—5((1—t)m—i—tm’,y)d(m’—m)(y)dt for all m, m’ € P(T).
0JTd

We observe that if U can be extended to L?(T¢) then y — (§U /8m)(m, y) is nothing but the representation
in L? of the Gateaux derivative of U computed at m. The fact that U is defined on probability measures,
i.e., with the constraint of mass 1, lets (§U/ém)(m, y) be defined up to a constant. We normalize the
derivative by the condition

f&(m,y)dm(y)zo for all m € P(TY). (8)
Td 8m

We write interchangeably (6U /ém)(m)(u) and fw (U /ém)(m, y) du(y) for a signed measure p with
finite mass.

When the map §U /ém = (8U /ém)(m, y) is differentiable with respect to the last variable, we denote
by D,,U (m, y) its gradient:

sU
D,U(m,y) = Dy%(m, y).

Let us recall [Cardaliaguet et al. 2019] that D,,U can be used to estimate the Lipschitz regularity of U in
the m-variable:

|U(m) —U(m")| <dy(m,m)[ sup |DuU(m", y)||  for all m, m' € P(TY).
m’eP(Td),yeTd

For p =1, 2, oo, we denote by | - ||z» the L” norm of a map on T¢ (we often use the notation || - [|s0
for || - ||=). For k € N and « € (0, 1), we denote by || - ||« and || - || ce+e the standard norm on the set of
maps defined on T¢ and which are, respectively, of class C* and of class C*¥ with a k-th derivative which
is a-Holder continuous. By | - [|(c++«y we mean the norm in the dual space:

@l (crey = SUP{/W OV, ¥l crve < 1}-

For a map ¢ depending of two spatial variables, we denote by ||¢ (-, - )|lk+a.k’+o the supremum of the
a-Holder norm of the partial derivatives of order [ < k and I’ < k’ respectively of the map ¢.

Finally, if ¢ = ¢ (x), we systematically denote by (¢) := fw ¢ (x) dx the average of ¢.

If u : [0, T] x T — R is a sufficiently smooth map, we denote by Du(t, x) and Au(t, x) its spatial
gradient and spatial Laplacian and by 0,u(¢, x) its partial derivative with respect to the time variable. We
will also use the classical parabolic Holder spaces: for a € (0, 1), we denote by C%/%% the set of maps
which are a-Holder in space and «/2-Holder in time and by C'+%/2.2+¢ the set of maps u such that d,u
and D?u are in C%/%,

Assumptions. The following assumptions are in force throughout the paper.
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(H) The Hamiltonian H = H(x, p) : T? x R? — R is of class C? and the function p — DIZJPH (x, p)is
Lipschitz continuous, uniformly with respect to x, and satisfies the growth condition

C'I;<D; H(x,p) <Cl; forall (x, p) e TY xR 9)
Moreover we suppose that there exist 8 € (0, 1) and C > 0 such that
|DeH(x, p)l <C(L+1pD'™**,  [DypHx, p)l <CA+p)? forall (x, p) e T xR (10)

This latter assumption is a little awkward, since it requires the quadratic part of H to be independent of
the space variable, but we actually need it in order to ensure uniform Lipschitz regularity of a solution u”
of (1) and of a solution u® of (5) independently of T and §: see Lemmas 1.5 and 3.6. If the same bounds
were available with different arguments, then we could get rid of this condition, since in the rest of the

paper we do not use it at all.

(FG) The coupling functions F, G : T4 x P(T?) — R are assumed to be of class C' and their first
derivatives satisfy the following Lipschitz conditions:

(FGa) F, G are twice differentiable in the x-variable and Fy,(x, m), G, (x, m) are bounded uniformly
in T4 x P(TY).

(FGb) (6F/ém)(x,m,y), (6G/dm)(x, m, y) are differentiable with respect to (x, y) and Lipschitz con-
tinuous in T¥ x P(T%) x T (i.e., globally Lipschitz in the three variables).

Even if this will not be strictly needed, an extra regularity condition is assumed in order to get to
smooth solutions of the master equation as stated in [Cardaliaguet et al. 2019]. Namely we assume that:

(FGc) For any o € (0,1), F(-,m) and (8F/8m)(-,m,-) are of class C>** in all space variables,
uniformly in 7, and 8 F /8m is Lipschitz continuous in m with respect to C>** in space. The same
holds for G in norm C3+¢,

(FGd) The maps F and G are assumed to be monotone: for any m € P(T%) and for any centered Radon
measure [,

//g_F(x’m’y)“(xW(y)dxdyzo, /f&(x,m,y)u«(X)M(y)dxdyZo- (11)
¢ Ja OM v Jya om

Let us comment upon our assumptions.
The regularity of H as well as the uniform convexity with respect to the second variable are standard
in MFG theory. Here these assumptions are all the more important because we make systematic use of
the duality inequality, see [Lasry and Lions 2007], which provides uniqueness and quantified stability for
the MFG system under this strong convexity assumption.
The regularity assumption on § F/§m (and on §G/5m) allows for instance inequalities of the form
[SL )

o= Cllllc2y

for any m € P(T¢) and any distribution & on T¢.
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The monotonicity assumption (11) implies (and, under our regularity assumptions, is equivalent to) the
more standard one

(F(x,m)—F(x,m"))dm—m")(x) >0, / (Gx,m)—Gx,m))dm—-—m)(x)>0
Td ‘[[d

for any measures m, m’ € P(T4). This condition ensures the well-posedness of the MFG system (1) for
large time intervals and the well-posedness of the ergodic MFG system (2). Without this assumption,
these MFG systems may have several solutions and the long time average (and a fortiori the long time
behavior) of the MFG system (1) is not known.

Let us illustrate our assumptions by examples. The Hamiltonian functions we have in mind are for
instance of the form

H(x,p)=pP+ V@) p+gkx),

where V : T¢ — R? is a smooth vector field and g : TY — R is a smooth map. Typical examples of
coupling maps F' and G satisfying our conditions take the form

Q(x,m) =[¢p(-, (pxm)(-))*pl(x),

where * denotes the usual convolution product in R%, ¢ : R*> — R is smooth and nondecreasing with
respect to the second variable and p : R? — R is a smooth, even function with compact support; see for
instance Example 2.3.1. in [Cardaliaguet et al. 2019].

Let us stress that, in the following, we will denote generically by C possibly different constants
appearing in the estimates which depend on the data F, G and H through the above assumptions. In
particular, those constants will depend on the sup-norm of Fy,, G, (which are bounded uniformly with
respect to x and m from (FGa)), the Lipschitz constants of § F/ém, §G /6m and the conditions (9)—(10),
respectively. Actually, those constants will also depend on the unique solution A, it, i of (2), but this
triple is also meant as (uniquely) depending on the data F, G and H, so we will not mention this kind of
dependence otherwise.

1B. Preliminary estimates. We will use throughout the text the following estimates on linear equations
which are independent of the time horizon. The first one is about linear equations in divergence form; see
[Cardaliaguet et al. 2013, Lemmas 7.1 and 7.6].

Lemma 1.1. Let V be a bounded vector field on (0, T) x T¢, let B € L*((0, T) x T¢) and let | be the
solution to

{B,M—Au+div(MV) =div(B) in(0,T)xT?, (12)

w(0) = o in T4,

with [14 1o = 0.
There exist constants w > 0 and C > 0, depending only on ||V ||, such that

t 12
”M(t)”LzSce_wt||M0||L2+C|:/(; ”B(s)”%zdsj| .
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If B =0, we also have, for any t > 0,
l®)llo < Cre™ ol forallt >,

where the constant C; depends on T and ||V || oo only.

The second lemma is about a viscous transport equation; see [Cardaliaguet et al. 2013, Lemmas 7.4
and 7.5].

Lemma 1.2. Let V be a bounded vector field, A € L2((0, T) x T?) and v be the solution to the backward
equation
—dv—Av+V-Dv=A in(0,T)x T (13)

There exist constants w > 0 and C > 0, depending only on ||V ||, such that
T
@ — ()2 < Ce™ T [u(T) = (W(T)) 12+ C / e CTNAM) 2 ds
t
and, if A € L®((0, T) x T9),

T
[v(®) — () | < Ce T u(T) — (V(T)) ||z + C / e D A®s)| L ds,

1
where (¢) = fw ¢ for any map ¢. Moreover, forany 0 <t <ty <T,
(to = DIIDv ()|l 12 < C(to — 1+ D) (llv(t0) = (W)} |12 + 1Al 21,10y x79) F 1V = )l L2((1,10) xT)) -
We note for later use a simple consequence of Lemma 1.1:
Corollary 1.3. Let V and B be (time-independent) vector fields. Then any L? solution of
—Ap+div(nV) =div(B) in T,

with [1, i = 0, satisfies
|l < ClIBll 12,

where C depends only on ||V | co-
Proof. It is enough to apply Lemma 1.1:
il < Ce™llpll 2+ ClIBIl 212,

Choosing ¢ large enough, this gives
lll2 < ClIB] L2

Then, multiplying the equation by u, the standard energy estimate gives

IDlize < UV llooll el 2 + 1Bl 221,
which gives the result. 0

We conclude this section with a further bound for the solutions of the Fokker—Planck equation.
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Lemma 1.4. Let V be a bounded vector field on (0, T) x T¢ with bounded space derivatives and i be a
weak solution to (12) with B = 0. Then, for any T > 0,

Iu@®lloo < Cre™ NIl (c2+ay  forall t >,

where w is given by Lemma 1.1, o € (0, 1) and C; > 0 depends on |V || =, | DV |1~ and t.
Proof. Let T > 0 and v be the solution to the transport equation

{—Stv—Av+V-Dv:O in (0, 7) x T?,

v(T, x) = vy (x) inT9, (14)

where v, is in C*®(T¢). One easily checks that
sup [[v(®) | 2 + 1DV L2(0.0)xT4) < Clivell 22,
t

where C depends on || V||« and T only. Standard parabolic regularity [LadyZenskaja et al. 1968, Theo-
rem III.11.1] then implies

DVl carreo,r/21x1dy = Cllvell 2
for some o and C depending on ||V ||« and 7 only. For any i € {1, ..., d}, the derivative v,, solves
—dvy, — Avy, +V-Dv, + V., -Dv=0 in (0,7/2) x T¢.
By parabolic regularity [LadyZenskaja et al. 1968, Theorem III.11.1], we infer that
”D2v||C”/2~“([0,t/4]de) < ClIIDv| p=(0,7/2)xT4) < Cllvellz2

for some o and C depending on ||V e, ||DV |l and t only. We have, since (14) is the dual equation

of (13),
/vfu(f)=/ v(0) dpo(x).
T4 Td

So taking the supremum over v, such that |v;||;2 < 1, we infer that
Iz < Celltoll ey forall T > 0.

We can then derive the conclusion by Lemma 1.1. O

1C. Regularity of the MFG system. The aim of this section is to provide additional basic estimates on
the solution to the MFG system

—u+ri—Au+H(x,Du)=F(x,m) in(0,T)xT?,
dm — Am — divimH,(x, Du)) =0 in (0, T) x T4, (15)
m@,-)=my, u(T,-)=g in T9,

where mq € P(T%). Let us recall that A € R is the unique ergodic constant and (i, 717) the unique solution
to the ergodic MFG system (2).

The following estimates have been mostly well known since [Cardaliaguet et al. 2013], but we collect
them for the sake of completeness. The whole point is to get estimates which are independent of the
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time horizon or of the discount rate. For this purpose we rely on conditions (9)—(10), as well as on the
smoothing assumption (FGa) for the couplings.

Lemma 1.5. For any M > 0, there exists a constant C > 0 such that for any horizon T > 0, if (u, m) is a
solution to the MFG system (15) and ||g||c2(ray < M, then

[Dulloo < C.

Proof. As in Lemma 3.2 in [Cardaliaguet et al. 2013], the proof relies on the uniform semiconcavity of
the solution. Let us recall that, for any smooth map ¢ € C*®(T¢), we have

ID¢llo <d'? sup (D*¢p(x)z-2)+. (16)

xeT4, |z]<1

Let & with [§| <1 be a direction for which Co :=sup, D?*u(t, x)& - £ is maximal (and thus nonnegative).
We set w(t, x) = D?u(t, x)& - & = ugs (¢, x). Then w solves

—0;w—Aw+Hee (x, Du)+2Hep(x, Du)-Dug+H,,(x, Du)Dug-Dug+H,(x, Du)-Dw = Fgg (x, m(1)).
If the maximum of w is reached at T, then
Co <max D*g(x)é -E <M.
xeTd
Otherwise, one has at the maximum point (¢, x) of w:
Hee (x, Du) +2Hgp(x, Du) - Dug + Hpp(x, Du)Dug - Dug < Fee(x, m(1)),
where by our standing assumptions on H we have

Hge (x, Du) = —=C(1+|Du))'*?,
H,,(x, Du)Dug - Dug +2Hg,(x, Du) - Dug > C~'|Dug|* — C(1+ | Du|)*.

Since (16) implies || Du||s < d'/>Cy, we deduce that
—CA+Cp)'* —Cc(1+Co)? +C"|Dus> < C

and since |Dug| > Cy at the maximum point of w(z, x), because & < 1 we conclude that Cy is bounded.
By (16), we infer the Lipschitz estimate for u. 0

Remark 1.6. Thanks to Lemma 1.5, the drift H,(x, Du) in the Fokker-Planck equation is uniformly
bounded. As a consequence, as it is well known (see, e.g., in [Cardaliaguet 2010, Lemma 3.4]), the
solution m satisfies the following Holder continuity estimate in time:

di(m(r), m(s)) < C|t —s|'/?> forallr,s e (0, T) such that |r —s| <1, (17)

for some constant C independent of 7.
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Next result exploits the stability of the system which stems from the monotonicity of F and the convexity
of H; see [Lasry and Lions 2007]. In particular, whenever H is uniformly convex, as is assumed in (9),
the following estimate holds for any pair of solutions (1, m) and (u5, m>) of the system (15):

Cl/ (my +m2)|D(uy —up)|* < —%/ (u1 —uz)(my —ma). (18)
Td Td

Lemma 1.7. Forany ¢ > 0 and M > 0, there exist times T>1>0 (depending only on ¢, M and the data
of the problem) such that, if T > T and if (u, m) is a solution to the MFG system (15) and || g||c2(1e) <= M,
we have, for some o € (0, 1),

lm(t) —m|ce + || Du(t) — Du||ce <& forallt €[t,T —t].

Proof. We follow closely the argument of Lemma 3.5 of [Cardaliaguet et al. 2013] (in the case H = | 21>
and, for this reason, we only sketch the proof. By Lemma 1.5, u is uniformly Lipschitz continuous in
space, with a Lipschitz constant depending only on the regularity of H, F and on || Dg |l + || D8l co-
So, by Lemma 1.1, we have

sup [[m(t)[leo < C,

>1 N

where C depends only on ||H, (-, Du(-))|lc, and thus only on the data. Applying (18) to (u, m) and
(u, m), and using m > 0 in T4 we have

c—lf ||D(u(z)—ﬁ>||izdtS—dea)—ﬁ)(m(r)—ﬁn] | (19)

51 n
Thus
T
/ IDu(t) — )3, dt < C,
0

because u is uniformly Lipschitz continuous in space and m(¢) and m are probability measures. In
particular, if 7 > 3e~!, there exist times #; € [1,e71], 1, € [T — e~ L, T] such that

D) — )| 2 < Ce'/? fori=1,2. (20)

Coming back to (19), we infer by Poincaré’s inequality that

T—1/¢ f
C”/ ID@(t) — )3, dt < c—lf IDu(t) — )3, dt
1

/e I
< IDu(t) —wll2llm(t1) —ml 2 + (| D(u(t2) — u) |2 |m(t2) — ml| 2

§C£1/2.

As i :=m — m satisfies

o — Ap —div(uH,(x, Du)) = —div(m(H,(x, Du) — H,(x, Du))), 2D
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and still using the fact that Du is bounded, we have from Lemma 1.1 that, for any t € [1/¢, T — 1/¢],

T—1/¢

1/2
lm(t) — |2 < Ce "V m(1/e) —m| 2+ C [ f IDu(t) —i)ll3 dr]

< C(e—@U=1/0) 4 /4. 1/e

So we can choose t large enough (depending only on ¢, on the data and on M) such that the right-hand
side is less than Ce'/*ifre[t —1,T — 1/¢€].

Let us now upgrade this inequality into an L°° estimate for the interval [t, T — 1/¢]. For this, we recall
from (21) that u solves a parabolic equation of the type

o —Ap —div(ub + B) =0,

where b is bounded in L°° and B is bounded in L? for any p > 2 since

T—1/e T-1/¢ T-1/¢
/ IBOII, SC/ ID(u(t)—ﬁ)l”SC/ ID(u(t) —in)|* < Ce'/?,
1/e 1/e Td 1/e T

where we used the global bound for Du(t). Since we already know that || (2)||;2 < C el/4, by choosing
p sufficiently large we deduce (see, e.g., [LadyZenskaja et al. 1968, Theorem IIL.8.1, p. 196]) that u is
bounded in C*/%¢ for some « € (0, 1) and

lt@®llce =C( sup (L2 + 1Bl Lo (1 /e 7—1/6)xTd)) < C(el/* 4 /2Py
se(t—1,T—1/¢)

for any r € [t, T — 1/¢]. This concludes the bound for ||m(t) — m||c«. In order to prove the estimate
for u, let us note that v = u — u satisfies

—iv—Av+V - -Dv=F(x,m(t)) — F(x,m),

where V is the bounded vector field
1
Vi, x) =/ H,(x, Du(t, x) + (1 —A)Du(x)) dA.
0

By Lemma 1.2 we have, fort € [1/e, T — 1/¢],
[v(t) — () lloo
T—1/e
< [0(T = 1/e) = (W(T — 1/&))[loce™ "~/ +-C f e O F(x, m(t)) — F(x, m)| o ds
< C(e—a)(T—l/e—t) +81/(217))_ !
Choosing T > 1/¢ large enough then implies
lv(t) — (V) ]loo < Ce/PP) forallt e[z, T —1].

Finally, we can replace the left-hand side by || Dv(¢)||c= by using again Lemma 1.2. Indeed, whenever v
satisfies
—v—Av+V-Dv=A



LONG TIME BEHAVIOR OF THE MASTER EQUATION IN MEAN FIELD GAME THEORY 1411
with V, A bounded, we estimate, for any interval [, r 4 1],

[Dv(®)llce =C  sup [[lv(s) — (V) oo + [[A(S) oo + DV ($) I £2]
se(t,t+1/2)

=C sup [fl(s) = (v(s))lloo + [A(s)lloc]-
se(t,r+1)

Since A = F(x, m(t)) — F(x, m), the previous estimates give the conclusion. O

2. Exponential rate of convergence for the finite-horizon MFG system

In this section we provide several convergence results with an exponential rate of convergence for finite-
horizon MFG systems. The results of this section extend to general Hamiltonians the main results of
[Cardaliaguet et al. 2013] (though requiring slightly stronger assumptions on the coupling F). Although
the results are interesting themselves, they are nevertheless motivated by the rest of the paper, in which
they play a central role.

The method of proof for these exponential rates differs completely from [Cardaliaguet et al. 2013],
where it relied on an algebraic structure of the linearized system. We start with the linearized systems and
first get a crude estimate on the solution. Using the monotonicity assumption, the duality method shows
that a suitable quantity is monotone in time and bounded (thanks to the rough estimate). A compactness
argument, borrowed from [Porretta and Zuazua 2013], then shows that the limit of this quantity must
vanish. We then use the linearity property of the system to get an exponential rate of convergence. The
nonlinear equations are treated as perturbations of the linear ones. Note that the key argument is inspired
by [Porretta and Zuazua 2013], where the long time behavior of optimality systems is analyzed by using
the stabilizing properties of the Riccati feedback operator. However, in contrast with that paper, our
system does not come from an optimal control problem in general, which makes a substantial difference.

2A. Estimates for the linearized system. We now study the linearized MFG system around the stationary
ergodic solution (u, m): namely, given o, vr : T — R smooth with fw o =0, we consider a solution

(v, u) to

—0,v—Av+ H,(x, Du)- Dv = g—Z(x, m)(u(t)) in (0, T) x T¢,
O — Ap —div(uH,(x, Du)) —div(imH,,(x, Du)Dv) =0 in (0,T) x T4, (22)
n(, ) =po, v(T,x)= %(x,’ﬁ)(ﬂ(T))‘f’UT(x) in T%.

Thanks to the assumptions made upon § F'/dm and 6G /dm, and to the smoothness of (i, ), problem
(22) can be considered in a standard framework of weak solutions with finite energy, i.e., v,m €
L?((0, T); H'(T%)). Solutions will eventually be more regular, but we are not considering this issue
here; our main purpose, which is the following result, is to show the L? decay estimates for x and Dv,
assuming the same regularity on the initial-terminal conditions.
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Proposition 2.1. There exist Co > 0, A > 0 such that, if (v, u) is a solution to the MFG linearized system
(22) with [74 o = 0, then we have

@2 + 1 Dv 2 < Cole™ 4+ e TN (||uoll 2 + | Dvrll2)  forallt €0, T.

Let us start the proof with a lemma which explains that the solution is uniformly bounded, with a
bound depending on ||ug]|;2 only.

Lemma 2.2. There is a constant Cy > 0, depending only on the data H, F and G, but not on T, such that,
if (v, u) is a solution of the linearized problem (22), then

T
/ IDvlI7,+ sup (lu@®)3. + 1Dv@)]I72) < Colllpollz> + IIDvrll72). (23)
0 t€l0,T]

Proof. Note that fw n(t) = 0 for any ¢. Multiplying the equation for v by u and the equation for u by v,
integrating in time and space and adding the resulting relations, we have, forany 0 <1, <1, <T,

/ f —(x m, y)u(t, y)u(t, x)dy dx dt
‘|Td -[rd (S t

+/ / mH,,(x, Du(x))Dv(t, x) - Dv(t, x) dxdt:—[/ v,u:| , (24
tH JTd Td

n

s0, by the monotonicity of F and G, see assumption (11),

T
M [Cipviide < [ 0O = @D [ =)
< CAUDVO 2ol + I Dvr 21T o). 25)

thanks to Poincaré’s inequality. Using Lemma 1.1, we have

t 1/2 T 1/2
@2 < Ce™ ol 2 + C[/ lmHpp (-, Dﬁ)Dvlliz] <Ce |pollr2+ C[/ IIDvlliz]
0

2 2 2 2
< Ce ™ |luoll 2 + CUIDVO) [ 5 ol 5 + 1 Dvr | S (DI
For t = T, we get, after simplification,
1/2 1/2
(D)l 2 < Clloll 2 + IDVO) 5 woll5 + 1 Dzl 22,
from which we deduce that
1/2 1/2
sup [114(t)ll 2 < Cllmoll 2 + I DO Nl ol + I Dvr |l 2). (26)

tel0,T]

Note that the derivative v,, of v satisfies

— vy, — Avy, —|—H - Dy, + Dy, [Hp)- Dv=D "'5 F iy @) in 0, T) x T9, o
vy, (T, x) =D xla (x m)(u(T)) + Dy, vr (x) in T,
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where, to simplify the notation, we have set H, = H,(x, Du), etc. Then Lemma 1.2 gives, in view of

)

v e ”(an,[Hp] Dv||Lz+HD
t

our assumptions on 6 F'/dm and G /ém,

log @2 = Ce T ([ Dur 2 + | Dy 52

X,8

)4

T
< Ce T Dvr|l 2 + (D)l 2) + C / e CTNDV 2 + ()] 2) ds
t

x,8

T 1/2
sCe—w<T—’>||DvT||Lz+C([ ||Dv||iz) + Csup [|ie(s)ll 2. (28)
t

s>t
Combining this with (25) and with the estimate for u in (26), we find, for any ¢ € [0, T1],

172 1/2

[Dv(®)|[2 = Clpoliz2 + 1DvO) 5 loll 27 + I1Dvr [l 2).

In particular, for + = 0, we get, after simplification,
1 Dv(0) |2 < C(llollz2 + | Dvrll2),
which jointly with (25) and (26) gives the desired statement. O

Remark 2.3. The above lemma also provides an argument for proving the existence of a solution (v, @)
to (22). Indeed, the a priori estimate (23) allows for a standard application of Schaefer’s fixed-point
theorem by freezing w in the right-hand side as well as in the final value of the equation of v.

/ w0,
‘[rd

where the supremum is taken over the set S(t) defined as

Proof of Proposition 2.1. For T > 0, let us set

p()=  sup
(T,t,p0,v7)€S(T)

S@)={(T,t, o, vr): T =21, t€[r,T —7], llpollz2 <1 and [ Dvr|l2 < 1},

the pair (v, u) being a solution to (22). According to Lemma 2.2, p(7) is bounded for any 7, since, using
that i has zero average, one has for any ¢

= ClluOl 21D ()|l 2

p()v(r)
Td

by Poincaré’s inequality. By definition, the map p is nonincreasing, since S(t) € S(z’) if ¢ > 7. Let us
denote by p the limit of p(t) as T — +00. The key step consists in proving that p, = 0.
Let T, = +00, Ty > 2%y, ty € [Ty, Tn — ], i With [|ugllz2 < 1 and vy with || Dv7 |2 < 1 be such

that
/ /an (tn)vn (tn)
Td

1
Zpoo_ﬁ-
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We set
AU, x) =@ty +1,x), ', x) ="ty +1,x) — (V"(t,)) forallt € [—t,, T, —t,], x € T

By the estimates of Lemma 2.2, the (3", /i) are locally bounded in L?. By parabolic regularity (from
[LadyZenskaja et al. 1968, Theorem IIL.8.1, p. 196] combined with Theorem III.10.1, p. 204, and
Theorem ITI.11.1, p. 211, of the same work), the o and D#" are locally bounded in C%/%¢, while the
@" are bounded in C%/%¢ for some « € (0, 1). So the pair (2", fi") locally uniformly converges to some
(v, w) which satisfies the linearized MFG system on R x T<. Moreover, we have

‘/ M(O)v(O)‘=lim‘/ W (t)V" (tn) | = Poo-
T no|JTd

On the other hand, for any ¢ € R and for n large enough, we have that t, +¢ € [t, — ||, T,, — (T, — |t])], so

f p(tv(r)
Td
The duality equality (24) implies that, for any #; < 1,, we have

1 & 2 "
! ||Dv||Lzs—U ;w] . 29)
151 K I3l

Therefore the map ¢ — fw ©(t)v(t) is nonincreasing, with a derivative bounded above by —|| Dv(0) ||%2
at t = 0, while the map t — |de ,u(t)v(t)| has a maximum po, at t = 0; this implies Dv(0) = 0. As
J7a v(0) =0, we can infer that

=1imf uwt(t, + V" (@, +1)
n Td

slirllnp(fn— |7]) = Poo-

Poc = V n(0)v(0)| =0.
T4

We now prove that p(¢) converges to 0 with an exponential rate. Let 7 > 0 and (v, ) be a solution of
the MFG linearized system with ||« (0)||;2 <1 and || Dvr|;2 < 1. Using Lemma 1.1 and (29), we have,
fort >0and?te[r, T — 1]

t

1/2
@2 < Ce D u(z/2)ll2 + C(— [ / Mv} ) < Ce 2 4 C2p(x/2)]"?,
‘n’d

/2

because u is uniformly bounded in L? (Lemma 2.2). Thus

sup  [ln(®) ]2 < Ce™ ™ 4 (p(r/2)'/?). (30)

telr,T—1]

Coming back to (28), we have, for all ¢t € [27, T — 271],

T—1 1/2
||Dv(r>||LzsCe—w”—’—”an(T—r>||Lz+C(/ ||Dv||’iz) +C sup [lpu(s)llz2
t

selt, T—1]

T—1\1/2
SCe_erC(—[fwu(S)v(S)} ) +C sup  lu(s)lze

seft, T—1]

<Ce "+ Cp' 2 (1) +C(e ™ + (p(x/2))/?), (31)
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because Dv is uniformly bounded in L? (Lemma 2.2). In view of (30) and (31), we can fix t > 0 large
enough so that, for any 7 > 47 and any (v, i) as above, one has

sup  (lu@) 2+ [I1Dv(®)l2) <&,
te[2r,T—27]

where ¢ € (O, l) is to be chosen below. Notice that, by the definition of p and by Poincaré’s inequality,
this also implies p(27) < Ce < ‘—1‘ for a suitable choice of . Now we can iterate the previous estimate.
Indeed, for T > 47, the restriction to [27, T —2t] of (v, 1) is a solution of the linearized MFG system (22)
on [27, T — 2t] with boundary conditions || (27)|[;2 < % and || Dv(T —271)|);2 < % As the problem is
invariant by time translation, we deduce that

sup (@2 + I1Dv@) ) 12) < 3,
(and similarly p(41) < 1/4%). Hﬁ[éfs{aﬁf‘dglrd iteration, this shows that there exists A such that

@2 + I Dv@®)]| 2 < Cle™ +e Ty forall t €[0, T]. 0

Proposition 2.4. Let A be as in Proposition 2.1. There exists Cy such that, if B = B(t, x) satisfies

IB@)ll2 < e +e T, (32)
and if (v, () is a solution to the MFG linearized system
—3v— Av+ H,(x, Dit) - Dv = g—Z(x, ) (u(t)) in (0, T) x T4,
O — Ap —div(uH, (x, Dit)) — div(m H,py(x, Di)Dv) = div(B) in (0, T) x T4 (33)
w©,-)=0, v(T,x)=0 inT9,

then
Il 2+ I1Dv) |2 < Cr((L+)e™ + (A +T)e ™) forallt €0, T].

Proof. Let us first prove that (v, i) is bounded. Multiplying the equation for v by u and the equation for
u by v, integrating in time and space and adding the resulting relations gives, forany 0 <#; <, < T,

t B 0 15}
c—lf IDvll3,dt < — f o —[/ B-Dv.
1 | JTd dg 1 JT4
Thus, by Young’s inequality,

t r L 153
c—lf ||Dv||izdzs—/vu +/ 1B ds.
1 T A1 f

Using the homogeneous boundary conditions at t =0, ¢ = T, we obtain the bound

T T
/annizdrsc/ 1BI, ds.
0 0

This implies, with the same arguments as in Lemma 2.2,

T 1/2
sup [[n() g2 + I1Dv ()l 2 SC[/ ||B||i2j| <C,
1€[0,T] 0
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where the last inequality comes from (32).
For T > 0, we set

p(t) = TSU]%(IIM(t)IIz-i- [Dv () L2), (34)

where the supremum is taken over any 7 > 27, t € [t, T — 7] and any B satisfying (32), the pair (v, u)
being a solution to (33). In view of the previous discussion, p(t) is bounded for any 7.
The restriction (v, ft) of (v, w) to [t, T — t] can be written as
(@, 1) = (01, £1) + (V2, @L2),

where (v1, [i1) solves the homogeneous MFG linearized system (22) with boundary conditions v (T —7) =
v(T — 1) and fi1(7) = u(t), while (03, [12) solves the linearized MFG system (33) on the time interval
[z, T — t] with homogeneous boundary conditions.

From Proposition 2.1, we have, for any ¢ € [t, T — 7],

171 @ll2 + 1D (0l 2 < Cole™ ™7 + e TN (|u(@)ll 2 + 1 DV(T = D) 2)
< C(e M=) 4 g~ MT—t=0)y,
Note that the restriction of B to [t, T — 7] satisfies
1Bl 2 < e [e 77 e HTm0),
So by the linearity and the invariance in time of the equation, we get
222+ 1DVl 2 e *Tp(t—7) forallz e[z, T —1l.
Putting together the estimates of (v1, ft1) and (03, f12), we obtain, for any ¢ > t,

sup  (Ie@)llz +1Dv)ll2) < sup  Cle 7D 4Ty 4 o™ p(s — 1)
selt+t,T—1—1] selt+t,T—1—1]

<Ce ™4 p(1).
Taking the supremum over (v, 1) and multiplying by e*?*%) gives

e)u(f"‘f)p(t_i_r) E Ce)n‘[ _i_e)»tp(t)’

from which we infer that
p(t) <C(1+1t)e ™.

By the definition of p in (34), this implies the conclusion when choosing T = ¢ if t € [0, T /2] and
T =T —1t otherwise. O

Collecting the above propositions we finally obtain:

Theorem 2.5. Let A be as in Proposition 2.1. There exists Cy > 0 such that, if A= A(t, x) and B = B(t, x)

satisfy
IA@) |2 + | B@)|I 2 < M(e™ 47Ty, (35)
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and if (v, ) is a solution to the MFG linearized system
—0,v—Av+ H,(x, Du)- Dv = g—;(x, m)(u(t)) + A, x) in(0,T)xT4,
o — Ap —div(uH,(x, Du)) —div(mHp,(x, Du)Dv) =div(B) in(0,T) x T, (36)
p(0, ) =po, (T, x)= %(x,ﬁl)(u(T))Jrvr(X) in T,
with de o =0, we have
lk@ll2 + 1DV 2 < Co((L+De™ + 1+ e T (| Dr 2 + ol 2 + M)
foranyt e [0, T].
Proof. Let v be the solution to

—3,0— Ab+ H,(x, Dit) - DV = A(t,x) in (0, T) x T4,
(T, x)=0 in T<.

Note for later use that, assuming A < w, we have
IDB(@) ]2 < CM (e +e7*T70), (37)

Indeed, using Lemma 1.2, we have
T
15(1) — (B(t)) |2 < C / e CDNAs) |2 ds < CM(e™™ e M1y,
t

Then the regularizing property of the equation leads to (37).
The pair (vq, 1) := (v — v, u) solves

—0,v—Avi+H,(x, Du)-Dv = %(x, m)(u(t)) in (0, T)xT¢,
Ot —Apy—div(ps Hy (x, Dit))—div(i Hpp (x, Dit) Dvy) = div(B+m H,,y(x, Dit) DY) in (0, T)xT¢,
110, )=, w10 =28 (i) ey (1) +or () in T,
where, by (35) and (37),
| B(t) +mH,,(x, Di)Do(t)|| 2 < CM(e ™ + e 2T 70y,
Using Propositions 2.1 and 2.4, we get
a2 + Do)l 2 < C(L+1)e™ + A+ T)e M=) (| Dvr |l 2 + Il ol 2 + M)

for any ¢ € [0, T']. Recalling the definition of (vy, ;1) and using again inequality (37) gives the result. [

2B. Estimates for the nonlinear system. Now we consider the nonlinear MFG systems. For the finite-
horizon problem, we have:
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Theorem 2.6. There exists y > 0 and C > 0 such that, if (u, m) is a solution of the MFG system with
initial condition mg € P(TY)
—&u—Au+H(x, Du) = F(x,m(t)) in(0,T)x T4,
om — Am —divimH,(x, Du)) =0 in(0,T)x T4, (38)
m(,-)=mo, u(T,x)=Gx,m(T)) inT
then, for some o € (0, 1),

| Du(t) — Dit||civa < C(e™"" +e 7T forallt €0, T],
Im(t) —i|jce < Ce"' +e 7T forallte[1,T].
In particular,

sup  Ju(t,x) —ia(x)— AT —1)| < C.
(t,x)€l0,T1x T4
Proof. We use a fixed-point argument. Let us start with the proof for initial and terminal conditions which

are sufficiently close to m and u respectively. Let K > 0 be small enough and y € (A/2, 1), where A is
given by Proposition 2.1. Let E be the set of continuous maps (v, ) on [0, T'] x T4 such that Dv is also
continuous and

1DVl + @)= < K(e™"" 77 T0).

We suppose that K is such that
m(x) > K forall x e T¢.

We also assume that the initial condition mg and the terminal condition ur are close to m and u (plus a
constant) respectively, namely that pg := mo —m and vy := uy — u satisfy

ol + | Dvrlloe < K 2. (39)

We may suppose further that ;1o and Dvr belong to C* (T4) for some « € (0, 1).
For (v, u) € E, we consider the solution (v, ft) to the linearized system

—0,0 — Av+ H,(x, Du)- Dv = g—;(x, m)(u(t)) + A(t, x) in (0, T) x T¢,
3t — Afi — div(iLH, (x, Dit)) — div(m H,p(x, Di) D) = div(B) in (0, T) x T4,
/1(09')=I’L0’ 5(T9 x)='UT(x) in —l]—da

with
A(t,x)=—H(x, D@ +v))+ H(x, Du)+ H,(x, Dit) - Dv+ F(x,m +p) — F(x, m) — g—rl;:(x, m)(u)
and
B(t,x)=m+wn)H,(x, D(u+v)) —mH,(x, Du) — uH,(x, Du) —mH,,(x, Du)Dv.
We note that m 4+ > 0 on [0, T] x T¢ and

IA@®) ||z 4 [1B@) || < CK2(e72V" 4727 T,
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Here we used that m — (8§ F/dm)(x, m, y) is Lipschitz (uniformly with respect to (x, y)), and H), is
Lipschitz as well.
From Theorem 2.5 we have, as y € (,/2, 1),

1A 2+ 1DF@) |2 < CKA (14 De™ + (14 T)e 770,
We upgrade the previous estimates to L° norms with our usual arguments: from Lemma 1.2 we have
[0(2) — (D(0)) || Lo
g SF
< Ce T ) — s +C [ e (PE o]+ 1400) ds
t
<CK*(1+0)e 4 (1+T)e Ty,

Then, in any interval [¢,  + 1], we have, by using the uniform parabolicity of the equation,

~ ~ ~ SF _ -
ID50e =€ sup [156) = (FD e + | 5 v GO |+ 14Ol |

and this concludes the estimate for || Dv(¢)| . Now, using the bound for Dv and B, we have

2 lloo = C sup [ll2()lr2 + 1DVl + [1B(5) [loo]

se(t—1,t)

and we conclude the estimate for ||i(?)]| 0. Notice that the above bounds hold upto t =0 and r =T by
using the condition (39) assumed on g and vy. Eventually, we obtain that

1A | + 1 DEE) e < CKA((1+1)e™ + 1+ T)e ™ T=D),
Since y < A, for K small enough we infer that
() oo + | D@ ||z < K7V 4+ e 7T

and (v, 1) belongs to E. In addition, & and v — (v) solve linear parabolic equations with bounded coeffi-
cients, so classical parabolic estimates [LadyZenskaja et al. 1968, Theorems II1.8.1, I1I.10.1 and III.11.1,
p. 196] imply that ji and D% are locally bounded in C*/>* for some « € (0, 1), with bounds that only
depend on the L°° norm of the coefficients. In particular, the map (v, u) — (v, ft) is compact and it has
a fixed point (v, ). Then (4, m) := (u, m) + (v, ) is a solution to (38) with terminal condition 7 and
which satisfies the decay

| Du(t) — Dia(t)||co + |m(t) — i) ca < K(e7?" 47 TD),

We now remove the smallness and regularity assumptions on the initial condition mg and the terminal
condition u7. Let (u, m) be the solution to (38). From Lemma 1.7 there exists 0 < 7 < T such that, if
T > T, then the solution to (38) satisfies, again for some « € (0, 1),

m(t) — )l c« + | Du(t) — Diil|ce < K> forallt e[r,T —1]. (40)
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From the first step we conclude that
lm(t) = nitllce + || Du(t) — Diillce < K(e77™9 4e77T=7=0) forallt € [r, T — 7).

Using Lemma 1.1 and changing the constant if necessary, we can extend this inequality for m to the
time interval [1, T']. Moreover, Du(t) — Du also satisfies a parabolic equation with uniformly bounded
coefficients. Thus it is bounded in C'+*/21+¢ (for some possibly different o, depending on the data only)
and we can improve the above inequality for « into

| Du(t) — Dit|| ci+a < C(e 7" +e7T=D) forallt € [0, T].
We finally prove the last bound on v := u — it — A(T — t). Note that v satisfies

—0;v— Av = A(t, x),
where
A(t,x)=—(H(x, Du) — H(x, Du)) + F(x, m(t)) — F (x, m),
SO
IA@®)|IL~ < Ce™ +e7T™D) forallt €[0, T].

Thus, by a standard heat estimate,
T
lv@) L= < Ce= T u(T) ||~ + C f e O A(s) | L= ds < C. O
t

Let us stress that the above proof provides an explicit smallness estimate on D(u — i) and m — m
for initial-terminal data which are correspondingly small. This allows us to derive the convergence of
u’ (0, x) as the time horizon tends to infinity, for the special case with initial measure mq = . This
result is a first key argument in the analysis of the long time behavior of the general MFG system and of
the master equation (Theorem 5.1 and Corollary 5.2).

Proposition 2.7. Forany T > 0, let (u’, m") be a solution to

—ul —AuT + H(x, DuTy = F(x,m™(t)) in(0,T)x T4,
dmT — AmT —divimT H,(x, DuT)) =0  in (0, T) x T4, (41)
m?0,-)=m, u'(T,x)=G(x,m(T)) inTd.

Then there exists a constant ¢ such that

lim u”(0,x)— AT =ii(x)+¢,

T—+o0
where the limit is uniform in x € T¢

Proof. The proof consists in showing that the quantity u” (0, x) —AT —it(x) is Cauchy in 7 in the uniform
topology and converges to a constant. In a first step, we show that there exists T > 0 large enough such
that u” (T — 1) and uT/(T’ — 1) are close in L* for T, T’ > 2t. Then we use Theorem 2.6 (and its proof)

to extend this proximity up to time ¢ = 0.
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Let us fix € > 0 small. Theorem 2.6 states that
IDu” (t) — Dit|| ci+a + |mT (t) =)z < C(e7 +e 7T forallr e[l,T], (42)

for some constant C independent of 7. Fix t large enough and let 7, T’ > 2t. If we consider
@’ "y, x) == @7, m")(¢ + T,x) and @7, m")(t,x) := @7, m")(t + T’, x), which are both
solutions of the MFG system in (—t, 0), the energy inequality gives

0 0
c—‘/ " +m")p@a" —a")? < —U @’ ey —a" @)’ (1) —n%T’(t))}
—7 JTd Td —7
< Td(ftT(—r)—ﬁT’<—r>>(n%T<—r)—n%T’<—r>>,

where we used that (47 —47)(0) = G (x, m” (0)) — G (x, m”'(0)) and the monotonicity of G. Using (42)
and the fact that 7, T’ > 2t we deduce that

0

A A / A ~A / —

/ @ +m"HDGT —aTH))? < Cce T,
—T ‘H’d

where C is independent of 7', T. Now we apply Lemma 1.1 and (42) to m” —m?" in the interval (—t, 0)
and we get

0 1/2
lm” @) —m" ()2 < Clim” (—=7) —m’ (—r)||Lz+C<f f(mT)2|D<ﬁT—ﬁT)|2dr) <Ce™ T,
T JT4

In particular, by the assumptions on F, G, there exists C > 0 such that

sup || F(x, m! (1)) = F(x,m” (t)llz= + |G (x, mT (0)) — G(x, T (0))||z= < Ce™".
te(—1,0)

By the comparison principle between 4”7 and &7 in (—t, 0), we conclude that
la" (=) =" (=D)lloc < C(1+ )77,
Hence we can choose 7 sufficiently large such that
" (T =) —u" (T =Dl < & 43)

for any T, T' large enough.
Now we extend the proximity of u” and ul” up to time ¢ = 0. Recalling that, by (42),

1Du"(T —7) — Ditl|oc < ¢
for any T large enough, there exists co(7") such that
" (T —7) =it = &o(T) |0 < Ce. (44)

Note that (43) implies that (co(7")) is Cauchy as T — 400 and thus converges to a limit c. Let y > 0 be
defined in the first step of the proof of Theorem 2.6; since (u”, m”) satisfy (39) with K =¢'/2, we can
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choose & small enough so that the fixed-point argument of Theorem 2.6 applies. Then, the restriction of
u”,mT) to [0, T — 7] satisfies

I Du’ (t) — Dit|| o + |mT (1) = ii)loo < €27 +e7T=7D) forallse0,T —1]. (45)

Integrating in space the equation satisfied by u” — i1, we get

‘/ @) —u' (T —7)) = MT — 1)
Td
T—1
< / |H(x, Du") — H(x, Di)| + |F (x,m" (t)) — F(x, m)| dx dt < Ce'/%.
0 Td

Using (45) (at time = 0 and at time t = 7 — 1) and Poincaré’s inequality, we infer therefore that

u” (0) —u” (T —7) = M(T — 1) [loo < Ce'/%. (46)
Combining (43), (44) and (46), we conclude that, for any T, T’ large enough,

" (0) — i = Go(T) = AT — D)lo = Ce' 2.
From this we can deduce that (u” (0, x) — AT) converges uniformly to i#(x) + ¢ as T tends to oo. Il

We also deduce from Theorem 2.6 crucial estimates for the linearized system around any solution
(u, m) of (38).

Corollary 2.8. There exists y > 0 and C > 0 such that, if (u, m) is a solution of the MFG system (38),
and if (v, p) is a solution to the linearized MFG system

—Btv—Av+Hp(x,Du)-Dv:%(x,m)(u) in(0,T)x T4,
o — Ap —div(uHy(x, Du)) —divimHp,(x, Du)yDv) =0 in (0,T) x T,
p(, ) =po, (T,-)= g—g(x,m(T))(M(T)) in T,
with [1q 1o = 0, we have
@iz + 1DV 2 < Ce™" + 7T uoll 2 (47)
and, for some a € (0, 1) depending only on the data,

sup |[v]lcz+e < Cllpoll(c2tey- (48)
t€l0,T]

Proof. We first need a priori estimates on (v, w). To this end we assume that (g € L*(T%), and we proceed
exactly as in Lemma 2.2 obtaining

T
/f m|Dv[*+ sup (|n®)ll3,+ I1Dv(®)ll72) < Collroll- (49)
0 JTd t€[0,T]
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Next we note that (v, w) is the solution to (36) with

A= —(Hy(x, Du) — Hy(x, Du)) - Dv + g—n];(x, m(1)) (1)) — g—Z(x, m) (1)),

B = u(H,(x, Du) — H,(x, Du)) + (mHp,(x, Du) —mH,,(x, Dit)) Dv

and
v (0 = 35 (e, m (1) (u(T)) = § (x, ) (u(T)).
Note that
|A®I;2 = CllDu = Dl | Dvll 2+ Cay (m(e), i) 1202
while
IBONz2 = CllDu = Dillo (1)l 2 + C (i m(0), ) + | Dutt) = Dilloo)| Du(®)] .2
and

lvrll = Cdi(m(T), i) || (Tl L2

Here we used once more that m — (§F/dm)(x, m, y), m+> (8G/dm)(x, m, y) and p — H,,(x, p) are
Lipschitz.
Using Theorem 2.6 and (49), we deduce

TAD 2+ IB®) 2 < Cllgoll g2 (e +e77T7),
Then Theorem 2.5 (used with A = y) and the bound (49) imply
ln@®llz2 + 1DVl 2 < C(A+0e™" + 1+ T)e” T ol 12

So we deduce (47), possibly for a smaller value of y.
Now we upgrade the above estimate by using weaker norms for w and stronger norms for v. For this,
we use Lemma 2.9 below, which states that

Ie(Mliz2 = Clipoll (c2+ay-
Applying our previous estimate (47) to the time interval [1, T'], we find that, for any > 1,
In@ll2 + D)2 < Ce ™V 47T () 2
< Ce™ +e TN poll crrey-

Lemma 2.9 also states that

sup |[[v(#) = (v(®))llc2+a + sup [l (D)ll(c2+ey = Clltoll(c2tay, (50)
1€[0,T] 1€[0,T1

so we also have

sup [IDV(D)llz2+ sup (Dl cavey < Cllptollcsay-
t€l0,1] t€(0,1]

Integrating in space the equation for v and using the above bounds on Dv and px then implies

{v())| < Cllpoll(c2tey forallz €[0, T].
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We can then deduce (48) from (50) and the above inequality. U

Lemma 2.9. Under the assumptions of Corollary 2.8, there exists a constant C > 0 (independent of T,
mo and (o) such that

sup [[v(®) — (W) lc2te + sup ()|l c2tey + |t (D 2 < Clloll 2oy
1€l0,T] 1€[0,T]

Proof. The estimate (49) gives

i T
c// m|Dv|2§/ / mH,,,,(x,Du)Dv-va/ v(0) g, (28]
0 JT1¢ 0o J1¢d T

where we used that (§G/dm)(x, m(T)) is a nonnegative operator. By duality, we also have

/ W()E = — f / mH,,(Du)Du- D + / )0,
Td 0 JT1d Td

where i solves (for some smooth terminal condition & at time ¢)

{—a,w — Ay + Hy(x, Du)- Dy =0 in (0,1) x T4,
Y(t,-)=£& in T<.

Since, by Lemma 1.2, ||¥(s) — (¥ (s)) |12 < ce U9 & llz2, we have by standard estimates

// |Dw|25||s||§+0/f W — ()P < CLEIR.
0JTd 0 JTd

Therefore,

t 1/2
/w u(t)§ < C(/O /w mIDv|2> &2 + 1Y (0) = (¥ (O | c2+e [l o ll (c2+y -
From (51) we deduce
A 0 < C(1(0) = Ol c2ve lollcrvey) 1€ 2 + 1 O) = (PO lczve ol crey.  (52)

To estimate last term, we note that, if # < 1, we have by Schauder estimates that

1¥(0) = (¥ (0) | c2+e < ClI || 2o,

while, if r > 1, we have, by Schauder interior estimates

¥ (0) = (¥ (0) lc2+e = CllY (D) = (Y (D)2 = CllEll 2 < ClIE ]l c2te- (53)
Coming back to (52) and taking the supremum over the & with || & || -2+« < 1, this implies
1/2 1/2
sup |1 ()| c2+ay < C([10(0) = (WOl 2 1201l vy + IR0l (c2tay ) - (54)
tel0,T]

Similarly, from (52) and (53) we also estimate

(D2 < C(I0O0) = O 110l 21y + oll c20ey). (55)



LONG TIME BEHAVIOR OF THE MASTER EQUATION IN MEAN FIELD GAME THEORY 1425

We now have to estimate v(0) — (v(0)). First we have, by Lemma 1.2, that for any ¢ € [0, T']

v(t) — (W) ||oo < e @T=D

T
55 (v m(rnp(m)| _+ f e 8 msn | s
m o0 t m 00

= Csup [|u@)|l(c2tey, (56)
[0.7]

where we used that § F/8m, §G/Sm are C*** with respect to y. We also estimate Dv in L? in terms
of the same quantity due to Lemma 1.2. Next, the regularizing property of the equation for v — (v)
[LadyZenskaja et al. 1968, Theorem IV.9.1] implies that, for any ¢ € [0, T — %] and any 8 € (0, 1),

@) = O)llcres < vt +35) = (v +3))|,+C sup  [u)llc2eay
seft,t+1/2]
< C sup ()|l (c2+ey,
[0,7]
(where the constant depends on 8). Then considering the equation for v,, (fori € {1, ..., d}) and using
the uniform C? regularity of u as well as the C? regularity of D, (8 F/8m) in the y-variable as in (56),
we obtain in the same way, for any 7 € [0, T — 1]
log, Dllcres < v (t+3)] o +C( sup [DvS)lloo+  sup  [[(s)llc2ray)
selt,t+1/2] selt,r+1/2]
< C sup [|u(s)l(c2rey-
[0,7]

Choosing 8 = «, we have proved therefore that

sup  [[u(s) = (W)l < C sup (®)llc2vey-
s€[0,T—1] s€[0,T]

Using this inequality for [|[v(0) — (v(0)}|| c2+« in (54) then gives

sup ([ (@)l (c2rey = Clipoll 2ty
1€[0,T]

which in turn implies

sup  [[v(s) = (V($)) | c2e = Cllpeoll (c2tay-
1€[0,T—1]
Note that we can extend this inequality to the time interval [T —1, T'] by using the regularity of the equation
satisfied by v on this interval, the regularity of the terminal condition and the bound on || (2) || (c2+«y -
In the same way, from (55) we obtain

[z = Clirollca+ay- O

Remark 2.10. In order to estimate v in the C? norm, we have used in Lemma 2.9 the regularity condition
(FGc) on the couplings. However, by only using condition (FGb), we could similarly obtain a milder
estimate as

sup [[v() — (v(®))llct + sup [lu@®llcry = Cllrollcry- (57)
1€[0,T] 1€[0,T1
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Indeed, an estimate similar to (56) would hold in terms of || (#)||(c1y by using condition (FGb) since

o) — (V1)) [loo < e TV

T
59 (v m(rnu(m)| _+ f e 8L ey _as
m o0 t m 00

< Csup [y
[0.T7]
where we only used that (SF /8m,8G/8m are C! and globally Lipschitz with respect to y. Under the same
condition the estimate for Dv in L°° would follow. Eventually, with the same strategy as in the above
proof, by using C! rather than C>** and using estimates on v, we would get (57).

3. Exponential rate of convergence for the infinite-horizon MFG system

We now study the infinite-horizon discounted problem and show an exponential convergence towards a
stationary solution. The existence of this solution is new, as well as the convergence rate towards this
solution. The method of proof is close to the one employed in the previous section for the finite horizon.

3A. The stationary solution of the infinite-horizon problem.

Proposition 3.1. There exists 8o > 0 such that, if § € (0, 8), there is a unique solution (i’, m®) to the
problem (7). Moreover, for any é € (0, §p),

1Dt [loo + 81128 lloo + 17% |loe < C and  m®(x)>C7' forallx e T?,
Jfor some constant C > Q.

Proof. The existence of a solution can be achieved by a standard fixed-point argument, so we omit it. In
the same way, the regularity of i® and 7%° is standard. The strong maximum principle implies that m? is
bounded below by a constant independent of §. For proving the uniqueness, we argue as usual by duality,
see [Lasry and Lions 2007]: Let (11, m) and (u;, m3) be two solutions. We multiply the equation for
uy — up by m; —my and the equation for m; —my by u; — u,, we integrate in time and space and add the
resulting quantities to obtain, by Poincaré’s inequality,

C D —u)3, <8 /d(ul —uz)(my —my) < C3||D(uy — u2) || g2llmy —ma| 2.
T

Thus
ID(uy —uz)lp2 < Céllmy —mz||2. (58)

On another hand, by Corollary 1.3, we have
lmi —mall2 < Cl|Hp(-, Dur) — Hp (-, Duz)|l;2 < Cl|D(uy —uz)ll2 (59)
For § small enough, we deduce from (58)—(59) that m| = m, and Duy = Du,, whence u; = us. U

We now note that the solution (i°, n_q‘s) is close to (u, m), where ():, u, m) is the solution of the ergodic
problem (2):
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Proposition 3.2. We have
18i° — Alloo + 1D @@ — )|l 2 + | — |l 2 < C8Y2.

Proof. We use again the duality argument (consisting in multiplying the equation for u® — it by m® —m

8

and the equation for m® — s by u® — i, integrating in space and adding the resulting quantities) to get

CHD@ — )7, < /d(aﬁ‘S — )’ — ) < C8||Dit’||oo < C8.
T
Thus
ID@ =2 < C8Y2.
By Corollary 1.3, we have
I —iil2 < CID@ — |2 < €52,
The estimate between 8it® and A then comes from the comparison principle. O

3B. Exponential rate for the linearized system. Let (i®, m®) be the solution to (7). We consider the
linearized discounted problem around this solution

—3v+8v— Av+ H,(x, Di’) - Dv = g—Z(x, m®)(u(1)) in (0, +00) x T?,

O — Ap — div(uH, (x, D)) — div(m® H,, (x, Dia®)Dv) =0 in (0, +00) x T4,  (60)
w(, ) =po inTY, v bounded,

with fvd no = 0. As in Section 2A, the existence of a solution to (60) can be proved for pg € L*(T%)
by using fixed-point arguments and relying on the conditions enjoyed by é F'/dm and the smoothness of
(%, m®). In particular, one can first solve the system in a finite horizon ¢ € (0, n) with terminal condition
v(n) = 0, and then obtain a solution to (60) by letting n — co. Since § > 0, here ||6F /8m||s6~" is a
uniform bound with respect to n and leads to a bounded v in (60).

In the rest of this section, we are going to show that v actually enjoys a bound which is uniform in §
and that 4, Dv decay exponentially in L? as r — oo, uniformly with respect to 8.

Lemma 3.3. Let (v, i) be a solution to (60). Then we have

/ u@v() =0 forallt >0
‘[rd
and there exists a constant Cy > 0, independent of g and &, such that, for any t > 0,

()l 2 + 1 Dv() 2 < Collpoll 272

%y and p (i.e, we multiply the equation for e ~%’v by u and

Proof. We consider the duality between e~
the equation for u by e~%"v, we integrate in time and space and we add the resulting quantities); using

properties of (s, ms) from Proposition 3.1 we get

! [T v R dr < —[e—‘” /, v(t)u(t)} . (61)

n n
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Next we claim that
o0
c! / D)3, di < / 10v(0) = Clluoll211v(0) = (O 2. (62)
0 T

This inequality is obvious from (61) if we know that the limit e fw v(t)u(t) vanishes as t — 4o00.
For this we need a first rough bound on x. By Lemma 1.1 we have

t 1/2
Iz < Ce™ ol 2 +C[/ IDv(s)]7. ds} :
0
By (61), we get

t 1/2
I ll2 < Ce ™ uoll 2 + Ce®'/? [ / e | Du(s) |13, ds}
0

1/2

_ — 1/2
< Ce™™ |loll 2 + Ce™ w2l oll 2 + 211,21,

SO

()2 < Cse®2,

where Cs depends on 1o and 8. This inequality then implies

lim e /Tdu(t)v(t) =0

t—+00

and (62) holds. Note that (61) implies that the map t — e~ fw w(t)v(t) is nonincreasing, and we just
proved that it has limit O as ¢t — +oco. Thus it is nonnegative.
In light of (62) we revisit the estimate of . We have

! 1/2
In@®llz2 < Ce™ llpoll 2 + Ce™/? [ / e 1DV ()72 ds}
0
o 1/2 1/2
< Ce™||poll 2 + Ce™ 2l poll 5 1v(0) — (w(ON,5.

We plug this inequality into the usual estimate for v (Lemma 1.2): for any 0 <t <1y,
o) — ()l L2

141
< Ce D lu(ty) = (v(t)) || 2+C f e S0 u(s) | 2 ds

t
n
< Ce™ D u(r)—{v(t)) | 2+C f =200 (&7 | oll L2 A+Ce™ 2 ol S 11w ©0) — (v (O))11,5°) ds
< Ce™ D lu(t)— (v () | 2+C l ol 2e ™ +Cll ol 5 10 (O)— (v (O)) I 572,
Letting #; — +o00 gives
() — (WO)llz2 < Cllwoll e + Cllnoll 5 1v(0) — (WO || ,5 e/
Choosing ¢t = 0 and rearranging we find

[v(0) = (v(O0)) [l 2 < Clioll L2
So we have for any t > 0

L@l 2 + @) — WE) 12 < Cliuoll 277>
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We can then conclude by Lemma 1.2. U

Proposition 3.4. Let (i®, m®) be the solution to (7). There exist 8y, Cy, . > 0 such that, if (v, p) is the
solution to (60) associated with (i®, m®) and fw o =0, and if § € (0, &), then

IDV()lz2 + 11 @)l 22 < Collpoll2e™ forall 1 > 0.
In particular,

vl < C.
Proof. Let us set
P’ (t) :=supe™ / NOLION
T

Mo

where the supremum is taken over ||oll;2 < 1 and where (v, i) is the solution to (60) with initial
condition w(0) = wo. In view of the inequality (61), the map 0% is nonincreasing. Moreover, Lemma 3.3
states that p®(¢) is bounded independently of § and nonnegative. Then we set

p(t) =limsup ,0‘S (1).
§—0

Note that p is also nonincreasing, nonnegative and bounded. We denote by po its limit as t — +00. We
claim that po, = 0.
Indeed, let 1, — +o00, 8§, — 0, and ug with ||ugll 2 < 1 be such that

e ot / W ()" (1) = poo — 1
Td n
We let, for s € [—1,, +00),
0"(s) = e Pty +5) = (V1 (@0)), @) = e (1 ).

From Lemma 3.3 we know that 9", D9" and 1" are locally bounded in L. As the pair (", i) satisfies an
equation of the form (60), standard regularity estimates for parabolic equations with bounded coefficients
[LadyZenskaja et al. 1968, Theorem II1.10.1] imply that 3", D" and i" are locally bounded in C#/2:#
for some 8 € (0, 1). Therefore, up to a subsequence, denoted in the same way, (0") converges to v and
(n™) converges to fi locally uniformly, where by linearity (v, &) solves

{—8“7 — AV + H,(x, Di®) - DY = g—:;(x, m®) () in (—o0, 0) x T?,
d it — AL — div(LH,(x, Dit®)) — div(m® Hp, (x, Di®)Do) =0 in (—o0, 0) x T¢.

For any s <0 and any 7 > 0, we have, for n large enough,

/ ST (s) = e Ol / WA V" (1 +9) < e p%n (1, 4 5) < ¥ % (1),
T T
SO

/W R($)v(s) < p(1).
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Letting T — +o00, we find therefore
/ 1(s)v(s) < pso :f 1 (0)v(0) foralls <O0.
T¢ T¢

However fw f(s)v(s) is nonincreasing, so we also have the reverse inequality, and we deduce that this
quantity must be constant in (—oo, 0]. The duality relation (consisting as usual in multiplying the equation
for v by [t and the equation for & by v, integrating in time and space and adding the resulting quantities)
then implies Dv = 0 for any ¢ < 0, which gives po, = 0.

Next we claim that there exist y > 0, C > 0 and &g > 0 such that, for § € (0, §y), one has

p%(1) < Ce™" forallt > 0. (63)
Indeed, let ¢ > 0 small to be chosen later and let 7 > 0, &9 > 0 be such that
p’(t)<e forallr> Ty, 8 € (0,8). (64)

Fix 6 € (0, §p) and let (v, i) be a solution to (60). Inequalities (61) (combined with the fact that fvd v
is nonnegative) and (64) imply

15)
/ e IIDv(s)|172 ds < Cellpolly,  forall o1, 12 > To, 8 € (0, &)

13

Revisiting the estimate for ©, we have, for any #; > 0,

To+t 1/2
l(To + 1)1l L2 < Ce™" IIM(T0)||L2+C[f IDv(s)]17 dS} ,
Ti

0

s0, using Lemma 3.3 and the above estimate on Dv,

To+n 1/2
1Ty + 1)l < Ce™ 2] g | 2 4 CH Tt/ [/ e Du(s) I dS]
To
< Cllpoll 2> T2 (e~ (@+8/D1 4 1/2y

We choose #; large enough (independently of ¢ and § € (0, )) so that Ce™®" < % and ¢ so small that
Ce'/? < Alf. Setting T := Tp + ¢4, this yields

Il (@)llz2 < Slloll 2”72 (65)

Fix (v, ) a solution to (60). The pair (v, i) := (v(r + -), u(z 4 -)) is also a solution of (60) with initial
condition 2(0) = u(7). Since the equation is linear in wg and the quantity fvd w(t)v(t)is homogeneous
of degree 2, we have therefore

eét/l AO(@) < |u@ll7.0° () forall >0,
T

where
—5t ~ ~ __ 8t —8(t+1)
e /M(I)v(t)—e e /M(I+f)v(t+f)-
Td Td
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This implies
0 o) < 0 0,
Recalling estimate (65) and taking the supremum over ||uo|;2 < 1, we find

P’ (t+7) < 5p%(t) forallt > 0.

This easily implies (63).
We can now come back to the estimates of  and v for a given solution (v, u) of (60) with § € (0, &).
For ¢ > 0, we have, using Lemma 3.3, (61) and (63) successively,

t 1/2
Il 2 < Ce 2 lu(t/2) 2 + C[ / IDv(s)]I7, ds}
t/2

t 1/2
< Ce™ P2 ]| 2 + Ce‘”/z[ / eI Du(s)17- czs]
t/2
< C”M()”Lz(e—wl‘/z—i-&‘/z+e§t/2—]/l‘/4).

For § small enough, this implies

At

Iz < Climoll2e™™  forallz =0,

for some A € (0, w). Thus, by Lemma 3.3 applied on the time-interval [¢/2, +00),
IDv(D)l2 < Cll(e /D) 2e"* < Clipoll 2™

for some possibly different A > 0. The bound on ||v|| follows directly from the equation for v and our
regularity assumption on 8 F'/§m, which implies

182 e m®) || < Clulze < Clliollze™  forall 1 > 0. -
[e.¢]

In the next step we study a perturbed discounted linearized problem.
Proposition 3.5. Let (v, ) solve
—3v+8v— Av+ H,(x, Dii®) - Dv = g—:;(x, m®)(u(t)) + A(t, x) in (0, +-00) x T4,
dp — A —div(uH, (x, Dii®)) — div(m® H,,(x, Di®) Dv) = div(B(z, x)) in (0, +00) x T¢, (60)
w©,-)=po inTY, v bounded,
with fw wo =0, |[nollz2 <1 and assume that, for some y > 0,
IAD 2+ 1B 2 < e forallt = 0. 67)

If § € (0, 8y), then
@2 + I1DvO 2 < CA+1)e, (68)

where 6 := y A A and 8y, A > 0 are defined in Proposition 3.4.
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Proof. Using Proposition 3.4 and the linearity of the equation, we can assume, without loss of generality,
that po = 0. We first assume that A = 0. Throughout the proof, the constant C can depend on y .

Let us start with preliminary estimates. The duality identity (i.e., the equality obtained by multiplying

—ot

the equation for e~%"v by  and the equation for u by e~ v, integrating in time and space and adding the

resulting quantities) here implies

! [T e v ds < —[e‘” /, v(S)M(S)] o[ eTBokas @)

h n n

One can check, exactly as for the proof of Lemma 3.3, that

lim ™% fT ) w(HHv(r) =0.

t—+00

Then the inequality (69) and our assumption (67) on B imply
+00
/ e ¥ || Dv(s)]17. ds < C.
0

Arguing as before, we derive for p that

t 1/2
@2 < C[/O I Dv()II3 + 1Bl dS]

t 1/2
<Ce? [ / e (IDV($)I7: + 1 BO)II72) ds] <.
0
Thus, applying Lemma 1.2 (with T — o0) to e~%'v, we deduce
+o00
e lu@) — ()2 <C / e u(s) || 26 ds < Ce™/,
t

which gives
o) — () |2 < Ce™/2.
We set
pP(1) = suple ™ (In(0) 12 + I (1) = (L) 2],

where the supremum is taken over the B that satisfy (67) and where (v, i) solves (66) (with A =0 and
o = 0). Fix a solution (v, ) to (66) with A =0 and g = 0 and let us consider its restriction to a time
interval [7, +00). We can write

(v, w) = (vy, ) + (v2, K2),

where (vy, 1) solves on [t, +00) the homogeneous equation (60) with initial condition w;(t) = u(7)
and (vz, ) solves on [7, 400) the inhomogeneous equation (66) with u>(r) =0 and A = 0. By
Proposition 3.4 we have, for § € (0, &),

1 (z + )2 + 1Dvi(z + 1)l 2 < Coe ™ [|u()ll 2 < Coe ™ e’™/* forall t >0,
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while, as the restriction of B to [t, +00) satisfies

I|B(t +1)||2<e YTe ¥ forallt >0,
we have
2T+l 2+ o2t +1) — (va(T + 1)) 12 < e VT p%()e®  forall r > 0.
So
(@ + D)l + v +0) = + D)2 < Ce e 4777 p ()™
Multiplying by e %¢*®) and taking the supremum over B leads to
pé(f +t) < Ce*(}ri*ﬁ)t + e*(}/+3)rp8(t).

Setting # := y A A and considering the inequality satisfied by 9" p?(¢), we then obtain the exponential
decay of p°
pP(1) < C(L+1)e” O,

which implies, by the definition of P’ (1), that

Sl;p(llu(t)llL2 +llv(@) = W)l 2) < CA+ne™.

Once more we observe that, by Lemma 1.2, we can estimate ||Dv(¢)||;2 in terms of ||u(?)|;> and
lv(t) — (v(t))]l ;2. Hence (68) is proved when A = 0.
It remains to consider the case where A £ 0. Let v, be the unique bounded solution to

—0;v1 + v — Avy + Hp(x, Dﬁ‘s) -Dvy =A(t,x) in (0, +00) x T,

s

Using as before Lemma 1.2 for e °'v; and with T — 0o, we estimate

o0
o1 () — (0 ()2 < C / @O A(s) 2 ds < Ce ™.

t

Finally, using again Lemma 1.2 gives
1Dl 2 < Ce™".

Note that, if (v, w) is the solution to (66), then (v —wvy, 1) solves (66) with A=0and B’ = B+n_15prDv1 s
s0, applying the above estimate gives

@2 + 1DV 2 < C(1+1)e™™,
where 6 :=y A A. O
3C. Exponential rate for the nonlinear system. We now consider the infinite-horizon discounted non-
linear MFG system (5). Let us recall that this system is well-posed and that we have Lipschitz estimates:
Lemma 3.6. Under our standing assumptions, for any 8 € (0, 1) there exists a unique solution (u®, m®)

to (5). Moreover, for any o € (0, 1), there exists a constant C > 0, independent of &, such that

| DUl || cvarziva + sup  [[m?(1)]loo < C.
te[l,00)
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Proof. Existence and uniqueness of the solution rely on standard arguments, discussed for instance in
[Lions 2010]. In particular, the unique solution can be obtained as limit of solutions in horizons 7,, — oo

with the terminal condition u(7}) = 0; this way one can prove, exactly as in Lemma 1.5, that Du® is

8

uniformly bounded, and one also has a uniform bound for 186 ||l o. As a consequence, m° is uniformly

bounded in [1, +00) thanks to Lemma 1.1 and is (uniformly) Holder continuous in time with values in
P(T4); see estimate (17). Finally, by considering the equation of (u° )x;» namely

3 (), +8W’)y, — AW’)y, + Hy, + Hy - D(u®)y, = Fy,,

the parabolic regularity applied in any interval (¢, ¢ + 1), jointly with the uniform bound already found
for || (u®) x |loo, implies the desired estimate upon Du®. More precisely, by only using that F(x, m) is
uniformly bounded, and the bound on H, and H,, we deduce a bound for (u‘s)xi in C(He)/2.14a for any
a € (0,1). (|

The main result of this part is the following exponential convergence of the discounted problem.

Theorem 3.7. Let (u®, m®) be the solution to the discounted MFG system (5). There exist y, 8o > 0 and
C > 0 such that, if § € (0, 8), then

IDWl(t) —i®) ||z < Ce™" forallt >0, (70)
lm®(t) — ||~ < Ce™" forallt > 1. 1)

Proof. The proof is very close to the proof of Theorem 2.6. Let
E:={(v, ), [Dv®)]lz=+ @)= < Ke 7},
where K > 0 and y > 0 are to be chosen below. We assume that K is small enough so that
m’ > K inT%
We also assume that the initial condition is close to m?%, namely g := mqo — m® satisfies
ol < K.
We consider the solution (v, fi) to (66) with initial condition 1 (0) = g,
A(t,x) = —H (x, D(#i°+v))+H (x, Dit®)+H,(x, Dit®)- Dv+F (x, m’+p)— F (x, n‘qa)—g—:;(x, m®)(w),
B(t,x) = (m°+p) Hy(x, D@’ +v))—m’ H,(x, Dit®)—wH, (x, Dit®)—m’ H,, (x, Dii’) Dv.

We note that
IA@) ||z 4 1B@) || < CK 272",

From Proposition 3.5 we have

@)z + DT 2 < CK2(1 +1)e™",
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where 8 := 2y A L. Using the smoothing properties of § F/§m and the parabolic regularity of the equation
satisfied by v — (v), exactly as in Theorem 2.6 we can upgrade the above estimate to

IA(O]loo + DT oo < CK2(141)e™"".
So if one chooses y € (0, A), we infer that
(O] L + 1D |1 < CK2e™".

For K small enough, this implies that (9, ji) belongs to E. Note that o, D% and j are bounded in C%/%¢
because they solve parabolic equations with bounded coefficients. So the map (v, u) — (v, [t) is compact
(say in W1 x L>°) and thus has a fixed point (v, «®). Then (u?, m®) := (@®, m®) + (v?, u®) is a solution
to (5) which satisfies the decay

Im® (1) — m®|loo + 1D’ (1) — @®)||oo < Ce™?" forall t > 0.

It remains to remove the assumption on the initial condition mg. For this we only need to show
that there exists a time 7 > 0 such that, for any mg € P(T?), the solution (u®, m®) of (5) satisfies
|m®(T) —m®|| o < K2 Indeed, we can then apply the previous result to the restriction of (u®, m%) to the
time interval [T, +00).

By the duality relation (consisting here in multiplying the equation for u® — iz’ by m® — m® and the
equation for m® — m® by u® — it®, integrating in time and space and adding the resulting quantities), we

have
%) 15}
c! / e ID (1) — i) |17. dt < —[e—‘” / (u’ (1) =) (m® (1) — n‘f)] : (72)
I3 Td 1
Thus
+00
c! / e IDW (1) — i) |I7. dt < / (u’(0) =) (mo —m®) < C (73)
0 T¢
because u® is uniformly Lipschitz continuous in space (see Lemma 3.6). As u’ :=m® —m? satisfies

g’ — Ap’ —div(u’ Hy(x, Du’)) = div(m® (H,(x, Dii®) — H,(x, Du®))),

and still using the fact that Du® is bounded, Lemma 1.1 implies that, for any ¢ > 1,
t 1/2
Im® (@) =i 2 < Ce= "V lm® (1) — | 2 + C™ 72 [ / e IDW (s) — )72 ds} :
1

Recalling that m?® is bounded in L>® (Lemma 1.1), we find

8t/2

|m®(t) —m®|| 2 < Ce for all r > 1.

Let T > 2 to be chosen below. Coming back to (73), there exist #; € [1, T] and t, € [3T + 1, 4T] such that

s _ C
e DWW (1) — )3, < -
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Then from (72) we deduce

%)
c! f eI DW’ (1) — )|, dt

n
< e DG’ () = @) 2llm® (0) = |2 + e D’ (1) — @) |2 llm® (1) — [l 2 < CT V2.

Then, as ) <T <3T +1 <1, <4T, we have, for any ¢ € [2T, 1;],

th 1/2
m? (£) —m®|| 2 < Ce™CT=mb (1)) —m® || 12 + Ce’2/? [ / e MDD (t) — i®)|3 dr}
n
< Cefa)TezST/Z + Ce28T T71/4‘ (74)

Notice that, by choosing T large, and then § small, the above inequality implies that m® () — m?® is
sufficiently small for any ¢ € [27, 3T']. In order to conclude, we only need to upgrade this estimate to the
L norm.

To this end, recall that w® := u?

— it® solves the equation

—3w’ 4+ 8w’ — Aw® +V? . Dw’ = F(x, m®(r)) — F(x, m®),
where V4 = fol H,(x, Dit® + sD(u® — i®)) ds is uniformly bounded. Since we have, by Poincaré’s
inequality,

e 2w’ (1) — (W (1) 17, < Ce | Dw’ ()3,

=< p—}
- T
applying Lemma 1.2 to e =% w? we deduce that, for t € [2T, 2T +2],
15}
lw (1) — (Wl (1)) | 12 < Ce 27D wd (1) — (P (12)) || 25~ 4-C / e 0 1m? (5) —m? || 2797 ds
t

e(S(tftz/Z) t
< Ce— @D 7 L C(e T AT LT T 1/4) / e~O6=DBU=8) g
t
where we also used (74). Recalling that t € [2T, 2T +2] and t, € [3T 4+ 1,4T], we have t — /2 > 0, so
if § is small enough compared to @ we conclude that
lw® (1) = (W’ )l 2 < Cle™ T2 42T T4,
We apply once more Lemma 1.2 to estimate Dw?(t) in (2T, 2T + 1): we deduce that
1D (1) — )2 < Cle™®T? 4 XTI

for every t € (2T, 2T +1). In fact, since D(u’(r) — i®) is bounded, a similar estimate actually holds in
L? for all p < oc:
IDWE (1) — @) || 1r < C(e=@T/P 4 MT/PT=1/2P))

Recalling the estimate (74), by parabolic regularity used for the equation of u’ in the interval
(2T, 2T +1), we conclude that the L norm of M‘S satisfies a similar estimate for, say, ¢ € (2T + %, 2T + 1).
In particular, we can fix T large and &g > 0 small such that in this interval we have M8 (1) —m®|| o < K2
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for any § € (0, 8p). We notice that the choice of T (and so §p) only depends on K, which is only dependent
on the data. This means that the estimates (70) and (71) have been proved to hold for t > Tz, for some
Ty only depending on the data. On the other hand, the global gradient bound implies

ID@® (1) — )| < Ce™ TR

for some constant C > 0 and for every t € [0, Tg] and a similar estimate holds for |mé () — m®|| L~ for
t € [1, T¢]. Hence (70) and (71) are proved in the whole time range. O

Let us underline the following consequence of our estimates on the solution to the linearized system
—3v+8v— Av+ H,(x, Du®) - Dv = g—;(x, m®())(u(1))in (0, +00) x T4,
o — Ap —div(uH,(x, Du®)) — diV(m‘Spr(x, Du®)Dv) =0 in (0, +00) x T4, (75)
w(, ) =puo inTY, v bounded.

Notice that the system has been now linearized around the pair (u°, m®) which solves the discounted
MFG system (5).

Corollary 3.8. There exist 6,89 > 0 and a constant C > 0 such that, if § € (0, 8y), then the solution
(v, u) to (75) with de o = 0 satisfies

IDv(O)l;2 < Ce ™ llpollz2 forallt >0,
Il < Ce " llpoll 2 forallt > 1.

In addition, for any o € (0, 1), there is a constant C (independent of § € (0, 8y)) such that

sup [v(@)[|c2+« < Cllpoll 2ty
t>0

Proof. As in the proof of Lemma 3.3, we have a preliminary estimate:

()22 + 1DV [ 22 < Collpoll 2¢” 72
We rewrite system (75) in the form (66) with
A(t, x) == —(H,(x, Du’) — H,(x, Dii’)) - Dv + ﬁ—,’;u, m® (1)) (1u(t)) — g—i(x, m°) (1)),
B(t, x) := —u(H,(x, Du’) — H,(x, Dit®)) — (m® H,, (x, Du’) — m® H,,(x, Dii®)) Dv.
From Theorem 3.7, we have, for § small enough,
IA@ 2 < Ce™"(IDV] 2+ @) 12) < Ce™ Y™ poll 2 < Ce ™ol 12

In the same way,
I1B(t)ll 2 < Ce 2|\ ol 12

Then Proposition 3.5 implies

IOl 2+ I1Dv 2 < CA+1)e "ol 2.
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The above estimates combined with the maximum principle imply that v is bounded in L* by

sup [[v(*)lloe = Cllreollz2-
1[0, 7]

In order to change the left-hand side ||v(?)||oo into ||v(¢)||c2+« and the right-hand side | ig]|;2 into
2ol (c2+ey, one can proceed as in Corollary 2.8. Il

4. The master cell problem

In this section we study the master cell problem:

)\,—AXX(x,m)+H(-x’ DXX(x7m))_/
T

+ [ Doy (6, m, ¥)- Hy(y, Dax (v, m) dm(y) = F(r,m) in T4 x P(TY.  (76)
‘[rd

) diVy(DmX(x» m,y))dm(y)

We prove that this equation is well-defined in a suitable sense: there is a unique constant A for which the
master cell problem has a “weak” solution in T¢ x P(T¢). Moreover we prove that A is also the unique
constant for which the ergodic mean field game system (2) has a solution (A, i, m).

Let us stress that a weak solution of (76), according to our next definition, is not necessarily C! with
respect to m, so (76) is not formulated classically. Instead, the equation is interpreted as is often done
with transport equations, by requiring somehow that the value of the solution is obtained through the
characteristic curves. By considering weak solutions, we avoid some lengthy and involved estimates
which are needed to achieve the C! character with respect to m. The reader is referred to [Cardaliaguet
et al. 2019] for this issue. For our purposes, the context of weak solutions is enough to characterize the
ergodic limit.

Definition 4.1. We say that the pair (A, x), with A e Rand  : T¢xP(T4) - Ra map, is a weak solution
to the master cell problem (76) if x and D, x are globally Lipschitz continuous in T¢ x P(T¢) and if x
satisfies the two conditions

(i) x is monotone, i.e.,
/ (x(x,m)—x(x,m))dm—m')(x)>0 forallm,m e P(Td),
‘[fd

(i) for any mg € P(T?), and any T > 0, whenever we consider the unique solution (u, m) to
—qu+r—Au+H(x,Du)=F(x,m) in(0,T)xT?,
oym — Am —divimH,(x, Du)) =0 in (0, T) x T¢, (77)
m(os')=m0’ M(T,)=X(X,m(T)) in —l]—d’

then we have y (x, mg) = u(0, x) for any x € T

Let us make some comments about the above definition. Firstly, the monotonicity condition on x
ensures the uniqueness of the solution (u, m) to (77). Secondly, if x = x (x, m) is a weak solution, then
x is actually C? in the space variable x because so is the solution u of (77) at time ¢ = 0. Thirdly,
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condition (ii) implies that in (77) one actually has x (x, m(¢)) = u(t, x) for any (¢, x) € [0, T] x T¢, som
solves the McKean—Vlasov equation

om — Am —divimH,(x, Dx (x,m(t)))) =0, m(0, ) =my. (78)
The Lipschitz continuity of D, x ensures that this equation has a unique solution.

Theorem 4.2. There is a unique constant A € R for which the master cell problem (76) has a weak
solution. The constant X is also the unique constant for which the ergodic MFG problem (2) has a solution.
Besides, if x is a solution to (76), then x (-, m) is of class C 2 foranym € P(T4) and

D.x(x,m) = Dii(x) forallx €T,
where (u, m) is a solution to (2).

The proof requires several steps. As usual, we build the solution through the discounted problem, for
which we have to show uniform regularity estimates (independent of the discount factor).

4A. Estimates for the discounted master equation. In order to build a solution to the cell problem, we
consider, for § > 0, the discounted master equation (6). Let us recall, see [Cardaliaguet et al. 2019], that
U? can be built as follows: for any mq € P(T), let (u®, m®) be the solution to (5). Then

U®(x, mg) = u®(0, x). (79)
The next lemma collects standard estimates on U?°.

Lemma 4.3. Let U® be the solution to (6). Then, for any o € (0, 1), there is a constant C, independent of
mo and 8, such that

18U+, m)|loo + | DxU° (-, m)||c1va < C  forallm € P(T?).

Proof. Let (u®, m®) be a solution to (5). As u® is a bounded solution to the first equation in (5), it is well
known that

sup |8u‘3(t,x)| < sup |H(x,0)|+ sup |F(x, m)|.
(t,x)€[0,4+00)x T4 xeTd (x,m)eTd xP(T9)

This yields the uniform estimate on ||§U°%||oo. From Lemma 3.6, we know that Du® is bounded in
CcU+@/2.14e for any o € (0, 1); this implies the same bound on D, U°. O

The next result states that U? is uniformly Lipschitz continuous with respect to m.

Proposition 4.4. Let U 5 be the solution to (6). Then, for any a € (0, 1), there exists a constant C,
depending on o and on the data only, such that

DU (- m, ) 2ta1ta < C. (80)

In particular, U%( -, -) and D U®( -, -) are uniformly Lipschitz continuous.
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Proof. Let us fix mg € P(T9), and let (u®, m?) be the solution to (5). We use the following representation
formula, see [Cardaliaguet et al. 2019]: for any smooth map g, we have

)
Adilm(x,mo,y)uo(y) dy =v(0, x), 1)

where (v, i) is the unique solution to the linearized system
0, +5v = Av+ Hy(x, D) Do = S0 (em @) (u(@) i (0, +00) x T,
dp — Ap —div(uH,(x, Du)) — div(m® H,,(x, Du’)Dv) =0 in (0, +00) x T4, (82)
w(, ) =po in T, v bounded.

If we suppose that fw o = 0, Corollary 3.8 states that

sup [v(@)[[c2+e < Cllpoll 2oy
>0

for any o > 0. By (81) and
sU°® s
Dy~ - (x.mo, y) = DnU"(x, mo, y),

we infer exactly as in [Cardaliaguet et al. 2019] that

IDnU° (-, mo, ) 2sa14a < C. O

Remark 4.5. We stress that the uniform Lipschitz continuity of U°(-, -) and D, U®(-, -) would require
milder assumptions than those needed to prove (80). Indeed, by only using condition (FGb) on the
couplings, we can replace the conclusion of Corollary 3.8 with the estimate

sup [[lv@lcr = Cllmollcrys

t>0

which would follow as explained in Remark 2.10. With this latter estimate in hand, using (81) with
o = Dy (y) (for ¥y smooth), it follows that

sU°
[, 208 omo, 3w 00 dy = Cllall ey = CI L,
Td m
which yields
| D D1 U° (x, mo) |0 < C.

Since D2 U®(x, m) is estimated from Lemma 4.3, this would imply the Lipschitz uniform bound for
D U(-, ).

In the following, we actually only use this information in order to prove the existence of a weak
solution to the master equation and the convergence of the ergodic limit.

We finally establish that U® is monotone:

Lemma 4.6. For any § > 0 the map U® is monotone.
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Proof. Fix mg, m{y € P(T?). Let us recall that U®(x, mg) = u®(0, x), where the pair (u®, m?) solves (5)
with initial condition mgy. We denote by (u’, m’) the solution of (5) with initial condition m(). Then by
duality (consisting here in multiplying the equation for u® — u’ by m® — m’ and the equation by m® — m’

by u® — u’, integrating in time and space and adding the resulting quantities), we have

d

Lo / (2, ) = (1, X)) (m® (¢, %) —m' (1, X)) dx <0,
dt Td

where, as u® and u’ are bounded and m® and m’ are probability measures,

lim e—‘”/ W, x)—u'(t, x))(m® @, x) —m'(t, x))dx = 0.
‘[rd

t—+00

This proves that
/ (U° (x, mg) — U° (x, my)) d(mo — mp)(x) = / @®(0, x) —u' (0, x)) d(mo —mp)(x) >0. O
‘[[d Td

4B. Existence of a solution for the master cell problem.

Proof of Theorem 4.2. Let us start with the proof of the existence of the solution to the master cell problem.
The proof of the uniqueness of the ergodic constant is given in Proposition 4.7 below.

For § > 0, let U® be the solution to the discounted master equation (6). We have seen in Lemma 4.3
and Proposition 4.4 that U® and D,U? are uniformly Lipschitz continuous and that U? is bounded.
We set We(x, m) = U®(x, m) — U?(0, m). Then W? is bounded and uniformly Lipschitz continuous
on the compact space T¢ x P(T¢), so it converges, up to a subsequence, to a continuous map x :
T¢ x P(T?) — R. Since D, W? is also bounded in Lipschitz norm, we deduce that D, x is Lipschitz
continuous (in T¢ x P(T¢)). Moreover (§U°(0, m)) converges (along the same subsequence, without
loss of generality) to some constant A.

Next we prove that x is a weak solution to (76). We already know that x and D, x are Lipschitz
continuous with respect to both variables. In addition, x is monotone thanks to Lemma 4.6. Let T > 0,
mq € P(T?) with a smooth density and (w?, m®) be the solution to

—d,w® +8wd +8U%0, m) — Aw’ + H(x, Dw®) = F(x,m®) on (0, T) x T?,
9,m® — Am® — diV(m‘SHp(x, Dw’)) =0 on (0, T) x T¢,
m?(0, ) =mg, w(T, )= Wox,m’(T)) on T¢,

By definition we have W®(x, m®(T)) = U®(x, m*(T)) — U%(0, 1) and we know that U®(x, m%(t)) =
u® (¢, x) for all #, where u? is the solution to (5). Hence we deduce that

w(t, x) = ul@t, x) = U0, m) = We(x, m* (1))

forall (£, x) € (0, T) x T% In particular, by Lemma 3.6, w? is uniformly bounded in C'+%/%:2%¢ for some
a € (0, 1), while m? is uniformly bounded and uniformly continuous on [0, T'] with values in P(T?). So
there exists a subsequence, still denoted for simplicity by (w?, m?), such that w® converges in C'-? to a
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map w and m® converges in co(0, T1, P(T%)) to a map m. The pair (w, m) is a solution to
—dw+Ar—Aw+ Hx, Dw)=F(x,m) in(0,T) x T¢,
oym — Am —divimH,(x, Dw)) =0 in (0, T) x T¢,
m(O")=m09 w(T,)=X(x,m(T)) in —l]—d'
As the solution to this equation is unique (because y is monotone), we derive that (w, m) is the unique
solution to (77). Moreover, as w® (0, x) = W?(x, mg), we also have at the limit w (0, x) = x (x, mo). This
proves that x is a weak solution to (76). U

Let us now come back to the ergodic MFG problem (2). We denote by (A, i1, m) the solution to this
equation.

Proposition 4.7. Let (A, x) be a solution of the ergodic master equation. Then we have A = A and
Dy x(x,m) = Du(x).
Proof. Let us fix T > 0 and let (u, m) be the solution to

—qu+r—Au+H(x,Du)=F(x,m) in(0,T)xT?,
om — Am —divimH,(x, Du)) =0 in (0, T) x T¢, (83)
m(0,-)=m, u(T,-)=xx,m(T)) inT9

We have already noticed that m is the solution to the McKean—Vlasov equation
dm — Am —div(mH,(x, Dy x (x, m(1)))) =0, m(0,-)=m,

which has a unique solution because D, x is Lipschitz continuous. This means that m is defined indepen-
dently of the horizon 7. As we know that u(z, x) = x (x, m(t)), the same holds for u. Then, from the
usual energy inequality applied to (« — i, m —m), we have, forany 0 < <1, <T,

15) m +n_1 4]
/ / —|Du—Dﬁ|2§—C[/ (u—ﬁ)(m—n'i)i| . (84)
1 JTd 2 G Il
The right-hand side is bounded because u(t, -) = x (-, m(¢)) and u are bounded, so
T
/ / m|Du — Di|> < C. (85)
0 JT¢
By Lemma 1.4 we have
sup |[lm(t) —m|l2 < C. (86)
1€[0,T]

As m is bounded below, (85) implies that there exists t7 € [T /2, T] such that fw |Du(tr)— Diu|> <2C/T.
In particular, for T large enough, we have, by (84) applied with 1, =0 and #, = f7,

1 tr
/ |Du—Da|2s/ |Du—Dﬁ|25—c/ wtr) — @) (m(er) — 1)
0 JTd 0 JTd Td

=< —C/Td(u(tT) —u — (u(tr) —u))(m(tr) —m)

< C||Du(tr) — Dii|| 2 < CT™ /2,
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by Poincaré’s inequality, (86) and our choice of ¢7. Letting T — oo we can conclude that Du = Du on
[0, 1] x T9. Therefore, m satisfies

om — Am —divimH,(x, Du(x))) =0 on 0, 1) xT9,  mQ,-)=m.

But this equation has m as a unique solution, which shows that m (¢, x) = m(x) on [0, 1] x T, Since the
McKean—Vlasov equation (78) is autonomous, we finally have m(t) =m and Du(t,x) = Dy x(x, m) =
Dii(x) for any (¢, x) € [0, T] x T¢ and, as a consequence, A = A. Il

5. The long time behavior

We now fix a solution y to the master cell problem and, given a terminal condition G : T¢ x P(T¢) - R
satisfying our standing assumptions (see Section 1A), we consider the solution to the backward equation

—,U(t,x,m)—AU(t,x,m)+H(x, D, U(t,x,m))
_/ div(D,U(t, x,m,y))dm(y)
‘[[d

+/ DU (t,x,m,y)-H,(y, DU (t,y,m))dm(y)=F(x,m) in (—oo,O)xTFde(Td),(87)
‘[[d

U0, x,m)=G(x,m) in T?xP(T9).

We recall that the existence of a unique classical solution to (87) was proved in [Cardaliaguet et al. 2019].
Here is our main convergence result.

Theorem 5.1. Let x be a weak solution to the master cell problem (76). Then, there exists a constant
¢ € R such that

tlim U(t,x,m)+rt = x(x,m)+c,
——00

uniformly with respect to (x, m) € T4 x P(T9).
Moreover, we also have that D, U (t, x, m) — Dy x(x,m) as T — 0o, uniformly with respect to (x, m).

Theorem 5.1 implies the convergence of the solution of the MFG system as 7' — +o0.

Corollary 5.2. Let ¢ be the constant given in Theorem 5.1. For T > 0 and mqo € P(T%), let u™, m") be
the solution to (1). Then, for any t > 0,

lim u”(t,x) = MT — 1) = x(x,m(t)) +c,
T— 400
where the convergence is uniform in x and m solves
om — Am —divimH,(x, Dyx(x,m))) =0, m(0) =my. (88)
Moreover, for any § € (0, 1),
lim u (8T, x)— (1 —8)AT = x(x,m) +c,
T—+00

where (i, m) solves (2) and where the convergence is uniform in x.
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In particular, when ¢ = 0, we get

lim uT(O, x) — AT = x(x, mg) +c.

T— 400

Proof of Corollary 5.2. We know that u” (t,x) = U(t — T, x, m” (t)) and that m” solves the McKean—
Vlasov equation

dm” — Am” —divim” H,(x, D,U(t — T,x,m))) =0, m"(0) =my.

As x - D, U(t, x, m) is bounded in C I (see Proposition 5.3 below), we know from Theorem 5.1 that,
as T — +oo, (D,U(t —T,-,-)) converges uniformly to D, x. So, for any t > 0, m’ converges in
C9([0, t], P(T4)) towards a solution m of (88). Then again by Theorem 5.1, we have

lim u’(t,x)+2¢—=T)= lim UG—T,x,m' @)+r(t —=T)= x(x,m@)) +c.
T—+00 T—+o00

Let us now fix § > 0. From Theorem 2.6, we have that m” (§T) converges (exponentially fast) to 7.
Hence, by Theorem 5.1 again, we have

lim uT(aT,x)—(l—a)J\TleiT U(—1=8)T,x,m"8T)) — (1 =&)AT = x(x,m)+c. O
— 400

T—+o00

The proof of Theorem 5.1 relies on estimates on U (¢, -, - ) (independent of ) developed in the next
section.

5A. Lipschitz estimates of the solution U. We collect here the main estimates satisfied by the solution
of (87). They actually follow from the estimates developed in Section 2B for the solution (1, m) of the
MFG system.

Proposition 5.3. Let U be the solution to the master equation (87). Then there exists a constant C such
that

Sup ||U(ts5m)+)_\t|lcz+a+||DmU(ta5ms)||2+(¥,1+0l Sca (89)
t<0, meP(T9)

while

sup U@, x,m)—U(s,x,m)| <C|t —sll/2 foralls,t <0, |s—t] <1.
(x,m)eTd xP(T9)
Proof. Let us recall that, for any 79 <0 and mg € P(T4), one has U (ty, x, mgy) = u(ty, x), where (u, m) is
the solution to the MFG system

—0u —Au+ H(x, Du) = F(x,m) in (to, 0) x T4,
dm — Am — divimH,(x, Du)) =0 in (to, 0) x T9,
m(ty, -) =mo, u(0,-)=G(x,m(0)) inT<.

By Lemma 1.5, we have the Lipschitz bound || Du ||~ < C, uniform with respect to the horizon fy. This
proves that | D, U |~ < C and, in turn, that m is uniformly Hélder continuous in time with values in
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P(T4); see (17). Furthermore, from Theorem 2.6 we get an estimate for U(t — T, x, m) at time ¢ = 0;
namely, that there exists a constant C, independent of 7, such that
”DXU(_T? ) m0)||Cl+a E Ca
IU (=T, x,mg) = AT | < C.
Therefore, we deduce that

sup  ||U(t, -, m)+At||c2+a < C.
t<0, meP(T9)

Following [Cardaliaguet et al. 2019], the derivative of U with respect to m can be represented as

sU
/d 5 105 %5 o, Y)io(y) dy = v(to, x), (90)
T

where, for any smooth map ug : T¢ - R, (v, ) solves the linearized problem
—atv—Av—i—Hp(x,Du)-Dv:g—Z(x,m)(u) in (9, 0) x T¢,
o — Ap —div(uH,(x, Du)) —divimHp,(x, Du)Dv) =0 in (fp, 0) x T4,
u(to, ) = po, v(0,-)= %(x, m(0)) (1 (0)) in T4,

Our aim is to provide estimates on v in order to show the uniform Lipschitz regularity of U with respect
to m. We assume that frd o = 0 since we are only interested in D,,U = D, (8U /5m). Then Corollary 2.8
states that

sup [[v(#)[|c2+« < Cllpoll(cr+ey-
tel0,T]

This proves that

=< Cllpoll(crtay
C2ta

for any smooth map g with de no = 0. Therefore, as in [Cardaliaguet et al. 2019], we obtain

oU
[, 55 o, o o)y

I1DnU (10, -, mo, - )ll24a, 140 < C. €2y

It remains to check the time regularity of U. For this, let us first check that u is globally %—Holder in
time. Let us recall that u is globally Lipschitz continuous in space. So, integrating in space the equation
for u, the map t — (u(t)) is globally Lipschitz continuous. Then the map (¢, x) — u(z, x) — (u(t))
is globally bounded in L, is globally Lipschitz continuous in space and solves a heat equation with
bounded right-hand side; therefore it is %—Holder continuous in time. This implies the global Holder
continuity in time for u. As U(¢, x, m(¢)) = u(t, x) and U is uniformly Lipschitz continuous in m, we

have, for g <s <1y+1,

(U (s, x, mg) — Uy, x, mo)| < |U(s, x,mg) —U(s, x,m(s))| +|U(s, x,m(s)) — Ulty, x, mp)|

< Cdy(mg, m(s)) + u(s, x) — u(to, x)|

< Cls —10|"* + |u(s, x) — u(to, x)| < Cls —1o]/2,
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where we used the uniform regularity of m in time (since H, (-, Du) is bounded, see Remark 1.6) for the
second inequality, and the uniform Holder regularity in time of « in the last one. (|

Remark 5.4. We stress that if we only use the regularity condition (FGb) on the couplings, then we can
replace the conclusion of Corollary 2.8 with the first-order estimate (57) and obtain, rather than (91),
the milder estimate || D,, DU (¢, x, m)||c < C. This is actually enough to conclude with the uniform
Lipschitz bound for U and D, U, which is what is only needed in the proof of Theorem 5.1.

5B. Proof of Theorem 5.1. We are now ready to prove our main result.
Proof of Theorem 5.1. Let x be a weak solution to the master cell problem (76). For T > 0, let us consider
UT(t,x,m)=U@—T,x,m) for (t,x,m) € (—oo, T] x T x P(T?).
Then U7 solves
—3,U"—=AU"+H(x, D,U)
- /d div(D, U" (t, x,m, y)) dm(y)
T—i— /W D, UT(t,x, m, v)-H,(DU(t,y,m,y))dm(y)=F(x,m) in (—o0,T) x T4 x P(TY),

UT(T, x,m)=G(x,m) in T x P(T%).

By the Lipschitz regularity of U and D, U and the bound in (89) (Proposition 5.3), the family {U T, 9+
A —T))r is relatively compact in C "R x T x P(T9). Let T, - 400 be any sequence such that
(t,x,m)— U, x,m)+1(t = T),) locally uniformly converges to some V (¢, x, m). Then V is a weak
solution to

—,VH+A—AV+H(x,D:V)— | div(D,,V(t,x, m,y))dm(y)
‘U’d

+/ D,V (t,x,m,y)H,(y, D,)U(t,y,m,y))dm(y) = F(x,m) in RxTYxP(T4) (92)
Td

in the sense that V satisfies similar requirements to those in Definition 4.1. Namely, V and D,V are
uniformly Lipschitz continuous in x and m and %—Hb’lder continuous in the time variable, V' is monotone
in m and satisfies that, for any #; < #, and if (u, m) solves the MFG system

—du+A—Au+ H(x, Du) = F(x, m) in (t;, ) x T4,
dm — Am — div(mH,(x, Du)) =0 in (t;, 1) x T4, (93)
m(t19'):m07 u(t27'): V(IZ’xam(IZ)) in Td?

we have V (t1, x, mg) = u(t;, x) (and so V (¢, x, m(t)) = u(t, x) for any ¢t € [t1, r]).

Our goal is to show that V (¢, x, m) — x (x, m) is constant. Let us recall that Proposition 2.7 implies
that UT (0, x, m) — AT — i converges to a constant ¢ as T — 4o00. Hence V (0, x, m) = u(x) + ¢. Since
x (x, m) = u, this shows that, if V (¢, x, m) — x (x, m) is proved to be constant, then this constant will be
equal to ¢, and independent of the subsequence (7},).
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Let us fix mo € P(T¢). Let T > 0 be large and (u, m) be the solution to the MFG system (93) with
t; =0 and #t, = T. We note that m is the unique solution to the McKean—Vlasov equation

dm — Am —divimH,(x, D,V (t,x,m))) =0 on [0, T]x T¢,
o (94)
m(0) = my in T¢.
In particular, since V and D,V are globally Lipschitz in m, this implies that m and u are defined
independently of the horizon 7' (meaning that, for t € [0, T'], u(¢t,-) :=V (¢, -, m(¢)) and m(¢, - ) do not
depend on T').
In the same way we define (it, m) to be the solution to the MFG system

—dii+1— Aii+ H(x, D) = F(x,m) in (0, T) x T¢,

dm — Am — div(m Hy(x, Dii)) =0 in (0, T) x T¢,

m(0,-)=mg, (T, )= x(x,m(T)) inT?.
As before we note that (i1, m) does not depend on the horizon 7, that u(¢, x) = x(x,m(¢)) for any
t € [0, T] and that 1 is the unique solution to the McKean—Vlasov equation

om — Am —divimH,(x, Dyx(x,m)) =0 on [0, T], m(0) = my. (95)

Using the result of Theorem 2.6 with both G(x,-) =V (T, x,-) and G = x (x, - ), we have (changing u
into u +A(T —¢) and i into i 4+ A(T — 1)),

lm(t) — i)l + () = hi]loo < Ce™ ¥ 47Ty re[l,T],

where (u, m) is the solution to the ergodic MFG system (2). But since m and m do not depend on the
horizon T, here we can let first T — o0, and then ¢t — 00, so we conclude that both m(¢) and m(r)
converge to m as t — +00.

Applying once more the standard estimates on the MFG systems, we have

T T
/ (m+n~1)|Du—Dﬁ|2§—C|:/ (u—ﬁ)(m—nﬁ)] =—C/ w(T)—u(T))m(T) —m(T))
0 JT1d T 0 T

since m(0) = m(0) = mg. As u and u are uniformly Lipschitz continuous in space and m(T) and m(T)
have the same limit m as T — 400, we deduce that

T
lim / (m + )| Du — Dii|*> = 0.
0 JTd

T—+00

In particular, as m (and m) are regular and bounded below by a positive constant on intervals of the form
[e, T'] with ¢ > 0, we deduce that Du = Du on [, T] and thus on [0, T']. Therefore m and m solve the
same equation, which implies m(t) = m(¢) for any ¢+ > 0. Coming back to the equations satisfied by u
and u gives d,u = d,u, so there is a constant ¢ such that u(¢, x) = u(¢, x) 4 c. In other words

Vi, x,m()) = x(x,m())+c forallt>0.

Notice that the above conclusion holds for any given mq € P(T¢) and the constant ¢ could depend on m
at this stage. But we are going to show that this is actually not the case.
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Indeed, let us choose my = m. Then Proposition 4.7 says that m(¢) = m(¢t) = m. We denote by ¢ the
constant found above, i.e., u(t, x) = u(t, x) 4+ ¢. By definition, this implies V (¢, x, m) = x (x, m) 4 c.
Now, for any mg € P(T?), we recall that the solution m(r) = /i (t) converges to m as t — +o00. By the
uniform Lipschitz continuity of y and V with respect to m (uniform in (¢, x)), this implies

[V, x,m@) =V, x,m)|+ |x(x,m(@)) — x(x,m)|— 0 ast— oo.
Since
lc—cl=|VE, x,m@) — x(x,m(t)) — (V(, x,m) — x(x,m))],

by letting + — oo we deduce that ¢ = ¢. In particular, we have proved that
V(0, x,mg) = x(x,mg)+¢ forall mge P(TY).

Finally, we can apply the above reasoning to the translation V(- + ty, x, m) for any #p € R. It turns
out that ¢ = lim;_, o V(¢ + 19, x, m(t)) — x (x, m(t)), which is clearly independent of #y. Therefore we
conclude that

V (t9, x, mo) = x (x,mg) +¢& for all (fy, x, mg) € R x T¢ x P(T9). O

Let us point out that any weak solution of the ergodic master equation solves (92). So the above proof
actually shows that two solutions of the ergodic master equation differ only by a constant:

Corollary 5.5. If x| and x, are weak solutions of the ergodic master equation (76), then there exists a
constant ¢ such that
x2(x,m) = x1(x,m)+¢ forall (x,m) e T xP(T).

6. The discounted problem

We now investigate the behavior, as § — 0%, of the solution U? of the discounted master equation (6).
Our main result is:

Theorem 6.1. Let U® be the solution to the discounted master equation (6) and (., it, m) the solution of
the ergodic problem (2). Then, as § — 01, U% — 1/8 converges uniformly to the solution x to the master
cell problem (76) such that y (x,m) = u(x) + 0, where 0 is the unique constant for which the following

linearized ergodic problem has a solution (v, i):

12+0_—A17+Hp(x,Dﬁ)-Df)=g—Z(x,n'@)(ﬂ) in T4,
— A —div(iH,(x, Dii)) —div(m H,,(x, Di)Dv) =0 in T¢, (96)
Jraft= [ra©=0.

Let us comment a bit more on the normalization condition x (x, 7i7) = it (x) +6 which selects the unique
limit of the discounted master equation (6), according to the above result. As we shall see in the next
section, given any (not necessarily normalized with zero average) solution u to

X — Aii + H(x, Dii) = F(x, m)in T¢, (97)



LONG TIME BEHAVIOR OF THE MASTER EQUATION IN MEAN FIELD GAME THEORY 1449

there is a unique constant § for which (96) admits a solution. However, since i is unique up to addition
of a constant, the sum i + 6 will be uniquely determined. Indeed, by changing i through the addition
of a constant, the value 6 will be translated accordingly. In other words, one can say that the limit of
U® — 1/8 is the solution x of the master cell problem (76) such that x (x, m) coincides with the unique
solution of (97) for which the constant § vanishes.

Exactly as for the time-dependent problem, we can infer from Theorem 6.1 the limit behavior of the
solution of the discounted MFG system:

Corollary 6.2. Let my € P(T4) and, for 6 > 0, let u®, m®) be the solution to the discounted MFG

system (5). Then
lim u®(0, x) = 4/8 = x (x, mo),

uniformly with respect to x, where x is the solution of the ergodic cell problem (76) given in Theorem 6.1.

6A. An additional ergodic system. Given a solution u of the MFG ergodic problem (2), we investigate
the ergodic problem (96). The heuristic justification of (96) is that we expect the solution @@®, m%) of (7)
to be of the form

u5~%+12+0_+817, m® ~ i+ 8, (98)
and, in view of (7), the equation satisfied by (0, v, i) should be (96).
We start the proof of the existence for (96) as usual, by a discounted problem:

Lemma 6.3. Let A, B € L®(T4). For § > 0 small, there is a unique solution %, ub) e whoe(T?) x
L>®(T4) to the discounted system

_ - OF _ .
i+8v — A+ H (x,Du).Dv‘S:—(x,m)(u,‘s)—l—A in T4,
{ P sm (99)
—Apd —div(u Hy(x, Dit)) — div(m Hp, (x, Di)) Dv®) = div(B) in T4,
with fw M‘S = 0. Moreover, there is a constant C > 0 (independent of 8, A and B) such that
18V’ [loo + 1DV [loo + 114° oo < C(1+ [[Alloo + | Blloo)-

Proof. Existence of a solution runs with a standard fixed point, so we omit it. The duality relation (here
between v° and 1) gives (using Poincaré’s inequality)

CHIDV|7, 5/ (it +8v° — A)yp’ + B - D’
‘H'd

< (IDiill ;2 + 81DV || 12 + AN ) I N 22 + Bl 2 |1 DVl 12,
SO

-1/2 1/2 1/2
IDV(l2 < C(UIDaNY +HALH LS + 816l 2 + 1Bl 2).

By Corollary 1.3, we have

-1/2 1/2 1/2
1182 < CUDV 2 + I Bll2) < C(UDal )+ NAIL I 1) + 814 ll2 + 1Bl 2).-



1450 PIERRE CARDALIAGUET AND ALESSIO PORRETTA

So, for § > 0 small enough, we obtain
111l < CUIDill 2 + 1Al 2 + 1Bl 2)-
This implies the same bound for Dv® and, by the maximum principle, the estimate
18v° loo < C(llitll > + | Ditll g2 + | Bll 2 + 1Al ).

Moreover, considering the equation satisfied by w := v® — (%), we have by local regularity for weak
solutions [Gilbarg and Trudinger 1977, Theorem 8.17] and Poincaré’s inequality

[V = () oo < C(1+[0° — (V°)[|12) < CA+[[DV[I12) < C(1+ it |l yro + [ All Lo + | Bl 2).

Then by classical elliptic regularity [Gilbarg and Trudinger 1977, Theorem 8.32], we have, for any
a € (0, 1),
1° = () llcrse < CA+ llillyroe + [ Allz + 11 Bl 2)-

We can now apply the local regularity for weak solutions to u® [Gilbarg and Trudinger 1977, Theo-
rem 8.17]) and infer that

11 llce < CUIDV oo + 1Blloo) < Clllillwie + | AllL + || Bll ). u

Proposition 6.4. Let (A, i, m) be a solution of the ergodic system (2) and (v®, u®) be the solution to (99)
for A and B satisfying
[Alloo + [ Blloo = Cé

for some constant C. Then, as § — 07,

Sy — 8. ) Esu wES L
where (0, v, u) is the unique solution to (96).
Proof of Proposition 6.4. Passing to the limit in (99) (up to a subsequence) provides a constant 6 (limit
of §(v?)), amap v € W (limit of v® — (v%)) and a map i € L™ (limit of ®) which solve (96). The
uniqueness of Dv (and hence of v) and of i can be established by the standard duality argument of [Lasry

and Lions 2007]. Then 6 is unique by the equation. The full convergence of (8(v%), v® — (v%), u®) holds
by uniqueness of the limit. 0

6B. Proof of Theorem 6.1. The proof of Theorem 6.1 consists mostly in showing that the heuristic
relation (98) holds.

Proposition 6.5. Let (A, i, m), (@®, m®) and 0, v, ) be respectively solutions to (2), (7) and (96). Then

>

lim [ — % —ia—0| + ||m®—m|s =0.
§—0t 1) o

Proof. The argument is very close to the proof of the exponential rate (see Theorem 2.6). Let

E={(v, ) € W' (T4 x L¥(T) : [8v]loo + | DV loo + lltllo < C},
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where C is to be chosen below. For (v, W) € E, we consider the solution (v, j1) to (99) with

A(x) == 5—1(—(H(x, D(ii 4 8v)) — H(x, Dii) — 8H,(x, Dii) - Dv)
+ F(x,m+8u) — F(x,m) — 82—:;@, na)(u,)),

B(x) :=8""((m +8u)H, (x, D(it + 8v)) — mHy(x, Dit) — i Hp(x, Dit) — 8m H,yp(x, i) Dv).

As
IAlloo + | Blloo < CC 28,

we have, by Lemma 6.3 (and for § small enough),
189lloc + 1DDlloo + I 2lloe < C(1+ || Allo + 1 Bllog) < C(1+C29).

We can choose C such that, for § small enough, the right-hand side is less than C. Then we can easily
conclude that the map (v, 1) — (9, 1) has a fixed point (v°, u?). Note that (1/8 + it + 8v°, m + 8u°)
solves (7) and therefore is equal to @@®, m®). Hence, by Proposition 6.4, we deduce

Hfﬁ _ % —i —éH = 1160 — 0l < 180° — (W) loo + [8(1%) — 8] — 0 as 8 — 0,
o0
which completes the proof. O

Proof of Theorem 6.1. Recall that we have uniform Lipschitz estimates on U® and on D, U? (Lemma 4.3
and Proposition 4.4) and that any converging subsequence is a weak solution of the ergodic master
equation (proof of Theorem 4.2). Therefore, we only need to show that U® — §~'X has a limit when
evaluated at some value. For this, let (i, m°) be the solution to (7). As (i#°, m?%) is also a stationary
solution to (5), we have

Ul(x,m®) =i’(x) forall x e T?.

We have seen in Proposition 6.5 that, as § — 0, m® converges to 712, while 2’ —8 !\ converges to it +6. O
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