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TANGENT MEASURES OF ELLIPTIC MEASURE AND APPLICATIONS

JONAS AZZAM AND MIHALIS MOURGOGLOU

Tangent measure and blow-up methods are powerful tools for understanding the relationship between
the infinitesimal structure of the boundary of a domain and the behavior of its harmonic measure. We
introduce a method for studying tangent measures of elliptic measures in arbitrary domains associated
with (possibly nonsymmetric) elliptic operators in divergence form whose coefficients have vanishing
mean oscillation at the boundary. In this setting, we show the following for domains ω ⊂ Rn+1, n ≥ 2:

(1) We extend the results of Kenig, Preiss, and Toro (J. Amer. Math. Soc. 22:3 (2009), 771–796) by
showing mutual absolute continuity of interior and exterior elliptic measures for any domains implies
the tangent measures are a.e. flat and the elliptic measures have dimension n.

(2) We generalize the work of Kenig and Toro (J. Reine Agnew. Math. 596 (2006), 1–44) and show that
VMO equivalence of doubling interior and exterior elliptic measures for general domains implies the
tangent measures are always supported on the zero sets of elliptic polynomials.

(3) In a uniform domain that satisfies the capacity density condition and whose boundary is locally finite
and has a.e. positive lower n-Hausdorff density, we show that if the elliptic measure is absolutely
continuous with respect to n-Hausdorff measure then the boundary is rectifiable. This generalizes the
work of Akman, Badger, Hofmann, and Martell (Trans. Amer. Math. Soc. 369:8 (2017), 5711–5745).

1. Introduction 1891
2. Tangent measures 1900
3. Elliptic measures 1905
4. Harmonic polynomial measures 1917
5. Proof of Theorem I 1921
6. BMO, VMO and vanishing A∞ 1924
7. Proofs of Theorems II and III 1929
8. Proof of Theorem IV 1932
9. Proof of Proposition III 1936
Acknowledgements 1938
References 1939

1. Introduction

1A. Background. In this paper, we study how the relationships between the elliptic measures of two
complementary domains in Rn+1, for n ≥ 2, dictate the geometry of their common boundaries. We
shall denote those domains by �+ and �− and the respective elliptic measures by ω+ and ω−. Bishop,
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Carleson, Garnett and Jones [Bishop et al. 1989] showed that, for disjoint simply connected planar
domains with mutually absolutely continuous harmonic measures, the boundary has tangents on a set of
positive measure. Kenig, Preiss, and Toro [Kenig et al. 2009] showed that if �± are both nontangentially
accessible (or NTA) domains in Rn+1, with n ≥ 2, and the interior and exterior harmonic measures are
mutually absolutely continuous, then at every point of the common boundary except for a set of harmonic
measure zero, ∂�+ looks flatter and flatter as we zoom in. We will not define NTA but refer the reader to
its inception in [Jerison and Kenig 1982]. Recently, the authors of the current paper, along with Tolsa
[Azzam et al. 2017b], as well as with Tolsa and Volberg [Azzam et al. 2016c], showed that additionally
the boundary is n-rectifiable in the sense that, off a set of harmonic measure zero, the boundary is a union
of Lipschitz images of Rn+1, and in fact �+ and �− need not be NTA but just connected.

These are, however, almost everywhere phenomena, so it is interesting to ask what assumptions we need
on ω± to guarantee some nice limiting behavior of our blow-ups at every point. Kenig and Toro [2006]
showed that if �+ is 2-sided NTA and log(dω−/dω+) ∈ VMO(dω+), then as we zoom in on any point
of the boundary for a particular sequence of scales, ∂�+ begins to look more and more like the zero set
of a harmonic polynomial (see Section 6 for the definition of VMO). In [Badger 2011], it is further shown
that these harmonic polynomials are always homogeneous, and [Badger 2013] investigates the topological
properties of sets where the boundary is approximated by zero sets of harmonic polynomials in this way.

To explain these results in more detail, we need to discuss what we mean by “blow-ups” and what it
means for these to look like not necessarily one object but any one of a class of objects as we zoom in
on harmonic measure. There are two ways we can consider this. Firstly, we can look at the Hausdorff
convergence of rescaled copies of the support of a measure as we zoom in. To do this, we follow the
framework of [Badger and Lewis 2015].

Definition 1.1. Let A ⊂ Rn+1 be a set. For x ∈ A, r > 0, and S a collection of sets, define

2S
A (x, r)= inf

S∈S
max

{ ∑
a∈A∩B(x,r)

dist(a, x + S)
r

,
∑

z∈(x+S)∩B(x,r)

dist(z, A)
r

}
.

We say x ∈ A is a S point of A if limr→02
S
A (x, r)= 0. We say A is locally bilaterally well approximated

by S (or simply LBWA(S )) if, for all ε > 0 and all compact sets K ⊂ A, there is rε,K > 0 such that
2S

A (x, r) < ε for all x ∈ K and 0< r < rε,K .

Thus, for x ∈ A to be an S -point means that, as we zoom in on A at the point x , the set A resembles
more and more an element of S (though that element may change as we zoom in).

Secondly, we can look at the weak convergence of rescaled copies of the measure itself. To do this, we
follow the framework of [Preiss 1987]. For a ∈ Rn+1 and r > 0, set

Ta,r (x)=
x − a

r
.

Note that Ta,r (B(a, r))= B(0, 1). Given a Radon measure µ, the notation Ta,r [µ] is the image measure
of µ by Ta,r ; that is,

Ta,r [µ](A)= µ(r A+ a), A ⊂ Rn+1.
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Here and later, for a function f and a measure µ, we write f [µ] to denote the push-forward measure
f [µ](A)= µ( f −1(A)).

Definition 1.2. We say that ν is a tangent measure of µ at a point a ∈ Rn+1 if ν is a nonzero Radon
measure on Rn+1 and there are sequences ci > 0 and ri ↓ 0 so that ci Ta,ri [µ] converges weakly to ν as
i→∞ and write ν ∈ Tan(µ, a).

That is, ν is a tangent measure of µ at a point ξ if, as we zoom in on µ at ξ for a sequence of scales,
the rescaled µ converges weakly to ν.

The collections of measures and sets that we will consider are associated to zero sets of harmonic
functions. Let H denote the set of harmonic functions vanishing at the origin, P(k) denote the set
of harmonic polynomials h of degree k such that h(0) = 0 and F(k) denote the set of homogeneous
polynomials of degree k. For h ∈ H, we define

6h = {h=0}, �h = {h>0},

and
H = {ωh : h ∈ H}, P(k)= {ωh : h ∈ P(k)}, F (k)= {ωh : h ∈ F(k)},

where
ωh =−ν�h · ∇h dσ6h .

Also set
P6(k)= {6h : h ∈ P(1)∪ · · · ∪ P(k)}, F6(k)= {6h : h ∈ F(k)}

and
H6 = {6h : h ∈ H}.

Here ν�h (x) stands for the measure-theoretic unit outward normal of�h at x ∈∂∗�h , the reduced boundary
of�h . Now h is a harmonic function and thus, real analytic, which implies that6h is an n-dimensional real
analytic variety; hence, �h is a set of locally finite perimeter and one can prove that Hn(∂�h \∂

∗�h)= 0,
where Hn stands for the n-Hausdorff measure. Notice now that ν�h (x) is defined at Hn-almost every point
of 6h and σ6h is the usual surface measure. For a detailed proof of this see [Azzam et al. 2017b, p. 21].

In the rest of the paper we will be dealing with unbounded domains, i.e., open and connected sets
in Rn+1, with n ≥ 2.

We summarize the best results to date. We first mention a result by the authors, Tolsa, and Volberg.

Theorem 1.3 [Azzam et al. 2016c; 2017b]. Let �± ⊂ Rn+1 be two disjoint domains and ω± = ωx±
�±

for some x± ∈ �±. If ω± are mutually absolutely continuous on E , then for ω±-a.e. ξ ∈ E we have
Tan(ω±, ξ)⊂F (1) and ω+|E can be covered up to a set of ω+-measure zero by n-dimensional Lipschitz
graphs. Furthermore, if ∂�± are CDC, then limr→02

F6(1)
∂�+

(ξ, r)= 0 for ω+-a.e. ξ ∈ E.

This was originally shown by Bishop, Carleson, Garnett, and Jones [Bishop et al. 1989] for simply
connected planar domains. Later, Kenig, Preiss and Toro showed that, under the same assumptions,
provided that the domain is also 2-sided locally NTA, it holds that dimω+ = n (but not that ω+ is
rectifiable).
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Below we summarize the results so far in the situation when � is 2-sided NTA and the interior and
exterior harmonic measures are VMO equivalent, which brings together results and techniques from
Badger [2011; 2013] and Kenig and Toro [2006].

Theorem 1.4. Let �+ ⊂Rn+1 and �− = ext(�+) be NTA domains, and let ω± be the harmonic measure
in�± with pole x±∈�±. Assume that ω+ and ω− are mutually absolutely continuous and f :=dω−/dω+

satisfies log f ∈ VMO(dω+). Then, there exists d ∈ N (depending on n and the NTA constants) such
that the boundary ∂�+ is LBWA(P6(d)) and may be decomposed into sets 01, . . . , 0d satisfying the
following:

(1) For 1≤ k ≤ d , 0k = {ξ ∈ ∂�
+
: Tan(ω+, ξ)⊂F (k)}.

(2) 01 ∪ · · · ∪0d = ∂�
+.

(3) limr→02
F6(k)
∂�+

(ξ, r)= 0 for ξ ∈ 0k .

The work of [Badger et al. 2017] studies the geometric structure of the set as well as the tangent
measure structure using the conclusions of the results above. We refer to their work for more details.

1B. Blowups of elliptic measures. In this paper, our objective is to recreate some parts of these results
for a class of elliptic measures. Admittedly, there are more results that could be generalized to this setting,
like Tsirelson’s theorem (using the method of [Tolsa and Volberg 2018]), but we content ourselves with
the present results to convey the flexibility of the method.

Let �⊂Rn+1 be open and A= A( · )= (ai j ( · ))1≤i, j≤n+1 be a matrix with real measurable coefficients
in �. We say that A is a uniformly elliptic matrix in � with constant 3≥ 1 and write A ∈A if it satisfies
the following conditions:

3−1
|ξ |2 ≤ 〈A(x)ξ, ξ〉 for a.e. x ∈� and for all ξ ∈ Rn+1, (1-1)

〈A(x)ξ, η〉 ≤3|ξ ||η| for a.e. x ∈� and for all ξ, η ∈ Rn+1. (1-2)

Notice that the matrix is possibly nonsymmetric and has variable coefficients. If A ∈ A , we define a
uniformly elliptic operator associated with A by

LA =− div(A( · )∇).

We will let ωA,x
� denote the LA-harmonic measure in � with pole at x (see Section 11 in [Heinonen

et al. 1993] for the definition), which we also call elliptic measure. It is clear that the transpose matrix
of A, which we denote by AT, is also uniformly elliptic in �. Finally, a function u :�→ R that satisfies
the equation LAu = 0 in the weak sense is called LA-harmonic. We will denote by C the subclass of A

consisting of matrices with constant entries.
To make sense of tangent measures of an elliptic measure at a point ξ in its support, we need to assume

that the coefficients A do not oscillate too much there on small scales.

Definition 1.5. Let �⊂ Rn+1 and let LA be an elliptic operator on �. For a compact set K ⊂ ∂�, we
will say that the coefficients of LA have vanishing mean oscillation on K with respect to � (or just
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LA ∈ VMO(�, K )) if

lim
r→0

sup
ξ∈K

1
rn+1 inf

C∈C

∫
B(ξ,r)∩�

|A(x)−C | dx = 0. (1-3)

We also say the coefficients of LA have VMO at ξ ∈ ∂� if

lim
r→0

1
rn+1 inf

C∈C

∫
B(ξ,r)∩�

|A(x)−C | dx = 0. (1-4)

Much like the harmonic case, the tangent measures we will obtain are supported on zero sets of elliptic
polynomials associated with an elliptic operator with constant coefficients. For a constant-coefficient
matrix A with real entries, we will denote by HA the set of LA-harmonic functions u vanishing at zero,
i.e., those functions u for which∫

A∇u∇ϕ dx = 0 for all ϕ ∈ C∞c (R
n+1) and u(0)= 0.

We also let PA(k) denote the set of LA-harmonic polynomials of degree k vanishing at the origin, and
FA(k)⊂ PA(k) the subset of homogeneous LA-harmonic polynomials of degree k. When A = I, we will
simply write F(k), P(k) and H in place of FA(k), PA(k) and HA.

For h ∈ HA, we will write

dωA
h =−ν�h · A∇h dσ6h ,

where σS stands for the surface measure on a surface S and ν is the outward normal vector at x ∈ ∂∗�h ,
the reduced boundary of �h . Once more, we used that h is real analytic since A has constant coefficients
and LAh = 0; see, e.g., Proposition 11.3 in [Mitrea 2013]. Again, when A is the identity, we will drop
the superscripts and, for example, write ωh in place of ωA

h . For S ⊂ C , we write

HS ={ω
A
h :h∈HA, A∈S }, PS (k)={ωA

h :h∈ PA(k), A∈S }, FS (k)={ωA
h :h∈ FA(k), A∈S },

HA =H{A}, PA =P{A}, FA =F{A},

and define HS ,6,PS ,6 , and FS ,6 as we did before. Observe that FC (1)=FA(1)=F (1) for any A∈C .
Our results also recover some LBWA properties implied in previous results if we consider domains satis-

fying the capacity density condition (CDC), whose complements also satisfy the CDC (see Definition 3.3
below) and whose associated elliptic measures are doubling. Examples of domains satisfying these
conditions are NTA domains and, by [Martio 1979, Theorem 3.1], any uniform domain � for which there
is s > n− 1 such that Hs

∞
(B(ξ, r)∩ ∂�)/r s

≥ c > 0 for all ξ ∈ ∂� and r > 0 is a CDC domain.
Our first result extends the work of [Kenig et al. 2009] to the elliptic case, and for domains beyond

NTA. First, recall the dimension of a measure µ.
For a Borel measure µ in Rn+1, we define the Hausdorff dimension of µ by

dim(µ)= inf{dim(Z) : µ(Rn+1
\ Z)= 0}.
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In practice, it is easier to compute this dimension as follows. Define lower and upper pointwise dimension
at a point x ∈ suppµ to be

dµ(x)= lim inf
r→0

logµ(B(x, r))
log r

and dµ(x)= lim sup
r→0

logµ(B(x, r))
log r

.

We call the common value dµ(x) = dµ(x) = dµ(x), if it exists, the pointwise dimension of µ at
x ∈ suppµ. It is shown in [Barreira and Wolf 2006, Proposition 3] that

dim(µ)= ess sup{dµ(x) : x ∈3}.

Theorem I. Let �± ⊂ Rn+1 be two disjoint domains and let LA be a uniformly elliptic operator on
�+∪�−. Let also ω±=ωLA,x±

�±
for some x± ∈�± be the LA-harmonic measures in the respective domains

and LA be in VMO(�+ ∪�−, ξ) at ω+-almost every ξ ∈ E ⊂ ∂�+ ∩ ∂�− with respect to either �±. If
ω± are mutually absolutely continuous on E , then for ω±-a.e. ξ ∈ E we have Tan(ω±, ξ) ⊂F (1) and
dimω±|E = n. Furthermore, if ∂�± are CDC, then limr→02

F6(1)
∂�+

(ξ, r)= 0 for ω+-a.e. ξ ∈ E.

Kenig, Preiss, and Toro originally showed this if �± were both NTA domains, and the dimension was
computed by estimating the Hausdorff dimension directly from above and then using the monotonicity
formula of Alt, Caffarelli, and Friedman [Alt et al. 1984] to estimate it from below. The latter is not
available for L-harmonic functions when L satisfies the VMO condition above. For this reason, we use
instead the fact that the tangent measures are all flat, which forces ω± to decay like a planar n-dimensional
Hausdorff measure on small scales.

Assuming a VMO condition on the interior and exterior elliptic measures, we can also obtain the
results of [Kenig and Toro 2006] and [Badger 2011] for elliptic measures on domains that do not have to
be NTA. We first state a pointwise version of these.

Theorem II. Let �+ be a domain in Rn+1, let �− := ext(�+) be its exterior, and let LA be a uniformly
elliptic operator in �+ ∪�−. Denote by ω± the LA-harmonic measures of �± with poles at some points
x± ∈ �±, and assume that ω± are mutually absolutely continuous with f = dω−/dω+. If for a fixed
ξ ∈ ∂�+ ∩ ∂�+ it holds that LA ∈ VMO(�+ ∪�−, ξ),

lim
r→0

(
−

∫
B(ξ,r)

f dω+
)

exp
(
−−

∫
B(ξ,r)

log f dω+
)
= 1, (1-5)

and Tan(ω+, ξ) 6=∅, then Tan(ω+, ξ)⊂FC (k) for some k and

lim sup
r→0

ω+(B(ξ, 2r))
ω+(B(ξ, r))

<∞. (1-6)

If �± have the CDC, then additionally

lim
r→0

2
FC ,6(k)
∂�+

(ξ, r)= 0.

It is well known that Tan(ω+, ξ) 6=∅ whenever ω+ satisfies the pointwise doubling condition (1-6). In
our situation, however, we do not assume that, but we get it for free since FC (k) is compact (see [Badger
2011, Lemma 4.10] for the harmonic case and Theorem 2.4 below).
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One might have guessed that a pointwise version of Theorem 1.4 would have assumed instead that

lim
r→0
−

∫
B(ξ,r)

∣∣∣∣ f −−
∫

B(ξ,r)
log f dω+

∣∣∣∣ dω+ = 0,

but we were not able to show that this implies Theorem II. However, under certain conditions they are
equivalent. We will discuss this matter in depth in Section 6 below.

Next, we state a global version.

Theorem III. Let �± ⊂ Rn+1 be two disjoint domains in Rn+1 with common boundary, and let LA be
a uniformly elliptic operator in �+ ∪�− such that LA ∈ VMO(�+ ∪�−, ξ) at every ξ ∈ ∂�+ ∩ ∂�−.
Denote by ω± the LA-harmonic measures of �± with poles at some points x± ∈�±. If ω+ is C-doubling,
ω± are mutually absolutely continuous, and log f = log(dω−/dω+) ∈ VMO(dω+), then there is d
depending on n and the doubling constant so that, for every compact subset K ⊆ ∂�+,

lim
r→0

sup
ξ∈K

d1(Tξ,r [ω+],PC (d))= 0. (1-7)

If additionally �± are CDC domains, then for any compact set K ⊆ ∂�

lim
r→0

sup
ξ∈K

2
PC ,6(d)
∂�+

(ξ, r)= 0.

That is, ∂�+ ∈ LBWA(PC ,6(d)).

See Section 2 for the definition of d1( · ,PC (d)), which is essentially a distance between measures
and the set PC (d).

The proof of Theorem II involves some useful lemmas about tangent measures that may be of indepen-
dent interest. Specifically, we refer the reader to Lemma 2.10.

Over the course of working on this manuscript, we also resolved a question left open in [Badger 2011]
(see the discussion on page 861 of that work).

Proposition I. The d-cone P(k) has compact basis for each k ∈ (0, n].

See Section 2 for the definition of compact bases. A consequence of this result is that we can improve
on the following theorem of Badger.

Theorem 1.6 [Badger 2011, Theorem 1.1]. Let �⊂ Rn+1 be an NTA domain with harmonic measure ω
and let ξ ∈ ∂�. If Tan(ω, ξ)⊂P(d), then Tan(ω, ξ)⊂F (k) for some k ≤ d.

In the proof of this result, Badger relied on the NTA assumption to conclude that Tan(ω, ξ) was
compact. By using Proposition I (whose proof is rather short), the compactness of F (k) (to which much
of the proof of Theorem 1.6 is dedicated), and a connectivity theorem of Preiss, we can improve this by
showing that, to get the same conclusion, no a priori information about the geometry of ω is needed; it
need not have been a harmonic measure, let alone one for an NTA domain:

Proposition II. Let ω be a Radon measure in Rn+1 and ξ ∈ Rn+1 such that Tan(ω, ξ)⊂P(k) for some
integer k. If Tan(ω, ξ)∩F (k) 6=∅ for some integer k, then Tan(ω, ξ)⊂F (k).
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1C. Rectifiability and elliptic measure for uniform domains. The blow-up arguments we use also have
an application to studying the relationship between rectifiability and harmonic measure, a subject in
which there have been a flurry of results in the last few years. For simply connected planar domains,
the problem of when harmonic measure is absolutely continuous with respect to H1 is classical. Bishop
and Jones [1990] showed that, if � is simply connected, ωx

��H1 on the subset of any Lipschitz curve
intersecting ∂�. Conversely, Pommerenke [1986] showed that if ω��H1 on a subset E ⊂ ∂�, then that
set can be covered by Lipschitz graphs up to a set of harmonic measure zero. In fact, a much earlier result
of the Riesz brothers says that any Jordan domain has harmonic measure and is H1 mutually absolutely
continuous if and only if the boundary is rectifiable; see [Riesz and Riesz 1920] or [Garnett and Marshall
2005, Chapter VI.1].

In higher dimensions, the problem is more delicate. There are some examples of simply connected
domains�⊂Rn+1 with n-rectifiable boundaries of finite Hn-measure so that either ω� 6�Hn or Hn

6�ω�;
see [Wu 1986; Ziemer 1974]. David and Jerison [1990] showed that mutual absolute continuity occurs
for NTA domains with Ahlfors–David regular boundaries. Building on that, Badger [2012] showed that
Hn
� ω� if � is an NTA domain whose boundary simply has locally finite Hn-measure, although we

showed with Tolsa that the converse relation ω�� Hn could be false for such domains [Azzam et al.
2017c].

However, in [Azzam et al. 2016b], along with Hofmann, Martell, Mayboroda, Tolsa, and Volberg, we
showed that for any domain �⊂Rn+1 and E ⊂ ∂� with ω�(E) > 0 and Hn(E) <∞, if ω��Hn on E ,
then E may be covered up to ω�-measure zero by Lipschitz graphs. By a theorem of Wolff, harmonic
measure in the plane lies on a set of σ -finite H1-measure, and so the assumption that H1(E) <∞ is
unnecessary in this case (although very necessary in higher dimensions due to the existence of Wolff
snowflakes). With Akman, we developed a converse for domains � ⊂ Rn+1 with big complements,
meaning

Hn
∞
(B(ξ, r)\�)≥ crn for all ξ ∈ ∂� and 0< r < diam ∂�. (1-8)

We showed that, for such domains, ω��Hn on the subset of any n-dimensional Lipschitz graph [Akman
et al. 2019], and hence, for these domains, we know that absolute continuity is equivalent to rectifiability
of harmonic measure (versus rectifiability of the boundary).

There are fewer positive results concerning absolute continuity and rectifiability of elliptic measures.
Even in the case of the half-plane, without some extra assumptions on the behavior of the elliptic
coefficients, elliptic measure can be singular [Caffarelli et al. 1981; Sweezy 1992; Wu 1994], and some
sort of Dini condition on the coefficients near the boundary is needed [Fabes et al. 1984; Fefferman et al.
1991]. For example, Kenig and Pipher [2001], considered the following condition.

Definition 1.7. Let δ(x)= dist(x, ∂�). We will say that an elliptic operator L =− div A∇ satisfies the
Kenig–Pipher condition (or KP-condition) if A = (ai j (x)) is a uniformly elliptic real matrix that has
distributional derivatives such that

εL
�(z) := sup

{
δ(x)|∇ai j (x)|2 : x ∈ 1

2 B(z, δ(z)), 1≤ i, j ≤ n+ 1
}

(1-9)



TANGENT MEASURES OF ELLIPTIC MEASURE AND APPLICATIONS 1899

is a Carleson measure in �, by which we mean that for all x ∈ ∂� and r ∈ (0, diam ∂�),∫
B(x,r)∩�

εL
�(z) dz ≤ Crn.

In [Kenig and Pipher 2001], they showed that for Lipschitz domains in Rn+1, elliptic operators satisfying
the KP-condition give rise to elliptic measures which are A∞-equivalent to surface measure. In fact,
it was proved in [Hofmann et al. 2017] that the same result can be obtained under the following more
general assumptions on the coefficients:

(K̃P)=


∇ai j ∈ Liploc(�),

‖δ�|∇ai j |‖L∞(�) <∞,

δ(x)|∇ai j (x)|2 is a Carleson measure
(1-10)

for 1≤ i, j ≤ n+1. Akman, Badger, Hofmann, and Martell observed in [Akman et al. 2017, Section 3.2]
that, using the same arguments in [David and Jerison 1990], this result can be extended to NTA domains
with Ahlfors–David regular boundaries. They used this fact to show that, on a uniform domain � (see
Definition 8.1 below) with Ahlfors–David regular boundary, if LA is a symmetric elliptic operator satisfying
a local L1 version of (1-9), i.e., A ∈ Liploc(�) and sup

{
|∇ai j (x)| : x ∈ 1

2 B(z, δ(z)), 1≤ i, j ≤ n+ 1
}

is
a Carleson measure with Carleson constant depending on the ball, then Hn

� ωL
� implies n-rectifiability

of the boundary.

Using our blow-up arguments, we can obtain the following improvement.

Theorem IV. Let � ⊂ Rn+1 be a uniform CDC domain so that Hn
|∂� is locally finite. Let ωLA

� be the
LA-harmonic measure associated to a (possibly nonsymmetric) elliptic operator satisfying (1-1) and (1-2).
Let E ⊆ ∂� be a set with Hn(E) > 0 such that Hn

� ω
LA
� on E and for Hn-a.e. ξ ∈ E

θn
∂�,∗(ξ, r) := lim inf

r→0

Hn(B(ξ, r)∩ ∂�)
(2r)n

> 0

and A has vanishing mean oscillation at ξ . Then E is n-rectifiable.

Surprisingly, to get this improvement requires a very different set of techniques than originally
considered in [Akman et al. 2017]. Let us point out that the argument therein uses the symmetry
hypothesis on the coefficients in a significant way and does not seem easy to extend to the nonsymmetric
case unless one additionally assumes that Hn

� ω
LAT

� .
Having VMO coefficients Hn-a.e. on ∂� is natural as it is implied by the Carleson condition considered

in [Akman et al. 2017; Kenig and Pipher 2001] by the following proposition:

Proposition III. Let �⊂ Rn+1 be a uniform domain and suppose that A is an elliptic matrix satisfying
(1-1) and (1-2) such that A ∈ Liploc(�) and, for some ball B0 centered on ∂�,∫

B0

δ(x)|∇ai j (x)|2 dx <∞. (1-11)

Then LA ∈ VMO(�, ξ) for Hn-a.e. ξ ∈ B0 ∩ ∂�.
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Discussion of related results. Near the completion of this work, we learned that Toro and Zhao [2017]
simultaneously proved that Hn

� ω� implies rectifiability of the boundary if � ⊆ Rn+ is a uniform
domain with Ahlfors–David n-regular boundary and the elliptic coefficients are in W 1,1(�). They also
exploit the vanishing oscillation of the coefficients at almost every boundary point (which they show is
implied by the W 1,1 condition) in the context of uniform domains, though, their proof is distinct by their
use of pseudotangents and stopping-time arguments.

1D. Notation. We will write a . b if there is C > 0 so that a ≤Cb and a .t b if the constant C depends
on the parameter t . We write a ≈ b to mean a . b . a and define a ≈t b similarly.

2. Tangent measures

2A. Cones and compactness. Given two Radon measures µ and σ , we set

FB(µ, σ )= sup
f

∫
f d(µ− σ),

where the supremum is taken over all the nonnegative 1-Lipschitz functions supported on B. For r > 0,
we write

Fr (µ, ν)= FB(0,r), Fr (µ)= Fr (µ, 0)=
∫
(r − |z|)+ dµ.

A set of Radon measures M is a d-cone if cT0,r [µ] ∈M for all µ ∈M , c > 0 and r > 0. We say a
d-cone has closed (resp. compact) basis if its basis {µ ∈M : F1(µ)= 1} is closed (resp. compact) with
respect to the weak topology.

For a d-cone M , r > 0, and µ a Radon measure with 0< Fr (µ) <∞, we define the distance between
µ and M as

dr (µ,M )= inf
{

Fr

(
µ

Fr (µ)
, ν

)
: ν ∈M , Fr (ν)= 1

}
.

Lemma 2.1 [Kenig et al. 2009, Section 2]. Let µ be a Radon measure in Rn+1 and M a d-cone. For
ξ ∈ Rn+1 and r > 0:

(1) Tξ,r [µ](B(0, s))= µ(B(ξ, sr)).

(2)
∫

f dTξ,r [µ] =
∫

f ◦ Tξ,r dµ.

(3) FB(ξ,r)(µ)= r F1(Tξ,r [µ]).

(4) FB(ξ,r)(µ, ν)= r F1(Tξ,r [µ], Tξ,r [ν]).

(5) µi → µ weakly if and only if Fr (µi , µ)→ 0 for all r > 0.

(6) dr (µ,M )≤ 1.

(7) dr (µ,M )= d1(T0,r [µ],M ).

(8) If µi → µ weakly and Fr (µ) > 0, then dr (µi ,M )→ dr (µ,M ).

Lemma 2.2 [Kenig et al. 2009, Remark 2.13]. A d-cone M of Radon measures in Rn+1 has a closed
basis if and only if it is a relatively closed subset of the nonzero Radon measures in Rn+1.
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Proof. One direction is obvious, so suppose M has closed basis and µi ∈M converges weakly to some
nonzero Radon measure µ. Then Fr (µ) > 0 for some r > 0. The set {ν ∈M : F1(ν) = 1} is closed
by assumption, and since M is a d-cone, the set {ν ∈ F : Fr (ν) = 1} is also closed. Hence, since
µi/Fr (µi )→ µ/Fr (µ), we know µ/Fr (µ) ∈M , and thus µ ∈M . �

Lemma 2.3. If µ is a nonzero Radon measure and M is a d-cone with closed basis, then µ ∈M if and
only if dr (µ,M )= 0 for all r > 0 for which Fr (µ) > 0.

Proof. Suppose dr (µ,M )= 0 for all r > 0 for which Fr (µ) > 0. For j ∈ N large enough, we can find a
sequence µj,k ∈M such that

Fj (µj,k)= 1 and lim
k→∞

Fj

(
µ

Fj (µ)
, µj,k

)
= 0. (2-1)

In particular, we can pass to a subsequence so that µj,k converges weakly in B(0, j) to a measure µj

supported in B(0, j) with Fj (µj )= 1. In view of (2-1), the latter implies µ= Fj (µ)µj in B(0, j), and thus

Fj (µ)µj ⇀µ.

Since µj,k ⇀µj and Fj (µ) 6= 0 for j large, we can pick kj so that

Fj (µj,kj , µj ) <
1

j Fj (µ)
.

In particular, for any r > 0 and j > r ,

Fr (µj,kj Fj (µ), µ)≤ Fr (µj,kj Fj (µ), µj Fj (µ))+ Fr (µj Fj (µ), µ)

≤ Fj (µj,kj Fj (µ), µj Fj (µ))+ Fr (µj Fj (µ), µ)

<
1
j
+ Fr (µj Fj (µ), µ)→ 0.

Thus, µj,kj Fj (µ)⇀µ. By Lemma 2.2, M is closed, and since we have µj,kj Fj (µ) ∈M for all j , this
implies µ ∈M . The other implication is trivial. �

Theorem 2.4 [Preiss 1987, Corollary 2.7]. Let µ be a Radon measure on Rn+1 and ξ ∈ suppµ. Then
Tan(µ, ξ) has compact basis if and only if

lim sup
r→0

µ(B(ξ, 2r))
µ(B(ξ, r))

<∞. (2-2)

In this case, for any ν ∈ Tan(µ, ξ), it holds that 0 ∈ supp ν and

ν(B(0, 2r))
ν(B(0, r))

≤ lim sup
ρ→0

µ(B(ξ, 2ρ))
µ(B(ξ, ρ))

for all r > 0.

Lemma 2.5 [Mattila 1995, Theorem 14.3]. Let µ be a Radon measure on Rn+1. If ξ ∈ Rn+1 and (2-2)
holds, then every sequence ri ↓ 0 contains a subsequence such that

Tξ,rj [µ]

µ(B(ξ, rj ))
⇀ ν (2-3)

for some measure ν ∈ Tan(µ, ξ).
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Having tangent measures that arise as limits of the form (2-3) is very convenient, but this limit does
not always converge weakly to something. This may happen if µ is not pointwise doubling at the point a.
However, all tangent measures are at least dilations of tangent measures arising in this way.

Lemma 2.6 [Mattila 1995, Remark 14.4(1)]. Let µ be a nonzero Radon measure, ξ ∈ suppµ, and
ν ∈ Tan(µ, ξ). Then there are ρj ↓ 0 and ρ, c > 0 so that

Tξ,ρj [µ]

µ(B(ξ, ρj ))
⇀ cT0,ρ[ν] and cT0,ρ[ν](B) > 0.

Proposition 2.7 [Preiss 1987, Proposition 2.2]. Let M be a d-cone. Then M has compact basis if and
only if for every λ > 1 there is τ > 1 such that

Fτr (9)≤ λFr (9) for every 9 ∈M and r > 0. (2-4)

In this case, 0 ∈ supp9 for all 9 ∈M .

Theorem 2.8 [Mattila 1995, Theorem 14.16]. Let µ be a Radon measure on Rn+1. For µ-almost every
x ∈ Rn+1, if ν ∈ Tan(µ, x), the following hold:

(1) Ty,r [ν] ∈ Tan(µ, x) for all y ∈ supp ν and r > 0.

(2) Tan(ν, y)⊂ Tan(µ, x) for all y ∈ supp ν.

Lemma 2.9 [Badger 2011, Lemma 2.6]. Let µ be a nonzero Radon measure on Rn+1 and x ∈ supp(µ).
If ν ∈ Tan(µ, x), then Tan(ν, 0)⊂ Tan(µ, x).

2B. Connectivity of cones. The main tool from [Kenig et al. 2009; Badger 2011] is the following
“connectivity” lemma, which was originally shown in [Kenig et al. 2009, Corollary 2.16] under the
assumption that M had compact basis. For our purposes, we need to remove this assumption.

Lemma 2.10. Let F and M be d-cones and assume F has compact basis. Furthermore, suppose that
there is ε0 > 0 such that for µ ∈M , if there is r0 > 0 so that dr (µ,F )≤ ε for all r ≥ r0, then µ ∈F. For
a Radon measure η and x ∈ supp η, if Tan(η, x)⊂M and Tan(η, x)∩F 6=∅, then Tan(η, x)⊂F.

We will first require some lemmas.

Lemma 2.11. Let F be a d-cone with compact basis. There is β > 0 depending only on F so that the
following holds. Suppose ω is a Radon measure in Rn+1, ξ ∈ suppω, Tan(ω, ξ)∩F 6=∅ and

lim sup
r→0

dr0(Tξ,r [ω],F )≥ ε0 > 0 for some r0 > 0.

Then for ε < ε0 small enough, we may find µ ∈ Tan(ω, ξ)\F so that

(1) dr0(µ,F )= ε,

(2) dr (µ,F )≤ ε for all r > r0, and

(3) µ(B(0, r))≤ rβµ(B(0, 4r0)) for all r ≥ r0.

This is an adaptation of the proof of [Kenig et al. 2009, Corollary 2.16], but with some extra care.
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Proof. Without loss of generality, we will assume r0 = 1. Let cj > 0 and rj ↓ 0 be such that cj Tξ,rj [ω] →

ν ∈F. Since F is compact, by Proposition 2.7, 0 ∈ supp ν and so ν(B) > 0. Thus, by Lemma 2.1(5),
cj Tξ,rj [ω](B) > 0 for j large. By Lemma 2.1(8), we have that, given ε > 0, for j large enough,

d1(Tξ,rj [ω],F )= d1(cj Tξ,rj [ω],F ) < ε. (2-5)

Note that 0∈ supp Tξ,rj [ω] since ξ ∈ suppω, and so there is no accidental dividing by zero in the definition
of d1. By assumption, there is also sj ↓ 0 so that

d1(Tξ,sj [ω],F ) > ε. (2-6)

We can assume sj < rj by passing to a subsequence. Then by (2-5) and (2-6), let ρj ∈ (sj , rj ) be the
maximal number such that

d1(Tξ,ρj [ω],F )= ε. (2-7)

Then, by the maximality of ρj ,
sup

t∈[ρj ,rj ]

d1(Tξ,t [ω],F )≤ ε. (2-8)

We claim ρj/rj→ 0. If not, then since ρj/rj ≤ 1, we may pass to a subsequence so that ρj/rj→ t ∈ (0, 1),
and so

cj Tξ,ρj [ω] = T0,ρj/rj [cj Tξ,rj [ω]] → T0,t [ν] ∈F ,

which contradicts (2-7). Thus, ρj/rj → 0, and so (2-8) implies that for α ≥ 1, if j is large enough, we
have 1≤ α < rj/ρj . If ωj = Tξ,ρj [ω], then by Lemma 2.1(7), it holds that

dα(ωj ,F )= dα(Tξ,ρj [ω],F )= d1(Tξ,αρj [ω],F )
(2-8)
≤ ε, (2-9)

which by (2-7) implies

d1(ωj ,F )= ε > 0 and lim sup
j→∞

dr (ωj ,F )≤ ε for r > 1. (2-10)

For r ≥ 1, let µj,r ∈F be such that Fτr (µj,r )= 1 and

Fτr

(
ωj

Fτr (ωj )
, µj,r

)
< 3

2 dτr (ωj ,F ).

By (2-10), for j large enough,

Fr

(
ωj

Fτr (ωj )
, µj,r

)
≤ Fτr

(
ωj

Fτr (ωj )
, µj,r

)
< 3

2 dτr (ωj ,F ) < 2ε. (2-11)

Since F has compact basis, by Proposition 2.7 with λ= 2, there is τ > 1 depending only on F so that
(2-4) holds for M =F. Thus, if ε < 1

8 , by the triangle inequality for Fr and (2-11),

Fr (ωj )

Fτr (ωj )
≥ Fr (µj,r )− 2ε ≥ 1

2 Fτr (µj,r )− 2ε = 1
2 − 2ε > 1

4 . (2-12)

Hence, for any r ≥ 1,
Fτr (ωj )≤ 4Fr (ωj ).
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Set µj = ωj/F1(ωj ). Then iterating the above inequality and letting j→∞, we get that for all ` ∈ N,

lim sup
j→∞

Fτ `(µj )≤ 4`.

This implies that we can pass to a subsequence so that µj converges weakly to a measure µ ∈ Tan(ω, ξ).
In particular, for r ≥ 1, since F1(µj )= 1, we may compute

d1(µ,F )= lim
j→∞

d1(µj ,F )= lim
j→∞

d1(ωj ,F )
(2-10)
= ε,

dr (µ,F )= lim
j→∞

dr (µj ,F )= lim
j→∞

dr (ωj ,F )
(2-10)
≤ ε,

and
τ `µ(B(0, τ `))≤ F2τ `(µ)≤ 4`F2(µ) for all ` ∈ N. (2-13)

Since τ > 1, for any r ≥ 1, there exists ` > 0 such that τ `−1 < r ≤ τ `. If τ ∈ (1, 4), then (2-13) implies

τ `µ(B(0, τ `))≤ ταrαµ(B(0, 2)),

where α = 1/log4 τ ∈ (1,∞) and we used that 4` = τ `α. Therefore,

µ(B(0, r))≤ τα−`rαµ(B(0, 2)),

and notice that τα−` ≤ 1 whenever τ ` ≥ 4; i.e., the constant is independent of τ . In the case that
1≤ r ≤ τ ` < 4, we simply use that B(0, r)⊂ B(0, 4) to conclude that

µ(B(0, r))≤ µ(B(0, 4)).

If τ ≥ 4, then (2-13) trivially gives

τ `µ(B(0, τ `))≤ 4`µ(B(0, 2))≤ τ `µ(B(0, 2)),

which can only be true if r ≤ τ ` ≤ 2. Thus, B(0, r)⊂ B(0, 2) and (3) readily follows. �

Corollary 2.12. Let F be a d-cone with compact basis. There is β > 0 so that the following holds.
Suppose µ is a Radon measure in Rn+1 so that

(1) Tan(µ, ξ)∩F 6=∅ and

(2) Tan(µ, ξ)\F 6=∅.

Then there is r0 > 0 so that for any ε > 0 sufficiently small, the conclusion of Lemma 2.11 holds.

Proof. Let ν ∈ Tan(µ, ξ)\F. By Lemma 2.3, there exists r0 > 0 so that Fr0(ν) > 0 and dr0(ν,F ) > 0. Let
cj > 0 and rj ↓ 0 be so that cj Tξ,rj [µ]→ ν. Then, for j large enough, dr0(Tξ,rj [µ],F ) >

1
2 dr0(ν,F ) > 0.

The corollary now follows from Lemma 2.11 with ε0 =
1
2 dr0(ν,F ). �

Proof of Lemma 2.10. If Tan(η, x)\F 6=∅, then, by Corollary 2.12, we may find µ ∈ Tan(η, x) \F and
ε, r0 > 0 so that dr0(µ,F ) = ε and dr (µ,F ) ≤ ε for all r > r0. By assumption, this implies µ ∈ F,
which is a contradiction. Thus, Tan(η, x)⊂F. �
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3. Elliptic measures

3A. Uniformly elliptic operators in divergence form. Let A be a real matrix with measurable coefficients
that satisfies (1-1) and (1-2). We consider the second-order elliptic operator L =− div A∇ and we say
that a function u ∈W 1,2

loc (�) is a weak solution of the equation Lu = 0 in � (or just L-harmonic) if∫
A∇u · ∇ϕ = 0 for all ϕ ∈ C∞0 (�). (3-1)

We also say that u ∈W 1,2
loc (�) is a supersolution (resp. subsolution) for L in � or just L-superharmonic

(resp. L-subharmonic) if
∫

A∇u∇ϕ ≥ 0 (resp.
∫

A∇u∇ϕ ≤ 0) for all nonnegative ϕ ∈ C∞0 (�).

In this section, we assume n ≥ 2.

3B. Regularity of the domain and Dirichlet problem. We say that a point x0 ∈ ∂� is Sobolev L-regular
if, for each function ϕ ∈W 1,2(�)∩C(�), the L-harmonic function h in � with h−ϕ ∈W 1,2

0 (�) satisfies

lim
x→x0

h(x)= ϕ(x0).

Theorem 3.1 [Heinonen et al. 1993, Theorem 6.27]. If for x0 ∈ ∂� it holds that∫ 1

0

cap(B(x0, r)∩�c, B(x0, 2r))
cap(B(x0, r), B(x0, 2r))

dr
r
=+∞,

then x0 is Sobolev L-regular. Here cap( · , · ) stands for the variational 2-capacity of the condenser ( · , · )
(see, e.g., [Heinonen et al. 1993, p. 27]).

We say that a point x0 ∈ ∂� is Wiener regular if, for each function f ∈ C(∂�;R), the L-harmonic
function H f constructed by the Perron’s method satisfies

lim
x→x0

H f (x)= f (x0).

See [Heinonen et al. 1993, Chapter 9].

Lemma 3.2 [Heinonen et al. 1993, Theorem 9.20]. Suppose that x0 ∈ ∂�. If x0 is Sobolev L-regular then
it is also Wiener regular.

The aforementioned result from [Heinonen et al. 1993] is only stated for � bounded but in fact it holds
for unbounded domains, since the only part of the proof that requires the domain to be bounded is the
existence of a unique solution of the Dirichlet problem with Sobolev Dirichlet data in bounded domains.
This is true though in the unbounded case as well. See, e.g., on p. 11 in [Azzam et al. 2016a] where this
is shown. Moreover,∞ is also a Wiener regular point for each unbounded �⊂ Rn+1, if n ≥ 2; see, e.g.,
Theorem 9.22 in [Heinonen et al. 1993].

We say that � is Sobolev L-regular (resp. Wiener regular) if all the points in ∂� are Sobolev L-regular
(resp. Wiener regular).
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Definition 3.3. A domain �⊂ Rn+1 is called regular if every point of ∂� is regular (i.e., if the classical
Dirichlet problem is solvable in � for the elliptic operator L), where ∂� denotes the boundary of �. For
K ⊂ ∂�, we say that � has the capacity density condition (CDC) if, for all x ∈ ∂� and 0< r < diam ∂�,

cap(B(x, r)∩�c, B(x, 2r))& rn−1.

Note that if n ≥ 2, by Wiener’s criterion, domains satisfying the CDC are both Wiener regular and
L-Sobolev regular.

Let �⊂ Rn+1 be Wiener regular and x ∈�. If f ∈ C(∂�), then the map f 7→ H f (x) is a bounded
linear functional on C(∂�). Therefore, by the Riesz representation theorem and the maximum principle,
there exists a probability measure ωx on ∂� (associated to L and the point x ∈ �) defined on Borel
subsets of ∂� so that

H f (x)=
∫
∂�

f dωx for all x ∈�.

We call ωx the elliptic measure or L-harmonic measure associated to L and x .

3C. Green’s function and PDE estimates.

Lemma 3.4. Let � ⊂ Rn+1, n ≥ 2, be an open, connected set so that ∂� is Sobolev L-regular. There
exists a Green’s function G :�×�\ {(x, y) : x = y}→R associated with L which satisfies the following.
For 0< a < 1, there are positive constants C and c depending on a, n and 3 such that for all x, y ∈�
with x 6= y, it holds that

0≤ G(x, y)≤ C |x − y|1−n,

G(x, y)≥ c|x − y|1−n if |x − y| ≤ aδ�(x),

G(x, · ) ∈ C(� \ {x})∩W 1,2
loc (� \ {x}) and G(x, · )|∂� ≡ 0,

G(x, y)= GT (y, x),

where GT is the Green’s function associated with the operator LAT , and for every ϕ ∈ C∞c (R
n+1)∫

∂�

ϕ dωx
−ϕ(x)=−

∫
�

AT (y)∇yG(x, y) · ∇ϕ(y) dy for a.e. x ∈�. (3-2)

In the statement of (3-2), one should understand that the integral on right-hand side is absolutely
convergent for a.e. x ∈� and a proof of it can be found in Lemma 2.6 in [Azzam et al. 2016a]. The rest
were proved in [Grüter and Widman 1982; Hofmann and Kim 2007].

The lemma below is frequently called Bourgain’s lemma, as he proved a similar estimate for harmonic
measure in [Bourgain 1987].

Lemma 3.5 [Heinonen et al. 1993, Lemma 11.21]. Let � ⊂ Rn+1 be any domain satisfying the CDC
condition, x0 ∈ ∂�, and r > 0 so that �\B(x0, 2r) 6=∅. Then

ω
L ,x
� (B(x0, 2r))≥ c > 0 for all x ∈�∩ B(x0, r), (3-3)

where c depends on d and the constant in the CDC.
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Lemma 3.6. For �⊂ Rn+1, n ≥ 2, and the assumptions of Lemma 3.4, if B is centered on ∂�, then

G(x, y)rn−1
B inf

z∈2B
ωL ,z(4B). ωL ,y(4B) for x ∈ B ∩� and y ∈�\2B. (3-4)

In particular, for a CDC domain, we have

G(x, y)rn−1
B . ωL ,y(4B) for x ∈ B ∩� and y ∈�\2B.

Proof. This was originally shown for harmonic measure in [Azzam et al. 2016b], but we cover the details
here.

By Bourgain’s estimate, ωL ,y(4B)& 1 for y ∈ 2B ∩�, and so for y ∈�\2B and x ∈ B ∩�

inf
z∈2B

ωL ,z(4B)G(x, y)rn−1
B .

infz∈2B ω
L ,z(4B)

|x − y|n−1 rn−1
B . inf

z∈2B
ωL ,z(4B)

and since G(x, · ) vanishes on ∂�, we thus have that, for some constant C > 0,

lim sup
y→ξ

CωL ,y(4B)− inf
z∈2B

ωL ,z(4B)G(x, y)rn−1
B ≥ 0 for all ξ ∈ ∂(�\2B)

and so (3-4) follows from the maximum principle [Heinonen et al. 1993, Theorem 11.9]. �

By an iteration argument using Lemma 3.5, one can obtain the following lemma.

Lemma 3.7. Let�(Rn+1 be open with the CDC. Let x ∈ ∂� and 0< r <diam�. Let u be a nonnegative
L-harmonic function in B(x, 4r)∩� and continuous in B(x, 4r)∩� so that u ≡ 0 in ∂�∩ B(x, 4r).
Then extending u by 0 in B(x, 4r) \�, there exists a constant α > 0 such that

u(y)≤ C
(
δ�(y)

r

)α
sup

B(x,2r)
u for all y ∈ B(x, r), (3-5)

where C and α depend on n, 3 and the CDC constant, and δ�(y) = dist(y, �c). In particular, u is
α-Hölder continuous in B(x, r).

The following lemma is standard but we provide a proof for the sake of completeness.

Lemma 3.8. Let �⊂ Rn+1 be an open set, and assume that A is an elliptic matrix and 8 : Rn+1
→ Rn+1

is a bi-Lipschitz map. Set
Ã := |det D8|D8−1(A◦8)DT

8−1 .

Then u is a weak solution of LAu = 0 in 8(�) if and only if ũ = u ◦8 is a weak solution of L Ãũ = 0 in �.

Proof. Let ϕ ∈ C∞c (R
n+1) and ϕ = ψ ◦8. Then by change of variables and the chain rule∫

8(�)

A∇u · ∇ψ =
∫
�

(A◦8)∇u◦8 · ∇ψ◦8|det D8|

=

∫
�

(A◦8)DT
8−1∇(u◦8) · DT

8−1∇(ψ◦8)|det D8|

=

∫
�

|det D8|D8−1(A◦8)DT
8−1∇(u◦8) · ∇(ψ◦8)=

∫
�

Ã∇ũ · ∇ϕ.

The lemma readily follows. �
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We will usually apply the above lemma when 8(x)= Sx for some matrix S, in which case

Ã = (det S)S−1(A ◦ S)(S−1)T . (3-6)

Lemma 3.9. With the same assumptions as Lemma 3.8, and assuming � is a Wiener regular domain, we
have that for any set E ⊂8(∂�)= ∂8(�) and x ∈�

ω
LA,8(x)
8(�) (E)= ω

L Ã,x
� (8−1(E)). (3-7)

Proof. Let ϕ ∈ C∞c (R
n+1). Since the function

v(x)=
∫
ϕ dωL ,x

8(�)

is LA-harmonic for x ∈8(�), by the previous lemma we know that the function

ṽ(x)=
∫
ϕ dωL ,8(x)

8(�)

is L Ã-harmonic for x ∈�. If ξ ∈ ∂�, then as x→ ξ in �, 8(x)→8(ξ) in 8(�), and so

ṽ(x)=
∫
ϕ dωL ,8(x)

8(�) → ϕ(8(ξ)).

Thus, ṽ is the L Ã-harmonic extension of (ϕ ◦8)|∂� to �, and so∫
∂8(�)

ϕ dωLA,8(x)
8(�) =

∫
∂�

ϕ ◦8 dω
L Ã,x
� for all x ∈�.

Since this holds for all such ϕ, we get that for any set E ⊂ ∂8(�)=8(∂�),

ω
LA,8(x)
8(�) (E)= ω

L Ã,x
� (8−1(E)),

which gives the lemma. �

The following lemma will help us relate measures generated by elliptic polynomials to just measures
generated by harmonic polynomials. In particular, if A is an elliptic matrix with constant and real
coefficients, by the change of variables described below (which is just a linear transformation), if h is
a harmonic polynomial solution in an open set � and S =

√
As (where As is the symmetric part of A),

then h̃ = h ◦ S−1 is a polynomial solution of − div A∇u = 0 in S(�). So, there is a bijection between the
set of harmonic polynomials and the set of polynomial solutions of − div A∇u = 0 in S(�) (for a fixed
constant elliptic matrix A). Recall also that p is a harmonic polynomial in an open set if and only if it
is a harmonic polynomial in Rn+1. So, if A is as above, there is an abundance of nontrivial polynomial
solutions of − div A∇u = 0 in any open subset of Rn+1 (including Rn+1 itself). In fact, Theorem 2 in
[Abramov and Petkovšek 2012] states that for such LA, for any k ∈ N, there exists a polynomial solution
of LAh = 0 of degree k.

Lemma 3.10. Let A be an elliptic constant matrix, As =
1
2(A+ AT ), and S =

√
As . Let h ∈ HA and

h̃ = h ◦ S. Then Ã = (det S)I, h̃ ∈ H and

ωh̃ = (det S)−1S−1
[ωA

h ]. (3-8)
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Proof. Note that since LA has constant coefficients, LAs = LA by the fact that for u ∈ C2

LAu =
∑
i, j

ai j ∂i∂j u =
1
2

∑
i, j

ai j ∂i∂j u+
1
2

∑
i, j

ai j ∂j∂i u

=

∑
i, j

(ai j + aj i )

2
∂i∂j u = LAs u.

Thus, if h is an LA-harmonic function, it is also an LAs-harmonic function. Moreover, for anyψ∈C∞c (R
n+1)∫

ψ dωAs
h =

∫
�h

hLAs (ψ)=

∫
�h

hLA(ψ)=

∫
ψ dωA

h .

In fact, without loss of generality, we may assume that A = As .
Recall now that since As is a symmetric, positive definite and invertible matrix with constant real

entries, then it has a unique real symmetric positive definite square root S =
√

As which is also invertible.
Hence, by Lemma 3.8 and (3-6) with A= As , we have that Ã= (det S)I and h̃ is L(det S)I -harmonic, and
thus just harmonic.

Let now ϕ∈C∞c (R
n+1) andψ◦S=ϕ. By Green’s formula and the fact that S is also symmetric, we have

(det S)
∫
ϕ dωh̃ = (det S)

∫
�h̃

h̃1ϕ =−(det S)
∫
�h̃

∇ h̃ · ∇ϕ

=−(det S)
∫
�h̃

ST
∇h ◦ S · ST

∇ψ ◦ S

=−

∫
S−1(�h)

SST
∇h ◦ S · ∇ψ ◦ S

=−

∫
�h

As∇h · ∇ψ =
∫
�h

hLAs (ψ)

=

∫
�h

hLA(ψ)=

∫
ψ dωA

h =

∫
ϕ d S−1

[ωA
h ]. �

Let us recall some simple facts from linear algebra which help us understand how the geometry of
� is affected by the linear transformation above. Note that S is orthogonally diagonalizable since it is
symmetric, which means that it represents a linear transformation with scaling in mutually perpendicular
directions. Hence S−1 is a special bi-Lipschitz change of variables that takes balls to ellipsoids, where
eigenvectors determine directions of semiaxes, eigenvalues determine lengths of semiaxes and its maximum
eccentricity is given by

√
(λmax/λmin) (where λmax are λmin are the maximal and minimal eigenvalues

of S−1), which is in turn bounded below by
√
3
−1

and above by
√
3. In particular, S−1(∂�)=∂(S−1(�)),

3−1/2
≤ ‖S−1

‖ ≤31/2; i.e., S−1 distorts distances by at most a constant depending on ellipticity.

3D. The main blow-up lemma. We now introduce the main tool of this paper, which is a variant of
previous blow-up arguments, first introduced by Kenig and Toro [2006] for NTA domains, then extended
to CDC domains in [Azzam et al. 2017b]. Both these cases apply to harmonic measure but can be
extended to elliptic measures with a VMO condition on the coefficients.
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Lemma 3.11. Let �+ ⊂ Rn+1 be a CDC domain, K ⊂ ∂�+ a compact set, ξj ∈ K a sequence of points,
and L =− div A∇ a uniformly elliptic operator in �+ such that

lim
r→0

sup
ξ∈K

1
rn+1 inf

C∈C

∫
B(ξ,r)∩�+

|A(x)−C | dx = 0. (3-9)

Let ω+ be the elliptic measure for �+ and cj ≥ 0, and rj → 0 such that ω+j = cj Tξj ,rj [ω
+
]⇀ω+

∞
for

some nonzero measure ω+
∞

. Let �+j = Tξj ,rj (�
+). Then there is a subsequence and a closed set 6 ⊂Rn+1

such that:

(a) For all R > 0 sufficiently large, B(0, R) ∩ ∂�+j 6= ∅ and ∂�+j ∩ B(0, R)→ 6 ∩ B(0, R) in the
Hausdorff metric.

(b) 6c
=�+

∞
∪�−
∞

, where�+
∞

is a nonempty open set and�−
∞

is also open but possibly empty. Further,
they satisfy that for any ball B with B ⊂�±

∞
, a neighborhood of B is contained in �±j for all j large

enough.

(c) suppω+
∞
⊂6.

(d) Let u+(x)= G�+(x, x+) on �+ and u+(x)= 0 on (�+)c. Set

u+j (x)= cj u+(xrj + ξj )rn−1
j .

Then u+j converges locally uniformly in Rn+1 and in W 1,2
loc (R

n+1) to a nonzero function u+
∞

which is
continuous in Rn+1, vanishes in (�+

∞
)c, and satisfies

u+
∞
(y). ω+

∞
(B(x, 4r))r1−n (3-10)

for x ∈6, r > 0, and y ∈ B(x, r)∩�+
∞

. Moreover, there is A+0 a constant elliptic matrix so that if
L+0 =− div A+0 ∇, then∫

ϕ dω+
∞
=

∫
Rn+1

u+
∞

L+0 ϕ for any ϕ ∈ C∞c (R
n+1). (3-11)

Suppose now that �− = Rn+1
\�+, so that ∂�+ = ∂�− and �− is also connected and has the CDC.

Define analogously ω−j , u−, u−j , and u−
∞

. Assume that A is uniformly elliptic in �+ ∪�−, (3-9) holds
for �+ ∪�− in place of �+ and ω−j converges weakly to ω−

∞
= cω+

∞
for some number c ∈ (0,∞).

Then �−
∞
6= ∅ and for a suitable subsequence, (d) holds for u−j , u−

∞
, and �−

∞
. Furthermore, if we set

u∞ = u+
∞
− c−1u−

∞
, then:

(e) u∞ extends to a continuous function on Rn+1 which satisfies L0u∞ = 0 in Rn+1.

(f) 6 = {u∞ = 0}, with u∞ > 0 on �+
∞

and u∞ < 0 on �−
∞

. Further, 6 is a real analytic variety of
dimension n.

(g) dω+
∞
=−(∂u∞/∂νA0) dσ∂�+∞ , where σS stands for the surface measure on a surface S and ∂/∂νA0 =

ν · A0∇ is the outward conormal derivative.

Proof. The proof of this lemma can be found in [Azzam et al. 2017b] for harmonic measure for the case
that K = {ξ} (i.e., so that (1-4) holds). The proof for general K is essentially the same in this setting with
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minor changes. Here we shall only record the required modifications (some of which are quite substantial)
for the K = {ξ} case in order for the same proof to work for any elliptic measure as well. In this case,
ξj = ξ for all j . We set

Aj (x) := A(rj x + ξ), u±j (x) := cjrn−1
j u±(rj x + ξ), ϕj (x) := ϕ

(
x − ξ

rj

)
.

Without loss of generality we can only work with u+ since the results for u− can be proved analogously.
Notice now that for j large enough, the pole x+ is not in supp(ϕj ). In fact, for any ball B centered at

the boundary of �j , we can find j0 ∈ N such that for all j ≥ j0, we have x+ 6∈ Tξ,rj (B). Moreover, for
x ∈ B ∩�j and j large enough,

u+j (x)= cjrn−1
j u+(rj x + ξ)

(3-4)
. cjrn−1

j (rjrB)
1−nω+(4rj B+ ξ)= r1−n

B ω+j (4B). (3-12)

Proof of (b): We only need to prove the existence of B ⊂�+j for large j ∈ N. Suppose there is no such
ball. Let ϕ be any continuous compactly supported nonnegative function for which

∫
ϕ dω+

∞
6= 0, and let

M > 0 be so that suppϕ ⊂ B(0,M). Thus, there must be x0 ∈ B(0,M)∩ suppω+
∞

. We set

δj := sup{dist(x, (�+j )
c) : x ∈ B(0, 2M)},

which goes to zero by assumption. For x ∈ B(0, 2M) and j ∈ N, let ζj (x) ∈ (�
+

j )
c be closest to x so

that |x − ζj (x)| ≤ δj ≤ 2M (the second inequality holds because 0 ∈ ∂�+j ). It also holds that for all
x ∈ B(0, 2M), we have |x − x0| ≤ |x | + |x0|< 3M.

Notice now that for any j big enough, u+j is a solution in B(0, 2M)∩�+j and a subsolution in B(0, 2M).
Moreover, if x ∈�+j , then ζj (x) ∈ ∂�+j . Thus, for j large, by Cauchy–Schwarz, Caccioppoli’s inequality
in B(0,M) (which also holds for subsolutions), and the fact that u+j and ϕ are supported in �+j and
B(0,M) respectively,

0 <

∫
ϕ dω+j =

∫
�+j

Aj∇u+j · ∇ϕ .λ,3,n,M ‖∇ϕ‖∞

(∫
B(0,2M)

|u+j |
2
)1/2

(3-5)
.

(∫
�+j ∩B(0,2M)

(
sup

B(ζj (x),2M)
u+j
)2
(

x − ζj (x)
2M

)2α

dx
)1/2

(3-12)
.

(∫
�+j ∩B(0,2M)

[ω+j (B(ζj (x), 8M))(2M)1−n
]
2 dx

)1/2(
δj

2M

)α
. (2M)(n+1)/2ω+j (B(x0, 13M))(2M)1−n

(
δj

2M

)α
,

and thus

0<
∫
ϕ dω+

∞
.λ,3,n,M,ϕ

(
lim sup

j→∞
ω+j (B(x0, 13M))

)
lim

j
δαj

≤ ω+
∞
(B(x0, 13M)) · 0= 0,

which is a contradiction. Thus, there is B ⊂�j for all large j (after passing to a subsequence).
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Proof of (d): Arguing as in [Azzam et al. 2017b], there exists u+
∞

which is continuous in Rn+1 and
vanishes on (�+

∞
)c such that (after passing to a subsequence) u+j → u+

∞
uniformly on compact sets

of Rn+1. Moreover, it is not hard to see that u+j ∈W 1,2(B) for large j . Indeed, by (3-12), it is clear that

‖u+j ‖
2
L2(B) . r3−n

B [ω
+

j (4B)]2, (3-13)

while by Caccioppoli’s inequality and (3-12),∫
B
|∇u+j |

2 . r−2
B

∫
B
|u+j |

2 . r−2
B [r

1−n
B ω+j (4B)]2rn+1

B = r1−n
B [ω

+

j (4B)]2. (3-14)

In view of (3-13) and (3-14) we have

lim sup
j→∞

‖u+j ‖W 1,2(B) . r (1−n)/2
B (1+ rB) lim sup

j→∞
ω+j (4B)

≤ r (1−n)/2
B (1+ rB)ω

+

∞
(4B) <∞.

Therefore, by [Heinonen et al. 1993, Theorem 1.32], u+
∞
∈ W 1,2

loc (R
n+1) and there exists a further

subsequence of u+j that converges weakly to u+
∞

in W 1,2
loc (R

n+1).
Notice that

−

∫
�+j

Aj∇u+j · ∇ϕ =
∫
ϕ dω+j .

Indeed, by a change of variables, and letting ϕj = ϕ ◦ Tξ,rj and ϕj = ϕ ◦ Tξ,rj ,∫
ϕ dω+j = cj

∫
ϕj dω+ =

∫
�+

A∇u+ · ∇ϕj

= cjrn
j

∫
�+j

A(rj x + ξ)∇u+(rj x + ξ) · ∇ϕ(x) dx

=

∫
�+j

Aj∇u+j · ∇ϕ.

Let C j,k be a constant elliptic matrix so that

lim
j
(krj )

−1−n
∫

B(ξ,krj )∩�+
|A−C j,k | = 0.

By a diagonalization argument and compactness, we may pass to a subsequence so that for each k,
C j,k converges to a uniformly elliptic matrix Ck with constant coefficients. It is not hard to check that we
must in fact have that Ck = A+0 for some fixed matrix A+0 (using the fact that inf δj > 0). Thus, we have

lim
j
(Mrj )

−1−n
∫

B(ξ,Mrj )∩�+
|A− A+0 | = 0 for all M ≥ 1. (3-15)

To see the ellipticity of A+0 is pretty easy but we show the details for completeness. Note that since A is
uniformly elliptic for a.e. x ∈�+, for ξ ∈ Rn+1

3−1
|ξ |2 ≤ A(x)ξ · ξ = (A(x)− A+0 )ξ · ξ + A+0 ξ · ξ.
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Then, if we take averages over B(ξ,Mrj )∩�, use the existence of corkscrew balls in �j for large j
proved in (b), and then take limits as j→∞, by (3-15) we have

3−1
|ξ |2 ≤ A+0 ξ · ξ.

The upper bound follows by a similar argument and the proof is omitted.
We will now estimate the difference∫

�+j

Aj∇u+j · ∇ϕ−
∫
�+∞

A+0 ∇u+
∞
· ∇ϕ (3-16)

for sufficiently large j .
To this end, let supp(ϕ)⊂ B(0,M). Note that

|(3-16)| ≤
∣∣∣∣∫
�+j

(A(rj x + ξ)− A+0 )∇u+j · ∇ϕ
∣∣∣∣+ ∣∣∣∣∫

B(0,M)
(∇u+j 1�j −∇u+

∞
1�∞) · A

+,T
0 ∇ϕ

∣∣∣∣≤ I1+ I2.

Note that u+j , u+
∞
∈W 1,2(Rn+1), u+j > 0 only in �+j , and u+

∞
> 0 only in �+

∞
. Since the extension of the

gradient of a function f ∈W 1,2
0 (�) by zero to Rn+1 (where � is any domain) is the same as the gradient

of the extension of f by zero,1 we have that in W 1,2(B(0,M))

∇u+j 1�+j =∇(u
+

j 1�+j )=∇u+j ⇀ ∇u+
∞
=∇(u+

∞
1�+∞)=∇u+

∞
1�+∞,

so we have I2→ 0. On the other hand, since A and A+0 ∈ L∞(�),

I1 ≤ ‖∇u+j ‖L2(B(0,M))‖∇ϕ‖∞

(∫
B(0,M)∩�+j

|A(rj x + ξ)− A+0 |
2 dx

)1/2

(3-14)
.3 M (1−n)/2ω+

∞
(B(0, 4M))

(
1

r1+n
j

∫
B(0,Mrj )∩�+

|A(x)− A+0 | dx
)1/2

(3-15)
→ 0.

Thus, combining the above estimates and taking j→∞, we infer that

−

∫
�+∞

A+0 ∇u+
∞
· ∇ϕ =

∫
ϕ dω+

∞
.

In particular, u+
∞

is a continuous weak solution of

L+0 w =− div A+0 ∇w = 0 in �+
∞
.

Since L+0 is a second-order elliptic operator with constant coefficients, u+
∞

is real analytic in �+
∞

. Thus,
by the definition of u+

∞
and since the gradient of its extension by zero is the extension by zero of the

gradient, we have ∫
�+∞

A+0 ∇u+
∞
· ∇ϕ =

∫
Rn+1

A+0 ∇u+
∞
· ∇ϕ.

1See Proposition 9.18 in [Brezis 2011]. It is stated for C1-domains, but the direction we need holds for general �.
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We now use the divergence theorem along with the fact that supp(∇ϕ) ⊂ B(0.M) and obtain (writing
L+,T0 = LA+,T0

)∫
ϕ dω+

∞
=−

∫
Rn+1

div[u+
∞

A+,T0 ∇ϕ] +

∫
Rn+1

u+
∞

L+,T0 ϕ =−0+
∫

Rn+1
u+
∞

L+,T0 ϕ,

which finishes the proof of (d). The rest of the proof is almost identical since one only uses that u∞ is
real analytic in Rn+1 and Liouville’s theorem for positive solutions of uniformly elliptic equations; see,
e.g., [Heinonen et al. 1993, Corollary 6.11].

One may argue similarly in the case of u−j . Notice that in this case, we will obtain a constant-coefficient
uniformly elliptic matrix A0 such that

lim
j
(Mrj )

−1−n
∫

B(ξ,Mrj )∩(�+∪�−)

|A− A0| = 0 for all M ≥ 1. �

Now we prove a slightly weaker version of this result in the next two lemmas. Again, this is based
on the details in the proof of [Azzam et al. 2016c, Lemma 5.3], but with some adjustments for elliptic
measure.

Lemma 3.12. Let�⊂Rn+1 be a domain. Let ξj ∈ ∂� and L =− div A∇ be a uniformly elliptic operator
in � such that (1-3) holds with K = {ξj } and, if ω = ωLA,x0

� is its LA-harmonic measure with pole at
x0 ∈�, there is rj → 0 and cj > 0 so that

ωj := cj Tξj ,rj [ω] → ω∞, (3-17)

lim inf
j

|�∩ B(ξj , rj )|

rn+1
j

> 0, (3-18)

ωz(B(ξj , 2rj ))& 1 for all j and z ∈ B(ξj , rj )∩�. (3-19)

Then there is a subsequence such that the following hold: If u(x)= G�(x, x0) on � and u(x)= 0 on �c,
and

u j (x)= cj u(xrj + ξj )rn−1
j ,

then u j converges in L2
loc

( 1
2 B
)

to a nonzero function u∞ which is LA0-harmonic in {x : u∞ > 0} ∩
( 1

2 B
)

for constant uniformly elliptic matrix A0 and such that

‖u∞‖L2(B/2) . ω∞(B(0, 2)), (3-20)
and for any ϕ ∈ C∞c

( 1
2 B
) ∫

ϕ dω∞ =
∫

Rn+1
u∞LA0ϕ. (3-21)

If ξ = ξj and A is continuous at ξ , then A0 is just the value of A at ξ .

Proof. Recall that we let B = B(0, 1). Again, to simplify notation, we’ll just prove the case when
ξj = ξ ∈ ∂�.

By (3-19), without loss of generality, we can scale the cj so that

ω∞
( 1

4 B
)
= 1. (3-22)
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Let �j = Tξ,rj (�). By (3-19) and (3-4),

ω(B(ξ, 2rj ))& rn−1
j u(x) for all x ∈ B(ξ, rj )∩�1, (3-23)

and so,
ωj (2B)& u j (x) for all x ∈ B∩�

j
1, (3-24)

By Caccioppoli’s inequality for L-subharmonic functions and the uniform boundedness of u in B, we
deduce that, for i = 1, 2,

lim sup
j→∞

‖∇u j‖L2(B/2) . lim sup
j→∞

‖u j‖L2(B) . lim sup
j→∞

ωj (2B)≤ ω∞(2B).

By the Rellich–Kondrachov theorem, the unit ball of the Sobolev space W 1,2
( 1

2 B
)

is relatively compact
in L2

( 1
2 B
)
, and thus there exists a subsequence of the functions u j which converges strongly in L2

( 1
2 B
)

to another function u∞ ∈ L2
( 1

2 B
)
. This and the above inequality imply (3-20).

By the same diagonalization argument as in the proof of the previous lemma (although using (3-18)
instead of inf δj > 0 that we used in the previous lemma), we can pass to a subsequence so that, for some
uniformly elliptic matrix A0 with constant coefficients,

lim
j
(Mrj )

−1−n
∫

B(ξ,Mrj )∩�

|A(x)− A0| = 0 for all M ≥ 1. (3-25)

It easy to check that ∫
ϕ dωj =

∫
Aj∇u j · ∇ϕ dx

for any C∞ function ϕ compactly supported in 1
2 B. Then passing to a limit, it follows that∫

ϕ dω∞ =
∫

A0∇u∞ · ∇ϕ dx, for any ϕ ∈ C∞c
( 1

2 B
)
. �

Theorem 3.13. Let �± ⊂ Rn+1 be disjoint domains. Let ξj ∈ ∂�
+
∩ ∂�− and L = − div A∇ be a

uniformly elliptic operator in �+ ∪�− such that (1-3) holds with K = {ξj } with respect to �+ ∪�−. If
ω± = ω

LA,x±
�±

is the LA-harmonic measure with pole at x± ∈�±, and if there is rj → 0 and cj > 0 so that

ω+j : = cj Tξj ,rj [ω
+
] → ω∞,

ω−j : = cj Tξj ,rj [ω
−
] → cω∞

for some constant c> 0, then there is a subsequence such that the following hold. If u±(x)= G�±(x, x±)
on �±, u(x)= 0 on (�±)c and

u±j (x)= cj u±(xrj + ξj )rn−1
j , (3-26)

then u j := u+j − c−1u−j converges in L2
( 1

2 B
)

to a nonzero function u∞, which is LA0-harmonic in 1
2 B for

some constant uniformly elliptic matrix A0, and moreover,

1
2 B∩ suppω∞ = {u∞=0} ∩ 1

2 B (3-27)

and (3-20) and (3-21) hold. If ξj = ξ and A is continuous at ξ , then A0 is just the value of A at ξ .
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By applying this result to the sequences cj Tξj ,arj [ω
±
] for all a > 0, we see that u∞ extends to an

LA0-harmonic function on Rn+1 so that for r > 0

‖u∞‖L2(B(0,r)) . r1−nω∞(B(0, 4r)), (3-28)

and for any ϕ ∈ C∞c (R
n+1) ∫

ϕ dω∞ =
∫

Rn+1
u∞LA0ϕ. (3-29)

Proof. The proof is mostly the same as the proof of [Azzam et al. 2016c, Lemma 5.3], but we provided
some of the details here to show the differences. Again, we assume ξj = ξ . Note that since �+ and �−

are disjoint, we may assume without loss of generality that∣∣B(ξ, 1
8rj
)
\�+

∣∣≥ 1
2

∣∣B(ξ, 1
8rj
)∣∣

and so Bourgain’s estimate implies

ω+,z(B(ξ, 2rj ))& 1 for all z ∈ B(ξ, rj ).

Hence, the conclusions of Lemma 3.12 apply to ω = ω+, �=�+, and u = u+. In particular, (3-24) in
our scenario is

ω+j (2B)& u+j (x) for all x ∈ B∩�
j
1. (3-30)

Again, by rescaling, we can assume that ω∞
( 1

4 B
)
= 1.

Observe now that for any nonnegative ϕ ∈ C∞c
( 1

2 B
)

with ϕ = 1 in 1
4 B, by Cauchy–Schwarz and

Caccioppoli’s inequality (since u±j is positive and LAj -harmonic in B∩�±j and zero in B \�±j ) we have

1 = ω∞
( 1

4 B
)
≤

∫
ϕ dω∞ =

∫
A0∇u+

∞
· ∇ϕ dx

= lim
j

∫
�+j

Aj∇u+j · ∇ϕ dx

≤ ‖A‖L∞‖∇ϕ‖L∞(B) lim
j

∫
�+j ∩B/2

|∇u+j |

. ‖A‖L∞‖∇ϕ‖L∞(B) lim
j

(∫
�+j ∩B

|u+j |
2
)1/2

. lim
j

(∫
B∩�+j ∩{u

+

j >t}
|u+j |

2 dx +
∫

B∩�+j ∩{u
+

j ≤t}
|u+j |

2 dx
)1/2

. lim inf
j
(|{x ∈ B∩�+j : u

+

j > t}|1/2 · ‖u+j ‖L∞(B∩�+j )
)+ t

(3-30)
. lim inf

j
(|{x ∈ B∩�+j : u

+

j > t}|1/2ω∞(2B)+ t),

and so, for t small enough,

|B∩�+j | ≥ |{x ∈ B∩�+j : u
+

j (x) > t}|& ω∞(2B)−2.
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In particular,
|B(ξ, rj )\�

−
| ≥ |B(ξ, rj )∩�

+
|& rn+1

j ω∞(2B)−2. (3-31)

Thus, by the same arguments as earlier in proving (3-24), we have that for j large

ω−j (B(ξ, 2rj ))& u−j (x)ω∞(2B)−2 for all x ∈ B(ξ, rj )∩�
−. (3-32)

Thus, we can apply Lemma 3.12 and can pass to a subsequence so that u−j converges in L2
( 1

2 B
)

to a
function u−

∞
. Hence, u+j − c−1u−j → u+

∞
− c−1u−

∞
=: u∞ and

c
∫
ϕ dω∞ =

∫
LA∗0ϕu−

∞
dx for any ϕ ∈ C∞c

( 1
2 B
)
. (3-33)

In particular, we can show that u∞ is LA0-harmonic in 1
2 B, and the rest of the proof is exactly as in

[Azzam et al. 2016c] starting from equation (5.15). �

4. Harmonic polynomial measures

4A. Preliminaries. We now review and collect some lemmas that will help us work with the quantitiesωA
h .

Lemma 4.1. Let h ∈ HA and r > 0. Then

T0,r [ω
A
h ] = rn−1ωA

h◦T−1
0,r
, (4-1)

Fr (ω
A
h )= rn F1(ω

A
h◦T−1

0,r
). (4-2)

Proof. By Lemma 3.10, it suffices to prove this in the case that h ∈ H. Note that if h is a harmonic
function and ϕ ∈ C∞c (R

n+1), then∫
ϕ dT0,r [ωh] =

∫
ϕ ◦ T0,r dωh

=

∫
h1(ϕ ◦ T0,r ) dx = r−2

∫
h1ϕ ◦ T0,r dx

= rn−1
∫

h ◦ T−1
0,r 1ϕ dx = rn−1

∫
ϕ dωh◦T−1

0,r
, (4-3)

and so (4-1) follows. Moreover, by Lemma 2.1(3),

Fr (ωh)= r F1(T0,r [ωh])
(4-1)
= rn F1(ωh◦T−1

0,r
). �

Lemma 4.2. Let h ∈ FA(k) and r > 0. Then

Fr (ω
A
h )= rn+k F1(ω

A
h ). (4-4)

Proof. Note that since h is homogeneous of degree k,

h ◦ T−1
0,r (x)= h(r x)= r kh(x),

and thus, by (4-2),
Fr (ω

A
h )= rn F1(ω

A
h◦T−1

0,r
)= rn F1(ω

A
r k h)= rn+k F1(ω

A
h ). �
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The following is an immediate consequence of Lemma 4.1.

Lemma 4.3 [Badger 2011, Lemma 4.1]. Since FA(k), PA(k), and HA are d-cones, so are FS (k),PS (k),
and HS for any S ⊂ C .

Lemma 4.4. Let Aj ∈ C converge to a matrix A ∈ C and let h j ∈ HAj converge uniformly on compact
subsets to some h ∈ HA. Then ωAj

h j
→ ωA

h weakly.

Proof. First we will deal with the case that Aj = A = I for all j .
We first claim that, since h and h j are harmonic, 1�hj

→ 1�h a.e. Indeed, if 1�h (x)= 1, then h(x) > 0,
and by uniform convergence, h j (x) > 0 for all large j , and so 1�hj

(x)= 1 for all large j ; similarly, if
1�(x) = 0, then either x ∈ ∂�h (which has measure zero) or h j (x) < 0 for all large j , in which case
1�hj

(x)= 0 for all large j . Thus, 1�hj
→ 1�h pointwise everywhere in (∂�h)

c and thus a.e. in Rn+1. In
particular, h j 1�j → h1� a.e. Hence, for ϕ ∈ C∞c (R

n+1), by the dominated convergence theorem,

lim
j→∞

∫
ϕ dωh j = lim

j→∞

∫
�hj

h j1ϕ =

∫
�h

h1ϕ =
∫
ϕ dωh,

which implies ωh j ⇀ωh as j→∞.
Now we handle the general case. Let Aj,s =

1
2(Aj + AT

j ), and Sj =
√

Aj,s , and define As and S
similarly. Let Ãj and Ã be defined as in (3-6), and let h̃ = h ◦ S and h̃ j = h j ◦ Sj . Since

√
· is continuous

on the set of real symmetric matrices, h̃ j→ h̃ uniformly on compact subsets and both are harmonic. Thus,
ωh̃ j

⇀ωh̃ , and so

lim
j→∞

ωA
h j

(3-8)
= lim

j→∞
(det Sj )Sj [ωh̃ j

] = (det S)S[ωh̃]
(3-8)
= ωA

h . �

Lemma 4.5. If A ∈ C and h ∈ PA(k) for some k ∈ N, then

‖h‖L∞(B) .k,3 F1(ω
A
h ). (4-5)

Proof. Suppose instead that there exist Aj ∈C and h j ∈ PAj (k) for which ‖h j‖L∞(B)> j F1(ω
Aj
h j
). Without

loss of generality, we may assume ‖h j‖L∞(B) = 1, and thus F1(ω
Aj
h j
)→ 0. Using Cauchy estimates (see,

e.g., Proposition 11.3 [Mitrea 2013]), {h j }
∞

j=1 forms a normal family in B, and thus we can pass to a
subsequence so that h j converges uniformly on compact subsets of B and so that Aj converges to some
A ∈ C . Since all h j are polynomials of order k, we know that the coefficients of h j converge, which, in
turn, implies that h j converges to some function h ∈PC (k) uniformly on compact subsets of Rn+1. By
Lemma 4.4, ωAj

h j
→ ωA

h . In particular,

F1(ω
A
h )= lim

j→∞
F1(ω

Aj
h j
)= 0.

Thus, ω(B(0, r)) = 0 for all r < 1, and so 0 6∈ suppωh . We will now show that in fact 0 ∈ suppωA
h in

order to get a contradiction.
First, by Lemma 3.10, we can assume without loss of generality that A = I and ωA

h = ωh . Secondly,
notice that as h j ∈PC (k), we have h ∈P(k) and so h(0)= 0. By Lojasiewicz’s structure theorem for
real analytic varieties (see, e.g., [Krantz and Parks 1992, Theorem 6.3.3, p. 168]), if U is a small enough
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neighborhood of a point 0 ∈6h , we have

U ∩6h = V n
∪ V n−1

∪ · · · ∪ V 0,

where V 0 is either the empty set or the singleton {0} and for each i ∈ {1, . . . , n}, we may write V i as
a finite, disjoint union V i

=
⋃Nk

j=1 0
i
j of i-dimensional real analytic submanifolds. Further, for each

1≤ i ≤ n− 1,

U ∩ V i
⊃ V i−1

∪ · · · ∪ V 0.

Moreover, for 1 ≤ k ≤ n and 1 ≤ j ≤ Nk , U ∩ ∂0i
j is a union of sets of the form 0`m for 1 ≤ ` < i and

1≤ m ≤ N` and possibly V 0.
By the main result in [Cheeger et al. 2015], dim{∇h=0} ≤ n− 1, and thus V n

∩ {∇h=0} is a closed
set of relatively empty interior in V n, so in particular

V n\{∇h=0} ∩U = V n
∩U =6h ∩U 3 0.

For ζ ∈U ∩V n
\{∇h=0}, the derivative of h at ζ tangent to V n is always zero, as h is zero on V n, which

forces ∇h to be perpendicular to V n. Since the normal derivative is nonzero,

U ∩ V n
\{∇h=0} ⊂

{
ζ ∈U ∩ V n

:
∂h
∂ν
6= 0

}
⊂U ∩ V n

∩ suppωh .

Thus, 0 ∈U ∩ V n\{∇h=0} ⊂ suppωh , which gives us the contradiction and concludes the proof. �

4B. Proof of Proposition I. Proposition I is a consequence of the following more general result.

Lemma 4.6. Let S ⊂ C be closed (hence compact). Then PS (k) and FS (k) have compact bases

Proof. Let h j ∈ PAj (k) with Aj ∈S and assume F (ωAj
h j
)= 1. Then by (4-5) and Cauchy estimates, we can

bound each coefficient of the polynomials h j uniformly, and then pass to a subsequence so that Aj→ A∈S

and h j converges on compact subsets of Rn+1 to a function h ∈ PA(k)⊂ PS (k). By Lemma 4.4, we have
ωh j → ωh , which implies that PS (k) has compact basis. The proof for FS (k) is similar. �

As a corollary, we show the following stronger version of (4-5).

Corollary 4.7. For h ∈ PC (k) and r > 0,

‖h‖L∞(rB) ≈k r−n Fr (ωh). (4-6)

Proof. Let h ∈ PC (k) and ϕ ∈ C∞c (R
n+1) be such that 1B/2 ≤ ϕ ≤ 1B. Since PC (k) has compact basis

by Lemma 4.6, we can estimate

F1(ωh)
(2-4)
. F1/2(ωh)≤

∫
ϕ dωh =

∫
�h

h1ϕ ≤ ‖1ϕ‖∞

∫
B

|h|. ‖h‖L∞(B)

(4-5)
. F1(ωh).

For r 6= 1, by the previous inequalities we have

Fr (ωh)
(4-2)
= rn F1(ωh◦T−1

0,r
)≈ rn

‖h ◦ T−1
0,r ‖L∞(B) ≈ rn

‖h‖L∞(rB). �
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4C. Proof of Proposition II.

Lemma 4.8. Let h ∈ HA, A ∈ C , and

h(x)=
∞∑

j=m

∑
|α|= j

Dαh(0)
α!

xα =
∞∑

j=m

h j (x)

be its Taylor series (where m > 0 and hm 6= 0), which converges uniformly to h on compact subsets
of Rn+1. Then Tan(ωA

h , 0)= {cωA
hm
: c > 0}.

Proof. For notational convenience, we will just consider the case A = I ; the general case is identical.
Note that as r→ 0, we have r−mh ◦T−1

0,r → hm uniformly on compact subsets of Rn+1. Indeed, fix R > 0.
Then the series

r−m
∞∑

j=m

∑
|α|= j

Dαh(0)
α!

(r x)α =
∞∑

j=m

∑
|α|= j

Dαh(0)
α!

xαr |α|−m

converges uniformly to r−mh ◦ T−1
0,r on compact subsets of B(0, R), provided r is small enough. In fact,

by Cauchy estimates,
|Dαh(0)|.n |α|

|α|,

and since there exists a constant C > 1 such that kk/k!.Ck, for x ∈ B(0, R) and r ∈ (0, 1/(C R)) we have

|r−mh ◦ T−1
0,r (x)− hm(x)| ≤

∞∑
j=m+1

∑
|α|= j

∣∣∣∣Dαh(0)
α!

∣∣∣∣R|α|r |α|−m

.n,m

∞∑
j=m+1

C j R jr j−m . r−m(C Rr)m+1
= (C R)m+1r

r↓0
−→ 0.

Let now
νr := r−m−n+1T0,r [ωh]

(4-1)
= r−mωh◦T−1

0,r
= ωr−m h◦T−1

0,r
.

By Lemma 4.4, νr ⇀ωhm ∈F (m). In particular, every tangent measure of ωh at zero must be a multiple
of this one. �

We now state an interesting consequence of these results: if a portion of tangent measures of an
arbitrary Radon measure are in P(k), then in fact they are all in F (k) (that is, we did not have to assume
the original measure was special like harmonic measure).

Lemma 4.9. Let ω be a Radon measure, ξ ∈ suppω, and k be the minimal integer such that Tan(ω, ξ)∩
P(k) 6=∅; then Tan(ω, ξ)∩P(k)⊂F (k).

We follow the proof in [Badger 2011, Lemma 5.9], which originally supposed that ω was a harmonic
measure for an NTA domain.

Proof. If k = 1, then P(1)=F (1). Now suppose k > 1 and there is h ∈ P(k) nonhomogeneous such
that ωh ∈ Tan(ω, ξ)∩P(k). Since h ∈P(k), we may write

h(x)=
k∑

j=m

∑
|α|= j

Dαh(0)
α!

xα =
k∑

j=m

hm(x),
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where m < k since h ∈P(k) is not homogeneous. By Lemma 4.8, Tan(ωh, 0)= {cωhm : c> 0} ⊂F (m),
and since Tan(ωh, 0)⊂ Tan(ω, ξ) by Lemma 2.9, Tan(ω, ξ)∩F (m) 6=∅, contradicting the minimality
of k. Thus, Tan(ω, ξ)∩P(k)⊂F (k). �

We will also need the following result.

Lemma 4.10 [Badger 2011, Lemma 4.7]. Suppose h ∈ P(m) for some m. There exist ε = ε(n,m, k) > 0
and r0 > 0 so that if dr (ωh,F (k)) < ε for all r ≥ r0, then m = k.

Proof of Proposition II. Suppose Tan(ω, ξ)⊂P(k). Let m be the minimal integer for which Tan(ω, ξ)∩
P(m) 6= ∅, so m ≤ k. Then, by Lemma 4.9, Tan(ω, ξ) ∩P(m) ⊂ F (m). In particular, Tan(ω, ξ) ∩
F (m) 6= ∅. Since, by Proposition I, P(k) has compact basis, we can use Lemmas 4.10 and 2.10 to
conclude Tan(ω, ξ)⊂F (m). �

5. Proof of Theorem I

Lemma 5.1. Let S ⊂ C be closed and ω = ωA,x
� be an LA-harmonic measure where A ∈ A and

LA ∈VMO(�, ξ) at ξ ∈ suppω. Also assume we have Tan(ω, ξ)⊂HS . Let k be the smallest integer for
which Tan(ω, ξ)∩FS (k) 6=∅. Then Tan(ω, ξ)⊂FS (k). In particular,

lim
r→0

logω(B(ξ, r))
log r

= n+ k− 1; (5-1)

i.e., the pointwise dimension of harmonic measure at the point ξ is n+ k− 1.

Proof. If Tan(ω, ξ) 6⊂FS (k), then by Corollary 2.12, there is r0 > 0 so that for any ε > 0 small we may
find ν ∈ Tan(ω, ξ)\FS (k) so that dr0(ν,FS (k))= ε and dr (ν,FS (k))≤ ε for all r ≥ r0. Without loss
of generality, we can assume r0 = 1. For each r > 1, choose µr ∈FS (k) such that Fr (µr )= 1 and

Fr

(
ν

Fr (ν)
, µr

)
< 2ε.

Then for r ≥ 1,

Fr (ν)

F2r (ν)
=

∫
(r − |x |)+ d

ν

F2r (ν)
< 2ε+

∫
(r − |x |)+ dµ2r = 2ε+ Fr (µ2r )

(4-4)
= 2ε+ 2−n−k F2r (µ2r )= 2ε+ 2−n−k

= 2−n−k+β

for some β > 0 that goes to zero as ε→ 0. Similarly,

Fr (ν)

F2r (ν)
≥ 2−n−k−β .

Hence, for ` ∈ N,

2`(n+k−β)
≤

F2`r (ν)

Fr (ν)
≤ 2`(n+k+β). (5-2)

Note that ν = ωA
h for some h ∈HA by Theorem 3.13 and A ∈S , and so

‖h‖L∞(2`B)

(3-28)
. 2`(1−n)ωh(B(0, 2`+1))≤ 2−`n−1 F2`+2(ωh)

(5-2)
≤ 2`(k+β)−1 F22(ωh). (5-3)
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Let α be a multi-index of length |α|> k. Then we can pick ε > 0 small enough so that β is so small that
|α| − k−β > 0 holds. Thus, by Cauchy estimates,

|∂αh(0)|.α 2−`|α|‖h‖L∞(2`B)

(5-3)
. 2−`(|α|−k−β)F22(ωh)→ 0

as `→∞, and so h ∈PA(k).
Suppose h =

∑k
j=1 h j . If ωh 6∈FA(k), then there exists j < k such that h j 6= 0, and by Lemma 4.8, we

infer that Tan(ωA
h , 0) contains an element of FA( j). Since ωA

h ∈ Tan(ω, ξ), we know that Tan(ωA
h , 0)⊂

Tan(ω, ξ) by Lemma 2.9 and thus, Tan(ω, ξ)∩FA( j) 6=∅. Hence Tan(ω, ξ)∩FS ( j) 6=∅, contradicting
the minimality of k. This proves Tan(ω, ξ)⊂FS (k).

For the final equality, note that Tan(ω, ξ)⊂FS (k) and so Tan(ω, ξ) has compact basis. In particular,
by Lemma 2.11,

lim
r→0

d1(Tξ,r [ω],FS (k))= 0.

Thus, for ε > 0, there is r0> 0 such that for each r ≤ r0 there exists µr ∈FS (k) so that F1(µr )= 1 and

F1

(
Tξ,r [ω]

F1(Tξ,r [ω])
, µr

)
< ε.

Setting νr = r−1T−1
ξ,r [µr ], this gives Fr (νr )= 1 and

Fr

(
ω

Fr (ω)
, νr

)
< ε.

By the same arguments as earlier, we can show that there exists γ > 0, which goes to zero as ε→ 0, so
that for all `≥ 0 and r < 2−`−1r0

2`(n+k−γ )
≤

F2`r (ω)

Fr (ω)
≤ 2`(n+k+γ ). (5-4)

Hence, if we set d = n+ k− 1, we get

ω(B(ξ, 2`r))= Tξ,r [ω](B(0, 2`))≤ 2−`F2`+1(Tξ,r [ω])

≤ 2(`+1)(n+k+γ )−`F1(Tξ,r [ω])

≤ 2`(d+γ )+n+k+γ Tξ,r [ω](B(0, 1))

= 2`(d+γ )+n+k+γω(B(ξ, r)).
Similarly,

ω(B(ξ, r))= Tξ,r [ω](B(0, 1))≤ F2(Tξ,r [ω])

≤ 2−(`−1)(n+k−γ )F2`(Tξ,r [ω])

≤ 2−(`−1)(n+k−γ )+`ω(B(ξ, 2`r))

= 2−`(d−γ )+n+k−γω(B(ξ, 2`r)).

For r < 1
2r0, let ` ∈ N be so that 2−`−1r0 ≤ r ≤ 2−`r0. Then

ω(B(ξ, r))≤ ω(B(ξ, 2−`r0))≤ 2−`(d−γ )+n+k−γω(B(ξ, r0))

≤ 21+(n+k−γ )rd−γω(B(ξ, r0)).
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Hence, recalling that these logs are negative, we conclude

lim inf
r→0

logω(B(ξ, r))
log r

≥ lim inf
r→0

log(21+(n+k−γ )ω(B(ξ, r0)))

log r
+ d − γ = d − γ.

A similar estimate gives

lim sup
r→0

logω(B(ξ, r))
log r

≤ d + γ.

If we let γ → 0, then (5-1) follows. �

Proof of Theorem I. We set

E∗ =
{
ξ ∈ E : lim

r→0

ω+(E ∩ B(ξ, r))
ω+(B(ξ, r))

= lim
r→0

ω−(E ∩ B(ξ, r))
ω−(B(ξ, r))

= 1
}
,

E∗∗ = {ξ ∈ E∗ : (1-4) holds}.

Notice that by [Mattila 1995, Corollary 2.14(1)] and because ω1 and ω2 are mutually absolutely continuous
on E ,

ω+(E\E∗∗)= ω−(E\E∗∗)= 0.

Also, set

31 =

{
ξ ∈ E∗∗: 0< h(ξ) :=

dω−

dω+
(ξ)= lim

r→0

ω−(B(ξ, r))
ω+(B(ξ, r))

= lim
r→0

ω−(E ∩ B(ξ, r))
ω+(E ∩ B(ξ, r))

<∞

}
,

0 = {ξ ∈31 : ξ is a Lebesgue point for h with respect to ω+}.

Again, by Lebesgue differentiation for measures (see [Mattila 1995, Corollary 2.14(2) and Remark 2.15(3)]),
0 has full measure in E∗∗ and hence in E .

Next, we record a lemma which was proven in [Azzam et al. 2017b, Lemma 5.8] (which in turn is
based on the work of [Kenig et al. 2009]) in the case of the harmonic functions in domains that satisfy
the CDC condition, but its proof goes through unchanged for L-harmonic functions in general domains.

Lemma 5.2. Let ξ ∈0, cj ≥ 0, and rj→ 0 be so that ω+j = cj Tξ,rj [ω
+
]→ω∞. Then ω−j = cj Tξ,rj [ω

−
]→

h(ξ)ω∞.

We define
F := {cHn

|V : c > 0, V a d-dimensional plane containing the origin}.

It is not hard to show that F has compact basis.

Lemma 5.3. For ω+-a.e. ξ ∈ 0,
Tan(ω+, ξ)∩F 6=∅.

Proof. We can pick ξ ∈0 so that Tan(ω+, ξ) 6=∅, let ω∞ ∈Tan(ω+, ξ), so there is cj > 0 and rj ↓ 0 so that
cj Tξ,rj [ω

+
]→ω∞. By Lemma 5.2, we also have cj Tξ,rj [ω

−
]→ h(ξ)ω∞. By Theorem 3.13, (3-27) holds.

In particular, 1
2 B∩ suppω∞ is a smooth real analytic variety, and arguing as in [Azzam et al. 2016c],

for example, one deduces that

dω∞|B/2 =−cn(ν�+∞ ·A0∇u∞) dHn
|∂∗�+∞∩B/2,
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where A0 is the matrix from Theorem 3.13, ∂∗�+
∞

is the reduced boundary of �+
∞
= {u∞>0} and ν�+∞ is

the measure-theoretic outer unit normal. Hence, ω∞ is absolutely continuous with respect to surface mea-
sure of ∂�+

∞
in 1

2 B. Thus, since the tangent measure at Hn-almost every point of ∂�+
∞

is contained in F,
we can take another tangent measure of ω∞ that is in F and apply Theorem 2.8 to conclude the proof. �

By Lemmas 5.1 and 5.3, we also have that dimω+|E = n. It remains to show that if �± both have the
CDC, then limr→02

F
∂�+

(ξ, r)= 0 for ω+-a.e. ξ ∈ E . But this follows almost immediately because, for
almost every ξ ∈ 0 and any rj ↓ 0, we may pass to a subsequence so that, by Lemma 3.11(a) and (f),
lim j→∞2

F
∂�+

(ξ, rj )= 0. This concludes the proof of Theorem I. �

6. BMO, VMO and vanishing A∞

In this section, we will prove some estimates relating the logarithm of a Radon–Nikodym derivative to
the mutual absolute continuity properties of two measures. We will apply them to the specific case of
elliptic measure, but we will prove them for general measures.

Definition 6.1. Let µ be a Radon measure on a metric space X . We say that a function f ∈ L1
loc(µ) is of

bounded mean oscillation and write f ∈ BMO(µ) if there exists a constant C > 0 such that

sup
r∈(0,∞)

sup
x∈suppµ

−

∫
B(x,r)

| f − fB(x,r)| dµ≤ C, (6-1)

where f A := −
∫

A f dµ := µ(A)−1
∫

A f dµ for any A ⊂ X with µ(A) > 0. We define the space of
vanishing mean oscillation VMO(µ) to be the closure in the BMO(µ) norm of the set of bounded
uniformly continuous functions defined on X . Equivalently, we say f ∈ VMO(µ) if f ∈ L1

loc(µ) and

lim
r→0

sup
x∈suppµ

−

∫
B(x,r)

| f − fB(x,r)| dµ= 0. (6-2)

Definition 6.2. For two measures µ and ν on a metric space X , we will say ν ∈ A∞(µ) if µ� ν and
there is K = K (µ, ν) so that for any ball B centered on the support of µ

−

∫
B

dν
dµ

dµ exp
(
−−

∫
B

log dν
dµ

dµ
)
≤ K (µ, ν). (6-3)

We will say ν ∈ A′
∞
(µ) if there are ε, δ ∈ (0, 1) so that for all B ⊆ X and E ⊆ B

µ(E)
µ(B)

< δ =⇒
ν(E)
ν(B)

< ε. (6-4)

We will say ν ∈ V A∞(µ) (or vanishing A∞ with respect to µ) if

lim
r→0

sup
ξ∈suppµ

−

∫
B

dν
dµ

dµ exp
(
−−

∫
B

log dν
dµ

dµ
)
= 1 (6-5)

and ν ∈ V A′
∞
(µ) if for all r > 0 there is εr ∈ (0, 1) so that limr→0 εr = 0 and δr > 0 so that for all balls

B ⊂ X with rB < r and E ⊂ B
µ(E)
µ(B)

< δr =⇒
ν(E)
ν(B)

< εr . (6-6)
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In the case that X =Rn+1 and µ is equal to the (n+1)-dimensional Lebesgue measure, A∞-equivalence
is the same as A′

∞
-equivalence, and this is from [Reimann and Rychener 1975], although it was also

shown later in [Khrushchev 1984; García-Cuerva and Rubio de Francia 1985].
We recall a notion introduced in [Korey 1998].

Definition 6.3. A probability space (X, µ) is halving if every subset E ⊂ X of positive measure has a
subset F ⊂ E so that µ(F)= 1

2µ(E).

We will first focus on proving the following after a series of other lemmas.

Lemma 6.4. Let (X, µ) be a metric measure space, ν� µ, and f = dν/dµ:

(1) If ν ∈ A′
∞
(µ) and log f ∈ BMO(µ), then ν ∈ A∞(µ). If X is also halving, then ν ∈ A∞(µ) implies

ν ∈ A′
∞
(µ) and log f ∈ BMO(µ).

(2) If ν ∈ V A′
∞
(µ) and log f ∈ VMO(µ), then ν ∈ V A∞(µ). If X is also halving, then ν ∈ V A∞(µ)

implies ν ∈ V A′
∞
(µ) and log f ∈ VMO(µ).

The first implication of the second half of (1) of the lemma is a consequence of the following theorem.

Theorem 6.5 [Khrushchev 1984, Theorem 1]. Suppose ν� µ, B is a ball centered on suppµ, and

−

∫
B

dν
dµ

dµ exp
(
−−

∫
B

log dν
dµ

dµ
)
≤ C.

Then there are ε, δ > 0 so that, for any F ⊂ B ∩ suppµ,

µ(F)
µ(B)

< δ =⇒
ν(F)
ν(B)

< ε. (6-7)

Moreover, there is δ > 0 so that

µ(F)
µ(B)

< δ =⇒
ν(F)
ν(B)

< 2(C − 1). (6-8)

In particular, if ν ∈ A∞(µ), then ν ∈ A′
∞
(ν), and if ν ∈ V A∞(µ), then ν ∈ V A′

∞
(µ).

Proof. We follow the proof from [Khrushchev 1984, Theorem 1], since he proves (6-7) but not (6-8). Let
δ ∈ (0, 1) to be chosen later, let F ⊆ B and suppose µ(F)= δµ(B); we will pick δ later. Let f = dν/dµ,
E = B\F , and set

t =
ν(E)
ν(F)

.

Let gB = −
∫

B f dµ. Then

log C ≥ (log f −1)B + log fB =
µ(E)
µ(B)

(log f −1)E +
µ(F)
µ(B)

(log f −1)F + log fB . (6-9)

By Jensen’s inequality, for any set S

(log f −1)S =−(log f )S ≥− log fS,
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and applying this to S = E, F , we have

log C ≥−
µ(E)
µ(B)

log fE −
µ(F)
µ(B)

log fF + log fB

≥−
µ(E)
µ(B)

log fE −
µ(F)
µ(B)

log fE +
µ(F)
µ(B)

log
µ(F)
µ(E)

+
µ(F)
µ(B)

log t + log fB

=− log fE +
µ(F)
µ(B)

log
µ(F)
µ(E)

+
µ(F)
µ(B)

log t + log fB .

Now observe that

− log fE = log
(
µ(E)
µ(B)

µ(B)
ν(B)

ν(B)
ν(E)

)
= log

µ(E)
µ(B)

− log fB + log
(

1+
1
t

)
and so we have

log C ≥ log
µ(E)
µ(B)

+ log
(

1+
1
t

)
+
µ(F)
µ(B)

log
µ(F)
µ(E)

+
µ(F)
µ(B)

log t

=
µ(F)
µ(B)

log
µ(F)
µ(B)

+
µ(E)
µ(B)

log
µ(E)
µ(B)

+ log(1+ t)+
µ(E)
µ(B)

log
1
t

= δ log δ+ (1− δ) log(1− δ)︸ ︷︷ ︸
=:ϕ(δ)

+ log(1+ t)+
µ(E)
µ(B)

log
1
t
.

Note that limδ→0 ϕ(δ)= 0. Let α > 0 and pick δ > 0 so that |ϕ(δ)|< α log C . Then

(1+α) log C ≥ log(1+ t)+
µ(E)
µ(B)

log
1
t
. (6-10)

We restrict δ further so that δ < α. If t > 1, then
µ(E)
µ(B)

log
1
t
≥ log

1
t
;

otherwise,
µ(E)
µ(B)

log
1
t
≥ (1−α) log

1
t

since µ(E)/µ(B)= 1− δ > 1−α. Thus, in any case, we have

1+α
1−α

log C > log
1
t
. (6-11)

This implies t ≥ c = C−(1+α)/(1−α), and so

ν(F)=
ν(F)
1+ t

+
tν(F)
1+ t

=
ν(F)+ ν(E)

1+ t
=
ν(B)
1+ t

≤
ν(B)
1+ c

.

This proves (6-7) with ε = (1+ c)−1. To prove (6-8), we go back to (6-10) with the same bound on δ.
Then, since t ≥ c,

(1+α) log C ≥ log(1+ t)+
µ(E)
µ(B)

log
1
t
= log

(
1+

1
t

)
+
µ(F)
µ(B)

log t

≥ log
(

1+
1
t

)
− δ

1+α
1−α

log C.
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Since δ < α, this implies

log
(

1+
1
t

)
<

(
1+α+ δ

1+α
1−α

)
log C = (1+α)

(
1+

δ

1−α

)
log C <

1+α
1−α

log C,

and so

C (1+α)/(1−α)
− 1>

1
t
.

We now pick α so that C (1+α)/(1−α)
− 1= 2(C − 1), and we are done. �

Korey showed that V A∞ implies the logarithm of the density is VMO.

Theorem 6.6 [Korey 1998, Theorem 4 and Section 3.5]. There is a universal constant c > 0 so that the
following holds. Let (X, µ) be a halving probability space, and suppose that(∫

X exp g dµ
)

exp
(∫

X g dµ
) ≤ K . (6-12)

Then ∫
X

∣∣∣∣g− ∫
X

g dµ
∣∣∣∣ dµ≤ log 2K (6-13)

and as K → 1, ∫
X

∣∣∣∣g− ∫
X

g dµ
∣∣∣∣ dµ≤ c

√
K − 1. (6-14)

Lemma 6.7. Let (X, µ) be a metric probability space and suppose ν� µ. Let ε, δ ∈ (0, 1) be so that for
any E ⊂ X

µ(E) < δµ(X) =⇒ ν(E) < εν(X). (6-15)

Set f = dν/dµ and assume

−

∫
X

∣∣∣∣log f −−
∫

X
log f dµ

∣∣∣∣ dµ < η. (6-16)

Then

1≤−
∫

X
f dµ exp

(
−−

∫
X

log f dµ
)
≤

eη/δ

1− ε
. (6-17)

Proof. Without loss of generality, we may assume µ(X)= ν(X)= 1. Let ε > 0 and pick δ so that (6-15)
holds.

Let c =
∫

X log f dµ and

G = {|log f − c|< ρ := ηδ−1
}, F = Gc. (6-18)

Then, by Chebyshev’s inequality and (6-16), we infer that µ(F) < δ, which, in turn, by (6-15), implies

ν(F) < ε. (6-19)

Moreover, on the set G,
η

δ
> |log f − c|

and so
f ≤ ec+η/δ on G. (6-20)
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Then,

1=
ν(X)
µ(X)

=

∫
X

f dµ
(6-20)
≤

(∫
G

ec+η/δ dµ+
∫

F
f dµ

)
≤ ec+η/δ

+ ν(F)
(6-19)
< ec+η/δ

+ ε.

Thus,

(1− ε)
∫

X
f dµ= 1− ε < ec+η/δ

and so ∫
X

f dµ <
ec+η/δ

1− ε
. (6-21)

This and Jensen’s inequality imply

1≤ e−c
∫

X
f dµ < e−c 1

1− ε
ec+η/δ

=
1

1− ε
eη/δ. �

Corollary 6.8. Let (X, µ) be a metric measure space. Set f = dν/dµ and assume that for some sequence
of balls Bj in X

lim
j
−

∫
Bj

∣∣∣∣log f −−
∫

Bj

log f dµ
∣∣∣∣ dµ= 0 (6-22)

and for all ε > 0 there is δ > 0 so that for j sufficiently large

µ(E)
µ(Bj )

< δ =⇒
ν(E)
ν(Bj )

< ε. (6-23)

Then

lim
j→∞
−

∫
Bj

f dµ exp
(
−−

∫
Bj

log f dµ
)
= 1. (6-24)

In particular, if log f ∈ VMO(dµ) and ν ∈ V A′
∞
(µ), then ν ∈ V A∞(µ).

Proof. Let ε, η > 0 and let δ > 0 be so that (6-23) holds for j large enough. Then (6-16) holds (with Bj

in place of X and µ|Bj in place of µ). Then (6-17) must hold. In particular,

lim sup
j→∞

−

∫
Bj

f dµ exp
(
−−

∫
Bj

log f dµ
)
≤

eη/δ

1− ε
.

As ε and δ did not depend on η, we can send η→ 0, and then ε→ 0 since δ now vanishes from the
inequality, and then we obtain (6-24). �

Proof of Lemma 6.4. The second halves of (1) and (2) follow from Theorems 6.5 and 6.6. The first half of
(1) follows from Lemma 6.7, and the first half of (2) is from Corollary 6.8. �

Lemma 6.9. Let�⊂Rn+1 be any connected domain and ω=ωLA,x
� where A ∈A (�). Then ω is halving.

Proof. Suppose there is E ⊂ ∂� with ω(E) > 0 that is not halving. For t ∈ R and v ∈ Sn−1, let
Ht,v = {x ∈ Rn+1

: x · v ≥ t}. Then t 7→ ω(Ht,v ∩ E) is not continuous for any v ∈ Sn, and so there is tv
so that ω(∂Htv,v ∩ E) > 0. Let Vv = ∂Htv,v, which is an n-dimensional plane. Since Sn is uncountable,
there is ε > 0 so that ω(Vv ∩ E) > ε > 0 for all v in some uncountable set A ⊂ Sn. Let A′ ⊂ A be
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countable. Note that for any u, v ∈ A′ distinct, Vu ∩ Vv is an (n−1)-dimensional subspace. This implies
Vu ∩ Vv has 2-capacity zero [Heinonen et al. 1993, Theorem 2.27]; hence it is a polar set for ω [loc. cit.,
Theorem 10.1] and polar sets have LA-harmonic measure zero [loc. cit., Theorem 11.15]. Thus, if we set

Wu := Vu\
⋃
v∈A′
v 6=u

Vv,

we have ω(Wu ∩ E)= ω(Vu ∩ E)≥ ε and Wu are mutually disjoint. But since A′ is infinite, this implies
ω(E)=∞, which is a contradiction. �

Lemma 6.10. Let �+ ⊂ Rn+1 be a connected domain with connected complement �− = ext(�+) and
let LA be a uniformly elliptic operator with real coefficients. If ω± denote the LA-harmonic measures of
�± with fixed poles x± ∈ �±, then ω− ∈ A∞(ω+) if and only if ω− ∈ A′

∞
(ω+) and log(dω−/dω+) ∈

BMO(dω+). Moreover, ω−∈V A∞(ω+) if and only ifω−∈V A′
∞
(ω+) and log(dω−/dω+)∈VMO(dω+).

Proof. This follows from Lemmas 6.4 and 6.9. �

7. Proofs of Theorems II and III

Lemma 7.1. Let ω± be two halving Radon measures with equal supports and set f = log(dω−/dω+).
Suppose there are rj ↓ 0 and ξj ∈ ∂�

+ so that ω+j = Tξj ,rj [ω
+
]/ω(B(ξj , rj )) converges weakly to some

measure ω with ω(B) > 0. Further assume that for all M > 0

lim
j
−

∫
B(ξj ,Mrj )

f dω+ exp
(
−−

∫
B(ξj ,Mrj )

log f dω+
)
= 1. (7-1)

Then ω−j ⇀ω as well.

The proof is similar to that of [Kenig and Toro 2006, Theorem 4.4], though using the techniques of the
previous section, we no longer require the doubling assumption.

Proof. Let Bj = B(ξj , rj ) and for a ball B set cB = −
∫

B log f . By assumption, for each M > 0,

e−cM Bj
ω−(M Bj )

ω+(M Bj )
→ 1 as j→∞. (7-2)

Let ϕ ∈C∞c (R
n+1)with support in B(0,M) for some M>0 and let ϕj =ϕ◦Tξj ,rj . Then suppϕj ⊂M Bj .

Let ε > 0. By (7-2), for j large enough, we have

0≤ e−cBj
ω−(Bj )

ω+(Bj )
− 1< ε and 0≤ e−cM Bj

ω−(M Bj )

ω+(M Bj )
− 1< ε. (7-3)

Let now η= c
√

1− ε, where c is the constant in (6-14). For j large enough, Theorem 6.6 and (7-2) imply

−

∫
Bj

|log f − cBj | dω
+ < η and −

∫
M Bj

|log f − cM Bj | dω
+ < η. (7-4)

Note that ε is independent of η. For fixed δ > 0 and for a ball B, we set

G B = {ξ ∈ B ∩ ∂�+ : |log f (ξ)− cB | ≤ η/δ}, FB = B\G B .



1930 JONAS AZZAM AND MIHALIS MOURGOGLOU

Then, Chebyshev’s inequality and (7-4) imply

ω+(FBj ) < δω
+(Bj ) and ω+(FM Bj ) < δω

+(M Bj ), (7-5)

and for δ > 0 small enough and j large enough Theorem 6.5 and (7-2) imply

ω−(FBj ) < ε, ω
−(Bj ) and ω−(FM Bj ) < εω

−(M Bj ). (7-6)

Let C = 2ω(MB)/ω(B). Since ω(B) > 0, we know

lim sup
j→∞

ω+(M Bj )

ω+(Bj )
= lim sup

j→∞

ω+j (MB)

ω+j (B)
≤
ω(MB)

ω(B)
=

1
2C,

and so for j large enough,
ω+(M Bj )≤ Cω+(Bj ). (7-7)

Also, note that for j large enough,

|cBj − cM Bj | =

∣∣∣∣−∫
Bj

(cBj − cM Bj )

∣∣∣∣ dω+

≤ −

∫
Bj

|cBj − log f | dω++−
∫

Bj

|log f − cM Bj | dω
+

(7-4)
< η+

ω+(M Bj )

ω+(Bj )
−

∫
M Bj

|log f − cM Bj | dω
+

(7-4)
(7-7)
< (1+C)η. (7-8)

Hence,

ω−(M Bj )
(7-3)
≤ ω+(M Bj )(1+ ε)e

cM Bj

(7-7)
(7-8)
< Cω+(Bj )(1+ ε)e

cBj+(1+C)η

(7-3)
≤ Cω−(Bj )(1+ ε)e(1+C)η

≤ 2Ce(1+C)ω−(Bj ).C ω
−(Bj ). (7-9)

Then∫
ϕ dω−j −

∫
ϕ dω+j =

1
ω−(Bj )

∫
M Bj

ϕj dω−−
1

ω+(Bj )

∫
M Bj

ϕj dω+

=
1

ω−(Bj )

∫
M Bj∩FM Bj

ϕj f dω+︸ ︷︷ ︸
=:I1

+
1

ω−(Bj )

∫
M Bj∩G M Bj

( f − ecM Bj )ϕj dω+︸ ︷︷ ︸
=:I2

−
ecM Bj

ω−(Bj )

∫
M Bj∩FM Bj

ϕj dω+︸ ︷︷ ︸
=:I3

+
ecM Bj

ω−(Bj )

∫
M Bj

ϕj dω+−
1

ω+(Bj )

∫
M Bj

ϕj dω+︸ ︷︷ ︸
=:I4

= I1+ I2− I3+ I4.

We will estimate each of these terms separately, with the understanding that j is large enough (depending
on M and η):

|I1| ≤
‖ϕ‖∞

ω−(Bj )

∫
M Bj

1FM Bj
f dω+ =

‖ϕ‖∞ω
−(FM Bj )

ω−(Bj )
=
ω−(M Bj )

ω−(Bj )

‖ϕ‖∞ω
−(FM Bj )

ω−(M Bj )

(7-6)
(7-9)
. C,M,‖ϕ‖∞ ε.
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Next, for points in G M Bj ,
e−η/δecM Bj ≤ f ≤ eη/δecM Bj

and so
ecM Bj (e−η/δ − 1)≤ f − ecM Bj ≤ ecM Bj (eη/δ − 1).

Thus, for η > 0 small enough (i.e., for j large enough), we can make

| f − ecM Bj |< δecM Bj on G M Bj .

Therefore,

|I2| ≤
δecM Bj ‖ϕ‖∞

ω−(Bj )
ω+(G M Bj )≤

δecM Bj ‖ϕ‖∞

ω−(Bj )
ω+(M Bj )

= ecM Bj
ω+(M Bj )

ω−(M Bj )

δ‖ϕ‖∞ω
−(M Bj )

ω−(Bj )

(7-9)
(7-3)
.
‖ϕ‖∞,C,M δ,

|I3| ≤
ecM Bj ‖ϕ‖∞

ω−(Bj )
ω+(FM Bj )

(7-5)
< δ

ecM Bj ‖ϕ‖∞

ω−(Bj )
ω+(M Bj )

= δ
ecM Bj ‖ϕ‖∞ω

−(M Bj )

ω−(Bj )

ω+(M Bj )

ω−(M Bj )

(7-3)
(7-9)
. C,M,‖ϕ‖∞ δ.

Finally,

|I4| ≤

(
ecM Bj

ω+(Bj )

ω−(Bj )
− 1
)
ω+(M Bj )

ω+(Bj )
−

∫
M Bj

ϕj dω+
(7-3)
(7-7)
. C,‖ϕ‖∞,M ε.

Since these estimates hold for all j large enough, we can conclude

lim sup
j→∞

∣∣∣∣∫ ϕ dω−j −
∫
ϕj dω+j

∣∣∣∣.C,M,‖ϕ‖∞ ε+ δ.

Now send δ to zero since it only had to be small enough depending on ε. Finally, ε was arbitrarily chosen,
which implies that the above limit is zero. Since this holds for all ϕ, we get that ω±j have the same weak
limit. �

Proof of Theorem II. Let ω ∈ Tan(ω+, ξ). We claim that ω ∈HC . By Lemma 2.6, ω= cT0,r (µ) for some
constants c, r > 0 and some measure µ of the form µ= lim j→0 Tξ,rj [ω

+
]/ω+(B(ξ, rj )) for some rj ↓ 0,

where µ(B) > 0. By Lemma 7.1, µ = lim j→0 Tξ,rj [ω
−
]/ω−(B(ξ, rj )) as well. By Theorem 3.13 (or

Lemma 3.11(g) if �± have the CDC), µ ∈HC , and since HC is a d-cone by Lemma 4.3, we also have
that ω ∈HC , which proves the claim.

Hence, ω = ωu for some u ∈ HA and some A ∈ C . By Lemma 4.8, for some k > 0,

Tan(ωu, 0)= {cωuk : c > 0} ⊂FA(k)⊂FC (k),

and since Tan(ωu, 0)⊂ Tan(ω+, ξ) by Lemma 2.9, we now know that Tan(ω+, ξ)∩FC (k) 6=∅ as well.
By Lemma 5.1, Tan(ω+, ξ)⊂FC (k). The proof that 2F6,C (k)

∂�+
(ξ, r)→ 0 if �± have the CDC is similar

to the proof of Theorem I. �
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Proof of Theorem III. Let K be any compact subset of ∂�+. Suppose there is a sequence of radii rj ↓ 0
and ξj ∈ K so that

d1(Tξj ,rj [ω
+
],PC (d))≥ ε > 0, (7-10)

where d will be chosen later, but it will depend only on n and the doubling constant of ω+.
Since ω+ is doubling, we may pass to a subsequence so that ω+j := Tξj ,rj [ω

+
]/ω+(B(ξj , rj )) converges

weakly to some measure ω.
If f = dω−/dω+ satisfies log f ∈VMO(ω−), then doubling also implies that ω− ∈ V A′

∞
(ω+). Indeed,

if ω+ is doubling, then the John–Nirenberg theorem holds, and the VMO condition tells us that on
small enough balls, f is a traditional Ap-weight (see [Garnett 2007, Chapter 6.2]). This easily implies
f dω+ = dω− ∈ V A′

∞
(ω+). Thus, by Corollary 6.8, we know ω− ∈ V A∞(ω+) and that (7-1) holds

for every M > 0. By Lemma 7.1, ω−j ⇀ ω as well. Thus, we can pass to a subsequence so that the
conclusions of Theorem 3.13 hold. In particular, ω= ωh for some L0-harmonic function h, where L0 is a
uniformly elliptic operator with constant coefficients, and also, for any ϕ ∈ C∞c (R

n+1), (3-21) holds.
Now we apply the same standard trick from [Kenig and Toro 2006]. Notice that since ω+ is doubling,

so is ωh , which combined with Cauchy estimates implies that there exists β > 0 such that for any ` ∈N

and any multi-index α

|∂αh(0)|. 2−|α|`‖h‖L∞(2`B)

(3-28)
. 2`(−|α|+1−n)ωh(B(0, 2`+1))

. 2`(−|α|+1−n+β)ωh(B(0, 2)). (7-11)

Hence, if |α|> 1− n+β, letting `→∞ gives |∂αh(0)| = 0, which implies h is a polynomial of degree
at most 1− n+β. Setting d = d1− n+βe gives a contradiction to (7-10). The proof of (1-7) is similar
to the proof of Theorem I, where we use instead Lemma 3.11 instead of Theorem 3.13. �

8. Proof of Theorem IV

All elliptic operators in this section will be assumed to satisfy (1-1) and (1-2). We will require a few
lemmas about elliptic measures in uniform domains as well as some new notation.

Definition 8.1. Let �⊆ Rn+1:

• We say� satisfies the corkscrew condition if, for some uniform constant c> 0 and every ball B centered
on ∂� with 0< rB < diam(∂�), there is a ball B(xB, crB)⊆�∩ B. The point xB is called a corkscrew
point relative to B.

• We say � satisfies the Harnack chain condition if there is a uniform constant C such that for every
ρ > 0, 3≥ 1, and every pair of points x, y ∈� with δ(x), δ(y)≥ ρ and |x − y|<3ρ there is a chain
of open balls B1, . . . , BN ⊂�, N ≤ C(3), with x ∈ B1, y ∈ BN , Bk ∩ Bk+1 6=∅ and C−1 diam(Bk)≤

dist(Bk, ∂�)≤ C diam(Bk). The chain of balls is called a Harnack chain.

Definition 8.2. If � satisfies both the corkscrew and the Harnack chain conditions, then we say that � is
a uniform domain.
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Theorem 8.3. Let�⊂Rn+1 be a uniform domain with the CDC and u a nonnegative LA-elliptic function
vanishing on 2B ∩ ∂�, where B is a ball with rB < diam ∂� and A ∈ A (�). Then

sup
x∈B∩�

u(x). u(xB). (8-1)

This was originally shown in Section 4 of [Jerison and Kenig 1982] for NTA domains, but the proof
only uses the Hölder continuity of u at the boundary and the fact that NTA domains are uniform, and so
the proof of the above result is exactly the same.

Theorem 8.4. Let �⊂ Rn+1 be a uniform domain with the CDC and LA an elliptic operator satisfying
(1-1) and (1-2). Then, for all B centered on ∂�,

ωLA,x(B)≈ rn−1
B G�(x, xB) for all x ∈�\2B. (8-2)

This follows from [Aikawa and Hirata 2008]. Their proof is originally for harmonic measures, but an
inspection of the proof shows that it carries through for elliptic measure as well.

Theorem 8.5. Let �⊂ Rn+1 be a uniform domain with the CDC. If LA is an elliptic operator satisfying
(1-1) and (1-2), B is a ball centered on ∂�, and E ⊂ B ∩ ∂� is Borel, then

ω
LA,xB
� (E)≈

ω
LA,x
� (E)

ω
LA,x
� (B)

. (8-3)

Again, this is [Jerison and Kenig 1982, Lemma 4.11], and since the previous two lemmas are available,
the proof is exactly the same for elliptic measures modulo the proof of [loc. cit., Lemma 4.10]. The latter
can also be proved by building a subuniform domain as in [loc. cit.], and then showing as in [Akman et al.
2019, Lemma 2.26] that the resulting domain is also CDC (all of this instead of a geometric localization
theorem due to Jones, which only works for NTA domains).

Lemma 8.6. Let � ⊂ Rn+1 be a uniform domain with the CDC and LA an elliptic operator satisfying
(1-1) and (1-2), and also (1-4) at ξ . If ξ ∈ ∂� and ωj = ω

LA,x0(B(ξ, rj ))
−1Tξ,rj (ω

LA,x0) converges weakly
to a tangent measure ω∞ ∈ Tan(ωLA,x0, ξ), then there is a uniform domain �∞ and a constant matrix
A0 ∈ C such that, for each x ∈ �∞, ωx

�j
⇀ωx

�∞
and for all balls B ′ ⊂ B centered on ∂�∞, if xB is a

corkscrew point in �∞ ∩ B,

ω
LA0 ,xB

�∞
(B ′)≈

ω∞(B ′)
ω∞(B)

. (8-4)

This was originally shown in [Azzam and Mourgoglou 2018] for harmonic measure. In our situation,
the proof is much shorter, so we provide it here.

Proof. By Lemma 3.11, there is A0 ∈ C so that we can pass to a subsequence so that u j (x) =
cj u(xrj + ξ)rn−1

j converges uniformly in Rn+1 to a nonzero LA0-elliptic function u∞ and also so that, if
�j = Tξ,rj (�), then ∂�j converges in the Hausdorff metric on compact subsets. Let �∞ = {u∞>0}.

Claim. �∞ is uniform. If x, y ∈�∞ with dist({x, y}, ∂�)≥ ε|x− y|, then they are contained in �j and
dist({x, y}, ∂�j )≥

1
2ε|x − y| for sufficiently large j . Since the �j are uniform, for each j we can find a

Harnack chain of length N = N (ε) contained in �j . By passing to a subsequence, we can assume the
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length of this chain is constant and their centers and radii are converging, and hence the chain converges
to a Harnack chain in �∞ of length no more than N. A similar proof shows that �∞ is a corkscrew
domain. Hence, �∞ is uniform.

Suppose B ′ ⊂ B are centered on ∂�∞. Let

ω
Tξ,rj (x)
�j

= Tξ,rj [ω
LA,x ].

If x j = Tξ,rj (x0), then

ω
xB
�j
(B ′)≈

ω
x j
�j
(B ′)

ω
x j
�j
(B)
=

ω
x j
�j
(B)

ω
x j
�j
(B)

ω
x j
�j
(B ′)

ω
x j
�j
(B)
=
ωj (B ′)
ωj (B)

.

Since ωj and ω�j are doubling measures, we have

ω
xB
�∞
(B ′)≤ lim inf

j→∞
ω

xB
�j
(B ′). lim sup

j→∞

ωj (B ′)
ωj (B)

≤
ω∞(B ′)
ω∞(B)

.
ω∞(B ′)
ω∞(B)

.

A similar estimate gives the reverse inequality, and hence proves (8-4). �

We will use the following criterion for uniform rectifiability due to Hofmann, Martell, and Uriarte-
Tuero. See Theorem 1.23, equation 1.22, and Remark 1.25 in [Hofmann et al. 2014]; for a local version
see Corollary 11.2 in [Mourgoglou and Tolsa 2017].

Theorem 8.7. Let �⊂ Rn+1 be a uniform domain with n-regular boundary and let ω� be the harmonic
measure defined in �. Suppose there is q > 1 so that, for any balls B ′ ⊂ B centered on ∂�, if kB =

dωxB
� /(dH

n
|∂�), then (

−

∫
B ′∩∂�

kq
B dHn

)1/q

.−
∫

2B ′∩∂�
kB dHn.

Then ∂� is uniformly rectifiable.

Recall that, by the main result of [Aikawa and Hirata 2008], harmonic measure is doubling in uniform
domains satisfying the CDC, and thus, by (8-3), the right side of this inequality is comparable to
−

∫
B ′∩∂� kB dHn (that is, with B ′ instead of 2B ′), which we will use below.

Remark 8.8. This result still holds for constant coefficients. Indeed, it is easy to see that the A∞-property
is preserved under linear transformations that map balls to ellipsoids, as is the one in Lemma 3.10 (see
the paragraph after the proof of this lemma), using that such weights are doubling.Thus, by Lemma 3.10
and the fact that being a uniformly rectifiable set, by its very definition, is invariant under bi-Lipschitz
maps, ∂�∞ is uniformly rectifiable.

Recall that an Ahlfors n-regular set E is uniformly rectifiable if there are c, L > 0 so that, for every
ball B centered on E with rB < diam E , there is an L-Lipschitz map f : B(0, rB)∩Rn

→ Rn+1 so that

Hn( f (B(0, rB))∩ E)≥ crn
B .

Now we prove Theorem IV. Let �⊂ Rn+1 be a uniform CDC domain so that Hn
|∂� is locally finite.

Let ω = ωLA
� be the LA-harmonic measure associated to a (possibly nonsymmetric) elliptic operator
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satisfying (1-1) and (1-2). Let E ⊆ ∂� be a set with Hn(E) > 0 such that Hn
�ω

LA
� on E and for Hn-a.e.

ξ ∈ E ,

θn
∂�,∗(ξ, r) := lim inf

r→0

Hn(B(ξ, r)∩ ∂�)
(2r)n

> 0

and A has vanishing mean oscillation at ξ .
Assume Hn(E)> 0 (otherwise the theorem is trivial). Then we may find a subset E ′ of full Hn-measure,

where ω and Hn are mutually absolutely continuous (in particular, Hn
= gω for some function g, so we

pick E ′ = {x : g(x) > 0}). For Hn
|∂�-a.e. ξ ∈ E ′, we also have

0< θn
∗
(Hn
|∂�, ξ)≤ θ

n,∗(Hn
|∂�, ξ) <∞. (8-5)

The lower bound is by assumption, and the upper bound is from [Mattila 1995, Theorem 6.2]. By [loc. cit.,
Theorem 14.7], for Hn

|∂�-a.e. ξ ∈ E ′, Tan(Hn
|∂�, ξ) consists of Ahlfors–David n-regular measures. By

[loc. cit., Lemmas 14.5 and 14.6], for Hn
|∂�-a.e. ξ ∈ E ′,

Tan(Hn
|∂�, ξ)= Tan(Hn

|E ′, ξ)= Tan(ω, ξ)

and Tan(ω, ξ) consists only of Ahlfors–David n-regular measures. Let E ′′⊂ E ′ be the set of points where
this holds.

By the Besicovitch decomposition theorem, we can split E ′′ into two sets F1 and F2, where F1 is
n-rectifiable and F2 is purely n-unrectifiable. Suppose Hn(F2) > 0. Let ξ ∈ F2 be a point of density of
F2 with respect to Hn.

Let rj ↓ 0 be so that ωj := ω
LA,x0(B(ξ, rj ))

−1Tξ,rj (ω
LA,x0) converges weakly to some Ahlfors–David

n-regular measure ω∞ ∈Tan(ω, ξ). By Lemma 8.6, we may find a uniform domain�∞ so that suppω∞=
∂�∞ and, for any balls B ′ ⊂ B centered on ∂�,

ω
LA0 ,xB

�∞
(B ′)≈

ω∞(B ′)
ω∞(B)

≈
rn

B ′

rn
B

for some A0 ∈ C . If σ =Hn
|∂�∞ , then σ is Ahlfors–David n-regular and so if we set

kB :=
dω

LA0 ,xB

�∞

dσ
,

then we have that for σ -a.e. x ∈ B ∩ ∂�

kB(x)= lim
r→0

ω
LA0 ,xB

�∞
(B(x, r))

σ (B(x, r))
≈

rn/rn
B

rn = r−n
B .

Hence, if B ′ ⊂ B is centered on ∂�,(
−

∫
B ′

k2
B dσ

)1/2

≈ r−n
B ≈−

∫
B ′

kB dσ.

Thus, in light of Remark 8.8, ∂�∞ is uniformly rectifiable. By the main result of [Azzam et al. 2017a],
�∞ is an NTA domain. In particular, we can find corkscrew balls B1 ⊂ B∩�∞ and B2 ⊆ B\�∞. We
claim that, for all j sufficiently large, 1

2 B1 ⊂ �j ∩B and 1
2 B2 ⊂ B\�j . Indeed, if 1

2 Bi ∩ ∂�j 6= ∅ for
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infinitely many j , then since ωj is doubling, ωj
( 2

3 Bi
)
∼ ωj (B)= 1 for all j , and so ω∞(Bi ) > 0, and in

particular ∂�∞ ∩ Bi 6=∅, which is a contradiction. Thus, B1 and B2 do not intersect ∂�j for sufficiently
large j . They cannot both be in �j for all large j , since otherwise, if they were both in �j for infinitely
many j then in each such �j , they would be connected by a Harnack chain in �j of bounded length;
passing to a subsequence, this implies there is a Harnack chain connecting B1 to B2, and since B1 ⊆�∞,
the whole chain, including B2, must be in �∞, which is a contradiction. Thus, at least one of these balls
is in �c

j for all j large. By the proof of Lemma 8.6, �∞ = {u∞>0}, and since u j → u∞ uniformly on
compact subsets of �∞ and u∞ > 0 on B1, we have B1 ⊂ �j for j large, and so B2 ⊂ �

c
j for j large.

This proves the claim.
Now there is a small angle of directions around the vector parallel to the line between the centers of

B1 and B2 where the orthogonal projection of ∂�j ∩B has Lebesgue measure comparable to 1. By the
Besicovitch–Federer projection theorem, the purely unrectifiable part of ∂�j has zero Lebesgue measure
projection in almost all of these directions, and so ∂�j ∩B contains an n-rectifiable set of Hn-measure & 1
(with constant depending on the sizes of B1 and B2). Thus,

lim inf
j→∞

Hn(B(ξ, rj )∩ ∂�\F2)

Hn(B(ξ, rj )∩ ∂�)
& lim inf

j→∞

rn
j

Hn(B(ξ, rj )∩ ∂�)

(8-5)
> 0.

But this contradicts that ξ is a point of density for F2. Therefore, Hn(F2)= 0, and we have now shown
that Hn-almost all of E ′ is rectifiable, and thus ωx0-almost all of E is contained in a countable union of
Lipschitz graphs. This finishes the proof of Theorem IV.

9. Proof of Proposition III

Assume the conditions of the proposition. We recall the following result.

Theorem 9.1 [Hurri-Syrjänen 1994, Theorem 1.3]. Suppose that � ⊂ Rn+1 is a bounded C-uniform2

domain. If

p ≤ q ≤
(n+ 1)p

n+ 1− p(1− δ)
and p(1− δ) < n+ 1,

then for all u ∈ L1
loc(�) such that ∇u(x)d(x, ∂�)δ ∈ L p(�),

inf
a∈R
‖u(x)− a‖Lq (�) .n,p,q,δ,C |�|

(1−δ)/(n+1)+1/q−1/p
‖∇u dist( · , �c)δ‖L p(�). (9-1)

(The explicit constant in (9-1) is written at the end of the proof on page 218 of [Hurri-Syrjänen 1994].)
We will use this in the case that δ = 1

2 and p = q = 2, so (9-1) becomes

inf
a∈R
‖u(x)− a‖L2(�) .n,p,q,δ,C |�|

1/(2(n+1))
‖∇u dist( · , �c)1/2‖L2(�). (9-2)

Lemma 9.2. Suppose E ⊂ Rn+1 is a closed set and ε : Ec
→ [0,∞] is a function such that for some ball

B0 centered on E ∫
Ec∩B0

ε(z) dz <∞.

2In fact it holds for John domains.
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Then for Hn-a.e. x ∈ E ∩ B0,

lim
r→0

r−n
∫

Ec∩B(x,r)
ε(z) dz = 0.

Proof. Without loss of generality, we can assume E ⊂ B0. Let dµ(z)= ε(z) dz|Ec . For x ∈ E and r > 0, set

a(x, r)=
µ(B(x, r))

rn = r−n
∫

Ec∩B(x,r)
ε(z) dz.

Suppose there is F ⊂ E with Hn(F) > 0 such that

lim sup
r→0

a(x, r) > 0.

Then there is t > 0 and a compact set G ⊂ F with Hn
∞
(G) > 0 and

lim sup
r→0

a(x, r) > t > 0 for all x ∈ G.

For each x ∈ G, pick rx,1 > 0 so that B(x, rx,1) ⊂ B0 and a(x, rx,1) > t . Let B1
j be a Besicovitch

subcovering from G1 := {B(x, r1
x ) : x ∈ G}, that is, a countable collection of balls in G1 so that

1G ≤
∑

j

1B1
j
.n 1.

Since the B1
j come from G , we have that for all j

µ(B1
j )

rn
B1

j

= a(xB1
j
, rB1

j
) > t.

Let
L1 =

⋃
B1

j \E .

Then since the B1
j have bounded overlap and come from G1,

µ(L1)=

∫
L1

dµ&
∫

L1

∑
j

1B1
j

dµ=
∑

j

µ(B1
j ) > t

∑
j

rn
B1

j
≥ tHn

∞
(G).

Since µ(G)= 0, there is δ1 > 0 so that if Gδ1 = {x ∈ Rn
: dist(x,G) < δ1} and L1

= L1\Gδ1 , then

µ(L1) > 1
2µ(L1)≥

1
2 tHn

∞
(G).

Now inductively, suppose we have constructed disjoint sets L1, . . . , Lk
⊂ B0, where

µ(L j )& tHn
∞
(G) for all j = 1, 2, . . . , k,

and there is δk > 0 so that L1
∪ · · · ∪ Lk

∩Gδk =∅.
For each x ∈ G, we may find rx,k+1 ∈ (0, δk) so that B(x, rx,k+1) ⊂ B0 and a(x, rx,k+1) > t . Let
{Bk+1

j } be a Besicovitch subcovering of the collection Gk+1 = {B(x, rx,k+1) : x ∈ G}, so

1G ≤
∑

j

1Bk+1
j
.n 1Lk+1,
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where Lk+1 =
⋃

j Bk+1
j . Since G has µ(G)= 0, there is δk+1 ∈ (0, δk) so that Lk+1

= Lk+1\Gδk+1 has

µ(Lk+1)≥
µ(Lk+1)

2
=

1
2

∫
1Lk+1 dµ&

∫ ∑
j

µ(Bk+1
j )≥ t

∑
j

rn
Bk+1

j
& tHn

∞
(G).

Also note that by our induction hypothesis

Lk+1
⊂ Lk+1 ⊂ Gδk ⊂ (L

1
∪ · · · ∪ Lk)c.

Thus, by induction, we can come up with a sequence of disjoint sets Lk
⊂ B0 so that µ(Lk)& tHn

∞
(G)

for all k, which contradicts the finiteness of µ since ε is locally integrable. �

Now we finish the proof of Proposition III. By the previous lemma, for ε(z)= |∇A(z)|2 dist(z, �c)

and E = ∂�, we have that for Hn-a.e. ξ ∈ B0 ∩ ∂�

lim
r→0

r−n
∫

B(ξ,r)∩�
|∇A|2 dist(z, �c) dz = 0. (9-3)

Let ξ ∈ B0 ∩ ∂� be such a point. There is a universal constant M depending on the uniformity constants
so that, for all r > 0, there is an MC-uniform domain �r such that

�∩ B(ξ, r)⊂�r ⊂�∩ B(ξ,Mr).

This follows from the proof of [Hofmann and Martell 2014, Lemma 3.61]. See also [Azzam 2016,
Lemma 4.1; Jerison and Kenig 1982, Lemma 6.3].

Hence, by Cauchy–Schwarz inequality,

inf
C

r−(n+1)
∫

B(ξ,r)∩�
|A−C | . inf

C

(
r−(n+1)

∫
B(ξ,r)∩�

|A−C |2
)1/2

≤ inf
C

(
r−(n+1)

∫
�r

|A−C |2
)1/2

(9-2)
. |�r |

1/(2(n+1))
(

1
rn+1

∫
�r

|∇A|2 dist(z, �c
r ) dz

)1/2

.

(
r−n

∫
�∩B(ξ,Mr)

|∇A|2 dist(z, �c) dz
)1/2

→ 0 as r→ 0.
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