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REGULARITY OF THE FREE BOUNDARY FOR
THE VECTORIAL BERNOULLI PROBLEM

DARIO MAZZOLENI, SUSANNA TERRACINI AND BOZHIDAR VELICHKOV

We study the regularity of the free boundary for a vector-valued Bernoulli problem, with no sign
assumptions on the boundary data. More precisely, given an open, smooth set of finite measure D C R,
A > 0,and ¢; € H'/?(3 D), we deal with

k
min{Z/ IVui|* 4+ A
i=1 VD

We prove that, for any optimal vector U = (u1, ..., u;), the free boundary B(Ule{ui # 0}) N D is made
of a regular part, which is relatively open and locally the graph of a C* function, a (one-phase) singular
part, of Hausdorff dimension at most d — d*, for a d* € {5, 6, 7}, and by a set of branching (two-phase)
points, which is relatively closed and of finite H“~! measure. For this purpose we shall exploit the NTA
property of the regular part to reduce ourselves to a scalar one-phase Bernoulli problem.

k
Ui #O}‘ ;v = ¢; on BD}.
i=1

1. Introduction

Dirichlet problems with free boundary arise in several models describing relevant physical phenomena,
such as for example thermal insulation, or flows with two liquids with jets and cavities, and have been
the object of an extensive mathematical study in the last decades, starting from the seminal work [Alt
and Caffarelli 1981]. The wide literature on these topics has provided many new techniques which have
turned out to be extremely useful also in very different fields; see, e.g., [Caffarelli and Salsa 2005]. In two
recent papers [Caffarelli et al. 2018; Mazzoleni et al. 2017] the authors dealt with problems connected
with vector-valued Bernoulli-type problems, under the assumption that at least one of the components has
constant sign, leaving as a main open question the opposite case (we refer to [Spolaor and Velichkov
2019] for the complete analysis in dimension 2). In this paper we give a partial answer to this question,
proving some regularity of the free boundary in any dimension and without any assumption on the sign
of the components. A key step is to show that in a neighborhood of any flat point, that is, a point of
Lebesgue density %, at least one of the components has in fact a constant sign.
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To start with, given a smooth open set D C RY A >0,and ® = (d1,...,P1) € H]/Q(E)D; [RR"), that is,

¢; € H'/2(@D) fori =1, ..., k, we consider the vectorial free boundary problem
min {f IVU|?dx +A|Qu|:U e H(D; R, U=® on aD}, (1-1)
D
where, for a vector-valued function U = (uy, ..., ux) : D — R we use the notation

k k
Ul:=vVui+-+ui, |VUP:=> |Vu’, and Qu:={U|>0}=|J{u; #0} C D.
i=1

i=1

We will refer to the set 92y N D as the free boundary given by U. More precisely, for any minimizer U
we shall prove that Qg is open and that any boundary point has a definite density. We denote by Q(J) the
set of all points having density y € [0, 1]. Hence we can divide the topological boundary into three parts:

Reg(dQy) :=QY/Y ND, Sing,(3Qy) 1=\ NaQyNnD,
Sing, (8Qy) := (3Qy N D) \ (Sing, (3Qy) UReg(3Q)).

The main result of this paper is the following:

Theorem 1.1. There exists a solution to problem (1-1). Any solution U € H'(D; RK) is Lipschitz
continuous in D C R? and the set Qu has a locally finite perimeter in D. The free boundary 3Qy N D is
the union of three disjoint sets: a regular part Reg(dS2y ), a (one-phase) singular set Sing,(02y) and a
set of branching points Sing,(d2y). Moreover, we have:

(1) The regular part Reg(0Q2y) is an open subset of 0Q2y and is locally the graph of a C™ function.

(2) The one-phase singular set Sing, (0S2y) consists only of points in which the Lebesgue density of Qu
is strictly between % and 1. Moreover, there is a d* € {5, 6,7} such that

e ifd < d* then Sing, (0Q2y) is empty;
o if d = d*, then the singular set Sing;(0S2y/) contains at most a finite number of isolated points;
o ifd > d¥, then the (d—d*)-dimensional Hausdorff measure of Sing,(0Qy) is locally finite in D.

(3) The set of branching points Sing,(02y) is a closed set of locally finite (d—1)-Hausdorff measure
in D and consists only of points in which the Lebesgue density of Qu is 1 and the blow-up limits are
linear functions.

Our main improvement with respect to the results of the quoted papers [Caffarelli et al. 2018; Kriventsov
and Lin 2018; Mazzoleni et al. 2017] is the smoothness of Reg(02) regardless of the sign of the boundary
data. The dimension estimates of the singular set Sing, (dQ2y) from claim (2) are already known (see
Section 1B below) as they do not depend on the constant-sign assumption on the solution. The analysis
of the blow-up limits and the dimension of Sing,(d€2y) from point (3) are, to our knowledge, new for
the vectorial problem, as is the stratification result Theorem 4.3 that we prove in Section 4.
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1A. Further results on the set of branching points Sing,(d2y). Under the assumption that one of the
components of the optimal vector has constant sign [Caffarelli et al. 2018; Mazzoleni et al. 2017], all
1-homogeneous singular solutions are multiples of the same global solution for the one-phase scalar
problem. In this case, the singular set of 0€2y; is given precisely by Sing; (0€2y/). Without the constant-sign
assumption, the structure of the singular set changes drastically. A set Sing,(d€2y) of branching points,
in which the free boundary may form cusps pointing inwards, might appear. This is natural since the
scalar case corresponds to the two-phase Bernoulli problem, for which this is a well-known, though not
completely understood, phenomenon. In particular, the dimension of this set of branching points can be
as large as the dimension of the regular free boundary.! This is somehow natural since for the two-phase
case the branching points are contact points of the two level sets {u > 0} and {u < 0}.

The free boundaries around branching points for the vectorial problem have more complex structure.
Indeed, even in dimension 2, true cusps may appear on the free boundary, that is, around a branching
point xg, the set B, (xo) N2y might stay connected, while the Lebesgue density | B, \ Qy|/| B,| might decay
as r goes to zero (see [Spolaor and Velichkov 2019] for an example of such a free boundary). On the other
hand, the nodal set may also degenerate into linear subspace of codimension higher than 1 (see Lemma 2.7
for an example of homogeneous solution with a thin nodal set). In Section 2D we classify the blow-up
limits. In Section 4, using a Federer reduction principle, we prove a stratification result, Theorem 4.3, for
the branching points, which in particular shows that the only significant (in terms of Hausdorff measure)
set of branching points is the one for which the nodal set degenerates into a (d—1)-dimensional plane.

1B. Remarks on the one-phase singular set Sing;(02y). The critical dimension d* is the lowest dimen-
sion at which the free boundaries of the one-phase scalar Alt—Caffarelli problem [1981] admit singularities.
Caffarelli, Jerison and Kenig proved in [Caffarelli et al. 2004] that d* > 4, Jerison and Savin [2015]
showed that d* > 5, while De Silva and Jerison [2009] gave an example of a singular minimal cone in
dimension 7, so d* € {5, 6, 7}. The first claim of Theorem 1.1(2) follows by the fact that at points of
the one-phase singular set Sing, (9€2y/) the blow-up limits of the minimizers of (1-1) are multiples of a
solution of the one-phase scalar Alt—Caffarelli problem (Section 2D). The second claim of Theorem 1.1(2)
was proved in [Mazzoleni et al. 2017, Section 5.5] together with the Hausdorff dimension bound

dimy(Sing; (0Qy)) <d —d* ford > d*,

which follows by a dimension-reduction argument based on the Weiss’ monotonicity formula [1999].
The last claim of Theorem 1.1(2) was proved in [Edelen and Engelstein 2019, Theorem 1.15] by a finer
argument based on the quantitative dimension reduction of [Naber and Valtorta 2017; 2018]. We notice
that [Edelen and Engelstein 2019] contains also a stratification result on Sing; (dQ2y).

1C. Connection with shape optimization problems for the eigenvalues of the Dirichlet Laplacian. The
vectorial Bernoulli problem is strictly related to a whole class of shape optimization problems involving the
eigenvalues of the Dirichlet Laplacian. In particular, suppose that U* = (u], ..., uf) is the vector whose

L After this paper was accepted, the preprint [De Philippis et al. 2019] appeared, and in it a complete characterization of the
two-phase free boundaries is achieved.
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components are the Dirichlet eigenfunctions on the set ¥, a solution of the shape optimization problem
k

min{ZAj(Q) QCRY, Q open, || = 1}.

j=1
It was proved in [Mazzoleni et al. 2017] that U* is a quasiminimizer of (1-1). Thus, the regularity of the
optimal set 2* is strongly related to (not to say a consequence of) the regularity of the free boundaries
of the solutions of (1-1). A result for more general functionals was proved in [Kriventsov and Lin 2018],
still under some structural assumption on the free boundary. We highlight that, having the results of
Sections 3A and 3B of the present paper in our hands, a possible way to obtain the C!'* regularity of
Reg(d2y) is to apply [Kriventsov and Lin 2018, Theorem 1.4]. Our approach is different and relies on
the application of [Mazzoleni et al. 2017, Theorem 1.4] after having proved that there is locally always a
constant-sign component. The result of [Kriventsov and Lin 2018] was then extended by the same authors
to general spectral functionals in [Kriventsov and Lin 2019]. The shape optimization problem considered
in the latter paper corresponds to (1-1) with sign-changing components. On the other hand the nature
of the spectral functionals forces the authors to take a very different road and use an approximation with
functionals for which the constant-sign assumption is automatically satisfied. A delicate point concerns
the selection of a special representative of the optimal set, which, roughly speaking, corresponds to the
largest quasiopen set which solves the problem. The problem (1-1) allows a more direct approach and
in particular our regularity result holds for the free boundary of any optimal vector and allows for a finer
classification of the branching points.

1D. Plan of the paper and sketch of the proof of Theorem 1.1. Since the existence of an optimal vector
is nowadays standard, we start Section 2A by proving the Lipschitz continuity of U, which follows by the
fact that each component is quasiminimizer for the scalar Alt—Caffarelli functional and so, by [Bucur et al.
2015], is Lipschitz continuous. In Section 2B we prove that the positivity set 2y has finite perimeter
in D and that the (d—1)-Hausdorff measure of 92y is finite. Our argument is different from the classical
approach of Alt and Caffarelli and is based on a comparison of the energy of the different level sets of |U]|.

In Section 2C we summarize the convergence results on the blow-up sequences and Section 2D is
dedicated to the classification of the blow-up limits, which are 1-homogeneous global minimizers (that
is, globally defined local minimizers) of (1-1) (see Remark 2.9). In Lemma 2.7 we show that a new
class of global minimizers appears with respect to the problem considered in [Caffarelli et al. 2018;
Mazzoleni et al. 2017]. In Lemma 2.11 we classify the possible blow-up limits according to the Lebesgue
density; this is the main result of the section. Finally, in Definition 2.12, we define the sets Reg(d2y),
Sing; (02y), and Sing, (0Q2y).

In Section 3 we prove the smoothness of Reg(9€2y;). In Section 3A we prove that on the one-phase free
boundary Reg(d€2y) U Sing, (02y), U satisfies the extremality condition |V|U|| = VA ina viscosity
sense. In Section 3B we prove that Reg(d€2y/) is Reifenberg flat and NTA domain.

Section 3C deals with the proof that in a neighborhood of a point xy € Reg(d2y) at least one of
the components of U remains strictly positive and (up to a multiplicative constant) controls |U| (see
Lemma 3.10). This is the main result of this section and the proof is based on the geometric properties of
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NTA domains and on the boundary Harnack principle. In Sections 3D and 3E we prove that Reg(d2y)
is, respectively, C'** and C*. The result of Lemma 3.10 allows us to apply the results from [Mazzoleni
et al. 2017]. We give the main steps of the proof for the sake of completeness.

Section 4 is dedicated to the study of the set Sing, (d€2y) of points xg € 32y in which all the blow-up
limits Uy € BUy (xp) are linear functions of the form Uy(x) = Ax. In Section 4A we prove that the rank
of the linear map Uy depends only on the point xo and we define the j-th stratum S; as the set of points
for which this rank is precisely j. In Section 4B we use a dimension-reduction argument in the spirit of
Federer to prove that the Hausdorff dimension of each stratum S; is d — j. Finally, in Section 4C we give
a criterion for the uniqueness of the blow-up limits in terms of the Lebesgue density of Qy.

2. Boundary behavior of the solutions

The existence of an optimal vector U = (uy, ..., uy) is standard and follows by the direct method of the
calculus of variations; for more details we refer to [Alt and Caffarelli 1981].
2A. Lipschitz continuity and nondegeneracy. Any minimizer U has the following properties:

(i) The vector-valued function U : D — R* is locally Lipschitz continuous in D.

(i1) The real-valued function |U| is nondegenerate; i.e., there are constants ¢g > 0 and ry > 0 such that
for every xg € 9Qy N D and r € (0, rg] we have

][ \Uldx <cor = U=0 in B,;(x)). @2-1)
By (x0)

(iii) There are constants &g, ro such that the lower density estimate holds:
g0l Br| < |Qu N By(xp)| forevery xo € 0Qy N D and r < ry. (2-2)

Remark 2.1. Claim (i) in particular implies that, for every minimizer U of (1-1), the set Qy is open.

Remark 2.2. It is important to highlight that, unlike the case treated in [Mazzoleni et al. 2017; Caffarelli
et al. 2018] where it was assumed at least one component u; was positive, we cannot hope to have a
density estimate from above on 02y N D. Actually, we expect a set of branching points (cusps) will come
out. Indeed, the case k = 1 corresponds to a scalar two-phase problem for which (at least in dimension 2)
the set Qy is composed of two C1¢ sets; see [Spolaor and Velichkov 2019]. At the points of the common
boundary of these two sets, the Lebesgue density of 2 is 1.

Proof of (). The Lipschitz continuity of each component u;, i =1, ..., k, descends from a quasiminimality
property. Indeed, reasoning as in [Mazzoleni et al. 2017, Section 6.2], for every #; : D — R such that
U —Uu; € HO] (D) we consider the competitor U= (ui,...,u;,...,ur). By the optimality of U we have

[ 1V dx+ A1 > 01 < [ 9P dx+ AT > 0,
D D
which implies that each component u; is a quasiminimizer of the Dirichlet energy; that is,

/|Vu,-|2dx§/|Vﬁl-|2dx+A|B,| for every ii; such that it; — u; € Hy (B,). (2-3)
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Applying [Bucur et al. 2015, Theorem 3.3] we get that u; is Lipschitz continuous in D, and since
i=1,...,kis arbitrary, so is U. (I

Proof of (ii) and (iii). The nondegeneracy of |U| follows by [Mazzoleni et al. 2017, Lemma 2.6], which
can be applied since U satisfies the condition (2.9) therein with K = 0 and ¢ > 0. Finally, we notice that
the density estimate from below (2-2) holds for every Lipschitz function satisfying the nondegeneracy
condition (2-1); see for example [Mazzoleni et al. 2017, Lemma 2.11; Alt and Caffarelli 1981]. O

2B. Finiteness of the perimeter. For any U € H 1(D; R¥) solution of (1-1), the set 2 has locally finite
perimeter in D and, moreover,
! (0Qu NK) <oo forevery compact set K C D. 2-4)

Remark 2.3. We notice that the condition (2-4) is more general than the finiteness of the perimeter since
02y may contain points xo which are in the measure-theoretic interior of Qy, that is, | B, (xg) \ Q| =0.

In order to prove the claim of this subsection, we will use the following lemma, which holds in general.

Lemma 2.4. Suppose that D C R? is an open set and that ¢ : D — [0, +0o0] is a function in H' (D) for
which there exist € > 0 and C > 0 such that

/ Vo> dx + Al{0 < ¢ <e}ND| < Ce forevery(Q < e <e. (2-5)
{0<p<e}ND

Then P({¢ > 0}; D) < C~/A.

Proof. By the coarea formula, the Cauchy—Schwarz inequality and (2-5), we have that, for every ¢ < ¢,

£ 1/2
/ Hd—l({¢=z}mp)dz=/ V| dx < (/ |Vq>|2dx> 0 < ¢ <&}|'/? <eCV/A.
0 {0<¢p=<e} {0<¢=<e}

Taking ¢ = 1/n, we get that there is §, € [0, 1/n] such that

1/n

HIT @ >8)nD)<n | HIT'{p=1)ND)dt < CVA.
0
Passing to the limit as n — o0, we obtain H¢~'(8*{¢ > 0} N D) < C+/A, which concludes the proof of
the lemma. (Il
Lemma 2.5. Let D C RY be an open set and ¢ : D — [0, +00) be a Lipschitz function such that:
(a) ¢ is nondegenerate, that is, there is a constant ¢ > 0 such that

sup ¢ >cr forevery xg € 02y N D and every 0 < r < dist(xp, 0D),
By (x0)

where we have set Q4 = {¢p > 0}.

(b) There is a constant C > 0 such that ¢ satisfies the estimate
H0<@p <e}ND|<Ce foreverye >0.

Then, for every compact set K C 2, we have H*~1 (K N 0824) < 00.
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Proof. Let us first recall that the (d—1)-dimensional Hausdorff measure H9~!(A) of a set A C R? is
given by H471(A) = lims_,o H4~'(A), where, for every § > 0, we set

o o
H(;d_l (A) = wg—1 inf{Zr;i_1 : for every By, (x;) such that U By, (xj) DAandr; < 8}.
j=1 j=1

Let é > 0 be fixed. By the Vitali covering lemma, there is a family of balls { Bs(x j)}j.V:1 which is a covering
of KNAdQy, xj € 02y forevery j =1, ..., N, and the balls Bs/5(x;) are disjoint. The nondegeneracy of
¢ implies that in every ball Bs;10(x;) there is a point y; such that ¢ (y;) > ¢6/10. The Lipschitz continuity
of u implies that B.s/101(yj) C ¢, where L = max{l, ||[V¢|;~}. On the other hand, since ¢ (x;) =0,
we have

cd cd cd
¢<Ll1of t19) =L+ D75 o0 Besror (-

This implies that the balls Bes/102(y;), j =1, ..., N, are pairwise disjoint and contained in the set

cé
{0<¢) < (L—f—l)m}.

Now, the estimate from point (b) implies
C(L+1)08>§N Busyion )] = Neog-S-
10 = pr cs/10L\Yj)| = deIOd

which implies
lod—l
Ndwgs" ' <dC——LY(L+1).
=
Since, the right-hand side does not depend on §, we get

d—1

10
HITN(K N3Qy) <dC

d
T LAL+D, O

Proof of the claim (2-4) of Section 2B. We aim to prove an estimate of the form (2-5) for ¢ = |U| by
constructing a suitable competitor, which is inspired by the approach of Dorin Bucur [2012]. Since we
aim to prove a local result, we take xo € 02N D and B, (xg) C D; moreover, we can assume without loss
of generality that xo = 0 and r = 1. Setting p := |U|, for every ¢ > 0, we define

~ —¢ e
U:(ftl,...,ﬂk)ZzuU, whereﬁi=<1——> u; foreveryi=1,...,k,
P/

0
and, for a smooth function ¢ € C*°(D) suchthat0 <¢ <1in D, ¢ =11in By, and ¢ =0on D\ By,

(I-9)U if|Ul=p <e,

V=,...,0):=(0-¢)U+¢U = {(1_8¢/p)U U= > e

Thus, clearly V is an admissible competitor in problem (1-1).
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We observe that the following relations, which we will use in the rest of the proof, hold true:

k
|[Vp| < |VU| and ZuiVui:,oV,o in D,
i=1

1 in U] =6},
o

We can now compute on {|U| > &}
2 2 e
IVV[>*=|VU| :Z‘V(l——)ui
, P

1
2e e2¢?
- (——¢+i§)|vmz+p2
p P

=ez|V¢|2—2eV¢>-Vp+<|Vp|2—|VU|2)(2e

2
—|Vu;|?

2
—2(0—8¢)V/0-V%

¢ 29\ _ 2o.p

——&"— | =€7|Vp|"—2eVp-Vp < Cie,
o p

where C| depends only on ||[V¢| L~ and ||[VU ||L~. Next, on the set {|U| < ¢}, we compute

v
0

VU= |VV] = VU] = V(1 = p)UJ?
= (2¢ —¢*)|VUI> +2(1 = p)UV - VU + |U*|Ve|* = |VU|*1p,, — Cae,
where again C, depends only on ||[V¢| L~ and ||[VU]| ~. By testing the optimality of U with V we get

|VU|2+A|{0<|U|ssmBl|s/ IVVI2+ A{|V] > 0} N Byl
B B

so we deduce

/ (IVUP = |IVVH + A0 < |U| <e}NByp| < f (IVV]* = |VU?) < Cie,
{0<|U|<¢e} {lU]=¢}

and finally, since V =0 on the set {0 < |[U| <&} N {¢p = 1}, we get
/ IVU> + A|{0 < |U| < &} N Bi 2| < (C + Ca)e,
{0<|U|<e}NBy)2

and, since |V p| < |VU| we obtain the estimate (2-5) for p = |U| in the ball B;/;. By Lemmas 2.4 and 2.5,
we get that Qg has locally finite perimeter in D and that (2-4) holds. (I

2C. Compactness and convergence of the blow-up sequences. Let U : D — R¥ be a solution of (1-1)
or, more generally, a Lipschitz function. For r € (0, 1) and x € R4 such that U (x) = 0, we define

1
Ur,x(y) = ;U(X —|—ry).

When x = 0 we will use the notation U, := U,.o.

Suppose now that (r,,),>0 C R" and (x,),>0 C D are two sequences such that

lim r,=0, limx,=x0e€D, B, (x,)CD and x,ecd{|U|>0} foreveryn=>0. (2-6)

n—o0 n—oo
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Then the sequence {U,, x, }nen is uniformly Lipschitz and locally uniformly bounded in R?. Thus, up

to a subsequence, U, , converges, as n — 00, locally uniformly to a Lipschitz continuous function

nsXn

Up : RY — RK. Moreover, if U is a minimizer of (1-1), then for every R > 0 the following properties hold;
see [Mazzoleni et al. 2017, Proposition 4.5]:

(i) Uy, x, converges to Uy strongly in H L(Bg: R5).
(ii) The sequence of characteristic functions 1g, converges in L'(Bg) to 1g,, where
Q, :={|U,,| >0} and o:={|Up|> 0}.
(iii) The sequences of closed sets €2, and Q¢ Hausdorff converge in Bg respectively to Qo and Q5.
(iv) Up is nondegenerate at zero; that is, there is a dimensional constant c; > 0 such that

IUollL>(B,) = cqr forevery r > 0.

Definition 2.6. Let U : RY — R* be a Lipschitz function, and r, and x, be two sequences satisfying
(2-6). We say that the sequence U, , is a blow-up sequence with variable center (or a pseudo-blow-up).
If the sequence x, is constant, x, = xo for every n > 0, we say that U,, , is a blow-up sequence with
fixed center. We denote by BUy (xo) the space of all the limits of blow-up sequences with fixed center xg.

2D. Classification of the blow-up limits. In this section we prove that for any xo € 92y N D the blow-up
limits Uy € BUy (xo) have one of the following forms:

o Multiples of a scalar solution of the one-phase problem, that is, there is a 1-homogeneous nonnegative
global minimizer u : R? — R™ of the one-phase Alt—Caffarelli functional

Fu) = / IVul>dx + Al{u > 0}

such that
Up(x) =&u(x), whereé e R* and &l =1. 2-7)

e Linear functions, that is, there is a matrix A = (a;;);j € Maxk(R) such that
Uyp(x) = Ax. (2-3)

It was shown in [Mazzoleni et al. 2017] that every function of the form (2-7) is a global solution of (1-1).
In the following lemma we classify the linear solutions.

Lemma 2.7. Let U : R? — RK be a linear function, U (x) = Ax with A = (a;;)ij € Maxx(R). If
k d
IAIP:=) ") a} = A,
i=1 j=1

then U is a solution of (1-1) in the unit ball By. Moreover, if rank A = 1, then the condition ||A||> > A is

also necessary.
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Proof. We first prove that if |A|I> > A, then U(x) = Ax is a solution of (1-1). Let U =: (uy, ..., ux)
and let the vector-valued function U = (@1, ..., i) : By > R? be such that U=Uon 0B;. We will
show that U has a higher energy than U. Notice that each component u;, j =1, ..., k, can be written as
uj(x) =a;v;(x), where aj € R and v;(x) = x - v; for some v; € dB;. We will also write #;(x) = o;vj (x)
and we notice that v; = v; on dB;. Now since (v;)+ and (v;)_ are solutions of the one-phase scalar
Alt—Caffarelli problem we have

/lej|2dx+|Bl|:/ IV(vj)+|2dx+|{vj>0}ﬂBl|—|—/ |V (vj)_|*dx + |{v; <0} N By
B B B
< [ V@) Pdx+1{D; >0yN B[+ | |V(F)_|*dx+|{T; <0}N By|
B B

< | IVylPdx+1Q:N Byl

B
Multiplying by «?, taking the sum over j, and using that ||A|> = lele 01]2, we obtain
k
VU > dx + || Al*| By = Zaﬁ( Vv, * dx + |Bl|)
B =1 By

k

< Za}( B |V; 12 dx + Q4 ﬁBl|> =/ VU >dx + || A|* 125 N Byl

j=1 ! !

Now since A < ||A||?, we have

VU dx+A|Bi| < | VU dx+A|Qp N Bl
B B
We will now prove that if rank A =1 and U (x) = Ax is a solution to (1-1), then |A]|?> > A. Indeed, let
U = (uy,...,u;). The rank-1 condition implies that there is a vector v € d By such that u;(x) = ojx - vj
for some v; € dBy. Let

&

;i=ujo CI>8_1, where @, (x) =x —e¢(x)v,

u

¢ € C*°(By) being a nonnegative function with compact support in By. Setting U, = (uf, ..., uy), the
optimality of U gives

|VU | dx + [{|Ue| > 0}NBy| > | |VU*dx +|{|U| > 0}N By].
B B

Taking the derivative in ¢ = 0, see [Alt and Caffarelli 1981, Section 2], we get
k

2/ IVu;|>p dH! —A/ pdH > 0.
= B1NdQy BiNaQy

?=o,

we obtain Zl;zl o?

Since |Vu; ;

> A, which proves the claim. |
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The classification of the blow-up limits strongly relies on the monotonicity of the vectorial Weiss’
boundary-adjusted energy introduced in [Mazzoleni et al. 2017]

1 1
WU, xo, r) :=—d</ |VU|2dx+A|{|U|>0}ﬂBr(x0)|>—d—+1/ |U|2d7-[d—1’ (2-9)
r B, (x0) r 9By (x0)

which turns out to be monotone in r. Precisely, by Proposition 3.1 of that paper we have the following
estimate.

Lemma 2.8 (Weiss monotonicity formula). Let U = (uy, ..., ur) be a minimizer for problem (1-1) and
xo € 0Qy N D. Then, the function r — W (U, xq, r) is nondecreasing and

k
d 1 2 gad—1, .
—W(U.x0,7) 2 m;/ﬁ |(x = x0) - Vatg — ui | dH" ()3 (2-10)

B, ()C())
in particular, the limit lim, .o+ W (U, xo, ) exists and is finite.

Remark 2.9 (homogeneity and minimality of the blow-up limits). As a consequence of the monotonicity
formula, we obtain that if U is a solution of (1-1), xg € 0Qy N D, and Uy € BUy (xp), then Uy is a
1-homogeneous global solution of the vectorial Bernoulli problem. Precisely, the fact that Uy is a global
solution follows by [Mazzoleni et al. 2017, Proposition 4.2], while for the homogeneity of Uy we use the
fact that Uy is a blow-up limit, Uy = lim,_, « U, x,, and the scaling property of the Weiss energy

WU, xo,7rs) = W(U, 5, 5,0) foreveryr, s >0,
which gives that the function s — W (Uy, s, 0) is constant. In fact, for every s > 0, we have
WUy, s,0) = lim W(U,, x,,s,0) = lim W(U, rs, xo) = lim W(U, r, xo).
n—00 n—00 r—0

Now, the homogeneity of Uy follows by (2-10) applied to Uy and its components.
Remark 2.10 (Lebesgue and energy density). Keeping the notation from Remark 2.9, we notice that the
homogeneity of the blow-up limits and the strong convergence of the blow-up sequences give
12y N B, (x0)|

| By |
for every Uy € BUy (xg). That is, the energy density lim,_.o W (U, r, x¢) coincides, up to a multiplicative
constant, with the Lebesgue density, which (as a consequence) exists in every point xq of the free boundary.

W(Uo. 1,0) = A{|Ugl > 0} N By| = Tim W (U, r, x0) = Awg lim
r— r—

In particular, we get

QuNB
Qg)={xeagy:1imM=

Jim = y} ={xo € 0Qy :rli_r)r(l)W(U,xo,r)zAwdy}.

Lemma 2.11 (structure of the blow-up limits). Let U be a solution of (1-1), xg € 02y N D. Then, there
is a dimensional constant 0 < § < % such that precisely one of the following holds:

(i) The Lebesgue density of Q2y at xg is % and every blow-up Uy € BUy (xo) is of the form

Up(x) =E(x-v);, where& €RF, €] =VA, veR?, [v|=1. (2-11)
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(i) The Lebesgue density of Qy at xg satisfies

Qu N B,
~|—8<lim| U ()Co)l<

=< <1-6,
r—0 IBr|

=

and every blow-up in BUy (xg) is a one-phase blow-up of the form (2-7) with singularity in zero.
(ii1) The Lebesgue density of Q2y at xq is 1 and every blow-up in BUy (xg) is of the form (2-8).
Proof. Let xg € 0Q2y N D.
Step 1: The following claim holds true:
xeQY? <« thereis Uy € BUy(xo) of the form (2-11)
< every Uy € BUy(xp) is of the form (2-11).

Indeed, if one blow-up is of the form (2-11), then by Remark 2.10 xq € (/. On the other, hand, if
x0 € QU2 and Uy € BUy (xp), then again by Remark 2.10 |Q2y, N Bi| = %lBl |. The homogeneity of Uy
and the fact that AUy = 0 on Qy, imply that each component of Uy is an eigenfunction on the sphere
corresponding to the eigenvalue d — 1. By the Faber—Krahn inequality on the sphere we get that, up to
a rotation, Qy, = {x4 > 0} and all the components of Uy are multiples of xj, that is, Up(x) = ng for
some £ € RX. Let ¢ be a compactly supported function and let Up = & (x[}Ir + ¢). Testing the optimality of
Uy against ﬁo, it is immediate to check, see [Mazzoleni et al. 2017], that |& |x; is a global minimizer
of the one-phase Alt—Caffarelli functional. Thus, an internal perturbation, see [Alt and Caffarelli 1981],
gives |&| = /A and concludes Step 1.

Step 2: The following claim holds true:
x€eQ)) <« thereis Uy € By (xp) of the form (2-8)
< every Ug € BUy (xp) is of the form (2-8).

Indeed, if one blow-up Uy € BUy (xg) is of the form (2-8), then by Remark 2.10 xg € Qg). On the other
hand, if x( € Q(l), then still by Remark 2.10 |Ug N B| = | B;| and so, the minimality of Uy implies that
Uy is harmonic in B;. Now the homogeneity of Uy implies that it is a linear function, Ug(x) = Ax, for
some matrix A = (a;;);;-

Step 3: Finally, suppose that x( € (SQUDD)\(QS/Z)UQEJU) and let xq € 98’) for some y € (0, 3)U(3, 1).
+

Let Uy = (u1, ..., ux) € BUy(xo). Then each component u; is 1-homogeneous and the functions u;
and u; are eigenfunctions corresponding to the eigenvalue d — 1 on the spherical sets {u; > 0} N3 B;
and {u; < 0} N dB;. Now since the density y is at most 1, we get that at least one of the sets is empty.
Thus, none of the components u; change sign and they are all multiples of the first eigenfunction on
the set Qy, N dBy; that is, Uy = &|Up| for some & € RX. Now, reasoning as in [Mazzoleni et al. 2017,
Section 5.2], we get that |§| = A and that |Up| is a global solution of the one-phase scalar functional
Uur> f [Vul?dx + |{u > 0}|. In particular, the density estimate for the one-phase Alt—Caffarelli functional
implies that y < 1 — 6 for some dimensional constant § > 0. Now, the fact that the first eigenvalue on
Qu,N 9By isd — 1 implies y > % As in [Mazzoleni et al. 2017, Section 5.2], the improvement of flatness

for the scalar problem now implies y > % + &, which concludes the proof. U
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Definition 2.12. Let xg € 0Q2y. We say that:
* Xo is a regular point, xg € Reg(d€2y ), if Lemma 2.11(i) holds.
* xp is a (one-phase) singular point, xo € Sing; (02y), if Lemma 2.11(ii) holds.
* Xxp is a branching point, xo € Sing, (92 ), if Lemma 2.11(iii) holds.

In view of Lemma 2.11 we have

Reg(0Qy) = QW2 ND,  Sing,(0Qy) = QY NaQy N D,
Sing, (9Q) = 32y N D) \ (Sing,(3Qy) UReg(3Q)).

Lemma 2.13. Sing,(0Q2y) is a closed set and Reg(02y) is an open subset of Q.

Proof. We first notice that the function W (U, xg, 0) := lim,_, o+ W (U, xo, r) is upper semicontinuous
in xg. This follows by the fact that (xg, r) — W (U, xg, r) is increasing in r > 0 and continuous in x.
Thus, the first part of the claim follows since in the points xo € Sing,(d€2y) the density W (U, xg, 0) is
maximal. The second part of the claim follows by the lower density gap from Lemma 2.11(ii) and the
argument of [Mazzoleni et al. 2017, Proposition 5.6]. O

3. Regularity of the one-phase free boundary

Following the argument from [Mazzoleni et al. 2017], we first deduce the optimality condition on the
free boundary in a viscosity sense; then we notice that Reg(d<2y/) is open and Reifenberg flat. Next we
show that around every point of Reg(d€2) at least one of the components of the optimal vector U has
a constant sign. Thus we fall into the framework of [loc. cit.] and can conclude the proof by using the
boundary Harnack principle in NTA domains and the regularity of the one-phase free boundaries for the
scalar problem. Finally, thanks to Lemma 3.10, we can apply the arguments of [loc. cit., Section 5] in
order to obtain the C* regularity of Reg(dS2y/), using the component of locally constant sign provided
by Lemma 3.10 instead of #; in the boundary Harnack principle [loc. cit., Lemma 5.12]. We recall here
the updated statements for the reader’s sake.

3A. The stationarity condition on the free boundary. It is well known, see for example [Alt and Caf-
farelli 1981], that if u is a local minimizer of the Alt—Caffarelli functional

H). R 3 ur> Fu)= / IVu|>dx + Al{u > 0}

and the boundary d{u > 0} is smooth, then |Vu| = VA on d{u > 0}. There are various ways to state
this optimality for free boundaries that are not a priori smooth; see for example [Alt and Caffarelli 1981;
De Silva 2011]. In the case of vector-valued functionals, we use the notion of viscosity solution from
[Mazzoleni et al. 2017].

Definition 3.1. Let Q C R? be an open set. We say that the continuous function U = (uy, ..., uz) : Q2 — RK
is a viscosity solution of the problem

—AU=0 inQ, U=0 ondQ2ND, IVIU||=+vA ondQND
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if foreveryi =1, ..., k the component u; is a solution of the PDE
—Au; =0 in £, u;=0 onao2N D,

and the boundary condition |[V|U|| = +/A on 3Q N D holds in viscosity sense, that is:

« For every continuous ¢ : R? — R, differentiable in xy € 32 N D and such that “¢ touches |U| from
below in xo” (that is, |U| — ¢ : @ — R has a local minimum equal to zero in xg), we have |V |(xg) < VA.

« For every function ¢ : R? — R, differentiable in xo € 32N D and such that “¢ touches |U| from above
in xo” (thatis |U| — ¢ : @ — R has a local maximum equal to zero in xg), we have |V¢|(xg) > VA.

Lemma 3.2. Let U be a minimizer for (1-1) and xo € Reg(9Q2y) USing(0Q2y). Then, there is r > 0 such
that U is a viscosity solution of

—AU=0 inQuNB,(xo), U=0 ondQyNB,(xg), IVIU|I=VA  on dQyNB, (xo). (3-1)

Proof. Suppose that ¢ touches |U| from above in yg € B, (xg). Then |¢ (yg)| > A precisely as in [Mazzoleni
et al. 2017, Lemma 5.2]. If ¢ touches |U| from below in yy, then every blow-up Uy € BUy (yp) is a
1-homogeneous global minimizer of (1-1) such that 2y, contains the half-space {x : V¢ (yo) - x < 0}. Now
since the Lebesgue density of 2y, is strictly smaller than 1, the argument of [loc. cit., Lemma 5.2] gives
that all the components of Uy must be multiples of the same global minimizer of the scalar one-phase
Alt—Caffarelli problem. Thus Qy, = {x : V¢ ()0) - x < 0} and the conclusion follows as in [loc. cit.,
Lemma 5.2]. O

3B. Reifenberg flat and NTA domains. In this section we briefly recall the basic geometric properties
of the Reifenberg flat and NTA domains. The Reifenberg flatness of Reg(d€2y) follows precisely as in
[Mazzoleni et al. 2017]. Then a result of [Kenig and Toro 1997] shows that it is also NTA. In the next
section we will use the NTA property to prove regularity. For more details on the properties and the
structure of the Reifenberg flat domains we refer to [Kenig and Toro 1997], while NTA domains were
studied in [Kenig and Toro 1997; Jerison and Kenig 1982].

Definition 3.3 (Reifenberg flat domains). Let 2 C R? be an open set and let 0 < § < %, R > 0. We say
that Q2 is a (8, R)-Reifenberg flat domain if:

(1) For every x € 0€2 and every 0 < r < R there is a hyperplane H = H, , containing x such that
disty (B, (x) N H, B,(x) N0R) < rd.

(2) For every x € d€2, one of the connected components of the open set Br (x) N{x : dist(x, Hy r) > 26 R}
is contained in €2, while the other one is contained in R? \ .

Theorem 3.4 (Reifenberg flat implies NTA, [Kenig and Toro 1997, Theorem 3.1]). There exists a 5o > 0
such that if @ C R is a (8, R)-Reifenberg flat domain for 8§ < 8y, then it is NTA; that is, there exist
constants M > 0 and ry > 0 (called NTA constants) such that:



REGULARITY OF THE FREE BOUNDARY FOR THE VECTORIAL BERNOULLI PROBLEM 755

(1) 2 satisfies the corkscrew condition; that is, given x € 02 and r € (0, rg), there exists xo € Q2 such
that

M~ 'r < dist(xg, 9Q) < |x —xo| <7

(2) R?\ Q satisfies the corkscrew condition.

3) If wedR2and wy, wy € B(w, ro) N2, then there is a rectifiable curve y : [0, 1] — Q with y (0) = wy
and y (1) = wy such that H'(y ([0, 1)) < M|w; — w»| and

min {#'(y ([0, 1), H' (v (2, 1]))} < M dist(y (), 9Q) for every t € [0, 1].

Remark 3.5. We note that an NTA domain Q C R? is obviously connected, while its intersection with a
ball is not necessarily so. This is due to the fact that an arc, contained in Q2 and connecting two points
inside the ball, may go out and then back in. On the other hand the NTA condition implies that the two
points can be connected with an arc of length comparable to the length of the radius of the ball. Precisely,
there exists a constant M > 0 such that the following property holds:

For every x € 92 and every r > 0, there is exactly
one connected component of B,(x) N 2 that intersects B,y (x) NS2.

Lemma 3.6. Let U be a solution of (1-1) and xo € Reg(0Q2y). Then Qy is Reifenberg flat and NTA in a
neighborhood of x.

Proof. The proof follows by the same contradiction argument as in [Mazzoleni et al. 2017, Proposition 5.9].
Indeed, suppose that Reg(0€2y/)  x, — x¢ and let 7, — 0 be such that 02y is not (8, r,,) flatin B, (x,,). Let
U, := Uy, x,- Up to a subsequence U, converges to Uy € H'(B;; R¥), which is a solution of (1-1) in Bj.
We will prove that Uy is of the form (2-7); then the conclusion will follow by the Hausdorff convergence of
d0Q2y, to 0Q2y,. Now, for fixed 0 <r < 1 we have W(U,,0,r) =W U, x,, rr,) = W(Uy, x,r) as n — oo.
Let now € > 0 be fixed. Since xg € Reg(d<2y), there is some R > 0 such that W (U, xg, R) — Awgq/2 <e&/2.
By the continuity of W in x we get that for n large enough, W (U, x,, R) — Awy/2 < ¢ and, by
the monotonicity of W, we have W (U, x,,, rr,) — Awy/2 < e. Passing to the limit in n we obtain
WUy, x,r)— Awg/2 < ¢. Since ¢ is arbitrary, we get W (Uy, x, r) = Awy/2. Finally, Lemma 2.8 implies
that Uy is 1-homogeneous and |B; N Qy,| = wq/2. Thus, Uy is necessarily of the form (2-7), which
concludes the proof. (I

3C. Existence of a constant sign component. After showing in the previous section that the regular part
of the free boundary is an NTA domain, we aim now to apply a boundary Harnack principle on it. It was
proved in [Jerison and Kenig 1982] that in any NTA domain ©2 C R the boundary Harnack principle does
hold; that is, if # and v are positive harmonic functions in €2, vanishing on the boundary a2 N B,., then

Y is Holder continuous on £ N B,.
u

The precise statement of the boundary Harnack property for harmonic functions which we will use in
Lemma 3.10 is the following [Jerison and Kenig 1982, Theorems 5.1 and 7.9].
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Theorem 3.7 (boundary Harnack Principle for NTA Domains). Let @ C R? be an NTA domain and
A C R? an open set. For any compact K C A there exists a constant C > 0 such that for all positive
harmonic functions u, v vanishing continuously on 32 N A we have

L) _ v _ o)
u(y) —u(x) = u(y)
Moreover, there exists B > 0, depending only on the NTA constants, such that the function v/u is Holder

forallx,y e KNQ.

continuous of order B in K N Q. In particular, for any y € 9Q N K, the limit lim, .y veqv(x)/u(x)
exists.

Remark 3.8 (boundary Harnack principle for sign-changing v). Theorem 3.7 still holds in the case
when u > 0 on the NTA domain €2 and v is a harmonic function on €2 that may change sign. Indeed, if
v: B N2 — R is a harmonic function that changes sign in B; N €2 and vanishes on 42 N By, then we
consider the harmonic extensions 2 and & _ solutions of the positive and negative parts of v:

Ahy =0 1in QN By, he=0 ondQN By, he=v4 ondB NQ.

Now, by Remark 3.5, each of the functions s is strictly positive or vanishes identically in QN By .
Thus, the claim follows by the boundary Harnack principle for positive functions applied to /4 and u
(and h_ and u), the fact that v =h, — h_, and a standard covering argument.

Remark 3.9. The constants C and § in the boundary Harnack principle do not change under blow-up.
That is, given xg = 0 € 92, there is rg > 0 such that for all harmonic functions u, v, solutions of

1
Au=Av=0 in Q, N By, u=v=0 ond, NBy, Q, =-9Q, 0<r<ry,
r
we have G v )
S8 Y e forallx,y € BN @ (3-2)

u(y) —ulx) = u(y)
Following [Mazzoleni et al. 2017] we aim to apply the boundary Harnack principle to the components
of the vector U in order to obtain that, for some i € {1, ..., k}, |Vu;| is Holder continuous on 02y and
to apply the known regularity results for the one-phase Bernoulli problem to deduce that 3Q is C1% In
our setting the functions u;, i =1, ..., k, may change sign, which is a major obstruction since (3-2) can
be applied only in the case when the denominator u is strictly positive. In order to overcome this issue,
we first show that, at every point x( of the regular free boundary Reg(0<2y ), there is a neighborhood
of xg and a component u; which has constant sign in it.

Lemma 3.10. Let U = (uy, ..., ug) be a solution for (1-1). For all xo € Reg(02y), there is r > 0 and
i €{l,...,k} such that the component u; has constant sign in B, (xo) N Qy. Moreover, there is a constant
Csign > 0 such that Cgigau; > |U| in By (x0) N Q.

Proof. Without loss of generality xo = 0. Let Uy € Bly(xg) and U, := U,, be a blow-up sequence
converging to Uy. By Lemma 2.11 there is a vector & = (&, ..., &) € R such that |§] = /A and

Up(x) =& xj up to a rotation of RY. Now since |&| = VA, there is at least one component &; such that
|&i| > /A/k. Without loss of generality we can assume that i =1 and &; > /A /k.
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Let 2, =Qp, and U, = (U1, ..., upk) : Ly NB; — RX, let uf[] and u, be the positive and the negative
parts of u,;, and let &, and & be the solutions of

AiF=0 inQ,NB;, ;=0 ondQ,NB;,  Gr=u; onQ,NIB.

Now, notice that both u:lr] and u,, are subharmonic on €2, N B;. Thus,

+

oyt oy = ~+ - -
U, —U, =u, —u, =up, U, >u, and u, >wu, in ;N By.

n
Let M be the constant from Remark 3.5. By the fact that the blow-up limit Uy has a positive first
component, for a fixed n, in the ball B,y exactly one of the following situations can happen:

(i) @ >0and i, >0in 2, N By/y.

(i) @, > 0and i, =0in 2, N By, u.
Moreover, again by Remark 3.5 we obtain that in both cases we have 2, N By /y = {ﬁf{ > 0}N By/m,
while if (i) holds, then also €2, N By, = {it, > 0} N By/y. Now, notice that in the case (ii) the first part
of the claim of the lemma is trivial, so we concentrate our attention on the case (i). Let xp; :=e4/(2M)

and ry 1= 1/(4M). Recall that U, converges uniformly to Uy and 92, converges to 92y, = {x4s = 0} in
the Hausdorff distance. Then, for every ¢ > 0, there is ng > 0 such that for every n > ng we have

+ A}’M _ .
By, (xm) C 2y, Mnl(xM)z ;7, and |un1| <e& inBy.

Now, by the definition of &, and i, and the maximum principle (applied to i, ), we have
A
i) = =2 and i () <e.
k 2
Finally, by (3-2), we obtain

i, i A
Lfi(X) < Lfi(xM) <eC 2 for every x € Q, N By ).
Uy (x) Uy (xXxpm) k 2

Choosing ¢ such that the right-hand side is smaller than 1, we get

up1 (x) =i} (x) —ii, (x) >0 forevery x € 2, N By2,

which proves the first claim. The second part of the statement follows by the boundary Harnack principle
applied to u,; and every component u,; fori =2, ..., k. (I

3D. The regular part of the free boundary is C>®. In the following lemma we show that the positive
optimal component is locally a solution of a one-phase scalar free boundary problem with Holder condition
on the free boundary. The C!¢ regularity of Reg(dQy) then follows by known results on the regularity
of the one-phase free boundaries; see [De Silva 2011, Theorem 1.1].

Lemma 3.11. Let U =(uy, . .., u) be a minimizer for (1-1) and 0 € Reg(0Q2y) and let the first component
be of constant sign in a neighborhood of 0; that is, u; > 0 in B,,NQy. Then there is a constant 0 < co <1,
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0 < r <ry, and a Holder continuous function g : B, N0Qy — [co, 1] such that u, is a viscosity solution
to the problem

—Au; =0 inQynNB,, ur=0 ondQynNB,, |Vui| =gvA ondQyNB,.

Proof. First notice that, by Lemma 3.6, 27 is an NTA domain in a neighborhood of 0 and there exists g > 0,
depending only on the NTA constants, such that fori =2, ..., k, u;/u; is Holder continuous of order 8 on
QuNB, for some r < r. In particular, for every xo € Q/2NB,., the limit g; (xo) := limes s, i (x) /u1(x),
exists and g; : B, N 92 — R is an B-Holder continuous function. Then we have

u; = giuy on B, NQ and u; =glU| on B, NQ, whereg::(1+g%+-~-+g,§)_1/2.

We notice that g is a f-Holder continuous function on QN B, for some B > 0 and is such that co < g < 1,
where ¢ = 1/ Cgign and Cgigy is the constant from Lemma 3.10. Suppose now that the function ¢ € C H(RY)
is touching u; from below (see Definition 3.1, note that it is local) in a point xg € 02N B,.. For p small
enough, there is a constant C > 0 such that
1

— =

g(x) ~ g(xo)
and so, setting ¥ (x) = ¢ (x)(1/g(x9) — C|x — x¢|"), we get that ¥ (xg) = |U|(xp) and

—Clx —x0/” >0 forevery x € 2N B,(x),

Y(x) < Ml(x)(; —Clx —XOIV> <|U|(x) forevery x € 2N B,(xo);
g(xo)

that is, in the ball B,(xo) we have that ¥ touches |U| from below in xo. On the other hand, v is
differentiable in xo and

1
IV (x0)| = ——1IVe (x0)].
g(xo)

Since U is a viscosity solution of (3-1) we obtain

1
VA > |V (xo)| = ——| Ve (x0)],
g(xo)

which gives the claim, the case when ¢ touches u; from below being analogous. U

3E. Higher regularity: the regular part of the free boundary is C*. Thanks to Lemma 3.10, we can
apply the arguments of [Mazzoleni et al. 2017, Section 5] in order to obtain the C* regularity of
Reg(0€2y), using the component of locally constant sign provided by Lemma 3.10 instead of #; in the
boundary Harnack principle [loc. cit., Lemma 5.12]. We recall here the updated statements for the reader’s
sake.

In order to pass from C'* to C*™ we need an improved boundary Harnack principle, as was proved in
[De Silva and Savin 2015] for harmonic functions.

Theorem 3.12 (improved boundary Harnack principle). Let U = (uy, ..., uy) be a minimizer for (1-1),
0 € Reg(dR2y ), and let the first component be of constant sign in a neighborhood of 0, that is, u; > 0 in
B,, N Q. There exists Ry < % such that, if for r < min {Ry, ro} we have Reg(02y/) N B, is of class Cche
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fork > 1, then foralli =2, ...,k we have

) is of class C** on Qu N B,.

ui
In particular, for every xo € Reg(dQ2y) N By, the limit g;(xo) := limg,sx—x, 4;(x)/u1(x), exists and
gi : B,NaQy — Risa C* function.
Proof. In order to show the claim, it is enough to apply [De Silva and Savin 2015, Theorem 2.4] for the
case k = 1 and Theorem 3.1 of the same work for the case k > 2. [l

At this point we are in position to prove the full regularity of Reg(0<2y).

Lemma 3.13. Let U = (uy, ..., uy) be a minimizer for (1-1), 0 € Reg(0Q2y ), and let the first component
be of constant sign in a neighborhood of 0, that is, u1 > 0 in B,,NQy. Then Reg(0Q2y) is locally a graph
of a C* function.

Proof. The smoothness of the free boundary follows by a bootstrap argument as in [Kinderlehrer and
Nirenberg 1977]. Let us assume that Reg(d2y) is locally Cche regular for some k > 1, the case k =1
being true thanks to Section 3D. We will prove that Reg(dQy) is locally C¥+1*, By Lemma 3.11 the
first component u is locally a (classical) solution to the problem

Au; =0 in Qy, u; =0 on Reg(dQ2y), [Vu | = gx/X on Reg(0Q2y).

Now thanks to Theorem 3.12 and the definition of g we have that g is a C%* function. Now by
[Kinderlehrer and Nirenberg 1977, Theorem 2] we have that Reg(dQy) is locally a graph of a C¥*1.#
function, and this concludes the proof. U

4. Structure of the branching free boundary

In this section we study in more detail the set of branching points Sing, (9€27). By the results of Section 2D
we know that for xy € 02y we have

x0 € Sing,(0Q2y) <= xp€ QS) < Every blow-up Uy € BUy (xp) is a linear function.

In Section 4A we prove that the rank of Uy depends only on xg. Then, in Section 4B we stratify the singular
set according to the rank at each point and finally, in the last subsection, we give some measure-theoretical
criterion for the uniqueness of the blow-up.

4A. Definition of the strata and decomposition of Sing,(3<2y).

Lemma 4.1. Let U = (uy, ..., uy) be a solution of (1-1) and Q € O(k) be an orthogonal matrix. Then
V := QU is also a solution of (1-1) corresponding to the boundary datum Q.

Proof. It is sufficient to notice that for every U : D — R we have |QU|=|U| and |V(QU)|>*=|VU|>. O

Lemma 4.2. Let U = (uy, ..., uy) be a solution of (1-1) and xy € QE}) N dQy. Then every blow-up
Uy € BUy (xo) is a linear function given by a matrix A € MYK(R), whose rank does not depend on Uy
but only on xy and U.
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Proof. Without loss of generality we may assume that xo = 0. Let Uy € BUy (0), Up(x) = Ax, be a
blow-up such that rank A = j for some j € {1, ..., k}. We claim that all the blow-ups in Bl (xg) are of
rank j.

We first prove the claim in the case j = 1. Indeed, consider a matrix Q € O(k) such that QAx =
(v-x,0,...,0) for some v € R4 and consider the vector-valued function V = (v, ..., vr) := QU, which
is also a solution of (1-1) by Lemma 4.1. Now, since each of the components v; is a harmonic function
on the set {v; # 0}, the Alt—Caffarelli-Friedman monotonicity formula (see [Alt et al. 1984]) gives that
the function

1 Vi |? 1 Vo |2 V()T V) |?
rs B, v) = _/ Vol —/ Vo, 17 4 =/ V@), 7 dx/ AL N
r? B, |)C|d*2 r? B, |)C|d*2 B |)C|d*2 B |)C|d*2

is increasing in r, where as usual (v;),(x) := (1/r)v; (rx). Now, since fori € {2, .. ., k} the i-th component
of the blow-up Q A € BUy (0) constantly vanishes, we have ® (0, v;) :=1lim,_, o ®(r, v;) =0. In particular,
the i-th component of any blow-up V; € BUy (0) should vanish and so, the only nonvanishing component

of Vj is the first one (recall that the blow-ups are nontrivial by the nondegeneracy of the solutions of
(1-1)). Now since BUy (0) = Q(BUy (0)) we obtain that the rank of any blow-up BUy (0) is precisely 1,
which proves our claim.

Let us now suppose that 2 < j < k and that the claim holds for all i € {1,...,j — 1}. We will
now prove the claim for j. Reasoning as above, we first find a matrix Q € O(k) such that the last
k — j components of QA vanish; that is, (QA)j11 = - = (QA) =0 € RX. Then, we consider
the vector-valued function V = (vy, ..., v;) := QU and notice that, for all i =1, ..., k, the function
r — ®(r, v;) is increasing in . As above, the strong H! convergence of the blow-up sequences implies
that (0, vjy1) =--- = ®(0, vr) =0 and that the components j +1, ..., k of any blow-up Vy € By (0)
do vanish identically. Thus, the rank of Vj is at most j. On the other hand, since the claim does hold for
every i € {1,..., j — 1}, the rank of Vj is precisely j, which concludes the proof. (I

Lemma 4.2 allows us to define, for every j € {1, ..., d}, the stratum
Sj={xo € Q(L}) N a2y : every blow-up Uy € BUy (xp) has rank j}. 4-2)

Again, by Lemma 4.2, the singular set dQ2y N Q(L}) can be decomposed as a disjoint union

d
Qy nacw =S (4-3)
j=1
4B. Dimension of the strata. In this subsection we give an estimate on the Hausdorff dimension, dimy
of the stratum S;. The proof is based on a well-known technique in geometric measure theory known as
the Federer reduction principle.
Given A € R?, 0 <5 < 00, and 0 < § < 00, we recall the notation
o0 o0
H3(A) = ‘5— inf{Z(diam C':Ac| G, diamC; < 5}, H(A) = sup H(A), (4-4)
i=1 i=1 Z
dimy A =inf{s > 0: H*(A) = 0}.
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It is well known that #*(A) = 0 if and only if H}_ (A) = 0. The other fact (for a proof we refer to [Giusti
1984, Proposition 11.3]) that we will use is

H (ANB
lim sup TeetA N Br ()

P, >1 for 7{’-almost every x € A. (4-5)
r—0 ' a)sr‘

Theorem 4.3. Let U : RY 5 D — RF be a solution of (1-1) and Sjbeasin(4-2). If j =d, then S; is a
discrete subset of D. More precisely each point of Sy is isolated in 0Q2y. If 1 < j < d, then S; is a set of
Hausdorff dimension dimy S; <d — j.

Proof. We start with the first claim. Suppose that xg € S; and there is a sequence 02y > x, — Xp.
Taking r, = |x, — xol, & := (X, — x0) /7, &0 = lim,— o &,, and a blow-up limit Uy € BUy (xp) of the
sequence U, », we obtain that &y € d B1, Up(&p) = 0 and so dimker Uy > 1, which is a contradiction with
the definition of S,;.

Let now j < d. Suppose by contradiction that there is ¢ > 0 and a solution U of (1-1) such that

HA—ite (S8j) > 0. Then, by (4-5), we get that there is a point xo € S; such that
_j d—i
57T @90 N By (x0)) - limsup TSN B0 e

lim sup rd—j+e rd—j+e

r—0

Wd—j+e- (4-6)

r—0

Now let r, — 0 be a sequence realizing the first limsup above and U, = U,, , be a blow-up sequence
converging to some Uy € BUy (xp). In particular, 02y, converges in the Hausdorff distance to dQ2y,.
Now, since #? is upper semicontinuous with respect to the Hausdorft convergence of sets, (4-6) gives

H T (@R, N By) = lim HT(0Qu, NB1) = 27 g,

which is in contradiction with the fact that #¢—/+¢(3 Qy, N Byp) =0. ([l

Remark 4.4. A more refined argument in the spirit of Naber and Valtorta, essentially based on the Weiss
monotonicity formula and the structure of the blow-up limits, can be used to deduce that the set S; has
finite (d— j)-dimensional Hausdorff measure. For more details on this technique in the context of the
free-boundary problems considered in this paper we refer the reader to [Edelen and Engelstein 2019].

4C. A density criterion for the uniqueness of the blow-up limit. The uniqueness of the blow-up limit is
a central question in free boundary problems and is strictly related to the C'-rectifiability of the singular
set. It remains a major open question even in the case of the two-phase problem corresponding to the case
k = 1. In this last subsection we give a general criterion for the uniqueness of the blow-up at the singular
points, which depends only on the Lebesgue density of the positivity set 2y (see Proposition 4.5). Now,
even if at this point this criterion by itself is not sufficient for the conclusion, it provides a proof of the
fact that the regularity of the singular set only reduces to a control over the measure of the nodal set
B, \ Qu. We prove the lemma by choosing a power rate of convergence, but the argument can be carried
out under more general assumptions. For example, a logarithmic decay of the density still translates
into a decay of the Weiss energy. This, again implies a blow-up uniqueness and a logarithmic rate of
convergence; see [Engelstein et al. 2018]. In this subsection we use the notation W (U, r) := W (U, 0, r)
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and Wy(U, r) := Wy(U, 0, r), where
1 2 1 2 gnsd—1
WoU, xo, 1) = — IVU|"dx — —— |U|=dH .
r

d+1
B, (x0) r 9B, (xo)

Proposition 4.5. Suppose that U is a solution of (1-1) and xo € 0Q2y. If there are constants C > 0 and

o > 0 such that
| B (x0) \ Qu|

i < Cr% forevery0 <r <dist(xg, D),
.

then there is a unique blow-up Uy € BUy (xo) and we have the estimate ||Uy, x, — Uoll12(98,) < crf for
some B = B(a, d).

Proof. Let xo =0 and > 0 be fixed. Let H : B, — R¥ be the harmonic extension of U in the ball B,. A
classical estimate for harmonic functions, see [Spolaor and Velichkov 2019, Lemma 2.5], states that there
is a dimensional constant £ > 0 such that

(A+e)Wo(H,r) <Wo(Z,r) foreverye € [0,¢&], 4-7)

where Z is the 1-homogeneous extension of U in the ball B, (xg). On the other hand, |B, \ Qg| =0 and
so0, the optimality of U gives

Wo(U,r) < Wo(H, r)+r"%A|B,\ Qul. (4-8)

Finally, we notice that for every function U we have the formula

k

0] d 1

5 WU, 1) = —(Wo(Z, 1) = Wo(U, ) + 5 D / - Vi —wPdH (4-9)
i=1 798

Now, using (4-9), (4-7) and (4-8), we have

a d d
EWO(U, r) = ;(Wo(Z, r)—Wo(U,r)) = ;(Wo(Z, r)—Wo(H,r)—r A|B.\ Qu)

> Cr—Z(SWo(H, r)—r YA|B\ Qul) > i—i(SWO(U, r)—(1+e)r @A|B\ Qul)

de a1
> —Wo(U,r)—2dACr° .
,

In particular, this implies that the function
L Wo(U, 1) L 2dAC
r
red a—de
is increasing in r and so, choosing ¢ = a/(2d), we get that there is a constant Cy ,, depending on U and
the point xo = 0 € D such that

a—de

r

< Wo(U, r) < Cy,r*'?.

B\
r

Now, the uniqueness of the blow-up and the convergence rate follow by a standard argument; see [Spolaor
and Velichkov 2019]. U
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