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dx.doi.org/10.2140/apde.2020.13.945

ESTIMATES FOR THE NAVIER-STOKES EQUATIONS
IN THE HALF-SPACE FOR NONLOCALIZED DATA

YASUNORI MAEKAWA, HIDEYUKI MIURA AND CHRISTOPHE PRANGE

This paper is devoted to the study of the Stokes and Navier—Stokes equations, in a half-space, for initial
data in a class of locally uniform Lebesgue integrable functions, namely LY (R%). We prove the
analyticity of the Stokes semigroup e~'# in L, . (R%) for 1 < ¢ < co. This follows from the analysis of
the Stokes resolvent problem for data in Lzloc_a (Ri), 1 < g < oo. We then prove bilinear estimates for the
Oseen kernel, which enables us to prove the existence of mild solutions. The three main original aspects
of our contribution are: the proof of Liouville theorems for the resolvent problem and the time-dependent
Stokes system under weak integrability conditions, the proof of pressure estimates in the half-space,
and the proof of a concentration result for blow-up solutions of the Navier—Stokes equations. This

concentration result improves a recent result by Li, Ozawa and Wang and provides a new proof.

1. Introduction

This paper is devoted to the study of fluid equations in the half-space [R{i. Our goal is two-fold. First

we show the analyticity of the Stokes semigroup for data belonging to the locally uniform Lebesgue

q
uloc,o

on the boundary; a precise definition is given below in Section 2B). Second we prove optimal bounds

space L ([Ri) for 1 < g < oo (uniformly locally in L?, divergence-free and normal component zero
for the Oseen kernel e APV - and get as a by-product the short-time existence of mild solutions to the
Navier—Stokes system with no-slip boundary conditions

{8,u—Au—|—Vp=—V-(u®u), V-u=0 in(0,T)xRZ, (1-1)

u=0 on(0,T)x IR, uli—o =uo in IRL

q
uloc,o

scale-critical L norm for blow-up solutions of the Navier—Stokes equations.

for nonlocalized initial data ug € L ([F\R?;), q > d. Our results directly yield the concentration of the

1A. Outline of our results. Our analysis relies on the study of the Stokes resolvent problem. The first

subsection below contains our main result in this direction. This enables (see second subsection) to prove

q
uloc,o

the bilinear estimates for the Oseen kernel, which allow the study of mild solutions in a way that is

the analyticity of the Stokes semigroup in L for g € (1, oo]. We then (third subsection below) state

standard since [Fujita and Kato 1964]. We state the concentration result. The fourth subsection is devoted
to the Liouville theorems proved in Appendices A and B.
MSC2010: primary 35A01, 35A02, 35B44, 35B53, 35Q30; secondary 35C99, 76D03, 76D05.

Keywords: Navier-Stokes equations, resolvent estimates, analyticity, Stokes semigroup, local uniform Lebesgue spaces, mild
solutions, concentration, Liouville theorems, pressure, half-space.
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Let us emphasize three aspects of our results, which we believe are the most original. First, our
Liouville theorems for the resolvent problem and the time-dependent Stokes system hold under weak
integrability conditions. Second, we prove pressure estimates in the half-space, which are key to our
analysis of local energy weak solutions in [Maekawa et al. 2019]. Third, we show a concentration
phenomenon for blow-up solutions of the Navier—Stokes equations. Our result improves a recent result
by Li, Ozawa and Wang [Li et al. 2018] and provides a new proof. These aspects are discussed more
extensively in [Prange 2018].

Stokes resolvent problem. The following statements are the main tools of the rest of the paper. A
considerable part of our work is concerned with estimates for the resolvent problem for the (stationary)
Stokes system

{ku—Au—i—Vp:f, V.u=0 inRd, (1-2)

u=0 ondRe

q

uloc,o (Ri) forl <g < oo.

for nonlocalized data f in the class L
Theorem 1. Let 1 < g < o0, ¢ > 0. Let A be a complex number in the sector S, _.. Let f € Lﬁ]oc,a (Ri).

Then there exist C(d, €, q) < oo (independent of A) and a unique solution (u,Vp) € LI (Ri)d X

uloc
Lllﬂoc(lRi)d to (1-2) in the sense of distributions. Moreover, this unique solution is such that u €

1,
WO’S’IOC(Ri) and

Mlaliys + 1221 Vulle < Cllfllzs (1-3)
IVl +1Vpllps < CA+e ™ log ADIIflle  forg # oo, (1-4)

and
Rli_)ngo IV PIlLt <1, R<xg<R41) = O (1-5)

Moreover, for1 <g=p <ooorl <qg < p <oosatisfying 1/q —1/p < 1/d, there exists a constant
C(d, e, q, p) < oo (independent of L) such that

lllr < CIATHA A @PYTYDy ) fl g (1-6)
IVullpr < CIAIT2A 4+ A @PYUDy ) f g (1-7)

Theorem 1 is proved in Section 4.

Uniqueness comes from the condition (1-5) which eliminates the parasitic solutions of our Liouville-
type result, Theorem 4, which is proved in Appendix A. Condition (1-5) is easily verified for the pressure
represented via the integral formulas of Section 2C. With Theorem 1, one can define the resolvent operator
R(\) = (A + A)~! on the sector S,_, for given ¢ > 0. As is classical, the bounds on the solution to the
resolvent problem are crucial to estimate the semigroup. The mixed p, g bounds (1-6) and (1-7) are
particularly important in view of the study of the nonlinear term in the Navier—Stokes equations. Let us
comment on two points. First, we are not able to remove the [log(})| loss for small X in (1-4). We are
ignorant as to whether there is a real obstruction or if this is just a technical issue. Second, the estimate
(1-3) fails for g = 1. This is a fundamental point, which was already observed in the case of Ll([R{i)
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by Desch, Hieber and Priiss [Desch et al. 2001]. It is specific to the case of Ri as opposed to RY. We
comment more on this below.

q
uloc,o

Section 5). Time-dependent estimates for the semigroup are derived from the resolvent bounds using

Stokes semigroup. Let A be the Stokes operator realized in L ([Rii) (for precise definitions, see

classical techniques from complex analysis.

Theorem 2. Let 1 < g < 00o. Then —A generates a bounded analytic semigroup in Lzloc’ U(Ri).

More precise statements (and their proofs) along with global-in-time estimates for the linear Stokes

dynamic are given in Section 5; see in particular Propositions 5.2 and 5.3. Again, because of the failure of

1

(1-3) when g = 1, —A fails to generate an analytic semigroup in L ..

(IR{D. This is due to the presence
of the boundary.

Bilinear estimates, mild solutions and concentration for blow-up solutions. Our main result is the follow-
ing bilinear estimate, from which the short-time existence of mild solutions follows as a corollary.

Theorem 3. Let 1 <qg < p<o0corl =<gq < p <00 and let A be the Stokes operator realized in
Ll o (RY). Then fora =0,1andt >0

Ve PV - @)y, < Com 02 @RAITID 4 Du @l (1-8)
IVe ™ PV u@v)le < Cr™2(|uVollge +[vVuls ). (1-9)
Estimates (1-8) and (1-9) are valid also for g = 1.

The proof of Theorem 3 is given in Section 6. The function e "APV - (u ® v) is expressed in terms of
the integral over Ri with some kernels satisfying suitable pointwise estimates, and such a representation
itself is well-defined and satisfies (1-8) and (1-9) even for the case ¢ = 1, though we do not have the
analyticity of the semigroup {e~'4},0 in Ly, (R}).

There is quite some work to go from the semigroup bounds on e~’4 to the bounds on e APV - of
Theorem 3, which are needed to solve the Navier—Stokes equations. Two of the key difficulties are making
sense of the action of e APV . on LZIOC’U
and the noncommutativity of vertical derivatives and the symbol (in

functions, since the Helmholtz—Leray projection does not
act as a bounded operator on LY
tangential Fourier) for the projection P.

The existence of mild solutions for initial data ug € Lzloc’ »» q > d, is stated in Propositions 7.1 and 7.2
in Section 7. Once the bilinear estimate of Theorem 3 is established, the local-in-time existence of mild
solutions can be shown by the standard arguments. It is not our objective to include a deeper discussion
of the mild solutions here. We only note that the pressure p associated to the mild solution u can be
constructed so that the pair (u, p) satisfies (1-1) in the sense of distributions; see [Maekawa et al. 2019] for
the details. Many other issues, such as the convergence to the initial data, are similar in the half-space and
the whole space. Hence we simply refer to [Maekawa and Terasawa 2006] where a thorough discussion

is carried out.

q
uloc,o?

solution. Here a solution u € C((0, T%); LS° ([R{i)) blows up at t = Ty, if lim sup, 47, lu(r)|[ L = co. Leray

As an application of the well-posedness in L q > d, we study the behavior of the blow-up
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[1934] proved a lower bound for the blow-up solutions in R4 of the form

U@l > ——— for 1 < T, (1-10)
T,—1t

More recently lower bounds for scale-critical norms of the blow-up solution have been also studied
extensively. It was shown in [Barker and Seregin 2015] that lim,_, 7, ||u(?)|| LIRS = 00 On the other
hand, in [Li et al. 2018] a lower bound for the local L norm along the parabolic cone for the blow-up
solutions is shown. More precisely, it is proved that there exists a sequence (x,, f,,) € R3 x (0, T,) such
that [|lu(#)l La(x, +0.¢ VT = €. This can be seen as a concentration phenomenon of the critical norm
at the blow-up time. In the same work, concentration results along the parabolic cone are also proved
for L9 norms, g > d, along a discrete sequence of times. To the best of our knowledge, this type of
concentration result is new for the Navier—Stokes equations, even in the whole space R?. While in [Li
et al. 2018] the concentration results are proved via a clever use of frequency decomposition techniques,
it occurred to us that they are simple consequences of the existence of mild solutions in quﬂoc. As a direct
consequence of the well-posedness result, we thus have the following corollary.

Corollary 1.1. For all g > d, there exists a positive constant y < oo such that for all 0 < T, < oo, for
allu e C((0, Ty); L?(Ri)) mild solutions to (1-1), if u blows up at t = Ty, then for all t € (0, Ty), there
exists x(t) € Ri with the estimate

Y
lu@llise0)-1=vri=n = G —yama=am -

This corollary is proved in Section 7C. Our result also holds for R instead of [Rifi|r and seems to be
new even in that case. It obviously includes the concentration of the scale-critical norm L. It improves
Theorem 1.2 in [Li et al. 2018] in the sense that the concentration holds not only along a sequence of
times t, — T, but for all times ¢ € (0, T,). Moreover, our method gives a new and simple proof of this
type of result, which appears to be a nice application of the existence of mild solutions in the Lﬁloc setting.

Liouville theorems. Here we give a uniqueness result to (1-2) in our functional framework. This Liouville
theorem is the counterpart for the resolvent system to the Liouville theorem for the unsteady Stokes
system in the half-space proved in [Jia et al. 2012] and crucial for the uniqueness part of Theorem 1.

Theorem4. (i) Let A€ Sy, withe € (0, ). Let (u, Vp) e L (R4)4 x L]

uloc uloc

(RL)! with p € L}, (RL)

loc

be a solution to (1-2) with f = 0 in the sense of distributions. Then (u, V p) is a parasitic solution;
e, u=(a'(xg),0)" and p =D -x'+c. Hered (xg) = (a1(xq), ...,aq—1(xq))" is smooth and
bounded and its trace at x; = 0 is zero, while D € C¢~" is a constant vector and ¢ € C is a constant.
If either img 00 V' Pl L1 <1, R<xy<R+1) = 0 0r limyy oo el L1 (x| <11 <2y <2) = O in addition,
then p is a constant and u = Q.

(ii) Let (u,Vp) € L} (RD? x L}

uloc uloc

(R with p € L, (R%) be a solution to (1-2) with > = 0 and

loc
f =0 in the sense of distributions. Then u = 0 and p is a constant.
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The proof of this theorem is given in Appendix A. By using a similar argument we shall show a
uniqueness result for the time-dependent Stokes problem

du—Au+Vp=f V-u=0 in(0,T)xRZ,
{u =0 on(0,T)xdRY,  ulmo=up indRZL. (1-11)
Compared with the known Liouville theorem by [Jia et al. 2012] for bounded solutions, our result imposes
the condition on the pressure, while the regularity condition on the velocity is weaker than in [Jia et al.

2012]. This framework will be useful in the study of the local energy weak solutions.

Theorem 5. Let (u, Vp) be a solution to (1-11) in the sense of distributions with ug = f = 0. Then
(u, Vp) is a parasitic solution; i.e., u(t,x) = (a'(t,xq),0)" and p(t,x) = D(t) - x' + c(t). Here
a'(t,xg) = (@(t,xa), ..., a4—1(t,x2))" with a; € L} (10, T) x RL), while D € L}, (0, T)*"! and

loc loc

c €L} (0, 7). Ifeither
T
lim / IV POl <1 R gy dE =0 for all § € (0,T)
- )
or
T
lim ”u(t)”L'(|x’—y’|<l,l<xd<2) dr=0
[Y'|=00 Jo

in addition, then p is a constant and u = 0.

This theorem is proved in Appendix B. There we state precisely the notion of solutions to (1-11). To
our knowledge, these two Liouville-type results, Theorems 4 and 5, are new under these assumptions.

1B. Comparison to other works. We give an overview of some works related to our result. Although
we try to give a faithful account of the state of the art of the study of fluid equations (mainly Stokes and
Navier—Stokes systems) with infinite energy or nonlocalized data, we are very far from being exhaustive
in our description. We divide the description into three parts: first we deal with the class of bounded
functions, second we handle the class of locally uniform Lebesgue spaces and finally we describe some
differences between the whole space and the half-space.

A common feature of the analysis in L° and L

uloc,o
on Stokes and Navier—Stokes equations. This appears at several levels. Firstly, there is of course no global

is the failure of classical techniques used in works

energy inequality. The substitute is a local energy inequality, which involves the pressure. Hence one
has to obtain precise information on the pressure. Secondly, there is obviously no uniqueness for flows
with infinite energy. This is due to flows driven by the pressure (solving the Stokes and Navier—Stokes
equations), such as in the whole space R’

u(x,t):=f(@) and p(x,t):=—f'()-x,
or in the half-space Rﬁ
u(x,t) :=W1(xg, 1), ...,v4-1(xq,1),0) and p(x,t):=—f()-x/,

where f € C;°((0, 00); RY=1) and v(x4, t) solves the heat equation d;v — 851) = f with v(0,1) = 0.
Hence, one has to handle or eliminate these parasitic solutions. Thirdly, even in the instance where flows
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driven by the pressure are ruled out, one needs to make sense of a representation formula for the pressure.
Indeed the source term in the elliptic equation for the pressure,

—Ap=V-(V-(u®u)),

is nonlocalized, and thus a priori nondecaying at infinity. Fourthly, the Helmholtz—Leray projection
is not bounded on L or on Lgloc,

This makes the study of the mapping properties of the Stokes operator A, which is usually defined as
A = —PAp, where P is the Helmholtz—Leray projection and A p the Dirichlet Laplacian, particularly

basically because the Riesz transform does not map L into itself.

delicate.

Bounded functions. From the point of view of both the results and the techniques, the main source of
inspiration of the linear Stokes estimates is the paper by Desch, Hieber and Priiss [Desch et al. 2001].
This paper is concerned with the study of the Stokes semigroup in the half-space, in particular in the
class of bounded functions. The authors prove the analyticity of the Stokes semigroup in L& ([R{i) for
1 < g < o00. The case of 1 < g < oo was previously known. Their approach is based on the study of the
Stokes resolvent problem (1-2). In order to circumvent the use of the Helmholtz—Leray projection, one of
the key ideas is to decompose the resolvent operator into a part corresponding to the Dirichlet-Laplace
part and another part associated with the nonlocal pressure term

(A+A) "' =RpL. (M) + Ry ().

Our work uses the same idea, but we need more precise estimates on the kernels than the mere L' bounds
proved in [Desch et al. 2001, Section 3], which are not enough for our purposes.

The L*° theory for the Stokes equations has recently been advanced thanks to a series of works by Abe,
Giga and Hieber. In [Abe and Giga 2013], the Stokes semigroup is proved to be analytic via an original (in
this context) compactness (or blow-up) method in admissible domains, which include bounded domains
and the half-space. In these domains a bound on the pressure holds, which excludes the parasitic solutions
previously mentioned. However, an intrinsic drawback of the compactness argument is that it only gives
an L* bound on the solution for times 0 < t < Ty, with Ty depending only on the domain. The papers
[Abe 2016; Abe and Giga 2014] build on the same method. Concerning the resolvent problem, it was
considered in [Abe et al. 2015a] by a localization argument, which boils down to applying locally the L?
theory and interpolating to get a control in L°°. These developments enabled the investigation of blow-up
rates (1-10) in L*° for potential singularities in the solutions of the Navier—Stokes equations [Abe 2015].

q

uloc Torm a wider class of

Locally uniform Lebesgue spaces. The locally uniform Lebesgue spaces L
functions than L°°. They include a richer spectrum of behaviors, obviously allowing for some singular
behavior (homogeneous functions slowly decaying at co) or nondecaying functions such as locally L?
periodic or almost-periodic functions. The main advantage of this class is that it is easy to define and

visualize, while it includes various class of functions as mentioned above. In the operator-theoretical point

q

of view, another advantage is that we can characterize the domain of the Stokes operator in the L .

spaces
if 1 < ¢ < oo (see Section 5), which is hard to expect in the L°° framework even for the Laplace operator.
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q
uloc

context of pseudodifferential calculus. Indeed, there is no obvious characterization in Fourier space, which

On the other hand, the main and major drawback is that the L’ _ functions are difficult to handle in the

makes it difficult to straightly analyze the action of Fourier symbols. Most of the time, one has to first derive

q

kernel bounds for the symbols in physical space, before estimating the L, .

norms. Many equations have
been studied in the framework of loc-uniform spaces. Without aiming at exhaustivity, let us mention some
works parabolic-type equations: on linear parabolic equations [Arrieta et al. 2004], on Ginzburg—Landau

equations [Mielke and Schneider 1995; Ginibre and Velo 1997] and on reaction-diffusion equations

q
uloc*

The study of the Stokes semigroup and the application to the existence of mild solutions to the Navier—

q
uloc,o

2006]. Regarding the existence of weak solutions for initial data in L

[Cholewa and Dlotko 2004]. We refer to these works for basic properties of the space L

(RY), q > d, was carried out in [Maekawa and Terasawa

2
uloc,o

inequality, the so-called suitable weak solutions it was handled in [Lemarié-Rieusset 2002, Chapter 32

Stokes equations with initial data ug € L
(R?) satisfying the local energy

and 33]. This result was also worked out in [Kikuchi and Seregin 2007]. Existence of these local energy
solutions is the key to the blow-up of the L? norm criteria at the blow-up time proved in [Seregin 2012]
for the three-dimensional Navier—Stokes equations and also to the construction of the forward self-similar
solutions in [Jia and Sverdk 2014].

Whole space vs. half-space. Fewer results are proved for the half-space and more generally for unbounded
domains with (unbounded) boundaries. Let us emphasize some phenomena related to the presence of
boundaries.

A striking feature of the half-space case is the failure of L' ([R{i) estimates, for the resolvent problem
as well as the semigroup. This fact was proved in [Desch et al. 2001, Section 5]. In the whole space,
the Stokes semigroup is known to be analytic even for ¢ = 1; see [Maekawa and Terasawa 2006]. As
underlined in [Desch et al. 2001], one should relate this lack of analyticity in L' to the nonexistence
of local mild solutions to the Navier—Stokes equations in L' for an exterior domain [Kozono 1998].
Existence of such solutions would imply that the total force acting on the boundary is zero.

On a different note, the Helmholtz decomposition may fail even in L? for some 1 < g < co for smooth
sector-like domains with sufficiently large opening; see [Galdi 2011, Remark III.1.3]. On the contrary, the
decomposition is known to hold for any 1 < g < 0o, for any smooth domain with compact boundary, for the
half-space and the whole space; see [Galdi 2011, Theorem III.1.2]. The definition of the Stokes semigroup
in L4 spaces for finite ¢ in non-Helmbholtz sector-like domains was recently addressed in [Abe et al. 2015b].

The works of Abe and Giga, notably [Abe and Giga 2013], aim at extending results known for the
Stokes semigroup in L3° (Ri) to more general domains with boundaries. They introduce a class of
admissible domains (which includes smooth bounded domains and Ri) in which the analyticity of the
Stokes semigroup holds in L3°. This work however says nothing in general about the long-time behavior
of the linear Stokes dynamics. Indeed the L°° bound for the Stokes dynamics is true only on a time
interval (0, Tp), with Ty depending only on the domain. Notice that Ty = oo for smooth bounded domains
and for the half-space. Regarding the existence of mild solutions to the Navier—Stokes equations in the
half-space for bounded data, let us mention [Solonnikov 2003] (initial data bounded and continuous) and
[Bae and Jin 2012] (initial data in just bounded). These works are based on direct estimates on the kernels
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of the nonstationary Stokes system. Our approach for the solvability of the Navier—Stokes equations in

the nonlocalized class LI ([R{i) is based on the analysis of the bilinear operator

uloc,o
u, ) > A+ A7 'PV-(uxv), (1-12)

from which we derive bounds for the unsteady problem. A key issue of the half-space as opposed to the
whole space is the noncommutativity of P and vertical derivatives d; (the commutation with tangential
derivatives does work). This prompts the need to integrate by parts in the vertical direction so as to
analyze (1-12) (see Section 6B below).

To finish this overview, let us mention that stationary Stokes, Stokes—Coriolis and Navier—Stokes—
Coriolis systems with infinite-energy Dirichlet boundary condition were also considered in the context of
boundary layer theory. The domain is usually a perturbed half-space with a highly oscillating boundary
X4 > w(x"). The results of [Dalibard and Prange 2014; Dalibard and Gérard-Varet 2017] are well-posedness
results in the class of Sobolev functions with locally uniform L? integrability in the tangential variable and
L? integrability in the vertical variable. The main challenges are first the bumpiness of the boundary, which
prevents from using the Fourier transform close to the boundary and second the lack of a priori bounds
on the function itself, which requires reliance on Poincaré-type inequalities. The reader is also referred
to [Geissert and Giga 2008], where the Stokes resolvent equations in the exterior domain are analyzed
in the Lfloc space. In [Geissert and Giga 2008] the compactness of the boundary is essentially used.

1C. Overview of the paper. In Section 2, the reader can find standard notations used throughout the
paper, the definitions of the functional spaces as well as the computation of the Fourier symbols for the
resolvent problem. As stated above, we rely on the decomposition of the solution to the resolvent problem
into a part corresponding to the solution of the Dirichlet-Laplace problem and a part associated with
the nonlocal pressure. Section 3 is devoted to getting pointwise bounds on the kernels for the resolvent
problem defined in the physical space. In this regard, Lemma 3.1 is the basic tool so as to get the optimal
pointwise estimates. These bounds on the kernels stated in Proposition 3.2 (local Dirichlet-Laplace part),
Proposition 3.5 (nonlocal pressure part) and Proposition 3.7 (pressure) form an essential part of our work.
They are indispensable for the estimates in LZIOC obtained in Section 4. In this section, Theorem 1 is
proved. The next section, Section 5 establishes the analyticity of the Stokes semigroup (Theorem 2) along
with the bounds on the longtime dynamic of the linear Stokes equation stated in Proposition 5.3. Section 6
contains the crucial bilinear estimates (Proposition 6.4 and Theorem 3) needed to prove the existence of
mild solutions to the Navier—Stokes equations (1-1). The proofs of Proposition 7.1, Proposition 7.2 and
Corollary 1.1 are given in Section 7. Appendix A is concerned with the proof of the Liouville-type result
of Theorem 4 for the resolvent problem (1-2). The Liouville theorem for the nonsteady Stokes system,
Theorem 5, is proved in Appendix B.

2. Preliminaries

2A. Notation. Throughout the paper (unless stated otherwise), the small Greek letters «, 8, y, ¢, 1
usually denote integers or multi-indices, and ¢, 8, ¥ > 0 denote small positive real numbers. When it is
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clear from the context, we also sometimes use Einstein’s summation convention for repeated indices. For
(x', xg) € RL, x' € R~ is the tangential component, while x, is the vertical one. The complex scalar
number A € C belongs to the sector

Sr_s :={,oe”9 p>0,0e[-m+e,m—¢]} CC,
with ¢ fixed in (0, 7). For & € RY~!, we define
() ==V A+ 5% (2-1)

The following inequality is used repeatedly in the paper: there exists a constant C(g) < oo such that, for
all A € Sy_,, for all £ e R,

|5, ()] = Re(w1(8)) = C(A'? + [£]).
Finally, let us fix our convention for the Fourier transform: for & € R4-1

) = f e EY () dx'
Rd—1

for u € S(R’™1). The inverse Fourier transform is defined by

1
[, e ae

)= T

for i € S(R?~"). Both the Fourier transform and its inverse are naturally extended to S’'(R?~!) by duality.
The definitions of the functional spaces are given in the next paragraph.

2B. Functional setting and notion of solutions. The results of the paper take place in the class LulOC(R )
of uniformly locally L? functions. More precisely,

uloc(R ) _{feLloc(R )

sup | f e+, 14y < 00}-
neZi=1xZxg

Let us define the space L? ([Ri ) of solenoidal vector fields in L”

uloc,o uloc

uloc G(R :f € Luloc(R

/ f+Vedx =0 forany ¢ € C3° (R4 )} (2-2)

Notice that this definition encodes both the fact that f is divergence-free in the sense of distributions (take
test functions ¢ € C, °°([R§d )) and the fact that f; vanishes on 8[R§d As usual, WL, ([R Yforl<p <00

uloc

([Ri), where p’ is the Holder conjugate of 1 < p <oo, 1=1/p+1/p'. It

> Iglrgron < oo}’

nezZd-1x7-

denotes the dual space of LuloC

is defined as
WLII;IOC(R ) = {g € LlOC(R )

As is usual BUC(Ri) denotes the space of bounded uniformly continuous functions, and

BUC, (R%) = {f € BUC(RL)? | div f =0, fly,—0 =0}
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Note that any function in BUC([R{‘i) is uniquely extended as a bounded uniformly continuous function
on @ﬁ, and thus the trace is defined as a restriction on E)Ri of this extended continuous function on [@i.
Let us also fix the notion of solutions to (1-2). Let f € Lllﬂoc([Ri)d. We say that (u, Vp) € Lllﬂoc(Ri)d X

Ll (R with p € L] (RZ) is a solution to (1-2) in the sense of distributions if

fu-(kw—A¢)+Vp-wdx:f f-odx, (pngo([@i)d with ¢|y,=0 =0, (2-3)
d Ri

R+

and

/ u-Vodx =0, ¢eCPRL). (2-4)

R

Let us notice that the notion of solutions defined by (2-3) and (2-4) is enough to apply our uniqueness
result, Theorem 4. Moreover, we emphasize that the solution u of the resolvent problem (1-2) given by
Theorem 1 is a strong solution, thanks to the estimates (1-3) and (1-4). Hence the trace of u is well-defined
in the sense of the trace of Wll)’cq([R?i) functions and must be zero; roughly speaking, the trace of the
normal component is zero due to (2-4), and the trace of the tangential component is shown to be zero due
to (2-3).

Remark 2.1. In the definition of the solution in the sense of distributions, since (u#, Vp) € Lll11 OC(Ri)d X
Lllﬂoc([l?{i)d, the class of test functions is easily relaxed as follows: ¢ € CZ([@?F)”’ with ¢|y,=0 = 0 and

¢ € C'(RY) such that, fora =0, 1,2 and =0, 1,

Vi (x), VPp)~O(x|77 ), |xI>1,

for some « > 0.

2C. Integral representation formulas for the resolvent system. The solution to the resolvent problem
(1-2) can be computed in Fourier space. We build on the formulas for the symbols, which were derived
in [Desch et al. 2001]. In particular in that paper, the authors showed that the symbol associated with the
Dirichlet—Stokes resolvent problem can be decomposed into one part corresponding to the symbol of the
Dirichlet-Laplace resolvent problem and a remainder term due to the pressure. Hence, the solution in the
Fourier side about the tangential variables can be decomposed into & = 0+, with, forall £ e R?~!, y; >0,

1
2w;(5)

D(E, ya) = f (e—wx(E)Iyd—Zdl _ e—wx(é?)(ydﬂ-za))f(s’ z4) dza, (2-5a)
0

* £ e~ Elva _ p=wr(§)ya

w (&, ya) = fo 161 @ (§) (@ (5) — €]

Da(E. yo) =i /
0

e~ &g fl(E, 74) dzy, (2-5b)

e~ 18Va _ p—wr()ya

w (&) (@1 (§) —1§1)

The solution of the form u = v 4+ w is then obtained by taking the inverse Fourier transform. Notice that

e~ g f(g 70)dzg (2-5¢)

v is the solution to the Dirichlet-Laplace resolvent problem, while the remainder term w comes from the
contribution of the nonlocal pressure term. The above formulas are derived for f € Cgo(Ri)d satisfying
V-f=0in [Ri‘_iF and f; =0on B[RRi. But as is seen below, these formulas are also well-defined for any
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Lf;loc function f. If moreover f is solenoidal, i.e., V- f = 0 in the sense of distributions and f; =0 on
8Ri in the sense of the generalized trace, see [Galdi 2011, (II1.2.14) p. 159], the velocity u, together
with the pressure p defined below, is a solution to (1-2).

The formula for the pressure in the Fourier variables is written as follows: for all £ € RI-1 vq >0,

PE, ya) = _/ elélydewx(é)zd%fd(g’ z0) dza
0

o 1 1 ~
- R ACI T i£ - f(€, z4) dza. 2-5d
fo e e (I";‘I—i_wx(f))lg f(&, za)dza (2-5d)

Another useful representation of p is

PE ya) = —Z oy (e, 0),

3
which in particular leads to
£ b _ 58 e
i§;p&, ya) = e “ Oy, (8, 0), (2-6a)
Oy, P&, ya) = ike™ K - 9, (£, 0) (2-6b)

for all y; > 0. Formula (2-6) is important when one deals with the nondecaying solutions. Indeed, it
excludes the flow driven by the pressure; that is, the pressure is completely determined by the velocity.
Notice that such a formula rules out the parasitic linearly growing solutions to the pressure equation (see
the Liouville theorem, Theorem 4, proved in Appendix A). By using integration by parts the formula
(2-6a) is also written as

i P ya) = 2L / e8P =% (0, (£)0,, 0 (€, 2a) — 02,0/ (8, 24)) d2a

€1 Jo
= Z—f e 0, 6020 6. 20) — 26 ) (2-7Ta)
0
dy, P(E. ya) = i - / e~ Ehaem O (; ()70 (8, 0) — 02,0/ (€. 2a) ) dza- (2-7b)
0

The expression (2-7a) is useful in obtaining the characterization of the domain of the Stokes operator
in Lzmc spaces; see Proposition 5.1.
We now define the kernels k1 ,: R? — C and k;: R? xR, — C associated with the Dirichlet-Laplace

part by, for all y' € R¢~! and y,; € R,
1

ki, (y/, Va) ;=/ eiy/‘f—e—wx(g)lytﬂ dE, (2-8a)
’ i 20,(6)
and, for all y € R%~! and y,, z4 > 0,
o 1 i
k2 (¥, ya, za) = / eV e ®0uti) g (2-8b)
Rd-1 2w; (§)
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We also define the kernels r;: RY x Ry — C/7! and ry ;: RZ x Ry — C associated with the nonlocal
part by, for all y' € R~ and yy, zg > 0,

L, —&lya _ ,—wr(E)ya
Y, Yar 2d) = / A ¢ e—wﬂ@zfi@ dg, (2-8¢)
Rd-1 3. (§)(@;.(8) — |&1) €]
o ) / - e~ Elva _ p—wr(§)ya " (S)st gt 2-84)
ra (Y Yds 2d) ‘= ie’’ e ) (2-
Rd-1 3. (§)(@;.(8) — |§])
Moreover, the kernel associated with the pressure is defined by, for all y" € R4~! and Yd, 24 > 0,
GOy Vi, za) =i / eV o€V p— 1 (§)za (i + L) dE. (2-8¢)
Rd~1 &l @ (8)

Notice that, for all y’ € R?~!, for all y; > 0,

v(y', yd)Zf / kipO =7 ya—za) (@, za) dza d7’
Rd—] 0 00
+/d 1/ koa (Y =2, ya, za) f (2, za) dzqa dZ/, (2-9a)
ri-1 Jo

w'(y, yd):/d ]/ (' =2 v z0) f(& za) dzq dZ, (2-9b)
Rri-1 Jo
o0
wa (¥, ya) =/d 1/ ra (Y =2, ya, za) - f1(Z, za) dza dZ, (2-9¢)
-1.Jo
p(Y.ya) = /d ] / . =7 varza) - f(Zs zq) dza d7. (2-9d)
Rri-1 Jo

These integral representation formulas, together with pointwise estimates on the kernels, are the basis for

. . p
estimates in L

Note that, in view of (2-6), the pressure V p is also written as

spaces.

V'p(-,ya) = —(V'V' (=AY P(ya)ydyu's  ya >0, (2-10a)
3y, P (-, ya) =V - P(ya)ydyu', ya > 0. (2-10b)

Here y is the trace operator on B[Ri and P(t) is the Poisson semigroup whose kernel is the Poisson kernel
defined by F e €1"]. We note that, when yaydu/ belongs to LZIOC([Rid_])"_1 for some g € [1, oo], the
function P (yq)y dy,u’ is smooth and bounded including its derivatives in Ri, s=10.ya) € R? | yg > 8} for
each § > 0. This can be proved from the pointwise estimate of the Poisson kernel (and its derivatives) and
we omit the details here. Then, the action of V'V/(—A")~'/2 or V' on P( ya)y dy,u’ makes sense for each

ya > 0, when ydy,u’ € L (R4=1)4=1 Indeed, one natural way to realize the action of V'V'(—A’)~1/2

uloc
is to define it as

V'V (=AY 12 f = /Oo V'V'P@)f dt,
0

which is well-defined for any bounded C? function f (or more sharply, for any bounded C'*¢ function f
with &€ > 0). The formula (2-10) will be used in Section 5.
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We end this section with the following scaling properties of the kernels, which will be used to work
with [A] = 1: for all y € R¥™L y; e R,

ki (v va) = IR e (A2 1A P ya) (2-11a)

and, for all y/ € R~ y;, z4 e Ry,

ko (v, Yar za) = I e (A2 1 2 ya, 10 P20), (2-11b)
PO yas za) = WP Y2 Py, (A 2a), (2-11¢)
ra (5 Yas za) = Y2 g QA2 I 2y, 1A 2 2y), (2-11d)
2 (Y, ya. za) = Mg (A2 I P ya, (6 Pza). (2-11e)

There is no evident characterization of Lfloc

physical space. Therefore, a prominent task is to derive pointwise estimates on the kernels. The goal of

spaces in Fourier space. These spaces are easily defined in
the next section is to address this task.

3. Pointwise kernel estimates

Deriving pointwise bounds for the Dirichlet-Laplace part is rather classical. The nonlocal part requires a
more refined analysis.

3A. General ideas for the estimates. Before starting the estimates of the kernels derived in Section 2,
we give some general remarks, which serve as guidelines for this section. First, we always start by
using the formulas (2-11) in order to make |A| = 1. Second, integrability of derivatives of the Fourier
multipliers are traded in decay of the kernels in physical space in the tangential direction. This is the
role of Lemma 3.1 below, which is central in our approach. Third, the analysis of the integrability of
derivatives of the Fourier multipliers sometimes requires us to analyze separately the low frequencies and
the high frequencies, or small y,; and large y;. More heuristic explanations are given in [Prange 2018].
The following lemma is standard. Since we use it repeatedly, we state and prove it here.

Lemma 3.1. Let m € C®° (R4~ \ {0}) be a smooth Fourier multiplier. Let K be the kernel associated
with m. Forall y € R,

KOYi= [ mede,

Assume that there exists n > —d + 1, and positive constants co(d, n, m), Co(d, n, m) < oo such that, for
alla eN, 0<a <n+d, forall € e R\ {0},

VO m (&) < Colé|" “e Bl ifn>1-d. (3-1)

Then, there exists a constant C(d, n, ¢y, Co) < 00 such that for all y' € R4-1 \ {0}

C
|K(y/)| =< W (3-2)
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In the definition of K the integral is, as usual, considered as the oscillatory integral. Note that n does
not need to be an integer. The lemma will be typically used to get bounds on the kernel when y’ is large,
say |y’| > 1. Let us now give the proof of the lemma.

Proof. The proof is by integration by parts. There are two steps. For the first step, due to the singularity
of the multiplier m at 0, we can integrate by parts [n 4+ d — 2] times, which yields the decay | K (y")| <
C/|y’|”+d—2. Here [a] denotes the Gauss symbol; i.e., [a] is the integer such that a = [a] + & with
8 € [0, 1). In the second step, we cut off the singularity around O at an ad hoc frequency R, and integrate
by parts two more times in high frequencies. This makes it possible to get the optimal decay stated in
(3-2). Let y’ € R4\ {0} be fixed.

Step 1: Thereis j € {1,...,d — 1} such that |y;| > [y’|/(d — 1). For such j we have from integration by
parts

iR = [ ) de

= | xre” T m@E) ds+ | (= xp)e? 9 ImE) ds
Rd-1 J Rd—1 4
=:Ip + 1lR.

Here R € (0, 00) is fixed (and will be chosen below) and xz € Cgo(Rd*I) is a smooth radial cut-off
function such that yp =1 for |§] < R and xg = 0 for |£| > 2R. Notice that using the bound (3-1) we get

|(—iy)" 2K (y)] < Co f gt =2lemeoltl gg < |
Rd—l

which is not optimal.
Step 2: We have
e Co/ EIH gg < CoR™P, mbd 2= [nt+d —2] 46,
|E]<2R
while
|(—iy))? x| = ‘ / L O (1 — T m ) d
-

< CO/ |$|n—[n+d—2]—2e—co|§|d%- < COR_1+5.
|E|=R

Now we take R = |y’| "1, which yields from |y;| > |y'[/(d — 1),
IK GO < 1yl "2 IRl + 1R D) < CLY/ T4 O

3B. Kernel estimates for the Dirichlet—Laplace part. The Dirichlet-Laplace part of the operator is
nothing but the part corresponding to the resolvent problem for the scalar Laplace equation in Ri with
Dirichlet boundary conditions. The kernels k; ; and kj , are given by the expressions (2-8a) and (2-8b)
respectively. We recall and prove the following classical pointwise bounds.
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Proposition 3.2. Let A € S;_.. There exist constants c(d, €), C(d, €) < oo such that, for y' € R,
va € R,

1 1
Ce—o\kll/z\ydl min{log<e + >, }, d= 2,
IAMY2(yal + 19D )7 I (yal +1y')?

/
k12, ya)l < Comeli iy (3-3)
MAa=2(1 - [A11/2 N2’ d=3,
(Iyal + 1y DE==A + A= (yal +1y'1)
and, fora e N,
Vi , ) < Ce—ClMl/zlydl (34)
LAY Ya)l = — , -
U1+ lya D=1 A+ A2 (yal + 1y']D)?
Ce—cM"1yal
V1Y, ya)l < . (3-5)
(yal + 1y D=2+ (1 + (A2 (lyal + YD)
Moreover we have, for y' € RI-1 Ya,2d €R4, ¢ €N,
|k2,)\(y/v Ya, Zd)|
1 1
CecM"tatza) min{log(e—i— = ) 2}, d=2,
- IMV2(va+za+1y'D ) 1AM (a+za+ 1Y) 1.6
- Ce— " a+za) (3-6)
9 d Z 37
(Va +za + 1Y D2+ V2 (va +za + 1y'D)?
and, foroa e N,
|vk ( / )| < Ceic‘kll/z(yd"’zd) (3 7)
2\ y ) ydv Zd = _ ) -
a+za+ YDA+ M2 (ya +za + 1y'D)?
|V“k ( , ) < Ce—CI)»Il/Z(yd-i-Zd) (3.8)
9 ’Z — . -
P SO e A Y DT (4 P (v + 2a + YD)
Remark 3.3. From (3-6), it is clear that
k2.,.(Y's Ya, 2a)|
1 1
Ce—C|A|1/2|yd_Zd|min{log<e+ 72 ; >’ ; 2}, d :2’
IMY2(ya —zal +1Y'D )7 1M (ya — zal +1y'D
< (3-9)

Ce—CIM"?1ya—zal

(Iya — zal + 1Y’ D21+ [AY2(Jya — zal + 1Y 1)?

and similar estimates hold for the derivatives. Hence the integral operator associated with k; 5 can be

estimated as a convolution kernel in R? as ki

Proof. Since these bounds can be estimated in a similar way, we only deal with (3-3). The scaling property
(2-11) allows us to assume |A| = 1 in the following argument.
We begin with the case d > 3. First observe that

/ o—c(1+EDyq
wuw,WNEC/

< Co—viy=@=2) 1
o 2] dé <Ce V4 (3-10)
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Secondly, for all « € N we have the pointwise bound

1 CeVip—colélya
ve e—wx(S)U‘d)' < (3-11)
§ (a)x(é) (L4 E et

Therefore, applying Lemma 3.1 with

G

m(§) =

’

wy(§)

n=—1and Cy := Ce™“ (remember that in this computation y, is a parameter), we get
ki 2. ya)l < Cem ]y |72,
Combining the previous estimate with (3-10) yields
kix (¥ Yol < Cem 1y |+ ya)~“ 7. (3-12)

In the same way as above, integration by parts and (3-11) give

o 1
o . _ iy ad
—iv )k , = YR | ——
[(=iy;) k12", ya)l '/Rdle é’(2@)‘@)

1
< Ce f ——__dE<Ce o,
- ri-t (14 &9+ 5=

ewx(%’)ya’l) df‘

which together with (3-10) implies

ki (¥, ya)l < Ce™ Iy + ya) ™. (3-13)

Combining this with (3-12), we obtain the desired estimate (3-3) for d > 3.
For the case d = 2, it suffices to show

kis (s ya)| < Ce= P Dl log (e 4 ]| "1y + |yal) ™), (3-14)

since the other case in (3-3) for d =2 can be shown in the same manner as in (3-13). Splitting the integral
as in the proof of Lemma 3.1, we have

1
k /. — e~ @&yl 4
1Y ya) /R 205 ) 3

. 1 S 1
_ [ v —on®)ldl J / i L —o®ll _ J
/Re o ®° xR (E) dE + T (1— xr(&))dE

=I1+1I

On the one hand (3-11) with @ = 0 gives

1| < C/ b b g
lerj<2r 1 +1&|

1
< Ce Y / d& < Ce Y log(1+ R),
ler1<2r 1+ 18|
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and on the other hand, using the identity iy;e”"¢ = d;, ¢”"¢, integration by parts and (3-11) we obtain

c 1
g, —wn@)lyal (] — d
fRe S(M@)e ( xR(S))) 3

k15, ya)l < Ce™(log(1 4+ R) + (Iy'IR) ™).

C
I < —-
|y

from which we have

< Ce ™ ™(R|y')",

Hence taking R = |y’|~! we obtain

k1, (Y', ya)| < Ce ¢ (log(1+1y'|~H) + 1).
Moreover, we have

1

e~ @©)lyal dé‘ + * eiy’f;‘ 1 e ©)lydl dé
2w;.(§) V! 2w;.(8)

vl 00 o—l§lya
<Ce (/ dé —I—/ dé)
o 1+I8] vt €l

< Ce ¥ (log(1+y; ")+ 1).

—1
Ya .,
k1Y, ya)| < ‘/ o
0

Combining both cases, we obtain

k1.1 (¥, ya)l = Ce™ (log(1+ (Iy'| +ya)~) + D, (3-15)
which immediately implies the desired estimate (3-14). This completes the proof of (3-3). (|

Remark 3.4 (on the estimate of the tangential derivatives). The tangential derivatives of k; or k, should
a priori be better behaved than the vertical derivatives in y; or z4, since differentiating in y’ brings a & in
the symbol. We were however unable to get an estimate of the type

N 172
Clygle <M bl
IVokin(y vl < ———
Y (Iyal + 1y’ D+t

contrary to Vg,r,{ for which this is true (see (3-18)). A pointwise bound such as (3-18) makes it possible

q
uloc?

log |1| for small |A| (compare (4-32) to (4-30)). On a different note, the argument above also provides

to prove uniform bounds in A on second-order tangential derivatives in L without loss of a factor

the estimate for the fractional derivative in the tangential variables. Indeed, if my(D’) is any Fourier
multiplier, homogeneous of order o > 0, then we have, for 8 =0, 1,

Ce—cM"1yal

Ime(D)VPky 1Y, ya)| < ;
« (lyal + 1y DA=2F2+B (14 [AV2(|yal + y']) (3-16)
Ce—C|)\|l/2()’d+Zd)

my(D)VPk " va,za)| < )
| a( ) Z,A(y Yd d)| = (yd+Zd+|y/|)d_2+a+ﬂ(1+|)‘|1/2(yd+zd+|y/|))

3C. Kernel estimates for the nonlocal part. We now consider the nonlocal part w. We estimate the
kernels r; and ry ; defined by (2-8c) and (2-8d) respectively. The nonlocal effects are due to the pressure
of the Stokes equations. This part is the most difficult one. As above, our aim is to get pointwise estimates
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on the kernels following the general guidelines of Section 3A. We summarize our results in the following
proposition.

Proposition 3.5. Let A € S;,_.. There exist positive constants c(d, €), C(d, &) < oo such that, for all
y eR" y4,24 >0,

I (s Yas za)| + ra (Y, ya, za)|

Cyd e,CWI/ZZd

< . (3-17)
Ya+za+ 1D A2 (va +za + 1y DA+ A2 (va + 2a))
Moreover, fora =1, 2,
IVEr O yas za) | + IVyra (Y, yas za)l
C Iz
= yd/ d—1 1/2 : / 1/2 , (3-18)
(Va4 za + 1y D1 A+ [AV2(yg 4+ za + 1Y D)YA + MV (ya + za))
and, for $ =0,1,
B ;o B ’
IV30y, 15 (Vs Yo 2) | + V3, 8y,7a 0 (V' Ya, 2a)
—c|A| V224
= C/dl 1/2 : / 1/2 , (3-19)
(Va +za + YD (A4 A2 (ya + 2 + 1y D)A 4+ V2 (g + za)
and
2 s 2 ’ Ce_cwl/zz‘i
a, 1, (¥, ya, za)| + 195 7 , Vds 2d)| < . 3-20
| Yd )»(y yd d)l | Vd d,)\(y }’d d)| (yd+Zd+|y/|)d(l+|)\,|1/2(ya’+Zd)) ( )
Finally, for 8 =0, 1,
- I)‘ll/zzd
B 1 B / Cyd e ¢
V5o, r s Vas Za) |+ V50, r s Va2 | < , 3-21
and
Ce—<*'"*za
18y,02,75(¥'s Ya, za)| + 10y,0z,7a 2 (Y, Ya, za)| < . (3-22)
Y Y (va +za + YDA+ A2 (yg + 20))

Remark 3.6. Related to (3-18), as in case of the Dirichlet-Laplace kernel, we also have the estimate for
the fractional derivative in the tangential variables. Let m,(D’) be any Fourier multiplier, homogeneous
of order & > 0. Then we have

Ima(DYr; (¥, Ya, za)| + 1ma(D)ra (v, ya, za)l
- Cya
T atza 1y DITIFEAF Mg A za F 1Y D)A F A2 (g +2a)

e*Cl}L|1/21d

(3-23)

Mo (D)YVr (Y, ya, za)| + Ima(D)Vra (3, ya, 2a)|
C e—c'\lll/zzc/

< .
T Gatza+ YDA+ A2 (a +za + 1))
Estimate (3-23) is proved similarly to (3-18), and thus the proof of (3-23) is omitted in this paper.
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Proof of Proposition 3.5. Using the scaling (2-11), we assume |A| = 1 for the remainder of this section.
We give the proof only for ;. Indeed from the representations (2-8c) and (2-8d) it is clear that the estimate
of r,4 5 is obtained in the similar manner. By using the identity

I o@ g
(&) — €] A

k]

we rewrite r; as

1 ‘o ®
ri(y/, Vd, 2d) = - /I%d_, e -S(e—lfl)’d _ e—wx(f)yd) e—w(é)miéf d&

+ l / oV E (e—lfly‘d _ e—wx(f)yd) e~ (&) §®§ d (3-24)
A Jpa-i w;.(§)

= r}/hl(y/v Yd» Zd) + ri,z(y/» Yd, Zd)'
Since A € S;_. and |A| = 1, the factor 1/w;(§) is more regular than 1/|£|. Therefore we focus on the
pointwise estimate of ’”1,1’ which is automatically satisfied by ri’z as well. Again from |A| =1 it suffices
to consider the estimate of

520 ya. 20) :/d O e _e—m(sm)e—wa(f;)zﬁsé d. (3-25)
-

Step 1: Case y; > 1. In this case, by virtue of the factors e &b and e=+E)ye  the kernel s; becomes
smooth. Moreover, the factor e~“*¢)% gives exponential decay like e % since A € S;_, and |A| = 1.
Thus the main issue is the decay in y” and y,. By the change of the variables n = £y, we see

- i, — — 2 _ ®
.05y Ya, 2a) =Ydd/d e Il e=v/Avtn?y wk(n/yd)mnlmn a1
R

= y,5.G, ya, za),

where ' = y'/y;. We will show that

/ Ce ™ 3-26
15,3, ya» z2a)| < = (3-26)
(L+13"D?
from which we can derive the desired bound of s, for y; > 1, since
Ce ¢ Cyge
|53.(3", Yas (3-27)

za)| = 7 = v
a+ 1D A+ ya+za+ 1Y DY+ ya +za)
by changing the constants C and c suitably. To show (3-26) we first observe that

155.(¥, Ya, za)| 5/ (71 e=cMMhe= % |n| dy < Ce™,
Rd—1

which gives the estimate (3-26) for the case |y’| < 1. Next we consider the case |y’| > 1. In this case, we
notice that, for y; > landa €N, 0 <a <d + 1, for all n € R\ {0},

‘VQ{@_'”I — e VWP =/ ya)za n®n }
n

< Ce—CZde—C()|77| |7,)|—Ol+1‘
Inl J1—
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Therefore, we apply Lemma 3.1 with

m(n) = (eflnl —eV M’ﬁﬂfl\z)e*wk(n/%j)zam
nl

forall ne [Rd_l\{O} and K (3'):=5,(¥, ya, za), where A, y, and z, are parameters, n =1 and C:= Ce™ %,
This gives the bound

5.7, Ya, za)| < C|3'| e,
Hence, estimate (3-26) holds also for [y'| > 1.

Step 2: Case 0 < y; < 1. In this case we have to be careful about both the decay in y" and the singularity
in y’ near y’ = 0. Set Ry = 2 and we decompose s, by using the cut-off xg, as

= [ an@ e de [ = @) dE =it s

As for the term s) jow, We have from le~lEa — g=@2E)ya| < Cy, for €] < 3,

suion ' 302 € [ yae g1 d = Oy = 2
,10W ’ ’ — — = .

l61<3 (1 + yq +za)4*!
Here the condition 0 < y; < 1 is used. This estimate gives the desired bound of s, jow for the case
|y'] < 1. Next we consider the case |y’| > 1. A direct computation implies that, for 0 < y; <1, @ € N,
0<a<d+1,forall £ e R1\ {0},

‘V;‘ {xR0<s)(e—’f Ya _ g E)yay e_m@m@} < Cyge™ 04 |g| "y p (&) < Cyge e 0kl |g 7ot

€]

Hence, we can apply Lemma 3.1 with

)
13

for all n € R¥=1\ {0} and K (') := 8. 10w (Y, Ya» 2a), Where A, yq and z4 are parameters, and n = 1. This
yields

m(€) = XRo (5)(e—|§\yd _ e—w,\(é)yd)e—w,\(é)Zd

—d —
|Sk,low| < Cyd|y/| e

for |y’| > 1. Combining this with the estimate in the case |y’| < 1, we have

)l < Cyae =
= Uyt za+ D0 1 ya+ 20

Is3,1ow(Y's Yas (3-28)

for0 <y; <1, z;>0,and y’ € R¥~L.
Finally, let us estimate s nigh. Since the associated symbol is smooth, the singularity around y =0is
the main issue. The key point is to use the smoothing effect from the symbol

eV _ =@ — (1 _ pUEl=@r@®)yay o~ lElya
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Indeed,

A A2
_ = g|[1—4/1+ ) YR O<_)
€] — wy(§) |§|( |z§|2 2|§|/ 1+K/|§|2t 2|&| + |S|3

for |£| > 2 and |A| = 1. Hence, we have for |§| > 2, O <y; <1l,andforallea eN, 0 <o <d+1,

‘vg <(e—|5|yd —on @y gmon©20 5 OF I?IS )

If |y'| > 21; then (3-29) implies, for j =1,...,d —1,

< Cyde_czde_clsl(yd+zd)|§|_a (3-29)

ei)"'éagj-i-l ((1 _ XRO)(e—lé’lyd wA(§)yc1) —wx(é)Zdé ®§) ds‘

=iy ) sy nigh (Y Yas 2a)| = ’ / £

Rd-1

< Cygqe / €177 dE < Cyqe™,
|€1=Ro
which gives
Cyd e ¢
T (It ya+za+1yHett

e —d-1
I, high (V' Ya, za)| < Cyge”“y'|

since 0 < y; < 1and |y'| > 7- It remains to consider the case Y| < <z If V| < yg+zq and |y'| < }L

then estimate (3-29) with o = O yields

S5 high (Vs Ya, 2a)| < C/ yge e~ kluta) gg
[§1=Ro

< Cyge e~ ¢ Vatza)
Cyqe
()’d—I-Zd-Hy DA+ ya +za + 1y

On the other hand, if 0 < y;+z4 < |Y'| < 3 then we take R > 4 and the cut-off xg, and decompose s;. high
into

S). high = /Rd_l XRE)( — xgy(§))--- d& +/Rd_1(1 — Xxr(&)) - dé = Ig + 1IR.

The term I, on the one hand, is estimated from (3-29) with « =0 as
g < C/ yae “ dE < Cyge R,
Ro<|§|<2R

and the term //g, on the other hand, is estimated by integration by parts,

|(—iyj)dIIR| = 'fRdl eiy’-Sagj((l — xR)---)dE

e f yae~|E [ dg < Cyge R
|E|=R

foreach j =1,...,d — 1. Therefore, by taking R = |y’|~' we have

, e ¢ Cyge
[$3.high(Y's Y, z2a)| < <
® 141 = g+ za + 1 DN+ ya+za + 1Y])?
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forO<ys+zqg <|Y| < %. Thus, we have arrived at the following estimate for s, when 0 < y; < 1:

I (v, ya, 2| < 110w (Y5 Ya, za) | + [S2,nigh (V' Ya» 2|
- Cyge 4
T at+za F YDA A ya A za F 1y DA A ya+z4)
From (3-27) for y; > 1 and (3-30) for O < y; < 1 we conclude that (3-30) holds for all y; > 0. The same

bound is also valid for r{ by the identity (3-24) and |A| = 1. By scaling back to general A, we complete
the proof of (3-17).

(3-30)

Step 3: Next we consider the estimates for derivatives of the kernel. Again we assume that A € S;_, and
|A] = 1, and it suffices to focus on the estimate of s; in view of (3-24) and (3-25). The estimate for the
derivative in y’ is obtained from the same argument as above for s; itself, for the symbol of a‘;,sk is just
the multiplication by (i£)* of the symbol of s;. Hence, the argument for the proof of (3-17) gives the

bound
Cyae
IVesi(y', Ya, za)l < (3-31)
v Ga+2a+ 1y DA+ ya+za+ 1Y DU+ ya +20)
for |A| =1 and @ = 1, 2. Thus, estimate (3-18) holds.
As for the derivative in y;, we observe the identity
8deA(y/ Y, 2d) = — / e IV'E |§|(e*|§|yz1 _ e*w»\(é)yaz)e*wx(é)zzzg ®§ dg
Y Re-1 €]
+ / e (0 6) — ge @00 B g
Rd~1 €]

Then the first term of this right-hand side satisfies the estimate (3-31) with « = 1. As for the second term,
we see that the symbol (0, (§) — |£])(§ ® §)/]§]| behaves like

E®E {O(IEI) for 5] < 1,

(wx(é)—ISI)F o)  for |&] > 1.

Thus, we decompose the integral into the low-frequency part |§| << 1 and the high-frequency part |§] > 1

(3-32)

using the cut-off xg, as in the proof for s,. We can show that the contribution from the low-frequency
part is bounded by

Ce¢Watza) Ce¢Watza)

< b
(I +ya+za+1yD?T ™~ Gatza+ 1D A+ ya+za +1Y' DA+ ya+z24)

while the contribution from the high-frequency part is bounded by
Ce¢Watza) Ce¢Watza)

< .
Ya+za+ 1D A4+ ya+za+1yD ~ Ga+za+ 1y D A+ ya+za+ YDA+ ya+za)

Here we have replaced the constant ¢ > 0 suitably. Collecting these bounds, we conclude that

Ce ¢

5.0, yar za)| <
Ya+za+ YD A+ ya+za + 1y DA+ ya + za)

10y, (3-33)
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for |A| = 1, which implies (3-19) with 8 = 0. A similar observation yields the estimate (3-19) with g =1
and also (3-20). The details are omitted here. Finally we consider the estimate for the derivative in z4.
Again it suffices to consider the estimate of s, with || = 1. We observe from (3-25) that

3ey51.(¥', yas 2a) = _/ e (IE _ gy o @, () T2 g

Rd-1 €]
- _ / PRI (e71EWa _ p=@r @)y e—wx(é)2d|§|§ ®§ dg
Rd-1 €]
_|_/ ei}"'f(eflé\ya’ _ e*w/\(é)yd) e*wx(%‘)zd(lﬂ _ wx(é—))%‘ ®§ dE.
Rd-1 €]

Then the first term of the right-hand side has a pointwise estimate similar to that of Vys;, which was
already obtained, while the symbol of the second term has behavior to that of s, for [§] < 1 and also
decays faster for |£| > 1. Hence the second term satisfies at least the same estimate as s,. From these
observations we conclude that

Za)| < Crae
T (atza+ YDA+ ya+za)

102,5:.(9", ya, A =1.
This proves (3-21) with 8 = 0. Estimate (3-21) with 8 = 1 and estimate (3-22) are proved in the same
manner, and the details are omitted here. The proof of estimates (3-17)—(3-22) is complete. 0

3D. Kernel bounds for the pressure. The goal of this section is to prove the following bounds on the
pressure kernel g, defined by (2-8e). These bounds are crucial to the estimate of the pressure in [Maekawa
et al. 2019, Sections 2-5].

Proposition 3.7. Let A € S;_.. There exist positive constants c(d, €), C(d, €) < 0o such that, for all
Yy eRT 4,24 >0,

12
00 vz < — S (3-34)
BRSO = G DT
Moreover, fora =1, ..., 3,
Ce—CWl/de
o / o /
Ve (Y’ Ya, za) | +195,q0(y", ya, za)| < On T 20+ )T (3-35)
a1z
VB0 a2 < — S (3-36)
Ya +za + 1y'D4r
and, for B =0, 1,2,
Ce—<M'"za 1
) ' v, 2a)| < <A1/2+—). 3-37

The general scheme of the proof is the same as for the kernels corresponding to the nonlocal part (see
Section 3C). Again, using the scaling (2-11), we assume without loss of generality that [A| = 1.
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Proof. Step 1: We assume y; > 1. By the change of variable n = £y,, we get

i
.Y, Ya, za) = ﬁ/

-, , 1 _ .
» oy ~ne—|77|e—wA(77/yd)Zd( n + n ) dn = — q)b(y/’ Y, Zd)»
Ya R4=

Inl— w;,2(n) N
with ' = y’/y,. We aim at proving

Ce ¢
q ~/a , Z Sf7 3_38
12.(V', ya, za)l A+ 5T (3-38)

from which we can derive the desired bound of g, for y; > 1,

Ce—czd Ce—CZd

Za)| < T < T
Ya+1y'D Ya+za+1y')

|QA()7/, Ya, (3_39)

by changing the constants C and c suitably. For |y| < 1, we simply bound the integrand by its modulus
and get

1§05, Ya, za)| < e /d | e Mdy < e,
R

hence (3-38). For |y| > 1, we rely on Lemma 3.1. It follows from the bound

V,‘;‘ {e—|77|e—wx(77/Yd)Zd (l + n > }

valid for all n € R¢~!\ {0}, and the lemma that there exists C > 0 such that for all 3" € R~ yy, zg > 0,

< Ce=Cu g0l In|~¢,

o Ce i
1303, Ya, za)| < W

This implies (3-38).
Step 2: We now deal with the case y; < 1. We split the kernel between low and high frequencies:

g. = /Rdl XRy() -+ d§ + /Rdl(l — XRy()) -+ d& = qx 10w + i high-

We first deal with g jow. Our goal is to show that

Ce ¢
/
g za)| < , 3-40
|@5.10w (Y5 Yd» 2a)] Or e (3-40)

If |y'| < 1, we bound straightforwardly and get
. Ce 4
@ 1ow (Y, Yas 2a)| < Ce™ S < —eee,
> (ya+1y'D4!
from which (3-40) follows up to changing the constants ¢ and C. If |y’| > 1, we apply Lemma 3.1 and get

Ce ¢ Ce c%d

| 1ow(Y's Ya» 2a)| < < ,
o Y141 = (ya + |y D!
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from which (3-40) follows up to changing the constants ¢ and C. We now handle g; nigh. We aim at
proving that

/ Ce ™ 341
i ) ) Z S * -
1G5 high (Y's Yd» Zd)| Oatzat /i (3-41)
If |y'| > 4—1‘, we integrate by parts d times and obtain for j =1,...,d — 1,
_ . _ _ 3 3
|(—ly‘)d4)\,h‘ h(y/,yd, Zd)| — ‘/ ely Sad ((I_XR )e |§|Yde CU)»(S)ZJ(__’__ ds
77 Anhie it ° HERG!

< Ce % / €74 dE < Ce %,
[

which gives
, Ce ™4 (Ce™
g2 high (V' Y, za)| < < ;
N lyd = ]y

from which (3-41) follows. If |y’| < 1, we directly bound the kernel by

|G nigh (V' Ya, za)| < CeQatzd),

which implies (3-41) in the case when y; +z4 > |y/|. If || < % and y; +z4 < |Y'|, then we take R > 4
and the cut-off xg, and decompose g;, high into

q.high = /d XRE) = xRy () - dé‘+/d (A =Xr(E) - dE =g+ Ig.
Rd— Rd-
The term /g, on the one hand, is estimated directly,
|Ig] < c/ e~ dE < Ce R,
Ro=<|§|<2R
and the term /g, on the other hand, is estimated by integration by parts,
iyttt == ces [ jerdae < ceur!

lEI=R

foreach j =1, ...,d — 1. Therefore, by taking R = |y’|~! we have

e*CZd
|3 high (Y’ Ya, za)| < T

forO<ys+za <|y| < %, which yields (3-41). Consequently, we have proved (3-34).
The bounds for the derivatives (3-35)—(3-37) are obtained in a rigorously similar way. Therefore, we

do not repeat the argument. O

4. Resolvent estimates

This section is devoted to the proof of Theorem 1. In particular, the resolvent estimates (1-3)—(1-7) for
the Dirichlet-Laplace part and the nonlocal part are shown in Sections 4A and 4B, respectively. Note
that since we work on the space including the nondecaying functions, an assumption on the behavior of
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the pressure p itself, rather than V p, is needed to ensure the uniqueness; see Theorem 4. Indeed, if one
allows the linear growth for p, the uniqueness is proved only “modulo shear flows” in general. The proof
of Theorem 1 including the uniqueness part is completed in the end of this section.

The general principles to estimate the integral formulas (2-9) are to localize the integrals on small
cubes and to use convolution estimates in the tangential direction. Integrals in the vertical direction on
zq € (0, 1) may require relying on singular integral estimates. Further insights are given in [Prange 2018].

4A. Estimates for the Dirichlet-Laplace part. In this subsection, we prove the L” -L? estimate for

q
uloc™uloc
the resolvent problem for the Laplacian. The following lemma plays a crucial role for our purpose.

Lemma 4.1. Assume that

1 1 1
I<g<p<oo, 0<—-———<-. 4-1)
q9=p g p - d
Define the functions K = K, (y', yq) and K" = K;(y', yq) by
Ce—clkl”zydlmin{log(e—i— s 1/ ) - ! 2}, d=2,
, M2y 1+ 1yal) )7 IAAY ]+ [yal)
K. (y', ya) = 12 (4-2)
Ceo—cIM"?lyl
/ d—2 172(| v/ 2’ d=3,
Uy T+ ya D= A+ A=Ay T+ 1yal)
o Ceo—cM'"yal
K (v, ya) = (4-3)
’ (/1 1yaDd= A+ A2y + [ yal)?
for A € Sy_.. Then there exists a constant C = C(d, ¢, q, p) > 0 (independent of 1) such that
C _
1Ksxy fleg, < (1 A @YDy F g (4-4)
C _
IK5 %y fllag, < 5 (L DY £l (4-5)

where %, denotes the convolution in R4,

Proof. Since both estimates can be proved in the same way, we will only deal with (4-4). For n =
(', ng) €291 x Z~o we estimate the L? norm of K *, f in the cube of the form B, = B;f X [na, na+11,
where B;, =1’ 4 [0, 119~ 1. We first consider the case when d > 3. Without loss of generality we may
assume that 7 = 0. Let x, be the characteristic function on the cube B, for & € Z% Then we have

(K2) #y f = (Z x,m) *y (Z Xaf) = D (kKD *y ()

Bezd aezd a,pez!
max |o; +6i|<2

due to the support of xg and x,. Thus, the Young inequality for convolution yields, for I /p=1/s+1/g—1,

1Koy fllesn < DL IxsKoll oo I xe f 1l o ey
a,pez?
max |a; +6;|<2

= Y Killeeylxef e+ Y. IxsKilp@olxe o = h+h.

max |B;|<2 max |B;[>3
max |o; +B;| <2 max |o; +5;|<2
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For the estimate of I; we have
KGN s gy = C/d [T+ APy dy
R

:C/ |)»|(d_2>s/2|z|_(d_2)s(1—|—|Z|)_25dz|)»|_d/2
Rd

< C|)\'|(d_2)S/2_d/2<f |Z|—(d—2)s dZ+/ |Z|—dS dZ)
lz=<1 |z=1
< C|k|((d_2)s)/2_d/2,

where we have used the assumption (4-1) in the last line. Therefore

L=C Y lxpKalleall £l

max | 8| <2

<C|)\‘|(d 2)/2— d/(ZS)”f”Lq (Rd) < Cl)\.|_1+(d/2)(1/q I/P)”f”Lq

(R7)

uloc

o (RO
In order to estimate I, we further decompose the sum in § as
L= Y Koyl g+ Y IxpKalpmolflis g

max | 8]] =3 max |B/]<3
BacZ 1Bal=3

Using (4-2), we have

1/s
_. 1/2 _ ¢ —(d— —3g
Z ”X,BK)L”L‘(R‘]) C Z </ cs|A| |yd|/ |)\‘| 38/4(|y/|+|yd|) (d=2)s 35/2dy/dyd>
Ba f

max |8/|23 BacZ By
Ba€Z max |B/]>3
< CIA[TA D" BN (1B )T
BacZ max |8]]>3
SRy e PGy )12
BacZ

< C|A|3/4/ e~ M =172 g < oL
R

On the other hand, from (4-2) we also have

Ba+1 1/s
S IxpKillpen < Y. Y. (f / |yal = 2~ dy’ dyd)

[Bal=3 |Bal=3 max|B]|<3
max |B/|<3
<C™ Y Bl =ct
|/3d|23

Therefore we obtain
L<CIMMI Sl

Thus we obtain (4-4) for d > 3.
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For the case when d = 2, from (4-2) we easily see that
1Ko, ya) | < IUYAAY 1+ 1yaD ™ 2004+ 205+ Tya)

By using this bound, the same argument as for the case d > 3 applies to prove (4-4) for d = 2. So we
omit the details. |

Proposition 4.2. Let A € S, _. and let my(D') be any Fourier multiplier (in the tangential variables),
homogeneous of order a > 0. Assume that p, q € [1, oo] fulfill the condition (4-1). Then for the function v
defined in (2-9), i.e.,

o0 0,0)
v(y/’yd)szl,/o kl,)»(y/_z/,)’d—Zd)f(Z/,Zd)ddeZ/‘i‘/Rd1/0 kop(y' =2, ya.za) (2 za) dzq dZ/,

with the kernels ki ; and ky . given in (2-8a) and (2-8b) respectively, the following estimates hold: there
exist positive constants C(d, ¢, q, p) < 0o and Cy, = C(a, my, d, €, q) < 00 (independent of 1) such that

c .
Il < o+ (| @DAE=PY | e (4-6)
IVolleg, < o+ O VA T 47

Co
”ma(D/)U”LZI«)c = W—_a)/szHLgIOC, a <€ (0,2),

(4-8)
Ima(DYVolzy, < ool flug, o€ O,
Moreover we have, for 1 < q < 00,
/2
IV20lle < C+e M log DI flle - 4-9)

Proof. We extend f by zero in R and still denote the extension by f. By Proposition 3.2 we have
k14 (y's ya)l < CKo(y', ya) for y € RY"! and ys € R, and |k21(y', ya, 2a)] < CKo(Y', ya — za) for
y € R4—1 and Yd, zZa > 0, where K > 0 is the function defined in (4-2). This shows that

Iollr gty =CIK %1 f1l.r gty < CIK %1 flll0_ )
C
< —

_ C _
<o (1+ |k|(d/2)(l/q ]/p))”fHLf;mc(Rd) — m(l + |)\|(d/2)(1/q l/p))”f”L”

o (RD)?
which yields the desired estimate (4-6). Since the estimates (4-7) and (4-8) can be proved in the same
way (for (4-8) with o € (0, 2) we use the pointwise bound (3-16) and then apply the calculation as in
Lemma 4.1), the details will be omitted.

In order to prove (4-9), we focus on the estimate for (V2ky) *y, f, since the term associated with the
kernel k; is easier to handle. As in the proof of Lemma 4.1, it suffices to consider the L” norm in By. We
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take the decomposition

(V2 k1 2)%y f || asy) = H (Z XﬁVZkl,/\> *y<

Bezd

> xaf>

aeZd

L9 (Rd)

< > NGV (el e

a,pez?
max |o;+ ;| <2

= Y VDR e D e+ Y 10V Ha)%y Ol o

max |B;|<2 max |B;|>3
max |e; +5;|<2 max |o; +5;|<2
=:L+D.

By (3-5), the Hormander—Mihlin theorem applies for V2k; ; and therefore

L=C ) lIxaflams <ClIfllzg @)

max |o; | <4

We further decompose the sum in g as

L= Y AxpVkiallpeslflle @+ Y IxgVkialpgsl e go=:bi+hba.

max |8/|>3 max |8/|<3
pucZ |Bal=3

Using (3-5), we have

Ba+1 . B
Yo g Vkialligey <C Y Y / e ”'/ (Y1 +ya) ™ dy dyq
,Bd B};/

max | f]|>3 Ba€Z max|B]|>3
pacZ
. 2
<C Y e AL S B+ 1B
BaeZ max |B]|>3
<€) e )
BaeZ

< c/ M4 T ar < C(1+ e Tog ).
R

On the other hand, from (4-2) we also have

Ba+1
Yo IxpVikialpey < Y Y, / / i dy dya
Ba /By

|Bal>3 |Ba|=3 max |B]|<3 " P4
max | §/]<3
<C E ﬂ_d<C
= da =%
[Bal=3

Therefore we obtain
L < C+e™ ™ log DIl . 0
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4B. Estimates for the nonlocal part. In this subsection we give the L” -L? estimates of

uloc “uloc

w' (Y, ya) =110, ya) = f / (' =2, ya. za) f (@, za) dza dZ,
R Jo (4-10)

o0
wa(y', ya) = LiLF10O, ya) = /Rdl fo rar(y =2 va, za) - f1(@, za) dzqg d7,

where the kernels are defined by (2-8c) and (2-8d).

Proposition 4.3. Let A € S, _, and let my(D') be any Fourier multiplier, homogeneous of order o > 0.

Assume that
l<g=p<o0 or 1<g<p=<o© withOfl—l<l. (4-11)
g p d
Then for the function w defined in (4-10) the following estimates hold: there exist positive constants

Cld,e, q,p)and Cy = C(a, mqy, d, €, q) (independent of L) such that

C

iz, < 5+ PO VA T (4-12)
VWl < O VA T (4-13)

||mo¢(D’)w||L;1loc = Ml(z—_aa)/z”fHLgm, ae(0,2),
(4-14)

”m"‘(D/)Vw“Lch = W——aaml|f||Lzloc’ ae(0,1).

Moreover we have, for 1 < g < oo,
_ 1/2

IV?wllge < CA+e ™ log AN Fllg . (4-15)

Remark 4.4. Estimate (4-13) holds even for the case p = ¢ = 1. Similarly, if « € (0, 2) then (4-14) holds
also for the case p = g = 1. It is not difficult to check these facts from the proof below, and we do not
give the details here.

Proof of Proposition 4.3. We focus on the estimate of w’ = I'[ f’], for the estimate of wy = I;[ f] is
obtained in the same manner.

Step 1: We first focus on the estimate of I'[ f'] itself. The next steps will be devoted to derivative estimates.
Our estimate is based on the pointwise estimate (3-17) of the kernel r,. In particular, we often use the
estimate

—clA 22y

Cyge

, (4-16)
IMY2(va +za 4+ 1y DA+ A2 (va +24))

I (s Ya, za)| <

which easily follows from (3-17). Notice that the variables y,; and z; are not interchangeable with each
other. In particular, we do not have exponential decay in y,;. Hence the trick used in the previous section,
which transforms the action of the kernel into a convolution, does not work here.
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Let n = (7, ng) € 297! x Z~¢. Let us estimate the L? norm of I’ in the cube of the form B, =
B;]/ X [n4, na + 1], where B;?/ =n'+10, 11~1. Without loss of generality we may assume that ’ = 0. Let
Xy be the characteristic function on the cube B;),. Then we have for y = (y', yg) € B(’), X [na, na + 11,

’")/L(‘v)’d’zd)*y’f/(‘vzd):( Z Xa’r;»(")’d,zd)>*y’( Z Xﬂ/f/(',Zd))

a’ezd-1 B'ezd-1
= Y GriCoyaza) *y e £/ za)),
o ,plezd!

max Ia;+;‘3,-/|§2
due to the support of x, and xg. Thus, the Young inequality for convolution yields, for 1/p =
1/s+1/q —1,

o0
”I/[f/](',yd)”LP(B(’),) < Z /0 I xar5. (- s Yas 2 s wa-—y L xg £/ (-3 2a) | Lara—1y dza
a/,ﬂ/eld_'
max |a;+ﬁi/|§2

o0
= Z / ||Xa”’;<( s Vd> Zd)”LS(Rd*I)”Xﬂ’f/( 5 Zd) | o @a-1) dzq
0

max |a]|<2
’ i
max |o; +p; | <2

o0
+ Y. /0 a5 (- Y z) | oo | Xp £/ (- 2a) | Lo a1y dza

max | |>3
/ !
max |o; +58; | <2

=11+ 1.

For the term I; the data is localized and max |B’| < 4 holds, and therefore,

S n+1
L<C) / 17 s yas z) s I/ C o za) | La e <8y dza
n=0"*"

1

<c f 1L a2l L FC o+ 2) e <sy dza
0

1/q'

S n+1 ,
+C Z( f 175 s vty za) |« o, dZd) 1 g,
n=1 n

=11+ 1.
From 1/p =1/s+1/q — 1 the pointwise estimate (4-16) implies
/ Cya e~ cMza
r, (-, y s - S
Iy 2l = G T TR g + 200) (a1 2 D170
C ez

4-17)

< .
TAV2A A2 (v + 20)) (Ya + z0) @D a=1p)
To estimate /1 ; for the case p = g we introduce the operator 77,1 given by

e_c‘}‘ll/zzd

h(zg)dzg.
I+ AP G 2y ) 42

1
(T1,1h)(ya) =/
0
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It is straightforward to see

C
IT11hllLg < mllhllLM(o 1)-

Moreover, we have

1
Ty 1h(ya)l < Wllhlhgd(o,l),

which implies

C
T30kl 1o < mlthL;d(o,l)-

Thus, 77,1 is bounded from L'(0, 1) to L**(R,), where L"*°(R, ) is the weak L' space on R. By the
Marcinkiewicz interpolation theorem, 77 ; is bounded from L7(0, 1) to LY(Ry) for any 1 < g < oo, and
we have

1 1llLe sy < I)»_I”f s » 1<g=o0. (4-18)

Next we estimate /7 1 for the case g < p. Note that (4-17) implies, for y4, z4 > 0,
C
2+ A2 yg = 2a)lya — zal @D a=17p"

Then, recall that 0 < 1/g—1/p < 1/d, which implies0 <s(d—1)(1/g—1/p) <1forl/p=1/s+1/q—1.
By the Young inequality for convolution, the term /; ; is estimated as

””)/L( s Yd» Zd) | s (ra-1y <

1 1/s )
e, = i ([, s 1) 1,
/
= [A|1=@/2(1/q=1/p) 17 ”LZloc (4-19)
Here we have used the fact s > 1 since ¢ < p. It is also not difficult to see /1] € LIIOC(IRJF; ulOC(Rd )

when [’ € Luloc
omitted here. To estimate /; , we observe from (4-16),

([R ) for g € [1, o0] (e.g., it is shown from the expression of 77 1), and the details are

o0

n+1 , 1/q C _le/z
/ . q d
Z(/ Iy 2 ooy Z") |x|1/2Z(1+|A|1/2<yd+n))(yd+n)<d D74=1/7)

n=1

C 00 —c|AV?z4
< d
= ml/l/l (HAT2(at2a) Gatza) @ Da=17m
C
S o
[A]
which shows

C
1 © < —
12l < 5 F

Hence we have

A <m<1+|x|<"/2>“/q Y Nlg s p, g satisfy (4-11). (4-20)
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Next we estimate /. First we observe that, when max |a}| > 3,

—c|A| V224

Cyge
d — <
B0 = A yatza+ 1 DT A2 A+ ya+za+le D A+ A2 (g +24))

A2z

X7 (s Yas za) |l s

< Cyde
T A2+ yatza+H o DEAHIAY 2 (ya+za))

Thus we have

= (e Oyl emea vy
L < - ; . dz /
&3 Z(/ M2 ya + 20 + 10D (T+ A2 (g + 2a)) d) 17 0

o’eZ79-1 n=0

o Cyd e—cl)\ll/zn
=2 2 1721 (1 12 1 e,
i M ya e DAL+ A2 (g + 1))
00 Cyqe—cM" 2
= [ 5w ENE dzall 'y, -
o [AMYEN 4 ya+za + 1 DUA 4 AV (ya + 2a)) uloe

a’ezd4-1

Then

Cya /oo e :
I < dz
2= D BE Jy Tvar aa e pf s Gz 0

a’ezd-1

Cyy 00 e—ClM]/zzd
<),
A2 Jo o (A4 ya+za) A+ MY (va + 2a)

dzall £l

C 00 e—Cl)vll/de
/

S|x|l/2/o At g M g (“-21)
which implies

C
I20lLg < 11l (4-22)

- |)\,| uloc
Combining (4-20) with (4-22), we obtain, for p, g satisfying (4-11),

C _
”I,[f/]”L‘floc < m(l + |M(a’/2)(1/q l/p))”f/”Lzloc'

Note that the above proof also shows that I'[ f'] € L} (Ry; LI (R™Y) if £/ e LY (RL) for some
q €[1, o0].
Step 2: Next we consider the estimate for the derivatives. We will use
Ce—cM'"za
za)| = Nd—1+a 12 1
Ya+za+ 1y (I +0a A" (ya +za + YD)

for « =0, 1, which follows from (3-18), (3-19), and (3-20). Here §y, is the Kronecker delta. From (4-23)
we observe that, for 6 € (0, 1),

IV O vas

(4-23)

Ce—ClMl/de

M2 (ya + za + 1Y DA+ AV (ya + za) ' 0

IVri (Y, ya, za)| < (4-24)
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By arguing as above, we see

1
||VI/[f/](")’d)“LP(B6/) SC/ 1V, Gy yas za) s e-n) L f G- za) | Loz <8p dza
0

> n+1 , 1/q'
+CZ( / ||Vr;<-,yd,zd>||’zw_])dzfz) 1N,

. / X V7 o za) ooy 1 £ 20 ry dza

max Ioz |>3
max |a +,3 |<2

=11+ 111>+ 1.

The last term 1, is computed as in the derivation of (4-21) and (4-22), and one can show

C oo —c|AV?zy ,
1, < — dz q
. w;zd:l A1/ /0 (I +ya+za+ 1y DA+ AV (g +za))'/2 M,

C [ el
/
: |}~|1/4f0 (1+2zp)'2 dzallf o, < |x|1/2 1 g, (4-25)

As for 1111 and I », it follows from estimate (4-24) that

Ce—cM'"*za
P2+ A2 (va 4 2a) !0 (va + zg) =D a=1/p)

Take § € (0, 1) small so that s(6+(d—1)(1/g—1/p)) < 1. Then, the Young inequality as in the derivation
of (4-19) implies

IVrs (-, Yay za)ll s a1y < (4-26)

1 I/S ,
||H11||Lyd M'g/z( (L4 M2 yg S 08 |y, [sG+@=D(T/g=1/p)) dyd> ||JC||L‘§]0C

/
= |A|1/2=@/D(1/q=1/p) 1 g, (4-27)

On the other hand, the term /I, > is estimated as in the proof for I; » by using (4-26), and we have

e—clMl/zzd

00
11 su
Il l,2||L( p |)‘|8/2~/1 (1+|)u|1/2(yd+Zd))1_8(yd+Zd)8+(d_1)(l/q_1/p)

dzall 'l

c [~ —c|A["/zq
<su dz ,
P |A[5/2 /1 A+ A2 (g + 2a) =0 (ya + 20)° all flige

C
< o, (4-28)
Thus, we have from (4-25), (4-27), and (4-28),

I d/2(1/q—-1/p) / -
IVILF Ny < ml/z(l ] Wf e . 0= (4-29)

Q| =
N =
U=



ESTIMATES FOR THE NAVIER-STOKES EQUATIONS IN THE HALF-SPACE FOR NONLOCALIZED DATA 979

Note that the case p = g =1 is allowed in (4-29). The proof of (4-14) is the same as above (it suffices to
use the bound (3-23)), and we omit the details.

Step 3: Finally we give the estimate for V2I'[ f']. Our aim is to show
_ 12
IV s < CA+e ™ log DI f/lle 1 <g < oo (4-30)
The key pointwise estimate reads
Ce—clM'z

za)| = :
(Va+za+1y'D?
which follows from (4-23). This bound implies

V25, Yas

2 Ce—cHz
IVor, (s va, za) |l L1y Sm- (4-31)

As in the proof for I'[ f'] and VI'[ f] above, we start from

1
IVAI'LFNC s ya)llLasy,) < € f IV2r5 oy vas z) | e LF G za) ez <8y dza
0

1/q'

o n+l 5 ,
+CZ( / v r&(-,yd,z[z>||il(wl)dz¢1) 1 g,
n=1

o0
+ > /0 e V275, (s Yas 2a) | ey s (o 2a) | paga-1y dza

max |af|>3
’ ’
max |a; +8; | <2

=: 111 1 + 111 2 + 1115
To estimate /111 | we introduce the operator T given by

—c|AV2z4

1
(Th)(yq) = f  h(za)dza.
0 Ydtza

It is straightforward to see
C C
(TGl < —lhll o THGDI < -l
yd <d yd q Yd

for any 1 < g < oo. Thus, T is bounded from L?(R;) to LY*°(R,) for any 1 < g < oo, where L% *°(R)
is the weak LY space on R;. By the Marcinkiewicz interpolation theorem, 7 is bounded from L9 (R) to
L4(R4) for any 1 < g < oo. This implies

11 1 |y < C”f/”LZloc’ 1l <q<oo.

The terms /111 » and /11, are estimated much as /; » and /5 above and we see

—cl"2zq

00 p—clr|?zq 00
I 2l Lge + 11T | Lo SC/ ————dzall f'll _+Cf ————dzall f'lle
Yd Yd 1 Zd uloc 0 1+Zd uloc

< C(U+e= M log AN /110 . O
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To conclude, let us notice that it is easy to get the uniform estimate
2 2
||Vy,1/[f/]||LZloc < C||f/||Lzloc’ and thus  [[Viw|lze =< C||f/||LZIOC, 1 <qg<o0. (4-32)

Indeed, for these tangential derivatives, we can rely on the kernel bound (3-18), which yields

Yd

IVEr (e yas za) a1y < ———,
Yo R (a + za)?

instead of (4-31). This enables us to get estimates uniform in A following the same strategy as above. We
do not know whether the difficulty we encounter here to show a similar uniform estimate on 83 i "If'1 or
8Z2d1 '[f']is a technical one or reveals an essential obstruction.

Remark 4.5 (estimates for the pressure). We are only concerned with gradient estimates on the pressure.

q

ulOC([Rfi) in the exact same way

From the pointwise estimate (3-35), it is clear that V p is estimated in L
as we estimated V21'[ '] stated in (4-30); i.e.,

A1 1/2
IVPlg, < CA+e M log IADIfllg, . 1<g<oe. (4-33)
On the other hand, recalling the identity w; (£)? = A + |£|?, we also have from the formula (2-7a)
VPl <C+e M log At — A'lle . 1<q < oo, (4-34)

The estimate (4-34) is crucial in obtaining the characterization of the domain of the Stokes operator in the
Lq

o SPaces with 1 < g < oo.

Proof of Theorem 1. The estimates (1-3), (1-4), (1-6) and (1-7) are proved in Propositions 4.2 and 4.3 and
(4-33). Hence taking into account Theorem 4, proved in Appendix A, it suffices to show the pressure
gradient given by the formula (2-6) satisfies (1-5). Consider only the tangential gradient V'p, for the
normal gradient can be estimated in the same manner. By the formula (2-6a), the tangential gradient is

written

V'p(ya) = R'V'P(ya) - dy,u’(0),
where R’ = (Ry, Ra, ..., Ry_1) is the vector-valued Riesz transform in R?~! and dy,u’(0) makes sense
in L, (R?7") by the trace theorem and the regularity V*u' € LY, (R%) fora =0,1,2and 1 < ¢ < oc.

By the property of the Poisson kernel Py, (y’), it is easy to see that V' Py, belongs to the Hardy space
HY (R for vq > 0. Therefore from the boundedness of the Riesz transform from HY Ry to LT (R

we have
IV POy oty = IRV P(ya) %0y, Ol 1, g,

=< ”R/V/Pyd”Ll(Rd_l)“8ydu/(0)”Lllﬂoc(Rd*1)

= ||V/Pyd ”7—[1(Rd—l) ||8ydu’(0) ||L&]OC(R,1,1)
—1

=Cyy, ||8yd”/(0)||LLllloc(Rd—|),

which proves the desired bound (1-5). O
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5. The Stokes semigroup in L”, spaces

uloc

In this section we construct the Stokes operator in the Lzloc spaces and the associated semigroup. Usually
the Stokes operator A is written as A = —[PAp, where PP is the Helmholtz—Leray projection and Ap is
the realization of the Laplace operator under the Dirichlet boundary condition. However, the action of
P does not make sense in general for nondecaying data, so we need to define the Stokes operator in a
different way. In principle, we follow the argument of [Desch et al. 2001] to define the Stokes operator
but with a slight change of some technical details.

Notice that [Ukai 1987; Cannone et al. 2000; Danchin and Zhang 2014] provide representation
formulas for the solution of the unsteady Stokes problem. However, these formulas involve singular
integral operators, which are unbounded on spaces of nonintegrable functions. Our approach which relies
on the Dunford formula and the Stokes resolvent problem takes advantage of the fundamental insight of
Desch, Hieber and Priiss, which circumvents the unboundedness of the Helmholtz—Leray transform.

Let A € S;_, withe € (0,7). Let ] <g <ooand f e L
solution (#, Vp) to (1-2) in the class stated in Theorem 1. We denote this linear map from Luloc U(R )
toL zloc o
that Vp, is determined from u by the formula (2-10). Note that y d,,u" makes sense in quOC(Rd 1) as is
stated in the proof of Theorem 1. What we need to show is that

aloc., U(R ). Then there exists a unique

([R{ ) as R(A). For convenience we also write the associated pressure Vp as V p, to emphasize

(i) the null space of R(A) is trivial, and
(i1) the resolvent identity R(A) — R(t) = —(A — ) R(A)R(w) holds for any A, u € S, _.

Note that (ii) implies in particular that R()) commutes with R(u). To prove (i), we assume that
u:=R(A)f =0 for some f € LuloC o
(2-10). Hence, we must have f = 0 since (u, Vp,) solves (1-2). Thus, R(}) is injective. Next we
([R ) and set u = R(A)f and v = R(u)f. Then
(u — v, Vp, — Vp,) solves (1-2) with f = —(A — w)v. By Theorem 1 there exists a solution (w, V py,)

([R ). Then the associated pressure V p, is zero by the formula

prove the resolvent identity. Fix any f € LuloC .
to (1-2) with f = —(A — w)v, which is unique in the class stated in Theorem 1, and w = R(A)(u —A)v =
—(A — w)R(A)v by the definition of R(A). Since (w, Vpy) and (u — v, Vp, — Vp,) belong to the
same class as stated in Theorem 1 (in particular, both satisfy the decay condition on the derivative of
the pressure as y; — 00), by the uniqueness result of Theorem 1, we have w = u — v. This implies
RAf—Ruwf=—A—wRA)R(n)f forany f € LulOC U([R{ ), and hence the resolvent identity is
proved.
From (i) and (ii) we conclude that there exists a closed linear operator A : D(A) C Lulo .. U(R ) —
uloc U([R ) such that the domain D(A) of A is the range of R(A) which is independent of A, and the
resolvent set of —A includes S, _. for any ¢ € (0, w), and (A + A) ™ I'= R() for any A € S;_.. We say

that A is the Stokes operator realized in Luloc . ([RE ).

Proposition 5.1. Let 1 < g < oo and let A be the Stokes operator realized in L (Ri). Then

uloc,o

DA)={uel? ([R{ )| V%u e L?

uloc

RL), «=0,1,2, u=0 on IR%)}. (5-1)

uloc,o
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Proof. Theorem 1 implies that for any f € LuloC U([R{d) the function R(A) f belongs to LulOC U(R ),
VRN f € Luloc([R{ yfora =0,1,2,and R(A)f =0 on ale Thus, the domain D(A), which is the
range of R(A), belongs to the set defined in the right-hand side of (5-1). Conversely, let # be any function
belonging to the right-hand side of (5-1). Then the pair (u, V p,) with V p, defined by (2-10) solves (1-2)
with f =Au — Au+Vp,, and f belongs to Lu] oc. G(R ) by the definition of V p, and the estimate (4-34).
This implies that u belongs to the range of R()), and thus to D(A). Il

Note that we do not have the characterization of the domain of A in the space Lgo(Ri). Theorem 1
and the definition of R()X) immediately yield the following:

Proposition 5.2. Let 1 < g < oo and let A be the Stokes operator realized in LI ([RR ). Then for any

uloc,o
e € (0, ) the sector S;_. belongs to the resolvent of —A and

MG A AT s <Cellfllgs o h€Seoer € L, (RD.

Therefore, — A generates a bounded analytic semigroup in Luloc o ([Ri ).

Notice that A is not known to be strongly continuous, because D(A) is not dense in Luloc , (this is

seen easily, see for instance [Mielke and Schneider 1995, Lemma 3.1(d)]). Applying Theorem 1, we also
have the L? -L7 -4

uloe " Huloce as follows.

estimates for e

Proposition 5.3. Let 1 < g < oo and let A be the Stokes operator realized in L ([R{ ). Then there

uloc,o
exists a constant C(d, q) < oo, fora =0, 1,

_ d _
tot/2||vae tAf”Lzloc'i_tHEe l‘Af

, SClIflg . >0, feLll R, (52
uloc

and when 1 < g < 00,

t

— V%A <C , t>0, fel?
eIV g, S Clf g0 10, f

R). (5-3)

uloc, o(
Moreover, for 1 <qg <p <ooorl <g < p < o0, there exists a constant C(d, p, q) < oo such that

le™ A fllyr < Ca@@WPWVaUD L1y £l 1>0, f €L, RD, (54
IVe ™ fllp < Ct™ 12 @20 1/f’>+1>||f||Lq . t>0, fell ,RD. (59

Remark 5.4. In (5-4) and (5-5) the estimates are stated, in particular, for the exponents 1 = ¢ < p < oo,

while the generation of the analytic semigroup in L! ([R{ ) seems to fail, by a reason similar to the

uloc,o
case of L' observed in [Desch et al. 2001]. The estimate for the case p = q = < is also well known. In
(5-3) the logarithmic growth factor appears due to the logarithmic factor in the resolvent estimate (1-4).
This additional growth does not seem to be optimal at least for the semigroup bound, and it is possible to

remove it if one obtains the resolvent estimate such as

IV 4+ A fllgg < CAFla +I7 2V Flls ), (5-6)
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for one can then use the identity

—tA,_ 1 th -1 _ | th -2
e f_27'ri/re A+ A) fd)L_erit/Fe (A+A) " fdr

in estimating V2e~’4 f, where the integration by parts is used. Estimate (5-6) seems to be valid, though
we do not give the detailed proof in this paper. We also note that the estimates for the higher-order
derivatives can be shown by our method, but we do not go into the details here.

Proof. The estimate [le "4 f|| Le < ClfIl Le for t > 0 was already shown in Proposition 5.2, and we

—tA

focus on the other estimates. Let us recall the standard representation formula of e in terms of the

Dunford integral

—tA _L A —1 -
e mf_zjn./re’ A+ A) " Fdh. (5-7)

Here I' =T, with x € (0, 1) isthe curve {A € C | |argX| =7, M| = x}U{A € C||argA| <n, |A| =«}
for some n € (%, 7). Then, estimate (1-3) with & = 1 yields

Ve fllpg <C / e e XY WA
r

Since « € (0, 1) is arbitrary, we may take the limit k — 0 and obtain
[e.8]
Ve flls, < Cf e 2 dr| fll g < Co VRN fllg 1> 0.
uloc O uloc uloc

The estimates of (d/dt)e ™4 f and V?e~'4 f are obtained in the same manner. Note that, as for the
estimate of V2e "4 f, we have for t > 0

oo
IV2e ™ fligg SC/ e~ P logrdr| f 5 < Clogle+0) [l .
uloc O uloc uloc

Let 1 < g < p < oco. To prove (5-4) we first observe that the following the formula holds for each m € N
by virtue of the integration by parts in (5-7):

!

ey T / e+ AL d (5-8)
2mwitm r

By taking m large enough, we can choose {g;}""_; such thatqo=q, g <qj+1, gn=p,and 1/q;—1/q;;1<

mn
J

1/d. Then, estimate (1-6) is applied for each pair (g, ¢;+1), and we obtain

e flg, <€ [ MDA F g 1l
r

<crm / e MDA (1 2 DV a0y (1 DD | £
r

<Crm [ OB 3 £l g (59)
r
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Thus, again by taking the limit « — 0, we have

o0
”e—lAf‘”Lpl < Ct_m / e—erOSY}r—m—l(l +r(d/2)(1/p—]/q)) dr”f”qu ‘
uloc 0 uloc

< C(1 4t~ @2Wa=1Py| £]4 . (5-10)

uloc

This proves (5-4). Estimate (5-5) is shown in the same manner by using the formula (5-8) and the resolvent
estimate (1-7), we omit the details. O

6. Bilinear estimates for the Navier-Stokes equations

6A. The symbol of the Helmholtz—Leray projector. The formulas derived for the resolvent problem in

14
uloc,o?

Section 2C are valid for a right-hand side f in the class L i.e., solenoidal vector fields such that f;

vanishes on aRi. When dealing with the Navier—Stokes system, the nonlinear term
u-Vu=V-(uQu)
is such that for any 7’ € R¢~!
(- Vu)g(@',0) =u(@,0)-Vuy(z',0)=0

by the no-slip boundary condition, but it is not divergence-free. Hence, for f € C OO([R‘fr) and f; =0
on BRi, we have to compute the symbol of the Helmholtz—Leray projector P on the divergence-free fields.
In order to compute the Helmholtz—Leray projection we look for a formal decomposition of f into

f=Pf+Vg,
with
V-Pf=0, (Pf)az',0)=0 foranyz e R

For the moment f is assumed to be smooth and decay fast enough at spatial infinity. We have to solve
the problem elliptic problem for g with Neumann boundary condition

Ag=V" in RY,
g=vdomi, (6-1a)
Vg-eq= fg ondRY,
and such that
Vg(z',z4) = 0, when zg; — o0. (6-1b)

The solution g to (6-1) is expressed in Fourier space by, for all £ € RI=1\ {0}, for all z; > 0,

—zalé| 00 g fr 3
8, z) =~ fd(é,O)—f a f(S’S)+adfd(g’s)[e—lw—s|\s|+e—<z(1+s>|s|]ds
1€ 0 20&]
:_/oo i£- fI(&,5) [e—Zd—s||s+e—<m+s>s|]ds+lfw Fu(E, s)e~GaIEl gg
0 2|&] 2 Jo

- % /OO faE, s)e 08 gg — % /oo fa(&, 5)e” Gtk gg,
Zd 0
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Here we have used integration by parts. As a consequence, we obtain the formulas for the Helmholtz—Leray
projection: for all £ € R¢~1\ {0}, for all z; > 0,

P ¢z =G, Zd)+T§_|f ig fl(E, s)[e~ s o= Cat9)IEN 4

__S/Zd fu(E, s)e~ Gl gg
2 Jo
_i_%/oofd(g:’s)e—ﬁ—m)gldg

J% /000 Ja(§, ye” ¥l dg (6-2a)
and ]
(P/?)d(é,zcz)=—%/ i£ - fl(E, s)[e Gl 4 o= Gats)lEl gg
0

o0
+%/ i£. FE, 5)[eCaVEl _ =Gt g
d

+ % fooo Fa(E, s)leFa=sIEl _ g=Gat9)lEl] g (6-2b)

6B. The Helmholtz—Leray projector and the divergence. In view of the application to the Navier—Stokes
system, we need to analyze the operator

Fell

uloc

> PV - F = (Pg, (3 Fay)) =1

,,,,,

rather than the Helmholtz—Leray projector P itself. Here we develop an approach similar to the one of
[Lemarié-Rieusset 2002, Chapter 11]. An analogous method has also been used in other works concerned
with nonlocalized solutions of fluid equations, such as for instance [Taniuchi et al. 2010; Ambrose et al.
2015], reminiscent of [Serfati 1995]. In the setting of the whole space R4, let X € Cfo(Rd ) be a cut-off in
physical space which is supported in B(0, 2) and equal to 1 on B(0, 1). The operator PV - is equal to
V.- +D® DV - /—A. The kernel T,g,, of the operator D, DgD,, /—A is decomposed into

Taﬁy = 30,3,3((1 — X)Ty) + 8a85()( Ty) = Aaﬁy + 8058‘33),,
where T, is the kernel associated with the operator D, /—A. We have Ayp, € WL>(RY); i.e.,

sup |Agpy| <00
neZd-"x 7 n+(0,1)4

and B, € L, (Rd) Hence, for any 1 < p < oo, for all f € L R?) and
B, xfe€ Luloc([Rd)
We now return to the case of [F\Rd We first compute the action of PV - on F € C oo(IR )d Assume

that, forall &, y € {1, ..., d}, forall 7/ € R¥~1,

uloc(Rd) A“ﬂl’ * f € Luloc(

Foa(z',0) = Fy4,, (2, 0) = 84 F4a(z', 0) = 0. (6-3)
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Notice that we will later take F in product form, i.e., F = u @ u, but for now we stick to the general F just
described. For the tangential component, we have for all £ € R¢~!, forall z; > 0, forall e {1, ...,d —1},

(P@u(Fa)}p (& 2a) = Ppy(80(Fay)) . 24)

= iégafaﬁ(é, Z4) + 3d(ﬁdﬂ)(§, Zd)
15,3
2I%‘I

i£ o= ~ o
—Tﬂ f (i& Foa + 84 Faa) (€, s)e” G gg
0

f (—&) & Fay + 18,80 Fg, ) (&, 5)[e7 120l o= Gat9El g

15’3/ (i€ Faa + 04 Fua) (€, )e™ 2081 gg

zSﬂ/ (i€« ad+8dFdd)(g s)e@atlEl ge

Hence, integrating by parts we get

(PO (Fa)))pE. 20) = 160 Fup (€. 20) + 0 Fp (€. 24) — iEp Fya €. 24)

_ i&aéﬁéy
21§ |

+ % /oo ﬁdd(g’ s)[e*‘zd*SHS\ +e*(1d+s)‘§|]ds
0

oo
/ Fay(g,s)[efIdesIISI+ef(zd+s)|g|]ds
0

_%/'Zd(i%-yfdy+i§afad)(é:’s)e—(zd—s)|gds
léﬂ/ (lédey-i—léa ad)@ s)e—(s wWlEl g
zéﬁ/ (i&, Fyy + &y Fua) (€, s)e” Gtk g, 64)

As for the vertical component, we have for all £ € R?~!, for all z; > 0,
(P (Fo))}a(§, za) = [pdy (8a(Foty)) (&, za)

Zd —~ o~
=—1 / (—&yEaFay (§.5) +i& D Fay) (§, s)[e” W 4 =Rl 4
0
1 [~ = =
+3 / (=&yEuFuy (€. 5) + 18 0aFay) . 5)le” ™ — =t
2d

1 (% .. = = (e -
+3 / (180 Faa + 3 Faa) €. $)le™ 78 — o= CrrolEl g,
0
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Thus, again integrating by parts we have

(P (Fo D Va (€. 20) = —iy Fuy 6,20 + 3 /0 (Euky Fuy — 6P Fua) 6, $)[e™ G oGl g

1

o]
—5 | GakyFay = 6P Fag) 6. 5)le™ O30 — =Gt as

2d

|§|/ (lé}’de +l€a ad)(g S)[e (@a= 3)El—e_(z”l—i_s)lél]d

LBl / (&, Fyy + &y Fua)(€, s)[e 71— o=GatEl g5 (6-5)

Notice that the integrations by parts carried out above are in the same vein as the decomposition of the

multiplier R(A) of the resolvent problem (1-2) into a local part associated with the Dirichlet—Laplace

operator and a nonlocal part coming from the pressure. This technique was introduced in [Desch et al.

2001]. In both situations, the goal is to get around the direct use of the Helmholtz—Leray projector P.
We have to deal with several types of multipliers: for o, 8, y,6,t€{l,...,d — 1}, for & € R4-1,

faéfflfy IR, e CEIE g Ele G VEIE,  forall £ €RI, 2y s, (type A)

Sabpty _ EPRNNPN EPRNPN _
“|;| Le 0T bIEy, £ykge  CTRIE &, |5le” T Fy, forallg eR, s>24,  (type B)

5“?? “OHDBIE g egemCHOBIE g |Ele TR, forall £ eRYTY, 5,24 > 0. (type ©)

All the terms associated with the multipliers (type A), (type B) and (type C) can be handled via Lemma 6.1
below, which will allow us in Section 6C to combine the operator PV - with the operator (A 4+ A) ™.

We develop an idea similar to the one of Lemarié-Rieusset explained above, except that rather than
cutting-off in physical space, we cut-off on the Fourier side. This appears to be more convenient for
us, since we will have a decomposition based on the nonlocal operator (—A’)?~9/2 instead of the local
derivatives 0d,0g.

Lemma 6.1. Ler x € COOO([Rd_l) be such that x = 1 for || < 2 and x = 0 for || = 3. Let my €
C®(RI=1\ {0}) a multiplier in Fourier space homogeneous of order 2, i.e., such that, for all t > 0,
n € RY™L we have ms(tn) = t>mo(n), and such that for all € € R4, for all « € N¢—1,

|0'ma(€)] < €771,
Let 0 € [0,2] and let Ky € C®(R?\ {0}) (resp. Ky € C®(R? \ {0})) be the kernel associated with
mo(&)e el (resp. (my(£)/1E170)e ™ El); ie., forall y' e R and t > 0,

K> (y', 1) :=/ eV Emy€)e Bl de  and  Ko(y', 1) ;:/ ivgm2(&) el ge.

e
Rd-1 |&129

Then, for each ) € C\ {0} we can decompose K> into

K2 = (—A/)(Z_e)/zKeylelﬂ + KZ,S\Ml/z’ (6'6)
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where the symbol of Ky 512 is

my(§) o6l
1§12~ ¢

while the symbol of Ky <112 is X (IM7V28)mo (&)e "l Moreover, there exists C = C(d) > 0 such that,
forally e RV andt >0,

(1= x(IA]" e 2222

—t|a]172
!/
K0 D1 < ooy (6-7)
C
K Dl < : 6-8
| 2,5|)\|1/2(y )= (A|=V2 4 |y + 1)d+! (6-8)

Proof. The decomposition (6-6) simply follows from

1= (1= x(x726) + x (A1717%8)

and
_gm2(&)
ma(€) = &7 —3
€]
for the “high”-frequency part, and thus, we focus on the proof of (6-7) and (6-8). Set
mo(§) 7t|g|

oz, 1) = (1= x (A7) e,
My <ppr (€, 1) 1= x (A7 2E)ma(E)e™H.

Then it is straightforward to show

1/2

|95 o,z e (€, )] < ClE[ e Dl

0¢my <y (€, )] < ClE[P*e™ /2B
Hence, as for (6-7), if |y’| > ¢, then the argument in Lemma 3.1 (i.e., introduce the cut-off in the Fourier
side with the radius R and optimize R later as R = |y’|~") gives the bound

—t|A|1/?
!/
Ko >pprn (Y, D] < |y’|d——1+9’
while if ¢ > |y’|, we simply estimate
|Kp (v, Dl < C / €0e el gg < cpdtI=0e M (6-9)
a [E1=2[ 172

by changing the variables & = . Thus, estimate (6-7) holds. As for (6-8), let us first consider the case
|y'| +¢ > |A|"Y2. If t > |y’| in addition, then the simple calculation as in (6-9) gives the bound

1Ky <y (Y, D] < cr—4-1,
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While if |y’| > ¢, then the argument as in Lemma 3.1 yields
C
|K2,§\A|1/2(y,, Nl =< |y/|—d+1
Finally, if |A|~'/2 > |y’| 4, then we have
Kocpual 01 =C [ lePdg < CIeR.

|&1<3||1/2

Collecting these, we obtain (6-8). Il

We now estimate the action of Ky - 12 and K5 <12 on functions in Lzloc(Ri).

Lemma 6.2. Let p, g €[1, o] satisfy

l<g=p=oo, 0=+-Lo

q P

QU=

Then there exist 0 € (0, 1) and C =C(d, p, q,0) > 0 such that, forall . € C\ {0}, f € Lf (Rfﬁ), and

uloc
ya > 0, we have

uloc

Yd
/ /  Kozppe (=2 etz f (& zaydedza| < CTEORAR@RATID £
0 JRI—

Yd 12
f Ky =2 yaEza) f (& ) de dza| < CIAIS g,
0 JRI-

and

< Cla =2 A @YY fll

o0
// Ko sppn (V' =2, yatza) f (@ za) dZ' dzg
ya JRI7!

o
f /d lK2,5|,\\1/2(y/—2/,ydizd)f(z/,Zd)dZ/dZd < C|K|1/2||f||Lgkm-
Ya SR
Proof. Lets € [1,00] suchthat 1/p =1/q + 1/s — 1. By the condition 1/g — 1/p < 1/d we can take
0 €(0,1)sothat (d —1+4+60)s < d. We fix such a 6 € (0, 1) below. To show the estimates stated in the
lemma it suffices to consider the case with the variable y; — z4. Then, by virtue of the bounds (6-7) and
(6-8) all terms are reduced to the estimate for the convolution K * f in R¢ with K either

, Ce—vallAl'? . '
Ky(y', ya) = 1+ yal)d=1+9 (for the terms involving Ky - ,1/2) (6-10)
d
or
/ C . .
K. (y', ya) = (for the terms involving Ky <j;1/2). (6-11)

(A2 + 1y 1+ yaD*H!

Note that f is extended by zero to R?. Then, the proof is parallel to that of Lemma 4.1. Without loss of
generality it suffices to estimate the L? norm on the cube By = (0, 1)¢. The case when K is given by
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(6-11) is easily estimated. Indeed,

1
UL

q 1/q
dy/de>
1
(IA=1724+1-1)

Zd
/f Ky =2, ya—za) f (2, za) dZ' dzq
0 JRa-

<[],

nezd

q 1/q
dy’ dyd)

a1y Xnf

<C 110
zﬁ%’(|)»|l/2+|77/|+|77d|)d+1 Fuc

<cf” ! dr < C|A"V?
= ) W r < Cla| ||f||LZIOC-

Next we consider the case when K, is given by (6-10). Let 1/p =1/s+1/q — 1. Then, arguing as in the
proof of Lemma 4.1, we have from the Young inequality for convolution

||Kx*yf||Lp(Bo)§C<||KA||U+ DO gkl + ||xﬂKx||Ls)||f||Lgm.
max |]| =3 max || <3
Bacl |Bal=3

Here yp is the characteristic function on the cube Bg (see the proof of Lemma 4.1). By virtue of the
choice of 6 € (0, 1) above, we see that K, € L*(R?) and

K3l s < Cla|~0=0/2+@/20/q=1/p),

Similarly, the direct computation yields

o0
> lxsKill SC/ e (1 40 dr < P02
0

max |8/]=3
ﬁdez

Z IxpKallLs < Ce ' < caj=01-972, .
max|ﬂ,.’|§3

|Bal=3

6C. The bilinear operator. The goal of this section is to study the bilinear operator
W, v) > A+A)'PV- ). (6-12)

The idea is to combine the results on the operator (A + A)~! obtained in Section 4 with the decomposition
and estimates for PV - obtained in Section 6B.

Let F:=u®uv withu, ve Lgloc, U(Ri). The outcome of the computations (6-4) and (6-5) as well as
Lemmas 6.1, 6.2 is the following proposition.

Proposition 6.3. Let A € S,_. and let u, v € Lf:loc,a (R‘i). Assume that p, q € [1, oo] satisfy
I 1 1
l<g<p<oo or l<g<p<oo, 0<-———<-.

qg p d
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Then there exist 0 € (0, 1) and Gy >ppr(u @ v), G2 Q) € Llloc([R{d; RY) such that, for all
Bell,...,d—1},

(P (g ) = By (uy Vp) +0a (g vp)—p (uava)+(— AV OGP @@VIHGE @), (6-13a)

0,>|A|
{PBa (av)}a = =8y (avy))+H(=AVEI2GY 1 u@V)HGL | V), (6-13b)
where Einstein’s convention is used (the sums run over o € {1,...,d}Yand y € {1,...,d — 1}), and
such that
1Go =i @@Vl r < CIAI-TD2A 4 APV ju @]l (6-14)
G <pr @@ v)llgs < CIAMlu@vlla . (6-15)

Here C =C(d, ¢, p,q) > 0is independent of A € Sy _e.

The only thing which remains to be done so as to estimate the bilinear operator (6-12) is to combine
the result of Proposition 6.3 with the kernel bounds of Section 3 and the estimates of Section 4. Doing so
we obtain the important result stated below.

Proposition 6.4. Let A € S;_.. Forall p, g €[1, oo] satisfying

1 1 1
l<g<p<oo or 1<g<p=<oo, 055_;<E’
there exists C = C(d, &, p, q) > 0 (independent of A) such that, for all u, v € Lﬁloe’a (R4 [R{d),
|G+ TPV @)l < CT A+ WPV u@ vl (6-16)
Moreover, if Vu, Vv € LglOC(Rd) in addition, then
IVA+A)'PY-@@v)lle < CIA™2(uVolle + vVl ). (6-17)

Remark 6.5. As for (6-17), we can also show
IVO+ AT PY-@@v)le < CIAT2A+ 3PV (uVol e+ [0Vulle ) (6-18)

forl<g<p<ooorl <g < p<oosatisfying in addition 0 <1/g —1/p < 1/d. The proof is the same
as in the case p = ¢, but we state the proof only for the simplest case (6-17) in this paper.

Proof of Proposition 6.4. Proof of (6-16): All the ingredients are already proved, we just have to indicate
how they fit together. The key point is the formulas (6-13). The idea is that we integrate by parts in the
formulas (2-9) and then we use the estimates of Propositions 3.2, 3.5, 4.2, 4.3 and 6.3. The estimates
of the nonlocalized Lebesgue norms follow exactly from the bounds in Section 4. In particular, we
recall the resolvent (A + A)~! consists of the Dirichlet-Laplace part (Section 4A), and the nonlocal part
(Section 4B), that is,

(.+A)""'=Rpr (W) + Ry (M).
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The operators Rp 1 (A) and Ry (A) respectively satisfy the estimates in Propositions 4.2 and 4.3, that is,
fora =0, 1,

IV*RoL. (W) fllp + IV Rat. () fllpp < CIAI= R 4 a | @PWa=YP | g
and
lme(DYRo.L. () fllzs + Ima(D)Rat. (W) fllgs < CIA™® 2| flle @ €(0,2),
Ime(DYVRoL () fllgs 4 ma(DYVRui. W) flls < CIAI™ T2 fllpe e,

Here m(D’) is any Fourier multiplier, homogeneous of order «. Moreover, we also have

IRo.L 0)3a fllr 4+ I Rat.(Wdafllp < CIAIT 24 APV £ 0 (6-19)

and
Ime(DYRo.L. (Mda fllzs 4 Ima(D) Rt ()34 flls, < CIA= "2l flle e @ 1),

if f e Cgo([RRd : R%), by the integration by parts in (2-9) and applying the derivative estimates of the
associated kernels. Thus, Rp 1 (A)d; and R, (1)d, are extended to bounded operators from Lzloc(Rd : RY)
to LﬁlOC(IRd : RY) with p, ¢ satisfying 0 < 1/g — 1/p < 1/d together with the bound (6-19). Indeed any

function in LY

uloc([R{ﬁ) is approximated by a sequence of functions in C3° (Ri) in the topology of L ([R{i)

loc
with a uniform bound in the norm of Lzloc(Rfﬂ). This extension with the estimate (6-19) is applied to the

term 9y (uqvp) in the formula (6-13). This concludes the proof of (6-16).

Proof of (6-17): We first observe that the proof of (6-16) in fact ensures the existence of the number
8o € (0, 1) such that, for any § € (0, §o],

Ims (D)4 A)T'PY - @)l g < CIAI™ 2 lu@ vl (6-20)

where ms(D’) is any Fourier multiplier, homogeneous of order §. Indeed, for 6 € (0, 1) in Proposition 6.3
we can take &g such that &g € (0, 8). We will use (6-20) later.
Since the tangential derivatives commute with (A + A)~! and P, estimate (6-16) implies

IV +A)'PY-w@v)llg < CIAT IV @@v)ls
and thus, combining with (6-20), we also have
lms(DHYV' 4+ )PV - @ v)lle < CIM™ 2V @@ vl (6-21)

for 8 € (0, 8p]. Next we consider the estimate of 3;(A+A) " 'PV-(u®v). SetU = (A+A)"'PV-u®v).
Then the divergence-free condition implies 9;,U; = —V’ - U’, and hence, the estimate of d,U, follows
from the estimate for the tangential derivatives which are already shown. It remains to estimate 9,;U". To
this end, we note that, by regarding the associated pressure V'p as the source term, the vector U’ is also
written as

Ug=+Ap) " (dsp+ V- (uvp))
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fore{l,...,d—1}. Here (A + A p)~ ! denotes the resolvent for the Dirichlet-Laplace operator (hence,
Rp 1 (A) in the proof of (6-16) above), for which we have already established the estimates in Lfloc spaces
in Section 4A. In particular, we have

C
—1
04(A+ Ap)~ " V- (”Uﬁ)”L;’]Oc < W”V : (”vﬂ)”LZmC'

As for the term d;(A + Ap)~! dg p we have from the integration by parts in the kernel representation,
da( 4 Ap) lagp = (A + An)1050ap = dp(A + An) T (=AU + AU+ V - (uvg)). (6-22)

Here (L + Ay)~! denotes the resolvent of the Neumann—Laplace operator, for which we have clearly the
same estimates as for the resolvent of the Dirichlet-Laplace operator, since the argument in Section 4A is
based only on the pointwise estimates of the kernel function. Hence the first term of the right-hand side
of (6-22) is estimated as

1295t + AN Uallzs < ClldpUallzs < CIAT219p@ @ )l e
and the third term is estimated as
195G+ AN) 'V - o)l g < CIAT2IV - o)l
Finally, we note that AU; = A’'U; — 94V’ - U’. Then
195G+ AN) ' A Ugll e = I(=AYED20+ Ax) T (=AY 29Ul

< CIM2I(=AN 85 Uall .
< ClIa~"29p @ v)lle

and similarly,

185G+ AN T4V Ul = (=AD205(+ Ap) T ap (=AY U
< A28 (= AN 1702V U o

uloc

< CIAT2IV @)l

Here we have regarded dg (—A")~1=9/2 a5 the Fourier multiplier, homogeneous of order § and applied
the estimate (6-21). The proof of (6-17) is complete. O

It remains to transfer the stationary bounds of Proposition 6.4 to the nonstationary operator e APV - .
These bounds are stated in Theorem 3 in the Introduction. We now prove this theorem.

Proof of Theorem 3. Proof of (1-8): By the semigroup property e /4 = ¢~ (1/24=(/24 apd

—(t/2)A —1/2
IVe™ AL < Crm 2l

tA

it suffices to consider the case &« = 0. As in the estimate of e~ '4, we use the formula

e—“‘umv-(u@@v):L,/e“(HA)—lPV-(u@v)d/\.
2wi
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Here the curve I' is taken as in the proof of Proposition 5.3. Assume that p, g € [1, oo] satisfy 0 <
1/g —1/p < 1/d. Then we have from (6-16),

le APV - (u@v)lp <C / e 1A T2 | @2 i u @ vl
r

< Ct7 V2 4@V 1y @ w0

uloc
as in the computation of (5-10). For general p, g we use the same trick as in (5-10), and then combine the
estimate of (A + A)~! and (A + A)~'PV -. The details are omitted here. The proof of (1-8) is complete.
Proof of (1-9): In this case it suffices to use (6-17) instead of (6-16). Thus we omit the details. O

7. Mild solutions in L? o q=d

uloc,

In this section we consider the Navier—Stokes equations in Ri

u—Au+Vp=—-V-u®u), V-u=0 in(0,7T) xR, -1
u=0 on(0,T) x dR<, uli=o=uo in IRL.
The corresponding integral equation is
t
u(t) = e Mug — / e APV . (u@u)ds, t>0, (7-2)
0

and the solution to this integral equation is called the mild solution. The existence of such solutions was
pioneered in [Fujita and Kato 1964]. Our objective is to prove the short-time existence of the mild solution
for nondecaying data. In view of the scaling of the equation, a natural class for the initial data is LuloC . (IR )
with ¢ > d. In principle, one can prove the existence in a short time for initial data of arbitrary size if ¢ > d,
and locally in time for small data if ¢ = d. We note that, contrary to the L? space, the global existence
for small data in L9

uloc uloc
functions. Another issue in the framework of LuloC spaces is the meaning of the initial condition, for the

is not expected in this functional framework since LY, = contains nondecaying

domain of A is not dense in Lzloc U([Rd ). The convergence to the initial data as + — 0 in the topology
of L?

ulOC(IR ) is achieved if and only if the initial data is taken from D(A)Luloc where D(A) denotes the
domain of the Stokes operator in Luloc . ([R ). Thanks to the result of [Desch et al. 2001, Theorem 4.3] on
the L*° theory of the Stokes operator in the half-space, the embedding L“(Rd yc LY ([Ri) implies that

uloc
BUCU(R+)LUIOC - D(A)Luloc’ Coa(R )Luloc cC D(A)Luloc

If the initial data is taken from these spaces with ¢ > d (the case ¢ = d is allowed), then by using the
density argument one can show the short-time existence of the mild solution which satisfies the initial

condition in the topology of LI ([R{ ). These facts are now quite standard. In this paper we state the

uloc
local existence results for (7-2) without going into the details on the meaning of the initial condition.

7A. Existence of mild solutions for initial data in Luloc - ([R{d ), q >d.

Proposition 7.1. Forany g > d and ug € L (R ) there exists a unique mild solution

uloc,o

ueL>(0,T; L]

Toe.s RDYNC((0, T); Wil (RLI NBUC, (RY))

uloc,
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such that

sup (lu@llps +t7CONu@llw + 12 IVu@lgs ) < Calluolyg .
O<t<T

Moreover there exists a constant y > 0 depending only on d and q such that T can taken be as

TV2+/Co) L pl2-d/Co) 5 Y
 luoll e

uloc

Proof. The proof is based on the standard Banach fixed-point theorem. Set || f||7 as

Ifllr = sup (If@Olgg +1COUfO e+ UV @Ol g9 ).

O<t<T

Let Cy > 0 be a constant such that

le™ A fllir < Col+TYC0) | fligs o f €L, R,
which is well-defined by virtue of Proposition 5.3. Then let us introduce the set

Xr={feL>®(0,T;L!

uloc,o

RD)NC(0, T); Wloco([R{d,[R{d)ﬂBUC R))

995

|1fll7 < 2Co(1+ T D) lug]| 1}

For each f € X7 we define the map ®[ f](¢) = e "y + B[ f, f1(t), where

t
B[f,g]<t>=—/ e IAPY . (f@g)ds, 150, fgeXr.
0

We will show that if T is sufficiently small, then & defines a contraction map in X7. Theorem 3 yields

for f, g € X7,
t
IBLf, 10l < C / (1= U f @ gl ds
0

t
< f (=) 1257410 g5 sup sYCOY £5) ]~ sup g0
0

O<s<t O<s<t

Similarly, we have, for f, g € X7,

IBLf, g1z~ < C / (=) (=) "V LD fRg($)ll 0 ds

< C' P 27Dy sup PO f(s)| 1 sup (g()llpe +sYCPg(s) 1),

O<s<t O<s<t
and

IVBLf, g1l s
t/2 t
<C / (t—s)~"| fO8©)uy, ds+C | <r—s>—1/2(||ng(s)||Lgm+||gi<s>||Lglm>ds

<Ct~ D (sup sYCD|| f(s)ll 1 sup ||g<s)||Lq + sup sYCD| f ()L sup sY21Ve(s)lpg

O<s<t O<s<t <s<t O<s<t

+ sup sV F©)la  sup s g(s)]|rx).

O<s<t 0<s<t
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Thus we obtain

IBLf, glllr < C(TV>4/CD L TV flirligllr, f g€ Xr.

The continuity in time for ¢ € (0, T') also follows from that of f, g in (0, T'), and we skip the details here.
If T is small so that

Cr(T2CD L TG (1 + TV lugll g, < 5 (7-3)

then (7-3) and the definition of Cy imply that ® defines a contraction map from X7 into X7. Hence,
there exists a unique fixed point # of ® in X7, which is the unique mild solution to (7-1) in X7. O

7B. Existence of mild solutions for initial data in L¢
d > 2. Below we define wlhd (Ri) as

uloc,0

uloc,o ([R ). The first result is stated in any dimension

WulocO )_ {fe Luloc ) |Vfe Luloc(R ) flxd =0 =0}.

Proposition 7.2. For any T > O there exist ¢, C, > 0 such that the following statement holds. For any
ug € Luloc G([R ) satisfying ||M0||Ld < ¢ there exists a unique mild solution

ueL>0,T; LY

uloc,o

(RD) NC((0, T); Wil ((R)? NBUC, (RY))
such that

sup (Nu@llga +1" @l +1"2IVu@ll e ) < Calluoll g
O<t<T

Ifug e D(A)Luloc in addition, then lim,_o u(t) = uo in L? (R )4,

uloc

Remark 7.3. As usual, by using the density argument, we do not need to assume the smallness of
luol L to show the short-time existence of the mild solution if u( belongs of D(A)L‘ulloc.

Proof. The proof is based on the standard Banach fixed-point theorem. We fix T > 0. Set || f || as

Ifll7 = sup (If@Dllga + 12U f Ol + 12NV F @Ol )

O<t<T

Let Cy > 0 be a constant such that
le™ A flir < Co+ T fllga . f € Lijoe.s R,
which is well-defined by virtue of Proposition 5.3. Then let us introduce the set

Xr={feL>(0,T;L

uloc,o

(RD) NC((0, T); Wyl o (RY; RY) NBUC, (RY))
[1£1lr < 2Co(1+ T luolla}.

For each f € X7 we define the map ®[ f](r) = e "y + B[ f, f1(t), where

t
B[f,g]u):—/ e IAPY . (F@g)ds, 10, f.geXr.
0
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We will show that if ||ug]| L < ¢ and ¢ > 0 is sufficiently small then ® defines a contraction map in Xr.
Theorem 3 yields for f, g € X7,

t
IBUA 1Ol <C [ =5 Pf @y, ds
0

t
<C f (t—5)""2s712ds sup "2 f()llre sup gl . (T-4)
0 uloc

O<s<t O<s<t

Similarly, we have for f, g € X7,

t/2 t
IBLS, g1~ < C /0 (t=9)"2 (=) P+ DI FRg(5)ll 4 _ds+C /z(t_s)_l/2||f®g(5)||mdS
t

<Ca™ 241 sup "2 fS)lzx sup (1g)llza +s?l1g)llz),

O<s<t O<s<t

and
IVBLS, 210l

/2 t
<C / (=) f@8® g ds+C | =) fVe®)lpa +1gVFf($)la )ds
0 t/2

<Ca 24D (sup 521 f ()l sup gl _+ sup s f () sup s'2[Vg(s)llLa

O<s<t O<s<t O<s<t O<s<t

+sup sZIVEg sup 52 1g()lLx). (7-5)

O<s<t O<s<t
Thus we obtain
IBLf. glllr < CL(A+ T flizligllr. f g€ Xr.

The continuity in time for ¢ € (0, T') also follows from that of f, g in (0, T'), and we skip the details here.
If & is small so that

Ci(1+T"»2Co(1+T'?)e < 4, (7-6)

then (7-6) and the definition of Cy imply that ® defines a contraction map from X7 into Xr. Hence,
there exists a unique fixed point u# of ® in X7, which is the unique mild solution to (7-2) in X7. If
ug € D(A) i then we just modify the set X7 as

Xr={f eC([0.T): L&y, (RD) N C((0, T); Wyt o (R%; RY) NBUC, (RY))
[ 1717 < 2Co(+ T ") uoll . lim 121 £ (1)]| .~ = 0}.

Then the estimates (7-4)—(7-5) yield
lim (/2| BLf, g1(0) | = lim | BLS, g1l g, =0,

when f, g € X7, and we can construct the unique mild solution in X 7. The details are omitted here. []

For the next result, we specialize to d = 3.
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Proposition 7.4. For any ug € L3 (Ri) there exist T > 0 and a unique mild solution

uloc,o

u e C([0, T); L3,.(R3))NC(0, T); W2 o(R3) NBUC, (R))

uloc,

such that

sup (lu(@llzs 41 lu@lls + 17 UVu@)l s ) < Culluoll s,
O<t<T

Proof. The proof is based on the argument in [Kato 1984]. Set || f||r as

1£llr = sup @ PUF@Is +OUV @Ol ).

O<t<T
For any ¢ > 0 there exists i¢ € C ([R ) such that ||ug — uolle < g. Therefore

tl/S —tA

le™ Huollys, <t Ale™ o — o)l 5 +lle™ Aol )
< COU+1")lug —dioll 3+ ldols
Similarly
tOIVe ugll s < CA+1)lug —doll 3+t ol
Therefore there exist Cy and T > 0 such that for T < T

_.A
lle™ “upllr < Cos.

Let us introduce the set
Yr ={f € L®(0, T; L., (RD)) NC((0, T); Wit o(RL; R*) NBUC, (R)) | Il f I < 2Coe}.
A similar argument to that in the proof of Proposition 7.1 shows

IBLf, glllr < C:(A+T) | flirlglr, f g€ Xr. (7-7)

Therefore if T and & are small so that
Ci(1+T'?)2Cps < 1,

@ defines a contraction map from Y7 into itself. Hence, there exists a unique fixed point u of ® in Y7,

which is the unique mild solution to (7-1) in Yr. We also easily see u € L*°(0, T’; L3, ) as follows:

uloc
lu@lz < luollz + 1Bl )l 2
< luolls +CA+TO)ul7.
We will show that u belongs to C([0, T'); c3

[0, T)in L3 tloc:
we focus on the case when t = 0. We have

uloc. U(R )). It is enough to show u is strongly continuous on

Since the continuity away from ¢ =0 can be shown as stated in the proof of Proposition 7.1,

tA

— < - —
lu(t) —uoll < lle™ Suo — woll 2+ ClIBLu, ul®)ll,

—tA 2
< lle™*ug—uoll 3+ Clull7.
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The standard density argument yields that the first term converges to 0 as t — 0, while in the second term,
(7-7) implies limy_.q ||u||7 = 0. O

7C. Concentration of L! norm, q > d, near the blow up time. This subsection is devoted to the proof
of Corollary 1.1. We introduce the space Lzloc, ( p)(Ri) for p > 0 which is defined as

LY o) RD) _{ FeLL.®D) | sup  1FlLoomsomh <oo}.
neZd='x7¢

The following variant of Proposition 7.1 and 7.2 plays a crucial role in the proof.

Proposition 7.5. Let g > d. There exist constants y, C, > 0 such that the following statement holds. For
any ug € Luloc (o). U(R ) satisfying ||uo|| <yp¥1=1 for some p > 0, there exist T > p* and a unique

uloc, (p)
mild solution u e L>°(0, T; L (RQ) such that

uloc, (p),o

D ()| ) < Culuol g 7

sup (Jlu(t)|l e uloc, (p)

O<t<T vloc, (@)

This can be proved by a simple rescaling argument from Propositions 7.1 and 7.2, and so we omit the
details here. This results enables to control the existence time in terms of the smallness of the initial data

in Luloc (p)*

Proof of Corollary 1.1. Let ¢ > d and y = y(q) > 0 be given by Proposition 7.5. We define p, = p.(¢)
for t € (0, Ty) by

) =inf{p > O [ lu@®)l s p' =" >y},

Note that p, is finite since u # 0, and p, > 0 since u(¢) is bounded for all € (0, T}). For ¢ € (0, T}) fixed
(our new initial time) let p > 0 be a constant such that p < p,(¢). It suffices to show that p < /T, —¢.
Since (by the definition of p) ||u(¢)]] Lo, = ypd/a—1 Proposition 7.5 shows existence of the solution v
in [¢, t + T'] such that at initial time v(t) =u(r) and T > p*. Assume for a moment that u agrees with
vin [¢, T'] for T’ = min(t + T, Ty — ¢) for small ¢ > 0. Then by the definition of 7, we must have
t+T < T, —e. Since ¢ is arbitrary, this yields the desired estimate for p. As for the uniqueness, we see
from the continuity of # on (0, T;) that there exists a constant § > 0 such that

sup  ([lus)lls, +s"/<2q’||u<s)||m)<c llu(t)]| o

t<s<t+68 uloc, (p)

Hence the uniqueness in [z, ¢ + §] follows from Proposition 7.5. To show the uniqueness up to time 77,
notice that u and v are both bounded in [Rii x [t 4+ 8, T']. Then the bilinear estimate shows that the
difference w := u — v satisfies
172
lwll Loo ey, 100y < C(t2 — )2l oo a1, 100y + N0 2201y, 123 L2 NWI L0ty 10: 1%
172
< Clta—t)" 2 ullzooers,77:100) + 10| Lo 8,775 2o Wl o0 1 10 159

fort+38 <t <t <T' Thus taking t, — ; sufficiently small shows w = 0 on [#1, #,]. Using this argument
a finite number of times, we have the uniqueness in [7, T"]. O
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1

Appendix A: A Liouville theorem for the resolvent problem in L, .

spaces

This appendix is devoted to the proof of the Liouville theorem, Theorem 4 for the Stokes resolvent
problem.

Proof of Theorem 4. (i) First we introduce the regularization of (u, p) in x’ as follows:

Ko/ _ —(d-1) x/_y/ / ’
u*(x ,Xd) = K n M(y ,Xd)dy s
Rd—1 K
ey (X =Y
p“(x’,xd)=/ k¢ ”n(—)p(y’,xd)dy’~
Rd—1 K

Here « € (0,1) and n € CJ°(R?™") satisfies [, n(x")dx’ = 1 and suppn € B;(0'). Then, by the
symmetry of RZ, (u*, p¥) is also a solution to (1-2) with f = 0 in the sense of distributions. Moreover,
(-, xq), VPp*(-, x4)) is smooth in x” and satisfies the estimate

R

uloc

o K
IVEul Loe a1 @) = CK

R < ¢ p—d+1-lal
IVEVP llLooma-t; L1 ®yyy = €K IvVPlLy,

1

for any multi-index . We can also check that p* € L,

([Ri) without difficulty. The divergence-free
condition on u* then implies

gty = =V () € LRI Lijoe (RY))

uloc

in the sense of distributions, which implies that u’; is continuous up to the boundary. Then, again from
the divergence-free condition, fRi u*-Vedx =0 forall ¢ € Cgo([@i), we have lim,, o ul(x’, x4) =0
for all x’ € RY~!. Next we take an arbitrary g € Cg° (Ri)d , and let (v, Vg) be the smooth and decaying
solution to (1-2) with f = A’g. By virtue of the presence of A" one can show that (v, Vg) is constructed

so that
V'u(x), VEAu(x) = O(x|7971?),  VIAqx) =0(x|771?), x| > 1, (A-1)

for any multi-indexes « and & with || <2 and |&| < 1; see Proposition A.1 below. Then, by Theorem 4
we see

/[Rd u"-(A/)ngxsz u“ - A'Ow—Av+Vgq)dx

d
+ +

_ K, / K, /
= /[I‘Qd Vp Avdx+/Rdu VA'qdx (A-2)
+ +

d—1 d—1
:Z/Rd va,-pk-a,-vdxz—Z/Rd 9;p*d; divodx =0
j=1"" j=1"R

from the definition of the solution in the sense of distributions. Note that the above integration by
parts is justified from (A-1) and from the fact that Vp* and 9;Vp* with j =1,...,d — 1 belong to
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L¥®RI7Y LY (RY)). Since g € C(RL)? is arbitrary, this identity implies that

uloc
2 d
(AN u“ =0 ae. xeR%.

Set U (x', xq) = [3* u*(x', y4) dyq. Recall that V'*u*(-,xq) € L¥(RI™'; LY (R})), which shows
that for each fixed x; > 0, U*(x’, x4) is smooth and bounded including its derivatives in x’, while
it is absolutely continuous in x; for each fixed x’. Moreover, for each x; > 0, U“(-, x,) satisfies
(A)2U*“(-, x4) = 0. By the Liouville theorem of the bi-Laplace equation in R?~!, we conclude that
U*(-, xy) is constant in x’ for each x; > 0, that is, U*(x’, x4) = A(x4). Since the left-hand side is

absolutely continuous in x4, so is A, and we have
W, x0) = 85, US (¥, xg) = 95, Axa) =1 0 (xg) € L R4, af e CRy). (A3
Then, the divergence-free condition implies that d,,a); = 0, and thus, together with the fact

lim u!(x, x4) =0,

X{1—>0
we have a% = 0. Next we take ¢ € C°(R%) and set ¢ = (0,...,0,¢)" € CF(R%)? in (2-3), which
yields from u}; =0,

/ Ay, P pdx =0.
o

Thus, p* does not depend on x4. On the other hand, by taking ¢ = V¢ with ¢ € C;° ([R{i) in (2-3), it
follows that
/ Vp“-Vedx =0, ¢eCLRL).
R
Hence, p* is harmonic in R4 | and moreover, since p¥ is independent of x;, we have A’ p*(x") =0 for all

x’ € R4~!, The Liouville theorem implies that p* is a harmonic polynomial. Then, going back to (2-3)
and using (A-3), we have, foreach j =1,...,d —1,

/u;e aj(xg) (A — 3fd¢)(xd) dxg Y(x")dx'

Rd—1

=— | ¢(x) dxd/ 3 p (Y (x)dx forall y € CP(RITY), ¢ € CPRy). (A-4)

Ry Rd—1
We first fix ¢ such that fR+ ¢dxg #0. Since ¥ € CSO(R‘I_]) is arbitrary, 9; p*(x’) is constant for all
j=1,...,n—1. Hence, p*(x’) is polynomial at most first order about x’. Thus, («*, p*) is a parasitic
solution. Since (u*, p*) converges to (u, p) in Llloc(R(-ji-)’ the limit (#, p) must be a parasitic solution.

Note that the limit (u, p) with u = (a’(x4),0)" and p = D - x’ + ¢ satisfies the reduced version of (A-4):

/ a;(xg) Op — 82,6) (xa) dxq = —D; / pdxy forall g € C(Ry) with dly,—0=0.  (A-5)
R, R
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In particular, each a; is smooth and bounded and has a zero boundary trace, for A which belongs to the
resolvent set of the Dirichlet Laplacian in L'(R,.). Moreover, if

lim |V’ 1 =0
dim IV PN L (<1, R<xg<R+1)

then the vector D must be 0, and thus the pressure p is a constant. Then (A-5) is reduced to
/ aj(xq) (A — 8§d¢)(xd) dxg =0 forall ¢ € C°(R,) with ¢|,,—0 =0. (A-6)
Ry

The uniqueness of this very weak solution is standard and also follows from the fact that A belongs
to the resolvent set of the Dirichlet Laplacian in L'(Ry). Thus we have arrived at aj = 0 for each
J=1,...,d—1;thatis, u = 0. On the other hand, if lim}y/|— oo [l 11 (|x'—y/|<1,1<xy<2) = O then u =0
in 1 <xg <2 since u = (a’(xg),0)" is independent of x’, which also gives D = 0 by (A-5). Thus p is
a constant. Hence a; satisfies (A-6) also in this case, which gives u = 0 for x4 > 0. The proof of (i) is
complete.

(i1) The proof is similar to that of (i). Again it suffices to consider the mollified solution (#*, p*) as in (i).
Fix an arbitrary p € (0, 1) and let (v,, Vg,,) be the smooth and decaying solution to (1-2) with A = u
and f = A'g, where g € C§° (Ri)d is arbitrarily taken. Then (A-2) is replaced by

/ U (A)gdx = p,/ u-A'vy,dx. (A-7)
RL RL

We observe from Proposition A.1 that |[A'v, (x)] < Clp|3*(1 + |x])~¢~1/2 with C independent of
w € (0, 1), and thus, we can take the limit x | 0, which leads to (A’)?u* = 0. Then the same argument
as in (i) shows that u* = (a’(x4), 0)" and p* = p*(x’) satisfy (A-4) with A = 0, which implies that p*
is a first-order polynomial, and we have (A-5) with A = 0. Then each a;(x;) is smooth and satisfies
32 a; = D; with the Dirichlet boundary condition a;(0) = 0. Since u € L!

d uloc
zero, and thus # = 0 and then we also see from the equation that p is a constant. The proof of (ii) is

(R4)? such an a; must be

complete. 0

Proposition A.1. Let A € S, _, withe € (0, ). Let g € Cgo(Rﬁ)d. Then there exists a unique solution
u, Vp) € (W22RD N Wy RO N L2 (RD)) x LARL)

to (1-2) with f = A'g such that u and p are smooth and satisfy

IV u@)|+V*Vu)| < C, : + 1 : )
= T A ) (e AS)
o Ces
IVV2u(x)| + [VEV2 p(x)| < —(1+|;|)d+1/2

for any multi-indices o and a with |a| < 2 and |&| < 1. Here the constant C, is taken uniformly in
A€ Sp_g, while C, ), depends on € and A € Sy _.

Notice that the uniform estimates in |A| is used in the proof of (ii) of Theorem 4.
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Proof. The uniqueness is well known and we focus on the estimate (A-8). The Helmholtz decomposition
implies g = + V p,, where h € L2 (R%) and V p, € L*(R%) with p, € LY. (R%). Since g € C§°(R1)?,
Vpe and h = g — V p, are also smooth and bounded in Ri including their derivatives. Then the pressure
Vp is constructed in the form Vp = A’V p, + Vp,, where (u, V p,) is the unique solution to (1-2) with

f = A’h. We first show that
VAV'Vpe(x), VAV'h(x)=0(x|7%7Y, x> 1, (A-9)

for any multi-index B. The estimate of 4 follows from the one of V p, by the relation h = g — Vp,. To
show (A-9) for Vp,, we recall that p, is constructed as the solution to the Neumann problem Ap, =div g
in Ri and 0, p; = ga =0 on BIRi, which is given by the formula

pg()=— | (E(x—=y)+Ex—y9))divg(y)dy,
RY
where y* = (y/, —y,), and E(x) is the Newton potential in R Then, the integration by parts and the
condition g € C§° (Rﬁ)d yield

pex)=-V"- /Rd (Ex—y)+Ex—y)Ng'(y)dy—d, » (Ex—=y)—E(x—y")ga(y)dy.
Hence, we obtain the formula
V'Vpg(x)= —V’VV’-/W (E(x—y)+E(x—y"))g'(y)dy—V'Va,, /Rd (E(x—=y)—E(x—y")ga(y)dy.

Since |[VAV3E(x)| < Clx|~4~ 118l we verify the estimate (A-9) for |x| >> 1 when g € C(‘)’O(Ri)d. Next
we consider the estimate of (1, Vp,). We can now apply the results of Section 3, in particular the integral
representation formulas and the kernel estimates given there. That is, u is written as

u) = [ K= a3 () .
RY
with the kernel K; whose pointwise estimates are given in Proposition 3.2 for &; ; withi = 1,2 and in
Proposition 3.5 for r,. Since d; with j =1,...,d — 1 commutes with the Stokes operator in RY, we
verify the bound
1

C
ux) <
= A 1/4 /nqgi lx =yt A+ A2 x = )

with C independent of A € S, _.. Indeed, by virtue of (3-18), the kernel |V'r; (v, z4)| is bounded from

IV'h(y)ldy (A-10)

above by
C
MY (va +za + 1Y DAV2A 4 A2 (g + za + 1Y DY A+ Y2 (g +za)V?
A similar bound is valid also for the kernel V'k; ;, i =1, 2, by Proposition 3.2. Estimate (A-10) implies
from (A-9) that

1 1 1
I =C\ 7 + 757 | T ez (A-11)
Al AP ) (1 +1x])
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Since the tangential derivatives commute with the kernel, we have the same estimate for |V'“u(x)| as
in (A-11). The estimate for the x; derivative is a bit more complicated. We decompose the kernel K as

K.(y' ya, za) = x ODK(Y's ya» za) + (1 = x (YD K5.(Y', ya, za), where x (y') is a smooth cut-off such
that x (y") =1 for |y'| < 1 and x(y’) =2 for |y’| > 2. Then we compute

Dy u(x) = /Rd X0, Ka(x" =y, xa, ya) A'h(y) dy+fRd V(1= )0, Kn(x"— ¥, xa, ya)) - V'h(y) dy,
+ +

and then the former term is estimated from above by

/ — 1
|)\‘|1/4 Ix'—y'|<1 |)C yld 1/2(1 |)"|]/2|xd yd|)3/2

and the latter is bounded by

1
Cf V'R dy.
vt T X =y DA G+ ya - 1 =)

These bounds follow again from Propositions 3.2 and 3.5. Then it is straightforward to see

1 1 1
Vutl = C(ml/‘* * |x|3/4> T (a-12)

with C depending on /. The same bound holds also for |[V'*Vu(x)|. Since

3xdpu = —Aug+ Aug + A/hd = —Aug + A/ud — 3de, cu' + A/hd, (A-13)

we obtain |9y, p, (x)| < C, (1 + |x[)~4~1/2 from the above results. Thus, the similar bound is valid also
for |V'*9,, p, (x)| since V' commutes with the kernel. Next we consider the estimate of V'p. We apply
the argument as in the estimate of Vu; that is, with the cut-off x, we write V'p,, as

V' pu(x) = /Rd X (" =y, xa, ya)Vy A'h(y) dy +/Rd VA = )q ' =y x4, ya)) - V'h(y) dy.
+ +

Then Proposition 3.7 yields

e—clMya
|A'h(y)|dy

V' pu)] < € /
! wey<1 (X = Y[+ x4+ ya)4~!

o=y

+c [
woyiz1 (L1 =y +xg +ya) = 1+ [x = y')?

From this bound it is not difficult to derive the estimate

1 1 1
'y <C . A-14
IV pu(x)| = (|)\|1/4 + |A|3/4)(1+|x|)d+‘/2 ( )

The details are omitted. Then we also obtain the same estimate for |[V'*V’ p(x)|. It remains to estimate afd u,

IV'h(y)l dy.

but from the divergence-free condition we have already obtained the estimate for 92 - uq, and thus, it
suffices to consider deu/. But the decay estimate immediately follows from the equation 8fdu’ =
au'—Au +V'p,— NN, O
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Remark A.2. Let (u, Vp,) be the solution to the resolvent problem (1-2) with f = A’h as in the proof
of Proposition A.1. From (A-14) we have shown that

1 1 1
1% 7/
IVEV pu(x)] SC(M'I/4 + |A|3/4>(1—|—|x|)d+1/2 (A-15)

for any A € S;_. and |«| < 2, where C depends only on ¢ and /. On the other hand, from (A-12) and
(A-8), we have

98, puol < O34 4 4 L : (A-16)
S IAVA AP ) (1 + [xdtr2

for any A € S;_; and |¢| < 2, where C depends only on ¢ and h.

Appendix B: A Liouville theorem for the nonstationary problem in L} spaces

uloc

B
The class of weak solutions for the nonsteady Stokes system (1-11) is stated as follows. Let ug €
uloc G(Rd) and f € L. ((0,T) x [ﬁii))d. We say that (u#, Vp) is a solution to (1-11) in the sense of
distributions if

loc

(i) ue L>0,T; LulOCU(R ), Vpe Ll ((0,T)x RL)4 with p e L] ((0, T) x R%), and
T
sup / VPOl L1 (Brynrey dt <00 forany 0 <8 <T. (B-1)
xeR‘i J

Here B(x) is the ball of radius 1 centered at x.

(ii)) The map t fRi u(t, x) - ¢(x)dx belongs to C([0, T)) for any ¢ € Cgo([@fi)d. In particular, the
initial condition is satisfied in this sense.

(iii) For all ¢, ¢ € (0, T) with ¢ > ¢" and for all ¢ € C3°((0, T) x RY)? with ¢|,,— =0,

/ u(t,x)‘(p(t,x)dx—// u(t,x) (050 + Ap)(,x) —Vpt,x) o, x)dxds
e
:/ u(t', x)-o(t, x)dx—i—/ ft,x) o, x)dxds. (B-2)

Proof of Theorem 5. By considering the mollification (1, V p*) instead of (u, V p) as in the proof of
Theorem 4, we may assume in addition that (u, V p) is smooth in x” and Vu, is bounded. We denote by
(-, -) the usual inner product of LZ(Rﬁ)d. Take arbitrary z,¢" € (0, T) witht > t' and g € Cgo([Ri). We
introduce a mollification in time, and set u” = j, *u and p” = j, * p, where * here is the convolution in
time and j,(7) € C3°((—p, p)) is the mollifier with a small parameter p > 0. The parameter p > 0 is taken
small enough so that 7’ > 2p and t < T —2p. Then, we have the bound such as Vp? € L (¢, t; Lllﬂoc([R{ ).
Note also that (u”, V p*) satisfies (B-2) for ¢, . Fix arbitrary ¢ € (0, 1). Let R > 1 and xg be a smooth
cut-off such that xg = 1 for |[x] < R and xg = O for |[x| > 2R. Let P = I — Q be the Helmholtz
projection in LZ([RRi), where Qg = V p, is defined as in the proof of Proposition A.1. Note that A’ 2 Dg

and A’V P are smooth and decay fast enough so that O(|x|~%2) as |x| — oo. Then one can verify
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that (u” (1), A”*Qg) =0, and thus, (u” (1), xg A*Qg) = —(u”(t), (1 — xg) A’*Qg). Hence, we can take
R = R, large enough so that |(u”(¢), XREA’Z@g)I < e¢. We may also assume that supp g < {|x| < R.}.
Next, since u” (t) xg, € Ll(Ri), there exists u”-(t) € Cgo([RRi)d such that [|u”(t) xr, —u"”g(t)IILl(Ri) <e.
We take 7 > t which will be chosen later. Let v be the velocity field defined by

U(S) — e_(f—S)AA/lpg — sz/‘ e(f—s))»()\'_i_A)—lA/lpg dn
r

for 0 < s <, where I is the curve as in the proof of Proposition 5.3. Then v satisfies ;v + Av — Vg =0
for 0 < s < 7, where the associated pressure Vq(s) is given by the formula

1 P
Vq(s):ﬁfre“ Vg, di.

Here Vg, is the pressure for each resolvent problem. Note that for Vg, we can apply the pointwise
estimate stated in Remark A.2, which gives the bounds

C‘~ ’
V/Olv/ , < — t—t , B'3
| q(s, )| = F— )34 (1 + |x AT/ (B-3)
C‘~ /
t—t (B_4)

A LX) < =
IV 0ud (8 D= E S a2

fort’ <s <t and |a| <2. We see
(W (1), A”g) = (u” (1), xr, A"g)
= WP (1), xr,A'v(D)) — (WP (1), &, (" TTIAA*Pg — APPg)) + (P (1), xr, A'QA'g).
Then, from the identity
Wl (1), xr, (" VAN Pg — A”Pg))
= (WP (O xr, —u" (1), (" TANPg — APPg)) + e (1), (" TTVAAPg — A”PY)),

we have
[P (1), xr. (e~ VAN Pg — APg))|

< elle”AAPPg — APPgll 1 + uff (1) 2e” A APy — APg] 2

< Cel| APl + [u (D)l 2 eI A*Pg — APyl 2.

Here we have used the fact that the Stokes semigroup is a bounded semigroup in L?,O(Rﬁ). Note that
||A’2|]3>g||Loo is finite since g € Cgo(Rﬁ)d, and there exists 7, > ¢ such that

lu? @) 2l CIAAPg — APPg| 2 <
for any f € (¢, f,). Hence we have

|(” (1), xg.(e" AN Pg — A*Pg))| < Cs.
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The term (u” (1), xg, A'v(1)) is estimated by using the definition of the solution in the sense of distributions,
for xg, A'v is admissible as a test function on the time interval [, 7]. Then we observe that
t
(u” (), xg, A'v(1)) =/ W”, (35 + M) xr, A'v(s)) — (Vp’, xr,A'v(s)) ds + (u” (1), xr, A'v(t"))
l/

t
- / U, (Axr +2V g, - V)A'v(s) — xr, A'Vq(s))ds
t/

—/ (VP (xr. — DA(S)) ds + " (1), xr, A0 ()

t
N / (., (Axr, +2V Xz, - V)A v(s)) ds
I/

+ / W, (Vxr)Aq(s)) ds / (VP?. (xr, — DA'(s)) ds

+ W’ (@), (xr. — DAVE)) + W (1), Av(t)).

Here we have used the fact (u”(s), V(xg,A'q(s))) = 0 and (Vp?(s), A'v(s)) =0 for each s € (¢, 1),

where the latter is verified from V'*V p?(s) € LI]JIOC(R-di-) with |«| <2 and the pointwise estimate such as

[V *0(s, )|+ |V *Vu(s, )| < Cr_p (F —s) /(1 + |x)~41/2, (B-5)

which are obtained from Proposition A.1 for the resolvent problem and the representation
v(s) = —— f 0.4+ A) ' A'Pg da.
2mi Jp
From (B-3) and (B-5), we also observe that

t t
/ <u,0, (AXRS +2VXR5 . V)A/U(S)> ds S CRS_I ||up||Lm([/’[;Llllloc(Ri)) / (f— S)_3/4 ds S CR;I,
t/ t

t
(Ri))/ (f—s)*ds <CR',
t/

uloc

t
f WP (V) Aq(s)) ds| < CRZ NP gy rops
t/

t t
/ (VPP, (xr. = DA V() ds| < CRIVHIV PPl oo nn )y /t (i—s5)"*ds <CR',
t/ !’

and similarly,
| (), (xr, — DA V(")) < CE—1) 4RV,

Therefore, we can take the limit ¢ — 0, which leads to R, — 00 and 7 — ¢, resulting in the identity
W’ (1), N?g) = W’ (t'), Ne ("4 A'Pg).
Then we take the limit p — 0, which gives
w(t), Ng) = (@), Ne =4 A'Pg). (B-6)

Finally, we take the limit z — 0 in (B-6). Then the time continuity in the weak sense, which is assumed
in the definition of solutions, together with the pointwise estimate for e~ ~")4 A’Pg similar to (B-5)
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implies that
(u(r), A*g) =0. (B-7)

Since g € CgO(R‘fr)d is arbitrary, we conclude that for a.e. t € (0, T), x4 > 0, we have u(t, x’, x4) =
(a'(t, x4),0) " by arguing as in the proof of Theorem 4. Once this is shown, the argument is parallel to
the proof of Theorem 4; we can show from (B-2) that p is independent of x; and also A’p =0 for a.e.
t € (0, T), which implies p(t, x) = D(t) - x’ + c(t) for some D € L}, (0, T)? ' and c € L] (0, T). The
last statement for the conclusion u# = 0 is proved in the same manner as in Theorem 4, so the details are

omitted. O
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ALMOST-SURE SCATTERING FOR THE RADIAL ENERGY-CRITICAL
NONLINEAR WAVE EQUATION IN THREE DIMENSIONS

BJOERN BRINGMANN

We study the Cauchy problem for the radial energy-critical nonlinear wave equation in three dimensions.
Our main result proves almost-sure scattering for radial initial data below the energy space. In order
to preserve the spherical symmetry of the initial data, we construct a radial randomization that is based
on annular Fourier multipliers. We then use a refined radial Strichartz estimate to prove probabilistic
Strichartz estimates for the random linear evolution. The main new ingredient in the analysis of the
nonlinear evolution is an interaction flux estimate between the linear and nonlinear components of the
solution. We then control the energy of the nonlinear component by a triple bootstrap argument involving

the energy, the Morawetz term, and the interaction flux estimate.

Introduction

Notation and preliminaries

Probabilistic Strichartz estimates

An in/out decomposition

Local well-posedness and conditional scattering
Almost energy conservation and decay estimates
Bootstrap argument

Control of error terms

. Proof of the main theorem
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1. Introduction

We consider the defocusing nonlinear wave equation (NLW) in three dimensions

{—8t,u +Au=u’, (t,x)eRxR3,

u(0,x) = f(x) € HER?), 9,u(0,x) = g(x) € HSL(R?).

The flow of nonlinear wave equation (1) conserves the energy

EQu] () := /3 LiVu(e, )% + L. 02 + Lu(r, x)° dx.
R
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Since the scaling-symmetry u(z, x) — ;. (¢, x) = A~Y2u(t /A, x /1) of (1) leaves the energy invariant,
we call (1) energy critical. Using Sobolev embedding, it follows that the energy of the initial data is finite
if and only if (£, g) € H)g (R3) x Li([RP). Therefore, we refer to H; (R3) x L%([Ri3) as the energy space.

If the initial data has finite energy, the nonlinear wave equation (1) is now well-understood. In a series
of seminal papers by several authors [Bahouri and Gérard 1999; Grillakis 1990; 1992; Rauch 1981; Shatah
and Struwe 1993; 1994; Strauss 1968; Struwe 1988; Tao 2006b], it was proven that solutions to (1) exist
globally, obey global space-time bounds, and scatter as ¢ — £ 00. In contrast, the equation is ill-posed
if the initial data only lies in H3(R3) x HS~!(R?) for some 0 < s < 1. For instance, it has been shown
in [Christ et al. 2003] that solutions to (1) exhibit norm-inflation with respect to the H; x H ﬁ_l-norm.
Consequently, this shows that we cannot construct local solutions of (1) with initial data in HS x H3™!
by a contraction mapping argument.

In recent years, there has been much interest in determining whether bad behavior such as norm
inflation is generic or only occurs for exceptional initial data. To answer this question, multiple authors
have studied solutions to dispersive equations with randomized initial data. In the following discussion,
we will focus on the Wiener randomization, and we refer the reader to the introduction of [Pocovnicu
2017], as well as [Bourgain 1994; 1996; Burq and Tzvetkov 2008a; 2008b; Nahmod et al. 2012; Thomann
and Tzvetkov 2010].

Let us first recall the definition of the Wiener randomization from [Bényi et al. 2015b; Lithrmann
and Mendelson 2014]. We denote by Q = [—% %)d the unit cube centered at the origin. The family of
translates {Q — k }; <z« forms a partition of R? (see Figure 1). By convolving the indicator function X0
with a smooth and compactly supported kernel, we can construct a function ¢ € C>° (R?) such that

VI e =1 Ve =0, and ) yE—k)=1.

kezd

Then, any function f € LJZC([R{‘Z) can be decomposed in frequency space as

f®O =) vE-kf@.
kezd
If {gk }xeza is a family of independent standard complex-valued Gaussians, the Wiener randomization fj;
of f defined as
2@ =" g@yE—k f&).
kezd

Thus, fy is a random linear combination of functions whose Fourier transform is supported in unit-scale
cubes. The Wiener randomization has been used to prove almost-sure local and global well-posedness of
nonlinear wave equations below the scaling-critical regularity. Lithrmann and Mendelson [2014; 2016]
proved the almost-sure global well-posedness of energy-subcritical nonlinear wave equations in R>. The
first probabilistic result on the energy-critical NLW was obtained in [Pocovnicu 2017], which treated the
dimensions d = 4, 5. This method was extended in [Oh and Pocovnicu 2016] to the three-dimensional
case. In addition to nonlinear wave equations, the Wiener randomization has also been applied to nonlinear
Schrodinger equations (NLS). Bényi, Oh, and Pocovnicu [Bényi et al. 2015a; 2015b; 2019] proved the
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Figure 1. In the left image, we display a partition of R4 into unit-scale cubes, which
forms the basis of the Wiener randomization. In the right image, we display a partition
of R? into annuli, which forms the basis of the radial randomization.

almost-sure local well-posedness of the cubic NLS in R4. This method was then extended in [Brereton
2019] to the quintic NLS in R, In [Oh et al. 2017], the authors proved the almost-sure global well-
posedness of the energy-critical NLS in dimensions d = 5, 6. However, the global well-posedness results
above do not give any information on the asymptotic behavior of the solutions.

In contrast, Dodson, Lithrmann, and Mendelson [Dodson et al. 2017; 2019] proved almost-sure
scattering for the energy-critical NLW. Their result holds in dimension d = 4 and requires that the
original initial data (before the randomization) is spherically symmetric. The main idea is to control the
energy-increment of the nonlinear component of u by a bootstrap argument involving both the energy and
a Morawetz term. The spherical symmetry is needed since the Morawetz estimate is centered around the
origin. However, the Wiener randomization breaks the spherical symmetry, so that f}3; is no longer radial.
This method was subsequently extended to the energy-critical NLS in dimension d = 4 in [Dodson et al.
2019; Killip et al. 2019].

In this work, we introduce a radial randomization that preserves the spherical symmetry of the initial
data. To this end, let us first define a family of annular Fourier multipliers.

Definition 1.1 (annular multiplier). Let f € LJZC(IRd), a>0,and § € (0, 1). Then, we define the operator
Agq s by setting
Aas [ (€)= Xia,a+85)a)(1§12) 1 (§). 3)

In addition, for any 0 < a; < az =< 0o, we also define the operator Ay, 4,) by setting

Ataran T €)= tiar.an (I]12) £ ).

Instead of partitioning R4 into unit-scale cubes, the idea of the radial randomization is to decompose
R4 into thin annuli (see Figure 1).

Definition 1.2 (radial randomization). Fix a parameter y >0 and let {gx }2°_, be a sequence of independent

2

d R%), we define its radial symmetrization by

standard real-valued Gaussians. For any f € L

SO = gt Aper s 1yr) £ (). )

k=0
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There exist two natural choices of y: choosing y = 1 leads to annuli of unit width, whereas choosing
y = 1/d leads to annuli of approximately unit volume.

We now make a few remarks on the properties of f®. First, since the Fourier transform of f® is
radial, it follows that ¢ is radial. Using the same argument as for the Wiener randomization [Oh
2017, Lemma 43], it is easy to see that the radial randomization does not improve the regularity of f.
More precisely, if s € R is such that f & H;(Rd), then f¢ ¢ H;([Rid) almost surely. In light of
the unboundedness of the ball-multiplier, see [Chanillo 1984; Fefferman 1971], it is much harder to
prove L?-improving properties for the radial randomization than for the Wiener randomization. The
probabilistic Strichartz estimates for the random linear evolution exp(%i¢|V|) f¢ will be derived from
a refined (deterministic) radial Strichartz estimate. In contrast to the Wiener randomization, the radial
randomization does not lead to a probabilistic gain of integrability in every nonsharp admissible Strichartz
space. Thus, we see a relationship between the geometric structure of the linear evolution and the effects
of the randomization, which was also discussed in [Chanillo et al. 2017].

Let us now formulate the main result of this work. In the following, we restrict the discussion to
the dimension d = 3. Let (f,g) € H rsad([R3) x H r“;gl (R3) be the given (deterministic) initial data. For
technical reasons, we split the randomized initial data ( /¢, g) into low- and high-frequency components.
For the high-frequency component, we let
sin(t|V])

VI

be the random and rough linear evolution. Next, we decompose the solution u of the energy-critical

F®(t,x) = cos(t|V]) P~a6 f“(x) + P.568%(x) &)

NLW into the linear component F'¢ and a nonlinear component v; i.e., ¥ = F® 4 v. Then, the nonlinear
component solves the initial value problem
—8”1) + Av = (U + Fw)s,

6
U(O,X):P526fw, atv(()’x):PSZégw' ( )

Note that the initial data in (6) almost surely lies in the energy-space H 1(R3) x L2(R3). The above
decomposition into a linear and nonlinear part is often called the Da Prato—Debussche trick [2002]. In the
following, we analyze the solution v of the forced equation (6). Since u = F® + v, any statement about
v can easily be translated into a statement about u.

Theorem 1.3 (almost-sure scattering). Let (f, g) € Hrsad([R{3) X Hrsagl(l]@), let 0 <y <1, and let
rnax(l - % 0) < 8 < 1. Then, almost surely there exists a global solution v of (6) such that

ve COHIRXRHNLILIYRxR3), 9,ve COLAZ(RxR?).

Furthermore, there exist scattering states (voi, vit) € H)% (R3) x L2(R3) such that, if wE (1) are the
solutions to the linear wave equation with initial data (vgt, vft), we have

(@) = w* (1), 8:v(t) = 3w ()| g1 @3yxr2 sy = 0 ast — Foo.

We remark that the restriction on s and the range for y are not optimal; see, e.g., Lemma 7.3 and
Remark 8.5. For any (uo,u1) € H1,(R?) x L2 (R3), we can also replace the initial data in (6) by
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(o + P f®, u1 + P_56¢®). This implies the stability of the scattering mechanism of (1) under
random radial perturbations.

By using the deterministic theory and a perturbation theorem, the proof of Theorem 1.3 reduces to
an a priori energy bound on v; see [Bényi et al. 2015a; Dodson et al. 2017; Pocovnicu 2017]. We will
discuss this reduction in Section 5. For now, let us simply state the a priori energy bound as a separate
theorem.

Theorem 1.4 (a priori energy bound). Let (f,g) € HS (R3) x H571(R3?), let 0 < y < 1, and let

rad

max(l 0) < 8§ < 1. Assume that almost surely there exists a solution v of (6) with some maximal

1
12y°
time interval of existence 1. Then, we have that almost surely

sup E[v](?) < oo. (7)
tel

We now sketch the idea behind the proof of the a priori energy bound, which relies on a bootstrap argu-
ment. Let us fix a time interval / = [a, b] € R. We want to bound the energy increment E [v](b)— E[v](a)
by the maximal energy £ of v on /. We will see that the main error term in the energy increment is given by

/IfRs F®v*9,vdxdr. (8)

In the following discussion, we argue heuristically and ignore all other error terms. Using a Littlewood—
Paley decomposition, we may assume that the linear evolution F® is localized to frequency ~ N. In
dimension d = 4, Dodson, Lithrmann and Mendelson [Dodson et al. 2017] used the Morawetz estimate
to control the energy increment. Following their idea, we may assume under a bootstrap hypothesis that

NEE

1
-1 6
XI5 01Se gy S

After directly applying the Morawetz estimate to (8), the best possible bound is ~ (£ 1/6y4p1/2 L ET7/6,
However, this cannot prevent the finite-time blowup of the energy. Following [Oh and Pocovnicu 2016],
we move the time derivative onto the linear evolution F§;. First, we write d; Fy = |V|F®, where F v is
a different solution to the linear wave equation. After neglecting boundary terms, we heuristically rewrite
the main error term as

/I/%(GIF]‘(,’)vsdxdt=/I/2(|V|ﬁ]‘(,’)v5dxdt~/l/3(|V|5ﬁ]‘v")v4(|V|5v)dxdt. 9)
R- R- R

By using the Morawetz term and the energy, we estimate
[
2

1
2
L8 (xey I VVI

L®L%(IxR3)

‘/I/R%(|V|5I3']‘\‘,’)v4(|V|5v)dxdt

3 1 ~ _1
SN l3IVIE Lt ooy X150

SNxI3IVIZ PR L oo (1 mn -
In this bound, the power of £ allows us to use a Gronwall-type argument. However, even for smooth and
localized initial data, the linear evolution |V|Y/2 F v only decays like (1 + | [)~! and is morally supported
near the light cone |x| = |¢|. Thus, the norm |||x|3/4|V| 1/21}';\(; ||L?L§O(IxR3) diverges logarithmically as
the time interval I increases. Since the energy yields better decay for Vv than for v itself, the logarithmic
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divergence cannot be avoided by placing fewer derivatives on v. Consequently, this argument does not
yield global bounds on the energy of v.

To overcome the logarithmic divergence, we introduce two additional ingredients. First, since the
radial randomization preserves the spherical symmetry of the initial data, the linear evolution | V| 12 v is
spherically symmetric. Using this, we can decompose the linear evolution into an incoming and outgoing
wave; i.e.,

1 1 1~ 1~
IVI2Fy = m(Win[IVIZF,?](I + |x]) + Woull V|2 21t — |x1)).

Second, we use a flux estimate to control the integral of the potential v® on shifted light cones by
the energy. We now combine both of these tools by integrating the profiles |Wi,[|V|'/ 2Fw,j"]|2(r) and
| Woul| V|12 ﬁ,ﬁ" 1|?(t) against the flux estimate on ¢ + |x| = 7. Under a bootstrap hypothesis, we obtain
the interaction flux estimate

1 ~ 1 ~
[ [PV PP axar < (V1 YOI ) + IWaull VI FLNOI )8

2
< ||(f1(</), gaz\)r)HH;/szx—l/zg-

We have not seen this estimate in the previous literature. It is reminiscent of the interaction Morawetz
estimate for the NLS [Colliander et al. 2004], but it controls an interaction between the linear and
nonlinear evolution rather than the interaction of the nonlinear evolution with itself. We believe that
similar interaction estimates may be of interest beyond this work. Using the interaction flux estimate, we
bound

‘// (IV|2 Fy)v*(|V|2v) dx d
3
1 1 ~ 1 _,
<|||x|s|V|2FN||L8/gLOO(, R3)|||x|3(|V|zFﬁ)svuLg(,stﬂuﬂ S0l 10 e 2ty

S ||IXI8|V|2FN|| IC/w - gN)II

L33 L% (I1xRr3) HY?x H_l/zg

From the probabilistic Strichartz estimates, we will see that the seminorm of F© scales like H; Jadvy: )}/ 4

and has a probabilistic gain of W—derlvatlves. Thus, we expect the regularity restriction

2 (5 1 1.1 _ 1 1
s>3(G-g)tii=1-1m

Outline. In Section 2, we review basic facts from harmonic analysis. In Sections 3 and 4, we study
solutions to the radial linear wave equation. First, we prove a refined radial Strichartz estimate which is
based on [Sterbenz 2005]. As a consequence, we obtain probabilistic Strichartz estimates for the radial
randomization. Then, we discuss the in/out decomposition mentioned above in detail. In Sections 5 and 6,
we study solutions to the forced nonlinear wave equation (6). We prove an almost energy conservation
law and an approximate Morawetz estimate. Here, we also introduce the novel interaction flux estimate
between the linear and nonlinear evolution. In Sections 7 and 8, we set up a bootstrap argument to bound
the energy and estimate the error terms. Finally, we prove the main theorem in Section 9.
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2. Notation and preliminaries

In this section, we introduce the notation that will be used throughout the rest of this paper. We also recall
some basic results from harmonic analysis and prove certain auxiliary lemmas.

If A and B are two nonnegative quantities, we write A < B if there exists an absolute constant
C >0 suchthat A < CB. We write A ~ Bif A < B and B < A. For a vector x € RY, we write
|x|:= (Zd xz)l/ % We define the Fourier transform of a Schwartz function f by setting

i=1"

F@=— [ ewixe s,
R4

We denote by J,(x) the Bessel functions of the first kind. Recall that for a spherically symmetric
function f we have

f© =7 [0 Juza (1) £ )18

With a slight abuse of notation, we identify a spherically symmetric function f : R? — R with a function

2A. Littlewood—Paley theory and Sobolev embeddings. We start this section by defining the Littlewood—
Paley operators Pr,. Let ¢ € C2° (R?) be a nonnegative radial bump function such that ¢| B(0,1) =1 and
Pra\B(0,2) = 0. We set W1(§) = ¢(§) and, for a dyadic L > 1, we set

_ (& §
V() = ¢(Z) —¢(Z)-
Then, we define the Littlewood—Paley operators Py, by
PLT®) =WL®(®).

To simplify the notation, we also write f7, := P, f.

Lemma 2.1 (Bernstein estimate). Forany 1 < p1 < pa < oo and s > 0, we have the Bernstein inequalities

da _d
fora”LZL ||fL||L£2(Rd)§LP1 V29 HfL”szl(Rd)’
forall L >1, |||V|ist||L§1(Rd) ~ LiS”fL”Lfl(Rd)’
forall L > 1, ||VfL||LfC’1 (R) ™ L”fL“Lﬁ‘(Rd)‘

Lemma 2.2 (square-function estimate, see [Muscalu and Schlag 2013, Theorem 8.3]). Let 1 < p < .
Then, we have for all f € LE(R?) that

||f||L§g(|Rgd) ~d,p ||fL||L§e%(Rd><2N)- (10)

For notational convenience, we use a different function to define a dyadic decomposition in physical
space. As before, we let y € Cfo([R{d ) be a nonnegative, radial bump function such that x|p(,;) = 1 and
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X|ra\B(0,2) = 0. We also assume that y is radially nonincreasing. We set y1 := y, and for any dyadic

X7 (x) = x(%) - x(z%)

Thus, the family { s} s>1defines a partition of unity adapted to dyadic annuli. Furthermore, we let x; be

J > 1, we set

a slightly fattened version of y.

Lemma 2.3 (mismatch estimate). Let L, J, K € 2No  Fyrthermore, we assume that the separation
condition J/K + K/J > 23 holds. Then, we have for all 1 <r < oo that

s PLxx e ey Lr@ey Sm (LIK)™  forall M > 0. (11)
We follow the argument in [Dodson et al. 2019, Lemma 5.10], which treats the case L = 1.

Proof. Let f € L, (R%) be arbitrary. Let ¢ be a suitable bump function on the annulus |x| ~ 1. Using the
separation condition, it holds that

1o PLx f(6) =ty ()L /R L=y () f () dy

= xs ()L /R (L= y)pmax(] KT =y () f () dy.
From Young’s inequality, it follows that

Ixts Pk f g ey < 1LY @(Lx)g(max(J. K) ™) L1y | £ 2z a)-

Next, we estimate

IL4 W (Lx)p(max(J. K) " x)|| 1 = LY / |U(Lx)|¢(max(J, K) " x)dx
Rd
= f |0 (x)|(L" max(J, K) " x) dx
R4
_ / () dx <y (Lmax(J,K)"™M. O
|x|~L max(J,K)

Lemma 2.4 (Bernstein-type estimate). Let L € 2N, 1 < p < oo, and a > 0. Then, we have

)™ P fllpgay S L7H) TV fllppgay + L7 fllLe ey (12)
By iterating this inequality, we could further decrease the weight in the term || (x) ™1 7| L2

Proof. The proof is based on a dyadic decomposition, the localized kernel estimate (11), and the standard
Bernstein estimate. We have

o0
1) ™ PL N p uay S D TP It P17 e
J>1

o0 > i
5Zaf_ap||XJPL)?Jf”i§(Rd)+ZJ_ap( Z ||XJPLXKf||L§(R")) - (13)
=1 J>1 K:KAJ
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We now estimate the first summand in (13). Using the Bernstein estimate, we have

o0 o0
DTN PLis S gy < D I TP NPLE 1] 0 gy
J=1 J>1

o0
S TPV G O )
J>1

00 oo

S ITPLTPNIN S pgay + 20 I TP LTPINGD SN o
J>1 J>1
00 [e.°]

< Z J_apL_p||Vf”i§(|x|~J) + Z J_(aH)pL_p“f||ifg(|x\~1)
J>1 J=1

LIV UL gy + L2 A1 0 -

Thus, it remains to estimate the second summand in (13). Using (11) and choosing M > 0 large, we have

S P
ZJ—“P( 3 ||xJPLXKf||L§(Rd))

J>1 K:KAT

o0 p
<3 J_“p( > (JKL)—W*“*”nsz||L;;(Rd))

J=1 K:KAJT
00 D
< L—(M+a+1)p Z J—(M+2a+1)p(2 K—M) ”(x)_a_lf”z;”(u;ed)
J>1 K>1 ’
S L) 12 O

In Section 8B, we will use a Littlewood—Paley decomposition in an error term coming from the Morawetz
estimate. To control this error, we will need the following estimate for the Morawetz weight x /|x|.

Lemma 2.5. Let L > 1 and let d > 2. Then, we have

(2]
L T ~ T
|x] Lx|
Proof. Let j =1,...,d. It holds that
‘PL(E)‘:M/ B(Ly) LY dy'
|x| R4 |x — |

—14

Lol
Rd lx—=yl ||

o x(xl ==y — ]
< Ld/ B(Ly)l| Y J
y x Il

~ [yl
dy < / W(y)|-—————dy
R4 |Lx —y|

|yl
|x =y

<14 / B(Ly)|
Rd



1020 BJOERN BRINGMANN

Using the rapid decay of 0, the estimate then follows by splitting the integral into the regions |y| < %L |x],
|yl ~ L|x|, and |y[ = 2L]x]. 0

In addition to the standard Sobolev embedding, we will also rely on the following weighted Sobolev
embedding for radial functions.

Proposition 2.6 (radial Sobolev embedding, see [De Népoli and Drelichman 2016, Remark 2.1] and
[De Népoli et al. 2011]). Letd > 1, 0<s <d, 1 < p < o0,
d d

11 11
a<=, B>-%, a—ﬁz(d—l)(———), and - = —+
P q q p q

a—pB—s
P d =~

If p < q < oo, then the inequality

12 £llLe S WV £l (15)

holds for all radially symmetric f. If ¢ = o0, the result holds provided that

a—ﬁ>(d—1)(l—l).
q p

2B. Calderon-Zygmund theory. In order to use weighted estimates, we introduce some basic Calderén—
Zygmund theory.

Definition 2.7 [Stein 1993, Section V]. Let w € Llloc(Rd ) be nonnegative. For 1 < p < oo, we say that
w satisfies the A,-condition if

(3 ) (i o o) a0
sup [— [ wdy)[— | w 7dy|] <oo.
B=8B.(x)\|B| /B |B| JB

The following well-known criterion for power weights can be proven by a simple computation.

Lemma 2.8 [Stein 1993, Section V.6]. Let w = |x|* and let 1 < p < co. Then w satisfies the Ap-condition
if and only if
—d<a<d(p-1).

The following proposition is a consequence of Theorem 7.21 and the proof of Theorem 8.2 in [Muscalu
and Schlag 2013]. We also refer the reader to [Stein 1993, p. 205].

Proposition 2.9 (Mikhlin-multiplier theorem). Let m : R4\ {0} — C be a smooth function. Assume that
m satisfies for any multi-index y of length |y| <d +2

107 m(£)] < Blg|.

Let m(V /i) be the associated Fourier multiplier and let 1 < p < oo. For any Ap-weight w, there exists a
constant C, depending only on d, p, and the supremum in (16), such that

Im(V/i) fllLr@wax) < CBI flLrwaxy forall f € SRY).

Remark 2.10. We will apply Proposition 2.9 to the Riesz multipliers m; (§) = §&; /|£| and to the Littlewood—
Paley multipliers Wy, (§).
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3. Probabilistic Strichartz estimates

In this section, we derive probabilistic Strichartz estimates for the radial randomization. For the Wiener
randomization, there exist two different methods for proving probabilistic Strichartz estimates.

The first method relies on Bernstein-type inequalities for the multipliers f +— ¥ (V/i —k) f. After
using Khintchine’s inequality to decouple the individual atoms of the randomization, the LZ%-improving
properties of the multiplier are used to move from a space L?th‘ into a space L?Lf"’. Then, one applies
the usual Strichartz estimate to control the evolution in L7 L2", which depends more favorably on the
regularity of the initial data. For example, this method has been used in [Bényi et al. 2015a; 2015b; 2019;
Oh et al. 2017; Killip et al. 2019; Lithrmann and Mendelson 2014].

The second method relies on refined Strichartz inequalities. Here, the frequency localization is used
explicitly to derive improved Strichartz estimates. To mention one example, the refined Strichartz
estimate in [Klainerman and Tataru 1999] is based on a new L1 — L%°-dispersive decay estimate. In the
probabilistic context, this approach was first used in [Dodson et al. 2017].

For the radial randomization, the multipliers are of the form f +— A, s f. In a celebrated paper,
Fefferman [1971] proved that the annular Fourier multipliers in dimension d > 2 are bounded on L7 if
and only if p = 2. However, if we restrict to radial functions, then the annular Fourier multipliers are
bounded on L? for all 2d/(d + 1) < p <2d/(d — 1); see [Chanillo 1984]. Using Young’s inequality,
it is also possible to prove L1 — L% bounds for p > 2d/(d + 1). From interpolation and duality, one
can then obtain the strong-type diagram for the annular Fourier-multipliers on radial functions. However,
the dependence of the operator norm on the normalized width § is rather complicated, and the resulting
Strichartz estimates are nonoptimal. Instead of using the Bernstein-based method, we therefore prove a
new refined Strichartz estimate for radial initial data. As in previous works, we can then use Khintchine’s
inequality to obtain probabilistic Strichartz estimates.

Proposition 3.1 (refined radial Strichartz estimate). Let f € erad(le). Let 0 < § < 1 and assume that
there exists an interval I C [%, 2] such that |1| <8 and supp f C{&:||&||2 € I}. Then, we have

. 1__ 1
Ix1* exp(£it|V]) fll L9 12 (mxre) Seg.p 82 ™D || f 2 e a7
as long as
d 1 1 1 .
——<a< d—l(———)—— if 2<gq, p < oo, (18)
» (d—Dl3 2) g if2=<q.,p
—£<oe<(d—1)(l—l) if q=o00,2<p<o0, (19)
T 2.p -
d—1 1 .
0§a<T—6—] if2<qg<o00, p=o00, (20)
d—1 :
Ofosz if g=p = oc. 2D

The estimates of Proposition 3.1 can be visualized using a “Strichartz game room”; see Figure 2.
Proposition 3.1 is a refinement of [Jiang et al. 2012, Theorem 1.5] and [Sterbenz 2005, Proposition 1.2],
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Q=

—1

Figure 2. We display the weighted radial Strichartz estimate from Proposition 3.1 in
d = 3. The true endpoint estimates correspond to either green spheres or black lines,
whereas the false endpoint estimates correspond to either red spheres or red lines. The

black sphere at (3, 1,0) serves as a visual aid.

and we follow their argument closely. We remark that the corresponding Strichartz estimate for non-
frequency-localized functions [Jiang et al. 2012, Theorem 1.5] may fail for some of the endpoints
above.

Proof. By time-reflection symmetry, it suffices to treat the operator exp(i¢|V]). Recall that we denote
by J, the Bessel functions of the first kind. For any radial function f € erad([Rd ), we identify f with a
function f : R~¢ — R. Then, it holds that

exp(i]9) /1) =7 [ explitp) Tz () p1o% dp. 22)

Inserting the known asymptotics for Bessel functions, see [Jiang et al. 2012], we may estimate

de1 2w R
(14073 [ explitc £ r)pm(r: 0, 4y 0. () dp. 3)

Here, ¢(1/4,4) is a smooth cutoff-function that equals 1 on [% 2] and is supported on [% 4], and m(r; p)
is a smooth function that satisfies |8{,m(r; p)| <j 1forall j > 0. Since supp f < [%, 2], we may write

2r R
7o) =Y cxexplikp). where e = 5 [ exp(-ikp) £ (o) dp. 4
kez 0

Inserting (24) into (23), we have to bound

de1 2n
S T e [ explitc £+ bpm(ri )by g (0) b @s)

kez

Integrating by parts 2M times, we have

2
| expite £ ke 009y 4y (0)dp| ar (11t 4 k)M,
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Therefore, we obtain
. _d—1 d—1 _
I1x|% exp(@t|V) fllppway SNA+r)" 2 r%r 7 (1+ [t +k£r)) ZMck”Lf(}C(RN)xz)
_d=1 d—1 _
<NA+r)"Zr 5 A+t +k£r) Mck||L%£(R>0XZ), (26)

where we have used Holder’s inequality in the k-variable. Since

and @ > 0 if p = oo, we obtain for sufficiently large M that
d— d—1 — _d—1 d—1
1A +r" 2 r 5 A k)™Ml S A+l KD e+ k557

min(p,q) Ny

From the embedding £, i and Minkowski’s integral inequality, we obtain

* explit|V < k)™ e+ k2T
[x® exp(t[V]) fllLa L2 @xmay S 11+ 12 +k]) L+ k7T 7 crellLaer mxa)

_d—1 d—1
S+t +k) 2 e +k|a+ 4 Ck”elr?in(p,q)L?

(ZxR)
< llewll gnco.o g 27
From Plancherel’s theorem and the support condition on f , we have
2 L [P 2 2

el o) = 57 /0 £ )2 dp~ 11 £ 1122 a
Furthermore, since supp f is contained in an interval of size < §, we have

el = 5t [ 1F@1dp 58811260y
Then (17) follows from (27) and Holder’s inequality. O

Remark 3.2. We note that there is no §-gain for ¢ = 2. For instance, this follows from a nonstationary
phase argument by choosing f as the inverse Fourier transform of x[; 145](|§]). As a consequence, we
obtain no probabilistic gain for Strichartz estimates with parameter ¢ = 2; see Lemma 3.4. This indicates
that the spherical symmetry imposes restrictions on the randomized linear evolutions. We therefore view
the radial randomization as a modest step towards probabilistic treatments of the geometric equations
discussed in [Chanillo et al. 2017].

Corollary 3.3. Let f € erad([R{d) and Ay 5 as in (3) witha ~ N. If a, p, and q satisfy (18)—(21), then
o , d_g_ 1l_d 1___1 __
x[® exp(£it|[V) Aas fllpapp SN2 @ »82 mntrad [Ags fllp2- (28)

Proof. For any g € erad([Rd ), we have

Aasg(0) = (44 .5(2(57))) V).
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From scaling and (17), it then follows that
o Z*:t V A < N%_a_é_%S%_min(lp q)
[x® exp(£it|V)Aas fllLapr < DN fllgz-
Finally, replacing f by A, s f above, we arrive at (28). |
Lemma 3.4 (probabilistic Strichartz estimates). Let f € Hrsad(IRd) with

d 1 d 1(1 1 )’ (29)

o AT T
—2 q p y\2  min(p,q)

where y is as in Definition 1.1. Let o and 2 < p,q < oo satisfy (18). Then, we have for all 1 <o < oo
that

[ exp(£it V) [N 1o 1912 Sp.aas VOIf | Hs@e)- (30)

Proof. We prove (30) only for 0 > max(p, ¢q). The general case then follows by Holder in the w-variable.
From the square-function estimate (Lemma 2.2), Minkowski’s integral inequality, Khintchine’s inequality,
and Corollary 3.3, it follows that

I1x[* exp(i1| VD) £l g po e < I1xI% exp(@it|V) £l g 1262
.o
< x| exp(Eit| V) 2l 2, Lo 121
< Vo llx|* exp(Eit| V) A fiv 3, 1o 262
< Vollx|* exp(Eit| V) A fiv 2, 2 1 1.2

< VoN“fulgz 2
= Vol fllm;.

We remark that f; is only localized to frequencies < 1, so that the inhomogeneous Sobolev norm above
is necessary. u

Lemma 3.5 (probabilistic L°-Strichartz estimates). Let fy € er d([F\€3’) and let f be its radial random-

a
ization. Then, we have

3 . 3.1
I1x[® exp(it VDSl g 1330 S VONT5 [ N2,

1 . 1—-L
I1x1¥ exp(£it[V]) f2ll g 1310 S VON " | fivll 2

Remark 3.6. Since p = oo, we can no longer use the usual combination of Minkowski’s integral
inequality and Khintchine’s inequality. We resolve this by using a radial Sobolev embedding.

Proof. Let 1 < p < oo be a sufficiently large exponent. Using Proposition 2.6 and Lemma 3.4, we have
for all p <o < oo that

3 exp(Li1[V]) /2 < 113 exp(i 3 o < JoNi®
1518 exp(it| VD) £21l g 157300 S NxI3 exp(EitVDIVIZ £, 53,0 S VONTH | fivll 2.
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Note that, due to scaling, the parameter p does not appear in the final estimate. Similarly, we have
1 . 1 . 3 1—-L
x4 exp(it[VD)f2 g 14100 < X1 exp(EitVDIVIZ [l g par0 < VON'"% | Syl 2. O

Lemma 3.7 (probabilistic L¢°-Strichartz estimates). Let f € L2 (R?) and let § > 0. Then, we have for
all1 <o <ooandall N €27 that

1
lexp(&it|VD) f§ll g roors < VONTT | full2, €1V
1 . _1=5
I1x12 exp(£it|V) f§ g LooLse S5 VON' =2 || fvll - (32)

Remark 3.8. Since ¢ = 0o, we can no longer use the same combination of Minkowski’s integral inequality
and Khintchine’s inequality as in the proof of Lemma 3.4. The same problem was encountered in previous
works using the Wiener randomization. In [Oh and Pocovnicu 2016, Proposition 3.3], a chaining-type
method was used to bound L$°-norms on compact time intervals. In [Killip et al. 2019, Proposition 2.10],
the authors obtain global control on an L?°-norm via the fundamental theorem of calculus. Here we
present a slight modification of their argument. An alternative approach consists of using a fractional
Sobolev embedding in time [Dodson et al. 2019].

Proof. Let 1 < g < oo be sufficiently large and assume that o > g. We fix ¢, 11 € R. By the fundamental
theorem of calculus, it holds that

lexp(ita| V1) 21l g < llexp(tolVI) £i21l ¢ + / 10 (exp(it]V]) £2)]] ¢

[t():tl]
<l explitol VD) [l ¢ + N /[ exp(ir| V1) £ g o
10,11
1 .

S lexp(itol V) SN s + Nt —10) @ [ exp(it|VI) SN | L9 16 mxr3)-

By taking the g-th power of this inequality and integrating over tg € [t; — N~!,#; + N~1], we obtain
lexp(ea V1) /3718 g < NI exprIVD 120 o oy’
Taking the supremum in #; and using Lemma 3.4, it follows that
. 1 . —L
| exp(Eit|V) Sl o poore < N1 exptVI) Sl g 1o 16 @iy < VON 7 | fwll 2.

Using the radial Sobolev embedding (Proposition 2.6), Proposition 2.9, and the same argument as before,
we obtain

1 . 1 : 3
x12 exp(£it|V]) 3 lLg Loorge S Nlx|Z exp(Fit VDIV f§ |l g poo e

1,3 1 .
SNaTa||x|2 exp(£it|V]) 5l Lg o9

This completes the proof of the second estimate. O
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out

in out in ]{u\t
L4

Figure 3. We display the in/out-decomposition for radial solutions of the linear wave
equation in d = 3. The blue lines correspond to incoming waves and the red lines
correspond to outgoing waves. The incoming wave will be reflected at the origin and
transformed into an outgoing wave.

r

4. An in/out decomposition

In this section, we describe a decomposition of solutions to the linear wave equation into incoming and
outgoing components (see Figure 3). This decomposition relies heavily on the spherical symmetry of
the initial data. The in/out-decomposition can be derived in physical space by using spherical means;
see, e.g., [Sogge 1995]. However, for our purposes it is more convenient to derive the decomposition in
frequency space. A similar method has been used for the mass-critical NLS in [Killip et al. 2009].

Let f € L2 (R3) be spherically symmetric. Using the explicit expression

rad
2
J1(x) =y —sin(x),
2 X

cost [V 1) =4 [ costen)a o) f o2 dp

see [Bell 1968], it follows that

— \/g% [0 cos(tp) sin(rp) £ (p)p dp

- f—n% /0 (sin((z + r)p) — sin((t — r)p)) £ (0)p dp.

By defining
Wilh(r) = /O sin(xp)(p)p dp. (33)

it follows that

cos(t|VI) f = WL £t + 1) = Wsl Fe = r).
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Next, let us derive the corresponding decomposition for the operator sin(z|V|)/|V|. Let g € H TL(R3) be
spherically symmetric. Then,

Sml(tvl|v') (n=r== / ) sin(p)J 1 (r0)2(p)p? dp
\/; / sin(zp) sin(rp)g(p) dp
= L_ / (cos((t —r)p) —cos((t +r)p))g(p) dp.
By defining
1 o0
Weltle) = = [~ eosemiorp dp
it follows that
sin(z|V|)

= Wl 1 )+ Welp T 81— ).

Thus, the solution F' of the linear wave equation with initial data (f, g) € Lrad([R{3) X H ([R{3) is given
by

F(t,x) = (Ws[f](t+r) Welo™" 81t + 1) = Wl £1( —r) + Welp™ ' 81 — 1))

Definition 4.1 (in/out-decomposition). Let ( f, g) € erd R3) x H ([R{3) and let F be the corresponding

solution to the linear wave equation. Then, we define
Wil F1(x) = Wy f1(2) = Welp ™' £1(2),
Woul F1(z) = =Ws[/1(x) + Wel[o™' £1(2).
As a consequence, we have

F(t,x) = (Wm[F](r + 1) + WoulF1(t —1)). (34)

Even though W;,[F] equals —W,y[F] we introduced two different notations to serve as a visual aid.
This also allows us to safely leave out the arguments ¢ 4+ r and ¢ — r in subsequent computations.
From Plancherel’s theorem, it follows that

IWsR1 (Ol L2 @y + IWelP]liL2 @) < 107 2R (35)
As a consequence, we have
IWal FIO 2y + 1 Woul FYO 28 < 17 12y + 181 goy- (36)

In the analysis of the Morawetz error term (see Section 8B), we will need to control an interaction
between V F and the nonlinear part v. However, the individual components of V F are not radial. To
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overcome this technical problem, we write

0x, F(t.x) =L 0, F(t.r)
: r

= _%(Wout[F](t —7) + Wl F](t +1)) + %(—(3rWout[F])(f = 1)+ (Wl FD( +1)).

After a short calculation, we see that
0 Wil f1(r) = Welpf1(r) and 3. W[o~'8](x) = —W;[g](v).
Then, we define

Wi v[F1(7) := Welp f1(2) + Ws[g](2), 37)
Wou, v [F1(7) := Welp f1(2) + Ws[g](2). (38)

Using these definitions, it follows that
Xj Xj
O F(t,x) = =5 F(t,x) + 5 (Wou v [F1( =) + Wi, 9 [F](t + 7). (39)
Using the same argument as above, we have

I Wour 9 LFI 2y + W9 FIO 2y < 1 gy + 181122 -

Lemma 4.2. Let [ € L2 (R?) be such that

supp(f) C (£ : |£] € [a, (1 + 8)al}.

Then, we have for all 2 < g < oo that

1_1
IWs[F1Oze @y + IWelf 1@ Lem < @82 4| fll 2R3 (40)
Proof. Using Holder’s inequality, we have

(1+4+68)a %

WL+ W01 [ |f(p)|pdp§(a5)é(/o |f<p)|2p2dp) = @)A1 f 2.

a

This proves (40) for ¢ = co. Together with (35), the general case follows by interpolation. O

Lemma 4.2 is the analog of the square-function estimate [Dodson et al. 2017, Lemma 2.2] for the
Wiener randomization. However, since f is radial, it is much easier to prove.

Corollary 4.3 (improved integrability for the in/out decomposition). Let f € erad (R3). Then, we have
forall 2 < g < oo that

WL/ g Lo+ IWel F21O 2 20 < NOTICD) fy 2 gay-
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Proof. As in Section 3, we restrict to the case ¢ < o < 0o. Using a combination of Khintchine’s inequality,
Minkowski’s integral inequality, and Lemma 4.2, we have

IWs[/¥1O g e < IWs[/N1O ez
S Vo IWs[Ak NI Lag2
= Vo [ Ws[Ak [Nl g2 Lo
sNOG=D 4 fylg 2
s NG py .
The same argument also works for W[ f3](7). |

Remark 4.4. For y = 1, Corollary 4.3 shows that Ws[/¥](7) € (2<j<c0 L% (R) almost surely for all
fe Hr?lgr (R3). This holds because the radial randomization is similar to a Wiener randomization of the

function f(r)r.

5. Local well-posedness and conditional scattering

Recall that the forced nonlinear wave equation is given by

—gv+Av=W+F), (t,x)¢€ R x R3,

i 41
v(to, x) =vo € HLX(R3), 9,v(to, x) = v1 € L2(R?). “D

In this section, it is not important that F' solves a linear wave equation. However, this will be essential in
Sections 6-9.

Lemma 5.1 (local well-posedness). Let (v, v1) € H}(R*)x L2 (R?) and assume that F € L L1°(RxR3).
Then, there exists a maximal time interval of existence I and a corresponding unique solution v of (41)
satisfying

(v,0v) € (COHL(I xR N L3, L30T x R?)) x CPL2(I x R?).

t,Jloc™x
Moreover, if both the initial data (vg, v1) and the forcing term F are radial, then v is also radial.

The proof consists of a standard application of Strichartz estimates, and we omit the details. We refer
the reader to [Dodson et al. 2017, Lemma 3.1] and [Pocovnicu 2017, Theorem 1.1] for related results. In
[Pocovnicu 2017] the stability theory for energy-critical equations was used to reduce to the proof of
almost-sure global well-posedness to an a priori energy bound. Similar methods have also been used in
[Bényi et al. 2015a; Dodson et al. 2017; 2019; Killip et al. 2019; Oh and Pocovnicu 2016].

Proposition 5.2 [Dodson et al. 2017, Theorem 1.3]. Suppose (vo,v1) € HY(R?) x L2(R?) and F €
L2 LI%(R x R3). Let v(t) be a solution (41) and let I be its maximal time interval of existence. Further-
more, we assume that v satisfies the a priori bound

M = sup E[v](t) < oo. (42)
tel
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Then v is a global solution, it obeys the global space-time bound

Illzszro@xm < CNE L5110 @xma) <00
and it scatters as t — Fo0.

Theorem 1.3 in [Dodson et al. 2017] is stated for the energy-critical NLW in d = 4. However, the same
argument also yields Proposition 5.2. We point out that the proof crucially relies on the deterministic
theory for the energy-critical NLW [Bahouri and Gérard 1999; Tao 2006b].

6. Almost energy conservation and decay estimates

In this section, we prove new estimates for the solution to the forced NLW

—0v+Av=@w+F), (t.x)eRxR3,

i 43
v(to, x) = vo € HY(R?), d,v(to, x) = vy € L2(R3). )

In contrast to Section 5, we now assume that F is a solution to the linear wave equation. Recall that the
stress-energy tensor of the energy-critical NLW is given by

00._ 1 2 2y, 1.6
T = 5((817)) +|VU| )—|—8U )
770 .= —9,v Ox; U,
ik . 2
T7% =0y vy, v — 18k (=010 + A)(V?) + 184 0°.
In the above tensor, we have j, k = 1,2, 3. If v solves the energy-critical NLW (1), then the stress-energy
tensor is divergence-free. This leads to energy conservation, momentum conservation, and several decay
estimates, such as Morawetz estimates, flux estimates, or potential energy decay; see [Sogge 1995; Tao
2006a]. If v solves the forced nonlinear wave equation (43), then the stress-energy tensor is no longer
divergence-free. However, the error terms in the divergence are of lower order, so we can still hope for

almost conservation laws and some decay estimates. More precisely, with A := (v + F)> —v°, it follows
from a standard computation that

9 T% + 3y, T = —N 9,0, “4)
8,TJ0+8xk TJk :Naxlv_%ax, (NU) (45)

For our purposes, the most important quantity measuring the size and regularity of v is its energy
ER)0) = [ 41V0P + 4o + Lol d.
For future use, we also define the local energy as
e[v](r) == / 1IVol2 + 10,0 + £[v|® dx.
x| <le|

Next, we determine the error terms in the almost energy conservation law.
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Proposition 6.1 (energy increment). Let I = [a, b] be a time interval and v : I x R3 — R be a solution
to the forced nonlinear wave equation (43). Then, we have

|E[v](b) — E[v](a)]

5
S I Fl oo 6 1y S0P E1(0)F + ‘ [ [ @rtaxa
: tel 1 JR3

+// |FI2(|F| + [v])3|9;v| dx dr.  (46)
I JR3

The first summand on the right-hand side of (46) has a lower power in the energy. After placing the
random linear evolution in L LS (R x R3), it can easily be controlled via a bootstrap argument. The
second summand is the main error term in this almost energy conservation law, and we will control it
in Section 8A. Finally, the third summand in (46) only includes lower-order error terms, and they are
controlled in Section 8D.

The idea to integrate by parts in the energy increment has previously been used in [Dodson et al. 2019;
Killip et al. 2019; Oh and Pocovnicu 2016].

Proof. From the divergence formula (44), it follows that
d _d 00
dtE[v](t) = /R3 T (t,x)dx
=— | Nod;vdx
R3

=—5/ Fv*d,vdx— [ (10F2v34+10F3v2+5F*%v+F>) ;v dx.
R3 R3

Integrating in time, we obtain

|E[v](b) — E[v](a)| < ‘/1 /ﬂ: Fv*9;vdxdr

+// |F12(|F| + |v])3|9;v]| dx dt. (47)
1 JR3

The second summand in (47) is already acceptable; thus, we now turn to the first summand. Using
integration by parts, we have

// Fv*d;vdxdr // F9;(v°)dxdt
I1JR3 I1JR3

/ 3;(F)v>dxdr
I JR3

5

=

+/ |F|(b,x)|v|5(b,x)dx+/ |F|(a,x)|v]’(a,x)dx
R3 R3

<
~

3
1JR3 ! tel

Thus, the contribution of the first summand in (47) is also acceptable. O

By contracting the stress-energy tensor against different vector fields, one sees that solutions to the
energy-critical NLW obey a range of decay estimates. One of the most important decay estimates in
the study of dispersive equations is the Morawetz estimate, and it has been used to prove almost-sure
scattering in [Dodson et al. 2017; 2019; Killip et al. 2019]. For the reader’s convenience, we recall a
classical Morawetz identity.
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Lemma 6.2 (Morawetz identity). Let I = [a, b] be a given time interval, and let v : I x R> — R be a
solution of (43). Then, we have the Morawetz identity

// —dxdt+n/|v|2(t,0)dt+// |Vangv|? dx dt
R3 |x| I JR3
= Btv— Vv—4—8,vdx

—/ N Vo dxdr — // —Nvdxdt (48)
|x]| |x| t=a JI |x| R3 |

Here, Vangv := Vv — (x/|x|) - Vv denotes the angular component of the gradient of v.

The lemma follows along a line of standard computations using (44) and (45); see, e.g., [Tao 2006a].
We now rewrite the error terms in (48) more explicitly in terms of F, and group similar terms together.

Proposition 6.3 (Morawetz estimate). Let I = [a, b] be a given time interval, and let v : I x R3 — R be
a solution of (43). Then, we have the Morawetz estimate

//[R3mdxdt<§1€ql)E v](t)+‘//R x |V (F)v® dx dr

/[ LRIl Feaxar [ [ FEGRHD (' '+|Vv|)dxdz (50)
. ]

The second summand in (49) is the main error term in this estimate, and we will control it in Section 8B.

(49)

In contrast, the error terms in (50) are easier to control, and they will be handled in Section 8D.

Proof. To prove the proposition, we have to control the terms on the right-hand side of (48). First, using
Hardy’s inequality, we have

b
X v
/ ;v —-Vv—4— 0,vdx
R3 |X| |)C| t=a
v
SN0 Oz L2 xm IVl Lo L2 xmy T 100D oo 121y | 717
Ly (IxR3) 7° L% (I xR3) 7°Lx (I xR3) |x| L?OL%(IXH@)

< sup E[v](1).
tel

Thus, the contribution is acceptable. Second, we have

N— Vv dx dt

< // Fv*— Vvdxdt‘ // |FI2(|F| + |v])?|Vv|dx dt
1Jr3 | x| 1Jr3
// Fr. V(v°)dxdt| + // |FI2(|F| + |v])| V| dx dt
1Jrs x| 1Jr3
X 5
VA F— v’ dxdt
R3 |x]
// —.V(F)v°dxdt|+
r3 |X|

R3

A

A

+// |F|2(|F| + [v])3| V| dx dr

ff —|v|5dxdt+// |FI2(|F| + |v])?|Vv|dx dr.
R3 X| R3

A
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r=|x|

t/\

=V

Figure 4. This figure displays the quantities involved in the forward flux estimate. The
local energy at times ¢ = a, b is the integral of the energy density over the red regions.
The flux is the integral of v® over the blue region in space-time. Using the stress-energy
tensor, we can control the flux by the increment of the local energy.

Thus, the contribution is acceptable. Finally, we have

1 1 1
//—%MM&S//—AHMHMNMM&S//—AHWMMWMm.D
1 Jr3 |x] 1 Jr3 |x] 1 Jr3 x|

In contrast to the case d = 4 as in [Dodson et al. 2017; 2019], the energy and the Morawetz term
are not strong enough to control the main error terms. In addition, we will rely on the following flux

estimates on light cones.

Lemma 6.4 (forward flux estimate). Let v be a solution of (43) on a compact time interval I = [a, b] C
[0, 00). Then, we have

1/‘ v%amdo@x)gdﬂw)—qwmy+/ dv((v+ F)°> —v )dxdr. (51
6 |x|=t,tel |x|<t,tel
Remark 6.5. The flux estimate is a monotonicity formula based on the increment of the local energy.

See Figure 4. The term on the left-hand side of (51) describes the inflow of potential energy through the
light cone.

Proof. We have

%e[v](z):/ %|Vv|2+%|8,v|2+é|v|6da(t,x)+/ 3: VoV + 3,50 9,0 4 v° d;v dx
|x|=t

|x|<t

:/ %|Vv|2+%IBtUIZ—athv-ﬁ+%|v|6da(t,x)+/ ;000 — Av +0°) dx
|x|=t

|x|<t
3/1 %WP®UJ3+/ d;v(—(v + F)° +v°) dx.
|x|=¢ |x|<t
Integrating over ¢ € I, we arrive at (51). O
The estimate (51) by itself is not useful. Indeed, it only controls the size of v on a lower-dimensional

surface in space-time. We will now use time-translation invariance to integrate it against a weight
w e LL(R).
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I/Vout”V‘FN]
X
T

Figure 5. We display the idea behind the interaction flux estimate. By using the time-
translation invariance of the equation, we can control v® on the blue region of each shifted
light cone. Then, we integrate the forward flux estimate against a weight w depending
only on the shift 7. Since the outgoing component W [|V|Fx]( — |x|) is constant on
forward light cones, we choose w = |Wou[|V|Fn]|2.

Proposition 6.6 (forward interaction flux estimate). Ler v be a solution to the forced NLW (43) on a
compact time interval I = [a, b] C [0, c0). Also, let w € L%(R) be nonnegative. Then, we have

_ 6
/,/W w(t —|x])|v|°(, x) dx dr

5
S w1y sup E]@) + lwlip 1@l £l Loo 16 (7 xr3y sup E[v](2) 6 (52)
tel tel
t—|x|
+ // (/ w(r)d‘c) 3 (F)v° dx dr| + // w(t — |x|)Fv> dx dt| (53)
I JR3\J—00 I JR3

In order to control the energy, we essentially choose w as the outgoing component of the linear wave F
(see Section 7 and Figure 5).

The terms in (52) correspond to boundary terms, and they can easily be controlled by a bootstrap
argument. The main error terms are in (53), and they will be controlled in Section 8C. In contrast, the
errors in (54) are of lower order, and they will be controlled in Section 8D.

To remember that the weight w in (53) should be integrated over (—oo, ¢ — | x|], note that the contribution
of the error d,(F)v> should be weighted less as  — —oo and |x| — oo.

Proof. By time-translation invariance and Lemma 6.4, we obtain for any 7 € R that
11,6
/ g, x)do(z, x)
|x|=t—1,tel

5/ 1IVol2 + 118,012 + £v|® dx
|x|<b—t

t=b

+ / d;v((v + F)° —v°)dx dt
t=a |x|<t—t,tel

—f| 1IVo2 + 110,02 + £v[® dx
x|<a—rt

<2sup E[v](z)+/|| ) 3:v((v+ F)’ —v°)dxdr. (55)
xX|<t—1,1€

tel
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Integrating (55) against the function w(t), we obtain

é/]/ﬂ@ w(t — |x])|v(r, x)|® dx dr

- é/‘/|x|=t—1- w(T)|U|6(l,x) do(t,x)dr

§2||w||L%(R) supE[v](t)+//|| Iw(r) A v()((v+ F)° —v°)dxdrdr
x|<t—t,t€

w(r)Fv* d,vdx dr de

S Il g ey Sup El0)0) +

|x|<t—t,tel

The first and third summand in the last line of (56) are acceptable contributions. Thus, we turn to the
second summand in the last line of (56). Using integration by parts, we have

w(t)Fv* 8;vdx dr dt

x|<t—t,tel

= /I/R3 (/_:xl w(7) dt)Fat(vs) dxdt'
/R3 (/t—lxl w(7) dr)Fv dx (/t . w(7) dr)Fvs dic

|x]
( t w(f)dr) 3; (F)v° dx dt| +

t=a

u)(t —|x|)Fv® dx dr

R

5 t—|x|
< Wl Fliessanan s E0I0F+ | [ [ ([ dr) bu(Fyos axar
tel I JR3\J—00

+‘/f w(t —|x|)Fv’ dx dt|.
I JR3

By replacing the forward light-cones in the derivation of Proposition 6.6 by backward light-cones, one

O

easily derives the following proposition.

Proposition 6.7 (backward interaction flux estimate). Let v be a solution of (43) on a compact time
interval 1 = [a,b] C [0, 00). Also, let w € L1(R) be nonnegative. Then, we have

// w(t + |x])|v]®(, x) dx dr (57)
I JR3

5
S 10l oy 90 ETIO) + 10l oy 1 o1y S0P BRI
te te

(/00 w(T) dr) 9;(F)v° dx dt| +
R3 \Jt+|x|

+”w”L%(R)/I./[R{* |F|2(|F| + |v])3|9;v]| dx dt.

w(t + |x|)Fv> dx de| (58)
R3
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To remember that the weight w in (58) should be integrated over [t + |x|, 00), note that the contribution
of the error 9, (F)v> should be weighted less as ¢, |x| — oo.

7. Bootstrap argument

In this section, we introduce the quantities in the bootstrap argument to control the energy. For a given
time interval I C R, we define the energy

& =sup E[v](t) = Sup/ 2@t x))* + V(. x) > + §lv(t. x)[® dx (59)
tel tel JR3

and the Morawetz term

_1
A = llx|" o] (60)

6

LS (IXR3)
Before we can define the interaction flux term, we need to introduce some further notation. Let F' be a
solution to the linear wave equation with initial data F |;—o = fo € L2,(R>) and 8, F |;=0 = g0 € H_1 (R?).
As in the definition of F? in (5) , we assume that P_»s fo= P_»5g0 = 0. We recall from (6) that the
low-frequency component of ( f¢, g%) will be treated as the initial data of the nonlinear component v.
In order to use Littlewood—Paley theory in the spatial variables, it is convenient to introduce a second

solution F to the linear wave equation. A short computation shows that

9 F = |V|(cos(r|V|>|V|—1g+ %(—WW).
Then,
f:=COS(IIV|)|VI‘1g+%(—IVU) 61)

satisfies 8; F = |V|F and has initial data F |,—o =|V| g€ L2 (R?®) and 3, F|;—o = —|V| f € I-.Ir;d1 (R3).

rad
After localizing in frequency space, we write

~ 1 ~ ~
IVIFN (1. x) = m(Wout[|v|FN](t — 1)+ WallVIFN]( +1)). (62)
In the bootstrap argument, we want to apply the interaction flux estimate to the Littlewood—Paley pieces
Pgv of v. In order to deal with the operators Pk, we need to slightly modify the weights. Unfortunately,
we cannot use the Hardy-Littlewood maximal function, since it is unbounded in L1 Instead, we define
for each K € 2V the operator

Sxw = K(Kt)™?*w. (63)

Definition 7.1 (interaction flux term). Let (fo, go) € Lr2ad R3)x H r;dl (R3) and assume that P_ys fo=

P_,5g0 = 0. Let F be the solution of the linear wave equation with data ( fo, go), let F be as in (61), let
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v be a solution to (43), and let / € R. For * € {out, in}, we define

Frai= Y (N” 28 4 N2 qup flwekon (= X)) S0 (e, x)||L6 Ux) (64)
N>1 KEZZ Lx
+ Yo 28 4 N2 qup flwa gk v (= xSV (E, x)||L6 xR (65)
NZI Ke2Z Lx
1
+ [[Wal F1(z = |x])3v][® (66)

L?’X(IXR?’)’

where ws kv = Sk (|Wa[|V|Fn1?) and wsv. k. v = Sk (|Wi v[Fn]|?); see Section 4. For notational
convenience, we also set

F1 = Flout + FLin-
In the following definition, we introduce two auxiliary norms on F' that will be used in the rest of this
paper.

Definition 7.2 (Y; and Z-norms). Let ( fo, go) € Lmld R3) x H ([R{3) and assume that P_,s fo =
P_»580 = 0. Let F be the solution of the linear wave equation w1th data ( fo, go), let F be as in (61),
and let / C R. Then, we define

| Fllyar = ||N‘%+ﬁ”|x|%|V|F'N||essts/sLoo<2Nx1st)
+IIN™ AR AR |x| |V|FN”€8/(3 —28) 1 8/G=28) [ 2/8 iy [ xj3)
HINTHE TSIV EN Dl 108 ey HIN T T2 VI 2121200 ey
13 F s Lo ) HIF s 1100 HIX T8 Flle sy HIX B Flliz (s,
Furthermore, we also define

]
IFllz= D> Y IV T2 NTEYWVIENIl 12 oo
x€{out,in} pe{2,4,24}

+ Y > W EANTH W OIFNTl o e v
x€{out,in} pe{2,4,24}

+ Z Z Wil F]||L”([RE)+||N |?C|2FN||51 L°°L°°(2NXRX[R3)+”F||L°°L6([RE><[R3)
xe€{out,in} pe{2,4,24}

We remark that || F'||y, is divisible in space-time. More precisely, let n > 0 be given and assume that
| Flly@®) < oo. Then, there exists a finite number J = J(n, || F||y(®)) and a partition of R into finitely
many intervals Iy, ..., Iy such that [|[F|;, <npforall j =1,...,J.

Lemma 7.3 (almost-sure finiteness of ¥ and Z-norms). Let (f,g) € H (R¥)x H371(R?), let0 <y <1,
let s > max(O 1— ) and let F® be as in (5). If § = (s, y) > 0 is chosen sufficiently small, we have

[Flymy <oco and ||F®|z <oo a.s.
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Proof. In the following, we assume that § = §(y, s) > 0 is sufficiently small. In the computations below,
we have N > 2% and (¢, x) € R x R3. For o > %, it follows from Minkowski’s integral inequality and
Lemma 3.5 that

341 45 3 ~ 341 45 3 ~
INTET27 T[S |VIER || g g8/ 87300 < INTHT 27X BIVIER | 3/3 10 1 8/3 00
1
< 1—135+8 .
N\/EHN 4 (fNagN)”g?\{%L%xH;l)

SVol(f ) gsxms-

In particular, we have

3 1 3 ~
N T I ®
[N~ 3+ 2 |X|8|V|FN”6?\{3L§/3L§O <00
almost surely. A similar argument for the remaining terms in the Yg-norm leads to the regularity restrictions

1 11 5 1
_12;/’1 3y’ 2 12;/’1_4;/*1

s > max(1

o
—
—_

—_
o
N—

T 10y° 3y° 2 12y

which have been listed in the same order as the terms in the definition of || F“||y,. Next, we estimate
| F|lz. Using Corollary 4.3, the terms involving ||Wx[|V|Fn]||» lead to the restriction

s > max((l — %)(% — ﬁ),O) +max(1 — ﬁ,O).

Since 0 < y <1, this leads to s > max(l — %, 0). Using Lemma 3.7, the fourth and fifth summand in
the Z-norm lead to the restriction

s>max(1—%,1—%). O

In this paper, the condition y <1 is only used in the proof of Lemma 7.3. By changing the restriction
on s, we could also treat a slightly larger range of parameters ).

8. Control of error terms

In this section, we estimate the error terms in Propositions 6.1, 6.3, and 6.6. Before we begin with our
main estimates we prove an auxiliary lemma.

Lemma 8.1. Let w € LL(R) be nonnegative. Let K € 2N be arbitrary, and let Sk be defined by
Sgw = K(Kp)™2 % w.

Then, we have for all v € LllOC (R3) that

/R3 | Prv(x)[®w(r —|x])dx < /R3 0| (Skw) (2 = |x]) + x| wl| 1) dx. (67)

Proof. We prove (67) by interpolation. The L.°° — L °° estimate is trivial. Thus, it suffices to prove the
L' — L! estimate

/W |Pro(0)|w(r —[x])dx S /R3 [0EO)I((Sxw)( = [x]) + |x[THlwl 1) dx. (68)
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Let W € {¢, ¥} be as in the definition of the Littlewood-Paley projection. Then,
[ peveotoe—thax < [ [ woIKIBEE =)l - xDdy dx
R3 rR3 JR3
= [ boI(K® [ 8o =50l - e a) oy
R3 R3
Hence, it remains to establish the pointwise bound
K3 [ 9K =Dt = s dr 5 (Sicx w)e = )+ 1yl

Now, the main task consists of converting the left-hand side into a one-dimensional integral. Using an
integral formula from [Sogge 1995, p. 8], we have

K3/ |®(K(y—x>)|w(r—|x|)dx=K3/ (K| w(t — |y —x]) dx
R3 R3

<K3 /000 |\T1(Kr)|(/|x|=r w(t—|y—x|) da(t,x)) dr

=K3 /00" |\3(Kr)|(/|y_x|=r w(t — |x])do(z, x)) dr

3 [y[+r
=K / |\D(Kr)|m | | w(t —p)pdpdr
y—r

Ayl plyl+r
M/ / PN w(t — p)lpl dpdr
r+lyl
/ / r|U(Kr)|w(t—p)pdpdr. (69)
|y| alyl Jr—ly|

Let us now estimate the first summand in the last line of (69). We have

alylelyl+r K3 avlier o
|y| /| r|\Il(Kr)|w(l—,0)|P|d,0dr=m/O /rI\I/(Kr)w(t—lyl—p)l(lyl+p)|dpdr
-r

Ayl pr
5K3/0 [_r|\v(1<r)|w(r—|y|—p>dpdr
<1<3/ (/H |\Tf(1<r)|rdr)w(r—|y|—p>dp

sK/ (/KW|@(r>|rdr)w<t_|y|_p)dp

sK/_ (K|pl)2w(t —|y| - p) dp

= (Sxw)(r —|y].
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Thus, it remains to estimate the second integral in the last line of (69). We have

r+|y| r+lyl
f / r|\IJ(Kr)|w(l—p)pdpdr<—/ / r2|U(Kr)|w(t —p)dpdr
1 Jagp Jrey |y| 41yl Jr-1y|

< —|||w||L (R)/ Bkl dr

1 -
< L wl f B ()2 dr
ke |

1
S —lwlipr - O
y|" e ®

Corollary 8.2 (frequency-localized interaction flux estimate). Let F' be as in Definition 7.2 and let
v : I x R® = R be a solution of (43). Then, we have

1 ~ 1 . 1 _ _
sup [||x|3(|V|Fn)3 Pkl <min(N &2 N2725) (71 4+ ||F|1 % Ap). (70)

6
KN LY . (IxR3)

Remark 8.3. The flux estimate yields much better integrability in the spatial variable x than the Morawetz
estimate. To see this, note that (70) cannot be controlled by the Morawetz term. For instance, one might
try to estimate

IV Iz sy S IR IVIFN o ey 18013 -

Even for smooth and compactly supported initial data, |V|Fy only decays like ~ (1 + |¢])~! and is
morally supported around the light cone |x| = |¢|. Thus, the term ||| x| 3 |V|Fy ||Loo (I xr3) grows like
~ (1+1¢])Y/2 as I increases.

Proof. Using the in/out-decomposition and Lemma 8.1, it follows that

1 ~ (1
I1x13 (VI Fn)3 Pyl

LS (IxR3)
SN Wl VIENDS PRVISs 1y + Wl VIFWD S Preol g L
SISK(WoullVIFENIPY$01E 0 gy + I Woul VI FNIR L N80
ISk AWl VIVl gny + IWaallVIFNIIL N800 )
< min(N 7 N22)(Fp + | F I Ap).
By taking the supremum over K € 2V, we arrive at (70). O

8A. Energy increment. In this section, we control the main error term in the energy increment.

Proposition 8.4 (main error term in energy increment). Let F be as in Definition 7.2 and let v: I xR3 — R
be a solution of (43). Then, it holds that

'/I/Rsuwﬁ)#dxdz

1 71 2
S(Fr+IIFIZADCAPEFIS,- (71)
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Remark 8.5. Instead of using F 11/ 6

Then, ” |x|3/8|v|ﬁN ”L§/3L§°(1XR3)
The probabilistic gain should then increase from

to overcome the logarithmic divergence, we could also just use F7j.

changes into a (nonendpoint) term |||x|'/4~|V|Fy ||Lt4_L5.CO(IX[R3).
2
3°8y

to % derivatives, which should lead to the
restriction § > max(l — ﬁ, O). For expository purposes, we do not present this argument here.

Proof. Using a Littlewood—Paley decomposition, we write

v:ZPKv and F = Z fN.

K>1 N>26
‘// (IV|F)v® dxdt| <
I1JR3

5
> x| [aviFn ] P varar
N>26 Ki2K>>->Ks>1"1 /R j=1
N>26 K1>Kr>->Ks5>1
K122_4N

Thus,

5
/I/R3(|V|FN)][[1 Pk, vdxdt|.

Note that, for all summands above, we have K > 1. Using Proposition 2.9 and Corollary 8.2, it follows that

5
V|F, Pr vdxd
‘/I/Rﬂ |N)1:[ v t‘

< 1xI¥ V| Fyl

4

1 ~ 1 _1
1xI3(V1Fw)% Prsvllzs sy [ L1378 Py vllzs )

L¥3 LR (IxR3) J
Jj= 2

Al 6PK1U”L6 LI R%)||PKIU||L°°L2(IXR3)

7 11
< N3G-s- 24y>||F||3 N33 (Fp + | FIZANS AP K, 2 &}

N\ 5 i
v K1 ||F||y,(f1+||F||zA1)6AI 7

Using that K1 2 N and K7, ..., K5 > 1, we obtain (71) after summing. O

8B. Morawetz estimate. In this section, we control the main error term in the Morawetz estimate. The
main new difficulty is the weight x /|x|.

Proposition 8.6 (main error term in Morawetz estimate). Let F' be as in Definition 7.2 and let v be a
solution of (43). Then,

X 1 148 1.8
3—|x|-Vx(F)v5dxdl S(Fr+IFIZADCAP o€} 2||F||y,+||F||Y1«46
R\

Proof. As before, we use a Littlewood—Paley decomposition and write

Z //R3 PL( ).Vx(FN)jli[lPKjvdxdt‘.

N>25 L>1,K|>- >K >1
max(L,K1)>2" 4N

XV (FwSdxde| <
R3 |X|
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Case 1: Ky > L. From the conditions K1 > 27*N and N > 22, it follows that K; > 1. Thus, we can
place P, v in L®L2(I x R3). Using (39), we estimate

5
X
P (m) Vi (Fn) ]:[ Pg,vdxdt

<SGl

R

L — (|Wou VIEN | + Wi v [F1)3 Vi Fy |3 1‘[ | Pk, v| dx dt

AL A

To control the first term in the right-hand side above, we estimate

J Ll Gl
| )

4
_1

T8 P vllze sy

j=2

1

|Fn|3 Ve Fy |3 H | Pk, v|dxdr. (72)
j=

5
NE —— (W, v [FNI + War v [F1D3 |V Fy |3 [ 1Pk, vl dx de
j=1

1 1
(1Wour SN Pty vl ey + 11 Wan 9 F1H Prsvll s (rogesy)

L3° (IxR?)

llx [ *PKlvll IIPKIUII x5 Vi Fy

L6 L(IXR3) L°°L2(1><R3) LY/ C2I L (Ixr3)

The first factor is estimated by

()

Using Lemma 8.1 and arguing as in the proof of Corollary 8.2, we estimate the second factor by

X

|x|

<

= <1.
LS, (IxR3)

LS, (RxR3)

1 1
1 Wou 0 LEN)1E Prsvllzs sy + IWin 9 IFI1 Prsvll s oros

< 1Sks (Wou v [FN]I? )6v||Ls Laxey) T IISKS(IWm V[F]|2)6U||L6 Cx)
_1
W 9N )+ 1Win LN ) 0l
)
<N 3 (F + | FIZADS.
From Proposition 2.9, we have

_1 1
118 Pyl s sy S MK 0lsrmsy S AF -

Furthermore, since K; > 1, we have

—1¢2
”PKIUHL?OL}C([XW) < K &
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Finally, applying Proposition 2.9 to the Riesz multipliers, we have

(IxR3)

3+28 3 3__1 _58
< Ml 75 IO Ewll /620 208 sy S N T2 72 || Fly,

b
[[x|8 ViFn ||L§/<3—zs>(1xw3)L§/s

Putting everything together, it follows that

J )l

—— (Wou v [FN]l + Wi v [F1D3 [V Fy |3 1‘[|PK v| dx dt
| j=1
3

N 372 _s 748 1.8
s(z) KT 1+ I FIZADS AR ot 3 p )3

Using the decay Kl_‘s in the highest frequency, we may sum N, L, Ky, ..., Ks.
Next, we estimate the second term in the right-hand side of (72). We have

J Ll Gl
<|e()

1 2
el? Fy 3o x| "5 Ve Fy |3
LY, (IxR3) LY/3=28)2/8

I FN |3 [Ve Pyl H | Px; v| dx dr
| Jj=
1+8

_1 —6
Lo ) 1_[ x|~ 6PKJU||L?,X(IXIR3) “|1x] 6PK1U”L?,X(1><R3)” K1v||L°°L2(I><[R3)
j=2

(IxR3)"

3+6 2+4 3
| |1|FN|%|V CFy|3 l ||PKv|dxdt<N2 3 2"”1( 2047 654 ||F||Y,||F||g
X3

Jj=

Arguing as above, together with || |x|(1+5)/2FN se, (1xm3) < N8| F|lz, we get
N2 als 2 1
s(—) ke e

J e )l

Summing over the appropriate range, this contribution is acceptable.

Case 2: L > K;. Consequently, we have L > 274N > 1. Using Lemma 2.5, it follows that

x
(| |) S (Lixp~h

This yields

5

PL(| |) Va (FN)HPK“dXdZ SLT // v (FN)I [T 1P, vl dx ds

R3

Jj=1

1 5 1
S L—1|||x|_6|V|FN||L?’x 1_[ llx17% Px, vl 6
j=1

<(T) riEmA

Using the decay L% in the highest frequency, we may sum N, L, Ky, ..., Ks. O
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8C. Interaction flux estimate. In this section, we control the main error terms in the interaction flux
estimate. The main difficulty is the weight f 1—Ix| w(t) dt. First, we recall a radial Sobolev embedding.

Lemma 8.7. Forany v € L°°Hrdd(l x R3), we have

1
2 oo 4,
s [l Peoll; c 8 S I e 170 o2y S < sup E[L](0)

Proof. Let r € R~¢. Then, we have
o0
(Pxv)*r) =4 [ (Pxoye.p) @r Pro)(t. ) dp
r

o0
<4r2 / (Pv)2(t. )3y Prcv(t, p)]p do
:
< 42| PRo(t. )l o IV P () 2
< 420 0) B g oy | VO )l 2 o

The first inequality then follows by taking the supremum in » and ¢. The second inequality follows from
the definition of E[v]. |

Proposition 8.8 (first main error term in interaction flux estimate). Let w € L1(R) N L1%(R) be a
nonnegative weight. Let F be as in Definition 7.2 and let v : [ x R3 — R be a solution of (43). Then, it
holds that

|x|
o (/t wdr)(|V|F)v dx dt

The same argument also controls the main error term in the backward interaction flux estimate.

S iz (R)IIFlly,(J’I + IIFlleI)6A11251

+ w2 g (F1 + ||F||ZA,)252 + ||w||L12(R)||F||Y1«41

Proof. As before, we use Littlewood—Paley theory to decompose into frequency-localized functions. Then,

//R% PL(/;M Wdf)(|V|FN) l_[ Pk;vdxdt|.

it remains to control

2

N>26 L>1 K1> ->Ks5>1
max(L,K1)>2" 4N

We distinguish several different cases.

Case 1: K1 > L. We have

t—|x| _ 5
3PL(/ wdr)(|V|FN)1_[1PKjvdxdt
j:

R —00

t—|x|
< ‘PL(/ wdr)
—0o0
j=2

I1xI¥ V| Fy

1 ~ 1
1213 (VI Ex)® Prsvllgs s
I xR3) '

L¥BLR(IxR3)
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The first factor is controlled by

t—|x| t—|x|
PL(/ wdr) SH/ wdrt
—00 L9, (IxR3) —00

Arguing as in the proof of Proposition 8.4, this leads to the total contribution

< ||lw]y1 .
L9, (RxR3 : ”LI(R)

A

2 1 1
SlwlpIF Ny, (Fr + | FIZADSAPES

Case 2: L > K. In this case, the most severe term is the low-frequency scenario K; =--- = K5 = 1.
Then, we can no longer place Pk, v in L L2 (1 x R?) and therefore lack space-integrability. To resolve
this, we make use of the integrability of w(¢ — |x|) in time.

Subcase 2(a): L > K, |x| > 1. Using Proposition 2.9, Corollary 8.2 and Lemma 8.7, we obtain
1—|x| 2
// PL(/ wdr)(|V|FN) [] Px,vdxdr
IJ|x|>1 —00 1
> 1 1 2 1
[T AV IEN)* Prvllzs s [T Pr, ol e

j=
t—|x|
(x)_ZPL(/ wdr)
—00 L%!X(IXR3)j=3

—|x]
(x)72Pp (/_t U)d‘C)

It remains to control the weighted L%’ »-norm. We recall that the kernel of Py, has zero mean. Using

=

J=1

1 1
(Fi+IFIZA2E7.
L? (IXR3)

Lemma 2.4 and the boundedness of the Hardy-Littlewood maximal function M, we obtain

t—|x|
(x)72Pp (/ wdr)
—o0 L2 [(IXR3)

t
— ) 2Py ( [ dr) -
t—|x| X ;
| . ,

< L) 0~ 5Dl gy + L7 0 I Mw) @~ D2y
< L7002 ey 1) 2y + 1M 0O 260y)
s L_1||w||L%(R)~

Putting everything together, it follows that

t—|x| _ 5
// PL(/ wdf)(lVlFN)l_[PKjvdxdt
I J|x|>1 —00 =1

Using the decay L% in the highest frequency, we may sum N, L, K, ..., Ks.

N .
S (f) L™ wll 2 @y (F1 + 1 FliZADZEf -
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Subcase 2(b): L> K7, |x|<1. Near the origin, our strongest tool is the Morawetz estimate. Thus, we write

t—|x| _ 5
f/ PL(/ wdr)(lVlFN)l_[PKjvdxdt
I J|x|<1 —00 =1

. t—|x|
|x|e Pr, (/ wdr)
—o0

t—|x| ~ 2
< N1—8“<x>—1PL (/ wdf)||L}%C(IXR3)||F||Y1AI6‘

—00

5
2 ~ _1
< IXIFIVIEN L2 (reay [ ] 116178 Pr, vllzs crxmay

Jj=1

LIZ.(Ix{|x|<1})

Using Lemma 2.4, we have

t—|x|
(x)_lPL(/_ wdr)

L1Z.(IXR3)

(x)"1Pp (/;t_l | wdr)

< L) T e = XDl 12 sy + L7

=

L}?X(Rxﬂ@)

t
(x)~2 (/ w d‘L’)
t—|x| L2 (RXR3)

S L) T w (e - IXDllLiz @xrsy + L7~ (M w) (e — IXDIlL12 (mxr3)

=L ||<)C>_1 ||L)1€2(R3)(”w”L}2(R) + ||Mw||L%2(R))
< Lt ||w||L%2(R).

Putting everything together, it follows that

t—|x| _ 5
// PL(/ wdr)(IVIFN)l_[PKjvdxdt
I Jix|<1 —00 =1

Using the decay L% in the highest frequency, we may sum N, L, K1, ..., Ks. O

< (f) L7 wll g2 | Flly, AF

Proposition 8.9 (second main error term in interaction flux estimate). Let w € LL(R) N L12(R) be a
nonnegative weight. Let F be as in Definition 7.2 and let v : I x R3 — R be a solution of (43). Then, it

holds that
‘/ / w(t — |)c|)Fv5 dx dt
I JR3

Proof. We follow an easier version of the arguments in the proof of Proposition 8.8. As before, we

1 1 E
< ”w”L%(R)‘F[zg]z + ”w”L}Z(R)”F”hA?'

distinguish the two cases |x| > 1 and |x| < 1. First, we have

// w(t — |x|)Fv® dx dr
I J|x|>1

_ 1 1 1
<1200 = 13Dl oy IWoul F1H 0l iy + Wl F130ll 16 (gps)?Nx1 0] 3

1 1
S ||w||L%-7:12512-
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Second, we have

5 1 -1 5 2
I T e T O [ PR [T s

x|<1

5
Sllwll 2 Flly, A7 O
8D. Lower-order error terms.

Lemma 8.10 (control of lower-order error terms). Let F be as in Definition 7.2 and let v be a solution
of (43). Then, it holds that

oo
[ [ ek (ool +

5
// L Pl dedr < || Flly, AF.

3 |x]

—|F|®dxdr < |F|$,.
| [ irearacsieg,

Proof. Using Hardy’s inequality, the first inequality follows from

f/ |F|5(|8tv|+u+|Vv|)dxdt
1 JR3 | x|

5
= IFIZs 1o sy (”a’””L?L%uXR% +

1
ol + |Vv|) dxdr S| Fly, &7
[x]

1 1
|| + |Vv|) dxdr S||F|g, AFEF.

- 190l 1)
1 X[l Lo L2 (1 xR3) £ Lx(IxR)
o
SIFNy, &7 -

A similar argument yields that

|v] 1 _1
| [F |v|3(|a,v|+| o 1V01) S I FIZ i 1180 sy s00 E IO,
Finally, the third and fourth inequality follow from Holder’s inequality and

_1
IXI78 Flls g < I Flly;. O
9. Proof of the main theorem

In this section, we collect all previous estimates to prove the a priori energy bound (Theorem 1.4). Using
the conditional scattering result of [Dodson et al. 2017], we finish the proof of Theorem 1.3.

Proof of Theorem 1.4. By time-reversal symmetry, it suffices to prove that sup,¢[g o0) E[v](#) < co. Let
% > 1o > 0 be a sufficiently small absolute constant, and let % > n > 0 be sufficiently small depending
on 1g. In the following, C = C(||F||z) > 0 denotes a large positive constant that depends only on || F|| z.
By Lemma 7.3 and space-time divisibility, we can choose a finite partition /1, ..., Iy of [0, c0) such that
||F||Y, <nforall j =1,...,J. With a slight abuse of notation, we write &; := &r,, A; 1= Ay; and
Fj = ]-'1 We also set &y := E[v](O).
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First, we estimate the energy increment. Combining Propositions 6.1 and 8.4, and Lemma 8.10, we have

2 7 1 1 1 1
3 2\ 33 o3 2 2 2 5 2
Ei+1 =& +C||F||;,1j+l(fj+1+Aj+1 ||F||Z)6A}%|-15]4+1+C”F||Y1H1“412'+1‘9j2+1+C”F“Y1j+15j2+1
<C(E+D+n0Ej+1+n0(Fj+1+Aj+1). (73)
Next, we estimate the Morawetz term. By combining Propositions 6.3 and 8.6, and Lemma 8.10, we have
2 7 § 1_§6 5
3 2 L 3t ea—3 s 6
Aj1 = ng“_'_C”F”;’le (Frar+ At FIDS AT S 2 +CIFly,,, AS +CIFI,
<C(Ejr1+D)+E(Fjp1+Aj41). (74)

Finally, we control the interaction flux term. First, recall that from the definition of || F||z and the
embedding 1 < {,, we have

— Lo —
DS (Z (N=H+2 4N 2+23)(||W*[|V|FN]||if+||W*,V[FN]MQHHW*[F]uig)
x€{out,in} pe{2,4,24} "N>25
SIFI%.

We now apply our estimates to each of the terms in (64), (65), and (66) separately. By Young’s inequality,
the estimate || Sxw||» <p [[w]|y» holds uniformly in K. Using the control on the main and lower-order
error terms, i.e., Propositions 6.6, 6.7, 8.8, and 8.9 and Lemma 8.10, we obtain
2 1 L 1
Fie1 SCIFIZE 1+ CIFIZIFI, | (Fran+IFIBA 08 AR EF,
1 1
+C|FIZ(Fjrr + IFlZAj+1)2E7

35 1 1
+CIFILIFIly, , AS, +CIFIZF} €2,

J
<CEjr1+ D+ 3(Fjr1+ Ajr1). (75)

1 1
2 2 3 2 2
FCIFIZIFIE,  (FI3, | + AT )E,

We briefly note that, as long as C > 0 remains independent of ¢ and 7, terms such as C || F ”22]_—}421 5}421

prevent us from placing an 7o in front of 71 + A; 1. Combining (73), (74), and (75), we arrive at
Ejr1 =CE + D) +n0€j+1+n0(Aj+1+ Fjt+1),
Ajp1 +Fjp1 <CE 41+ D)+ 2(Aj41 + Fjg1).
Finally, choosing 1o > 0 sufficiently small depending on C = C(|| F|z), we obtain
Eir1+1<C(E +1). (76)
By iterating this inequality finitely many times, we obtain

sup E[v](r) = max & <oo. O
t€[0,00) j=1,..., J

Proof of Theorem 1.3. Using Lemmas 5.1 and 7.3, it follows that the forced nonlinear wave equation (6) is
almost surely locally well-posed. Then, Theorem 1.3 follows from Theorem 1.4 and Proposition 5.2. [
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ON THE EXISTENCE OF TRANSLATING SOLUTIONS OF
MEAN CURVATURE FLOW IN SLAB REGIONS

THEODORA BOURNI, MAT LANGFORD AND GIUSEPPE TINAGLIA

We prove, in all dimensions n > 2, that there exists a convex translator lying in a slab of width & sec 8
in R"*! (and in no smaller slab) if and only if 6 € [0, %] We also obtain convexity and regularity results
for translators which admit appropriate symmetries and study the asymptotics and reflection symmetry of
translators lying in slab regions.

1. Introduction

A solution of mean curvature flow is a smooth one-parameter family {3, },cr of hypersurfaces ¥, in R+
with normal velocity equal to the mean curvature vector. A translating solution of mean curvature flow is
one which evolves purely by translation: X, = ¥; +se for some e € R+1 \ {0} and each s, t € (—00, 00).
In that case, the time slices are all congruent and satisfy

H=—(v,e), (D)

where v is a choice of unit normal field and H = div v is the corresponding mean curvature. Conversely,
if a hypersurface satisfies (1) then the one-parameter family of translated hypersurfaces X, := X +te
satisfies mean curvature flow. We shall eliminate the scaling invariance and isotropy of (1) by restricting
attention to translating solutions which move with unit speed in the “upwards” direction. That is, we
henceforth assume that e = e,,.;. We will refer to a hypersurface X" C R"*! satisfying (1) with e = e,
as a translator.

The most prominent example of a translator is the Grim Reaper curve, I' C R?, defined by

r':.= {(x, —logcosx):|x| < %}
Taking products with lines then yields the Grim hyperplanes
r".= {(xl, ooy Xp, —logcosxy) @ x| < %}

The Grim hyperplane I'” lies in the slab {(xl, ce X)X < %} (and in no smaller slab). More generally,
if ©"* is a translator in R"**! then "% x R is a translator in R"**1 x RF = R+,

There is also a family of “oblique” Grim planes ', » parametrized by (6, ¢) € [O, %) x §"~2. These are
obtained by rotating the “standard” Grim plane I'” through the angle 6 [O, %) in the plane span{¢, e,+1}

MSC2010: 53A10.
Keywords: mean curvature flow, translators, ancient solutions.
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for some unit vector ¢ € span{ey, ..., e,} and then scaling by the factor sec 8. To see that the result is
indeed a translator, we need only check that

—Hyp=—cos60H =cosB(v, e,11) = (cosOv +sinb¢, e,11) = (Vg, €n+1),

where Hy and vy are the mean curvature and outward unit normal of I'j , respectively. The oblique Grim
hyperplane ng(p lies in the slab Sg“ = {(xl, ce X)Xl < % sec 9} (and in no smaller slab). More
generally, if £"~* is a translator in R"~**! then the hypersurface X ; obtained by rotating "% x R
counterclockwise through angle @ in the plane ¢ A e, .1 and then scaling by sec 6 is a translator in R"+1,
so long as ¢ is a nonzero vector in span{e,_k+1, - - ., €,}. The oblique Grim hyperplanes will play an
important role in our analysis.

A convex entire translator asymptotic to a paraboloid was constructed in [Altschuler and Wu 1994];
see also [Clutterbuck et al. 2007]. White conjectured [2003, Conjecture 2] that the bowl is the only
strictly convex translator of dimension n > 2. X.-J. Wang [2011] proved that it is the only convex entire
translator in R® and constructed further convex entire examples in higher dimensions. This disproves
White’s conjecture; however, White [2003, unnumbered remark on page 133] also stated that, even if the
conjecture is false, it may be true for translating limit flows to an embedded mean-convex flow. Since limit
flows to mean convex, embedded flows are noncollapsing (and hence entire) [Andrews 2012; Sheng and
Wang 2009; White 2003], Wang’s result proves the modified conjecture when the dimension is 2. More
recently, Haslhofer [2015] proved that the bowl is the only noncollapsing translator of dimension n > 2
which is uniformly two-convex, confirming White’s modified conjecture for two-convex, embedded mean
curvature flows. The first two authors removed the embeddedness requirement when # > 3 [Bourni and
Langford 2016].

Wang also proved the existence of strictly convex translating solutions which lie in slab regions in
R™*! for all n > 2. Since convexity of solutions of the Dirichlet problem for the graphical translator
equation remains open,' this was achieved by exploiting the Legendre transform and the existence of
convex solutions of certain fully nonlinear equations [Wang 2011]. Unfortunately, this method loses track
of the precise geometry of the domain on which the solution is defined and so it remained unclear exactly
which slabs admit translators; see [Spruck and Xiao 2017, Remark 1.6]. Our main result resolves this
problem.

Recall that the slab region Sg’H C R"*! is defined by

Sg+1 = {(x, v, ERxR" ' xR: x| < %sec@} c R

Theorem 1 (existence of convex translators in slab regions). For every n > 2 and every 6 € (0, %) there

exists a strictly convex translator X} which lies in S, 1 and in no smaller slab.

The solutions we construct are reflection symmetric across the midplane of the slab, rotationally sym-
metric with respect to the subspace F"~! :=span{e,, . . ., ¢,} and asymptotic to the “correct” oblique Grim

1Recently, Spruck and Xiao [2017] proved that complete mean convex translators in R3 are necessarily convex. We extend
their result to higher dimensions in Section 3, assuming the translator has at most two distinct principal curvatures.
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hyperplanes I'j , in the following sense: if ¢ is any unit vector in E"~! then the curve {sin wg —cos we, ;1 :
w € (0, 0)} lies in the normal image of X; and the translators

X4, = 2y — P(sinwg — cos we, 1 1)

converge locally uniformly in the smooth topology to the oblique Grim hyperplane I'y; ¢ as @ — 0, where
P : 8" — X is the inverse of the Gauss map.

Spruck and Xiao [2017, Theorem 1.1] recently proved that every mean convex translator is actually
convex and Wang [2011, Corollary 2.2] proved that any convex translator which is not an entire graph
must lie in a slab region. The bowl translator of Altschuler and Wu and the Grim hyperplane provide

T
* 2
less than 7 (the Grim hyperplane is a barrier); Theorem 1 provides the existence of a convex translator in

examples in the limiting cases 6 € {0, Z} and there can exist no convex translator inside a slab of width

all remaining cases, so we obtain the following corollary.

Corollary 2. Let 2 be an open subset of R" for some n > 2. There exists a convex translator in the
cylinder Q x R (and in no smaller cylinder) if and only if Q2 is a slab of width w sec 0 for some 6 € [0, %]

A systematic classification of translators lying in slab regions remains an open problem. As a first step
towards addressing it, we show that the asymptotics of the solutions described in Theorem 1 are universal.

Theorem 3 (unique asymptotics modulo translation). Given n > 2 and 6 € (0, %) let £}} be a convex
translator which lies in Sg'Jrl and in no smaller slab. If n > 3, assume in addition that ¥y is rotationally
symmetric with respect to the subspace E"~' := span{es, ..., e,}. Given any unit vector ¢ € E"~! the
curve {sinw¢ — coswe, 11 : w € [0, 0)} lies in the normal image of X and the translators

), =Xy — P(sinwg — cos we, 1)

converge locally uniformly in the smooth topology to the oblique Grim hyperplane I'j pasw—0, where
P : 8" — X is the inverse of the Gauss map.

We note that, in the important special case n = 2, this result was already obtained in [Spruck and Xiao
2017] using different methods.

The rotational symmetry hypothesis — which is not required when n = 2 — may be necessary in
higher dimensions: it is conceivable that there exist convex translators in the slab Sg C R, for example,
which are asymptotic to an “oblique” Zg X R, where 202 C R3 is the translator from Theorem 1.

Using the Alexandrov reflection principle, we deduce that such solutions are reflection symmetric.

Corollary 4. Given 6 € (O, %), let X be a strictly convex translator which lies in S, *1 and in no smaller

slab. If n > 3 assume in addition that ¥ is rotationally symmetric with respect to E"~\. Then ¥ is reflection
symmetric across the hyperplane {0} x R".

This result was also obtained in [Spruck and Xiao 2017] when n = 2.

Remark. After this work was completed, Hoffman, Ilmanen, Martin and White [Hoffman et al. 2019]
provided a different approach to the problem of existence of graphical translators over strip regions in R>
and moreover proved uniqueness of such translators.
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2. Compactness

Recall that, given a smooth function u# over a domain Q2 C R", the downward-pointing unit normal v and
the mean curvature H[u] of graph u are given by

(Du, —1) 4 Hul=di ( Du )
V= —— an ul=dov{ — |,
V14 |Dul? V14 |Dul?

respectively. So graphu is a translator (possibly with boundary) when

Du 1
di = . 2
lv(\/1+|Du|2> v1+|Dul? @

We will derive uniform C'¢ estimates for hypersurfaces that are given by the graphs of rotationally
symmetric solutions of the Dirichlet problem

) Du 1 .
dlv(W) = W in €2, u=1Y onadQ, 3)
where Q is a bounded open subset of R"*! with C!** boundary and ¢ : 3 — R is a C** function for
some « € (0, 1].

By Allard’s regularity theorems [1972; 1975], see also [Bourni 2016], the desired estimates are a
consequence of the following lemma. We remark that the usual dimension restriction is circumvented
here due to the rotational symmetry of the solutions; see Remark 2.4 below.

Lemma 2.1. Given any ¢, K > 0 there exists Ao = Ao (e, K) with the following property: Let u be a solution
of (3), with 92 and  being rotationally symmetric with respect to the subspace F"~! :=span{es, . .., e,}
and having C“* norms bounded by K. For any p € graphu and } < X

2! sup dist(y — p, P) < ¢ (4)
yegraphuﬂB;'“(p)

for some n-dimensional linear subspace P = P(p, €, A). I]‘B/'\H'1 (p) Ngraphy = & then
w, AT H (graphu N B (p)) < 1+e. (5)
If p € graph  then (4) holds with P replaced by an n-dimensional half-hyperplane P, = P, (p, €, A)

such that 0 € 0 P4,

At sup dist(y — p,0P1) <¢ (6)
graph v NB; ! (p)

and (5) holds with the bound 1 + ¢ replaced by % +e.

Proof. We assume that the conclusion is not true. Then there exist g > 0 and Ko > 0, sequences of
rotationally symmetric domains €; and boundary data v; : 92; — R bounded in C* by K, corresponding
solutions u; of the Dirichlet problem (3), points p; € graphu; and scales A; | O such that either (4) or (5)
(or (6) in the case p; € graph ;), with this &g and with u = u;, p = p; and A = A;, fails for all i.
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Set ﬁi = Np;.2 (i), W; := graph y; and \TJ,' = Np;.. (W;), where 1,5 (y) = A‘l(y — p). We define the
current T, = Np,.1,#(T;), where T; = [[graph u;]] and note that ﬁ = [[graph i; ]|, where u; € Cl'“(fzi) is
defined by u;(p) = np, 5, (u; (A; p + p;)) with mean curvature satisfying

Hi(p) = Hi(xi+1p) <hi = [Hlog =>0.
It follows, after passing to a subsequence, that [Bourni 2011, Lemma 2.15], see also [Simon 1983,
Theorem 34.5]:
1) T", — T in the weak sense of currents, where T is area-minimizing.

(i) w7 — pr as Radon measures, where u7 and pr denote the total variation measures of T, and T
respectively.

(iii) For any & > 0 and any compact subset W C R"*! such that W Nspt T # & there exists io such that,
for all i > iy,
spt T; N W C e-neighborhood of sptT.

By the measure convergence (ii), for every ¢ > 0 there exists iy such that, for all i > iy,
" (BT (p)) = g (BT (0)) < Ispt TN B (0)] + 6.

By the Hausdorff convergence (3), for any € > 0 there exists ip such that, for all i > i,
1
— sup dist(y — x;, sptT) = sup dist(y, sptT) < e.
A yeBH (p)nsptT; yeB T O)Nspt T;
So it remains to prove that spt T is either a hyperplane or a half-hyperplane.
It suffices to consider the following three cases for the sequence of points p;:
Case 1: p; € ¥; = 0 graph u;.
Case 2a: p; = (x;, yi, u(x;, y;)) ¢ Vi, y; € R"~! with |yi| =0 for all i and lim inf; dist(p;, ¥;) # O.
Case 2b: p; = (x;, yi, u(x;i, ¥i)) ¢ Vi, y; € R~ with lim inf; |yi| # 0 and lim inf; dist(p;, W;) # 0.

We will show that in Case 1 spt T is half-hyperplane and in Cases 2a and 2b it is a hyperplane.

We need the following fact, which is a consequence of the divergence theorem applied to the normals
of the graphs (extended to be independent of the e, 4-direction) in two appropriately chosen domains.
For a proof see [Bourni 2011, Lemmas 2.10, 2.12].

Claim 2.1.1. There exists a constant ¢ such that for any i, p € Q; x R and p > 0 the following hold:

(1) Let H; denote the mean curvature of graph u;; then
H"(graphu; N Bi T (p)) < c(1+ pl|Hillo)wnp”

(i) Leto € (0, p), Qp,oc =[—0p,0p] x B;(0) and g be an orthogonal transformation of R such
that q(0) = p. Then

H"(graphu; Nq(Qp.0)) < wnp" (1 +co(n+ pllHillo)).
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In Case 1, by [Bourm 2011, Lemma 2.15], spt T is an n-dimensional half-space and 07 = [W] with
W being the limit of U; and where the convergence U; — W is with respect to the C!-# topology for any
B < o, which implies that

1
— sup  dist(y —x;,sptdT) = sup dist(y, ¥) <e.

i yeB;’iJr] (x)NW; yeBIONY;

Hence taking P, = sptT we get a contradiction for Case 1.

Having proven the boundary case, we will now proceed with the interior. We will first consider Case 2a,
that is when p; = (x;, yi, u(x;, y;)) ¢ W; with y; =0 € R"~! and lim inf; dist(p;, ¥;) # 0. In this case
the support of the area-minimizing current 7 is rotationally symmetric in the y-space. Using the uniform
area ratio bounds, Claim 2.1.1 and the interior monotonicity formula [Allard 1972], see also [Simon 1983,
Section 17], we have

Loy '™ ur (B (p)) = ™" lim g (B (p))
=, Gur) ™" lim g Byt (p) <c (7)

for all p e sptT and any r > 0, where c is a constant which is independent of i. Thus, for a sequence
{Ax} 1 oo, we can apply the Federer—Fleming compactness theorem [1960], see also [Simon 1983,
Theorem 32.2], to the sequence Ty o, = 1o, a1 ; after passing to a subsequence, this yields 7Ty 5, — C
in the weak sense of currents, where C is an area-minimizing cone, and ji7, A, > MC as radon measures.
Note that C is rotationally symmetric in the y-space, E"~!. Since spt C N S” is an embedded minimal
surface in §" which is rotationally symmetric with respect to [F"~!, it must be congruent to either the
equator S"~! or the Clifford torus S' x §"2 [Brito and Leite 1990; Otsuki 1970; 1972].

VT/(n— Vn=2)/(n—T)
Since the cone over the Clifford torus cannot arise as a limit of graphs, we conclude that C =m[[R" x {0}]].

We claim that in fact m = 1.

For o € (0, 1), let Q1, = B{(0) x [~0,0]. Then uc(Q1,,) = mw,. By the measure convergence
KTy n, —> HC and p7 — pr, we have that for any g € (0, 1) and any § > O there exists some A > 0
and kg such that for all k > kg and o < oy

1
m z(p+ A .
< S PE P+ A1)

Using Claim 2.1.1, the right-hand side of the above inequality is less than 1 4+ co A and hence taking o
small enough we conclude that m has to be 1. Hence, recalling (7), we obtain

' ur (BTN (0)) =1 forall r > 0,

n

which implies that spt T itself is a hyperplane and the multiplicity is 1. This provides a contradiction for

Case 2a.
We are left with Case 2b. So suppose that liminf; |y;| # 0 and lim inf; dist(p;, ;) # 0. After passing
to a subsequence we can assume that lim |y;| = | yeo| exists, with |ys| € (0, oc]. Rotational symmetry of

graph u; in the y-space then implies that 7 = [R"~2] x T, where Tj is an area-minimizing 2-current in R,
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Since any such current is regular, 7y, and hence also 7, is regular. We conclude that spt 7o must be a plane
[do Carmo and Peng 1979; Pogorelov 1981; Schoen 1983] with (arguing as in Case 2a) multiplicity 1.
This provides a contradiction for Case 2b. (|

Lemma 2.1 allows us to apply Allard’s interior and boundary regularity theorems [1972; 1975] to
obtain uniform C!* estimates for the graphs of solutions u to (3) with boundary data that satisfy the
hypotheses of Lemma 2.1. Assuming higher-regularity of the boundary data we can apply Schauder
theory to obtain higher-regularity estimates for these graphs.

Corollary 2.2. Given any K > 0 and £y € N, there exists a constant C with the following property: Let
u be a solution of (3) with 3 and ¥ bounded in Ct>% by K for some o € (0, 1] and rotationally
symmetric with respect to the subspace E"~' := span{es, ..., e,}. Then

sup |VYA(p)| < C forallt €{0,..., ¢,
pegraphu

where A is the second fundamental form of graphu and VA := A.

Remark 2.3. If we allow £y = —1 in the hypotheses of Corollary 2.2 then we obtain uniform C'-%
estimates for the graphs of solutions u to (3) with boundary data that satisfy the hypotheses of Lemma 2.1
using the results of [Bourni 2016].

Remark 2.4. If n < 6 then Lemma 2.1, and hence Corollary 2.2 and Remark 2.3, still hold without the
rotational symmetry hypothesis on the boundary data. To see this, note that the proof of the boundary case
(Case 1) of Lemma 2.1 does not make use of the rotational symmetry hypothesis and hence holds in all
dimensions without this restriction. To show interior regularity in the case n+1 <7 we can refer to known
results on regularity of almost-minimizing surfaces; see for example [Duzaar and Steffen 1993; Massari
and Miranda 1984]. One can alternatively see this from Cases 2a and 2b in the proof of Lemma 2.1, since
there are no stable nonplanar minimal cones in low dimensions [Simons 1968]; see also [Schoen et al.
1975] or [Simon 1983, Appendix B].

3. Convexity

We need to extend the convexity result [Spruck and Xiao 2017, Theorem 1.1] to higher dimensions. Our
proof is a straightforward modification of theirs.
We make use of the following lemma.

Lemma 3.1. Let " be a connected translator in R"+'. Suppose that ©" has constant mean curvature Hy.
Then Hy = 0 and X" lies in a vertical minimal cylinder. In particular, if n = 2 or, more generally, if X"
has at most two principal curvatures at each point, then X" lies in a vertical hyperplane.

Proof. The mean curvature of X" satisfies

—(A+Vy)H = |A|*H,

T
where V := €1 Thus,

(v, ens1) = —H =0,
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S0 e,+1 is tangential and hence V = ¢,,4. It follows that the integral curves of V are vertical lines, which
completes the proof. (|

Theorem 3.2. Let ¥ C R™! be a strictly mean convex translator with at most two distinct principal
curvatures at each point and bounded second fundamental form. Then X is convex.

Proof. Denote the principal curvatures of ¥ by x < . Note that « is smooth and has constant multiplicity
me{l,...,n—1}in the open set U :={X € X : k(X) < 0}. Recall that

—(Vy +A)A = |A%A,

where V := e;er is the tangential part of e,;. Computing locally in a principal frame {71, ..., 7,} with
ki = Ajj =k wheni <m and k; = A;; = i wheni > m + 1, we obtain
(VZAlp) .
—(Vy+ A=A 2 U.
(v+)K||K+ZZMK in
{=1 p=m+1

Since the mean curvature satisfies
—(Vv +A)H = |A]*H,

straightforward manipulations then yield

VA
—(VV+A)£=—(VV+A)(H m)K= ﬁzz Z (f 11’) <v£,@>. )
(=1 p=m+

mK uw

Suppose that

s
—go:=inf — < 0.
DI

If the infimum is attained at some point Xy € X then «(Xp) < 0 and the strong maximum principle yields
k/pn = —eo < 0. In particular,

0=v, < = VA K Vid
w K woop
when p <m < g. It is a general observation that
0=1A;; = VeAjj + (kj —ki)Teij = Vi Ajj )

for each £ whenever k; =«; and i # j, where I'y;; := (V,7;, ;). Thus,?
0=V,A;; whent{=2,...,m,
0=V,A,, whenf{=m+1,...,n—1.
Recalling (8), we also find that

0=)" Y (Vedp).

=1 p=m+1

ZHere, and elsewhere, we freely make use of the Codazzi identity.
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It follows that the components Vi A,,, V1A, V, A1 and V, A, are all identically zero and hence, by
the translator equation (1),

O0=mV A1+ (n—m)ViA,, =V H

foreach £ =1, ..., n. Lemma 3.1 now implies that X" is a vertical hyperplane, contradicting strict mean
convexity.
Suppose then that the infimum is not attained. Since

K n—m

m

and the sectional curvatures of ¥ are bounded, the Omori—Yau maximum principle may be applied. This
yields a sequence of points X; — oo such that

K K
—(Xi) > —e0, |[V—=(X))
0 0

1 K 1
<- and —-A—-(X;)=<-. (10)
i " i

Consider the sequence of translators ¥; := ¥ — X;. By Corollary 2.2, the translators ¥; converge locally
uniformly in C®°, after passing to a subsequence, to a limit translator ¥,. Note that, whenever x < 0 < p,

mk  mViA mK V¢ H n—m k\V/A
Ve—=;u——2VeAnn=K——m< +—> £, (1D)
5 5 5 5 m n) n
We claim that
n—m K ViAnn .
+ —(X;) (X;)—>0 asi— o0 (12)
m w w
foreach £ =1, ..., n. Suppose that this is not the case. Then there exists ip € N and dp > 0 such that
n—m K Vi A
< ¥ —<X,->>' Al x> 5 (13)
mop 5
for all i > iy and some k € {1, ..., n}. By (10),
VA VA
( 14 ll_f 14 nn>(Xl)_)0
0 T,
foreach £ =1,...,n asi — oo so that, replacing 3y and iy if necessary,
n—m K [ViAi1l
<—+—(Xi)) (Xi) > 8o (14)
m 5 5

for all i > iy. Moreover, by (9),
Vg Ann

(Xi) =0
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asi >ooforall £ =2,...,n—1. So (13) (and hence also (14)) holds with k € {1, n}. Combining (10)
and (8) we obtain, at the point X;,

1 1 H - (ViA)? Kk Vu
- > e V—, —
e DD ML Ly

£=1 p=m+1 moH
1 H 2\ (Vpk)? Viw)? Kk V
- > S e SR )
n—mp—k\ o= 0 wop
m n
Kk Veu K (VK n_ Kk
+ZW——+ Z z—(———vz—
=2 tmmp1 MK cop
2 m 2
Iz K k Ve kK Vip H (Vi)
=Y (v ) e e :
t=m+1 - M mor L
uw " K Vyk 1 H " (VK )?
T X Ve e ) s
ot MM L R R I
n 2 m
K k'V n—m)/m+k \Y K \Y
Z—E Z (Ve—) +Zv_ﬂ+<m( )/ /1] 1M|_‘Vl_)| 114
K, o=\ R - KM l—«/p M 7 7
n
m (m—m)/m+«k Ve K Ve
+Z ( )/ /M|£|+&V€_ |K|'
n—m l—x/p jz k| pl) w

=m+1
Suppose that k =1 in (13). If

(n—m K )|V,,K| i
— 4+ — (X)) (X)) A0 asi— o0
mow I

then, taking i — oo, we find (|Viu|/w)(X;) — 0 as i — oo, contradicting (13). Else,

\Y v
I "Kl(X,-)§| 114
"

(X7)

for i sufficiently large and we again obtain (|Viu|/u)(X;) — 0 as i — oo, contradicting (13). If k =n
in (13) we may argue similarly, using (14).
So (12) does indeed hold. Applying (10) and (12) to (11) yields

VeH
— (X)) —>0
u

for each £ =1, ..., n. On the other hand, by the translator equation,

VeH Ke(Te, €nt1)

5 I’

Since (/1) (X;) — —ep %0, we conclude that v(X;) — —e, 11 and hence H(X;) — 1. Since the infimum
of k/u is attained at the origin on ¥, we deduce as before that X, has constant mean curvature, which
must be 1 since H(X;) — 1. But this contradicts Lemma 3.1. O
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4. Barriers

Next, we introduce appropriate barriers. When n = 2, the outer barrier is obtained by (nonisotropically)
“stretching” the level set function corresponding to the Angenent oval so that it lies in the correct slab
and is asymptotic to the correct oblique Grim planes. The higher-dimensional barrier is then obtained by
rotating in the (n—1)-dimensional complimentary subspace.

Lemma 4.1. The function u : {(x, yeRxR™:|x] < %sec@} — R defined by

X |yl
tan~ 0 1 h
9)-1- an’ 0g cos (an@)

ulx,y):=— sec’ 6 log cos(
sec

is a subsolution of the graphical translator equation (2).
In particular, given any R > 0, the surface

Y :=graphug
is a subsolution of the translator equation (1), where
R
ug = u —tan’ 6 log cosh(—).
tan 6

Proof. The relevant derivatives of u are given by

x Iyl ) ¥
Du = |secf tan , tan 6 tanh -
- secd tan6 /) |y|

and
secz( al ) 0
sec
Dzy = :
0 S€Ch2 [yl Yiyj + tan @ tanh |Y| l] yiyj
) tand / |y|? tand J\ |yl 1y
So
1+ |Dkt|2 =1 + sec? 0 tan? X + tan” 6 tanh® i
sec O tan 6
= sec? 0 sec? L, tan® @ sech? i .
sec6 tan 6
Estimating
Agzsecz a + sech? |y|
sec6 tan 6
we find

(1+Du|»**H{ul = (1 + |Dul*) Au — D*u(Du, Du)

> 1 + | Du|? + sec? o sech® |y| > 1+ |Dul*. O
sec tan 6
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Figure 1. Given any ¢ € (0, &9(n, 8)), the portion of 1y (the rotated time-T7-slice of
the Angenent oval of width 7 sec 6, where T = sec? 6 cosh(R /tan 6)) lying below height
7= —Rcos(f —€)/sin 6 is a supersolution of the translator equation when R > R, :=
2(n — 1)/e. The surface T . is obtained by translating this piece upward so that its
boundary lies in R" x {0}.

Consider the “outer” domain

B . B . x cosh(|y| /tan 8) T
Qp:={(x,y) €Sy -zR(x,y)<0}—{(x,y)€Sg 'Cos(sew)<[cosh(R/tan9)] }

where S} := (—% sec, 5 sec 9) x R~ Note that
0Qr = (X NR" x (=00, 0]).

The inner barrier is obtained by rotating the Angenent oval of width 7 sec 6 and cutting off at an
appropriate height (see Figure 1).

Lemma 4.2. Given R > 0, let TIg C R"! be the surface formed by rotating about the x-axis the
time-T -slice of the Angenent oval of width  sec 6, where

R
T = —seczecosh< )
tan 6

Mg :={(x,y,2) eRxR" ' xR:v(x,y,2) =T},

/TvI2 + 2
v :=sec? 0| log|cosh M — log| cos a .
secd secH

There exists g = gg(n, 0) > 0 such that the sublevel set

— cos(f —¢)
YRre=lIpN{z<—-R——+R
sin @

That is,

where

cos(f —¢)

- €n+1
sin 6

is a supersolution of the translator equation (1) whenever ¢ < ey and R > R, :=2(n—1)/e.
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Proof. Set w = (y, z). Then

Dv = sec@(tan( al
sec 6

lw] \ w
, tanh —
sect / |w|

and

: . 5 .
0 sech? Lwl ) winy + sec 6 tanh Awl ) (i _ wiwy
) sect ) |wl|? secd )\ |lw| |w]?

Tedious computations then yield, on the one hand,

. enet) < Dv > tanh(y/|y|? 4 z%/sec 0)(1z|/+/|y|> + 22)
- s €pnt+1) — » €n+1 | —
|Dv| \/tanz(x/seCQ)+tanh2(‘/|y|2+z2/sece)

and, on the other hand,

H —div( Dv ) _ 1/sect+ ((n— 1)/|w]) tanh(Jw|/sec 6)
D) Van®(x/sec6) + tanh®([w|/sec6)

It follows that I1g is a supersolution in the region where

—(n=1 NTvI2 L 2
2l = (n )tanh( bl +Z)20059.

/1y|2 + 22 sect
Note that )
sin(f — ¢g)
ly| < ——R
sin 6
wherever
cos(f —¢)
lz| > ——R.
sin 6
Thus, whenever
2(n—1) cos(f —e)
R>R, = and z<——R,
& sin 6

we have

— —1 /1v]2 2 -1 9 —
izl == 1) tanh< yI” +2 ) > (cos(@ —g)— (n—1) sin@) tanh(MR)
VI +22 sec R tan 6

> c0s6(1 + %8 tan 6 + 0(8))\/1 — 4e—2(n—1)cos?Osinf/e

This is no less than cos & when ¢ < gy(n, 0).

Consider the “inner” domain

Qpei={(x,y) €S cos — _ cosh(Vy[*sin” 0 + R? cos(0 — &) /tan ) |
sec cosh(R/tan0)

Note that dQg . = 0Z g .

1063
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The following lemma implies that the inner barrier which touches the outer barrier at Re; lies above it,
so long as R is sufficiently large.

Lemma 4.3. Given any R > 0, we have Q oe.6 C 2R, where
o sin @
Pe = Gin(6 —¢)

Proof. It suffices to show that the function f : Ry — R defined by

£@0) = cosh(v¢? sin” 6 + p2 cos?(0 — &) /tan 6) 3 |:cosh(§/tan 0) ]31“29

cosh(p. /tan 9) cosh(R/tan 6)
is nonpositive. This follows from log-concavity of the function
g(w):= cosh(ﬂ)
tan 6
Indeed, given any s € (0, 1) and w > 0, log-concavity of g implies that the function

_ gz =s)w)

G(@2):
g(2)*
is monotone nondecreasing for z < w. Since
tan 0 cos(f —¢)
{<R< = Ps,
tan(6 — ¢) cosd

this implies
g(¢%sin® 0 + p? cos?(6 — ¢)) - g(R?sin® 0 + p2 cos’(0 —&)) _ g(p?)
g(CZ)sinze - g(R2)sin29 B g(RZ)sinze’
The claim follows. O

Corollary 4.4. Setsg:=2(n—1)/R, Tr:=3%, ¢, and Qr: =R, ¢, Then, for R> Ry:=2(n—1)/eo,
X ¢ is a supersolution of the translator equation with boundary 3% g = d2g.

5. Existence

We are ready to prove the existence theorem, which we now recall.

Theorem (existence of convex translators in slab regions). For every n > 2 and every 6 € (0, %) there
exists a strictly convex translator X} which lies in S, *1and in no smaller slab.
Proof. Given R > 0, let ug be the solution of

1

V1+|Dugl?

where Qp := Q. Since the equation admits upper and lower barriers (0 and u g, respectively), existence

H[MR]: iI‘lQR, MRZO OI’IBSZR,

and uniqueness of a smooth solution follows from well-known methods; see, for example, [Gilbarg and
Trudinger 1983, Chapter 15]. Uniqueness implies that u g is rotationally symmetric with respect to the
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subspace F"~! = span{es, ..., e,}. Since uy is a subsolution, its graph lies below graphuy. Since the
two surfaces coincide on the boundary 92,

H[ug] = —(vR, €nt1) = —(VR, €nt1) = cos 6 cos(x cos 0) = 0059(1 - ) (15)

T
5 sec

on 02, where v is the downward-pointing unit normal to graphu z. By Corollary 4.4, we also find, for

R > Ry, that

1—cosf
—ur(0)> —— R —> 00 as R — oo. (16)
sin 6

Let R; — oo be a diverging sequence and consider the translators-with-boundary
Y :=graphupg, —ug,(0)e,41.

By Corollary 2.2 and the height estimate (16) some subsequence converges locally uniformly in the
smooth topology to some limiting translator, X, with bounded second fundamental form. By Theorem 3.2,
Y is convex.

Certainly X lies in the slab Sy, so it remains only to prove that it lies in no smaller slab (strict convexity
will then follow from the splitting theorem and uniqueness of the Grim Reaper). Set

! X
vi=1l———,
7 sec
where x(X) := (X, e1). We claim that
inf 2.0 (17)
ZN{x>0} v

s

Since infy H = 0, we conclude that supy x = 3

sec 8 as desired. To prove (17), first observe that

—(A+Vy)vr=0
and hence

A\
~a+ L = jap Ll ofv YY)
v v v 1)

where V is the tangential projection of e,;. The maximum principle then yields

min H > min{ min E min E} = min{cos 6, min H}.
ZiN{x>0} v aX;N{x>0} UV X;N{x=0} VU X;N{x=0}
If liminf;_, oo miny;n(x=0; H > 0 then we are done. So suppose that liminf;_, ., H(X;) = 0 along some
sequence of points X; € X; N {x = 0}. Then, by Corollary 2.2, after passing to a subsequence, the
translators-with-boundary
/E\i = Zl‘ — X,‘

converge locally uniformly in C*° to a translator (possibly with boundary) T which lies in Sy and satisfies
H > 0 with equality at the origin. By Corollary 2.2 the origin must be an interior point since, recalling (15),
H > cosf on %; N {x =0} for all i. The strong maximum principle then implies that H =0 on T and
we conclude that ¥ is either a hyperplane or half-hyperplane. Since, by the reflection symmetry, the limit
cannot be parallel to {0} x R"~! x R, neither option can be reconciled with the fact that T lies in Sy. O
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6. Asymptotics and reflection symmetry

We next prove that, after translation, our translators have the correct asymptotics (Theorem 3).

Theorem (unique asymptotics modulo translation). Given n > 2 and 6 € (0, %) let £} be a convex
translator which lies in Sg“ and in no smaller slab. If n > 3, assume in addition that ¥}, is rotationally
symmetric with respect to the subspace E"~' := span{ey, ..., e,}. Given any unit vector ¢ € E"~! the
curve {sinw¢ — coswey, 11 : w € [0, 0)} lies in the normal image of ¥ and the translators

2y, =Xy — P(sinwg — cos we, 1)

converge locally uniformly in the smooth topology to the oblique Grim hyperplane 'y p as © — 0, where
P : §" — Xy is the inverse of the Gauss map.

Fix a unit vector ¢ € span{es, ..., e,} and define
o :=sup{w € [0, 00) : sinwp — cos we,+1 € V(X)}.
Let w; be a sequence of points converging to @. Then the translators
Yigi=2X— Py(w;)

have uniformly bounded curvature and pass through the origin. After passing to a subsequence, they must
therefore converge locally uniformly to a limit translator. The limit must be the oblique Grim hyperplane
Fc”b’ é since it contains the ray {r(cos w¢ + sin we, 1) : ¥ > 0} and lies in a slab parallel to Sy (and, when
n > 3, splits off an additional n — 2 lines due to the rotational symmetry). In fact, since the components
of the normal are monotone along the curve y (w) := P (sin w¢ — cos we;+1), the normal must actually
converge (to sin w¢ — cos we, 1) along y. It follows that the limit is independent of the subsequence and
we conclude that the translators
Yupi=2— Py(w)

converge locally uniformly in C* to I';, ; as w — @. Note that @ < 6 since the limit I'; , must lie in Sp.
It remains to show that w > 6.

Suppose, to the contrary, that ® < 8. Given w € [0, %) let TTIY = sec w2, be the rotationally
symmetric ancient pancake which lies in the slab €2, (and no smaller slab) and becomes extinct at the
origin at time zero. The “radius” £,,(¢) of the pancake satisfies [Bourni et al. 2017]

L,(t) = mig[x (p,er) = seca)ﬂo(cos2 wt) =—tcosw+ (n — 1) secwlog(—t) +c+o(1) (18)
pelly
as t - —oo, where the constant ¢ and the remainder term depend on w and n. Observe that the ray
L, ={r(cosw¢+sinwe, ;1) : r > 0} is tangent to the circle in the plane span{¢, e, 1} of radius — cos wt
centered at —te,, 4. Indeed, a point r(cos w¢ + sin we,, 1) lies on this circle if and only if

Ircoswg + (rsinw+1)e,q1]* =cos’ wt? < (r—sinw(—1))*>=0.

So there exists a unique point with this property, as claimed. Since, by hypothesis, 8 < ®», we conclude
from (18) that the circle of radius €4 (—t) lies above the line L for —¢ sufficiently large (see Figure 2).
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€n+1

Ly(t) ~—tcosw

¢

Lo (t)sing
peznNf—te, 1)
Lo (t)cos¢

Figure 2. If ® < 6 then the pancake lies above the translator for —¢ sufficiently large.

We will show that, in fact, 1'[‘,9 — tep4+ lies above X for —1 sufficiently large (and hence 1'[,9 lies above
¥, := ¥ +te,41 for —¢ sufficiently large). But I1? and ¥, both reach the origin at time zero, so this
contradicts the avoidance principle.

We will need an estimate for the “width” of . Given p € X set

x(p):=(p,e1), y(p):=(p,¢) and z(p):=(p,ent+1)
and, given h > 0, set
£(h) := max y(p),
pEZh

where X, is the level set Ty, := {p € X : z(p) = h}. We know that, near its “edge region”, X looks like
a Grim hyperplane of width sec @, whereas, in its “middle region”, it looks like two parallel planes of
width sec 6. By convexity, it must lie outside the linearly interpolating region in between (see Figure 3).
The following estimate quantifies this elementary observation.

Lemma 6.1 (width estimate). Set
B:=sect —secw >0 and xo:= lim x(Py(w)).
w—>w

For any ¢ > 0 there exist K, < 0o and h, < oo with the following property: Given h > h,, p € ¥y and
s € [0, 11, suppose that
0 =< y(p) =s(t(h) = Ky).
Then
x(p) —xol = Z(secd+ (1 —s5)(B— Zx) —¢).
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__________________________ P1

0O¢ ~msecH ~ IT seC @

Figure 3. Linearly interpolating between the “middle” and “edge” regions in the level
set Xj. The horizontal axis is compressed.

Proof of Lemma 6.1. Choose ¢ > 0. Because X converges to the oblique Grim hyperplane I'g, 4 after
translating the “tips”, Py (w), we can find some h, and K, such that

|x(p) —xol = Fsecw—e¢
for all p € Xy, satisfying
0=<y(p) =th) - K,

so long as h > h,. Choose some & > h, and consider the point p; € Xy N {ey, ¢, e,4+1} satisfying
x(p1) = xp and 0 < y(py) = £€(h) — K. (If there is no such point then the claim is vacuously true, else
p1 is uniquely determined.) Then

x(p1) —xo > 7 secw —e.

On the other hand, because X converges to the boundary of Sy after translating vertically, we can assume
that & is so large that
s
x(po) = 7 sech —e¢

at the point pg € X, Nspan{ey, ¢, e,+1} satisfying y(pg) = 0 and x(pg) > x¢. Since Xj is convex, we
conclude that any point p € ¥, Nspan{e, ¢, e,11} satisfying 0 < y(p) < £(h) — K, and x(p) > xo lies
beyond the segment joining pg and p;. In particular, if y(p) < s(£(h) — K.) then
x(p) = sx(py) + (1 —s)x(po)

>s(xo+Fseco—e)+(1—s)(%secHd —¢)

=x0+ Z(secd+ (1 —s5)(B— Zx0)) —e.
The other inequality is proved in much the same way (simply choose the points pg and p; on the other
side of the {x = xo}-plane). O

Reflecting X" through the {x = 0}-hyperplane if necessary, we may assume in what follows that x¢ > 0.
Given € > 0, choose &, and K, as in Lemma 6.1 and consider & > h,. Then, given any p € ¥ satisfying
0<y(p) < (h)—K,) and x(p) > xg, we can choose

_ _y(p)l
$=5W =k,

x(p) > %(sec@—ﬂM —6‘).

e [0, 1]

and hence estimate

£(h) — K,
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Choosing h, larger if necessary, we may assume that £(h,) > 2K, and hence

T ly(p)l 2K,
> — 60— 1 —¢). 19
x(p) = > (sec B ) < +£(h) & (19)
Note also that, by convexity,
tanw > —— —tanw as h — oo.
£(h)

Assume now that, given t <0 and w € (w, ), there is some point p € (ITY —te, 1) NEN{X : (X, ¢) > 0}.
Then there is some ¢ € [O, %] such that

h:=z(p)=—t—Ly(t)sing, |y(p)|<Ly(t)cos¢ and |x(p)|< 7 secw,

where £, is defined by (18) (see Figure 2). Suppose further that 2 > h,. Recalling (19), we find

ly(p)l h 2K, h
i z(h)(” h z(h))_g

t 2K
> secH —ﬁ@tan&)(l + hs tancb) —e.

secw >secl — f8

That is,

secl —secw
. £,(t) cos ¢ tan @ 2K . tanw e
 —t—4L,(t)sing —t — L, (t) sing

0 — L, (t 2K
se¢ Seew - o )hcos¢tanc?)(l+ hstan&))-i-%

—I-IB.

Since the right-hand side is nonincreasing with respect to ¢ for ¢ € [0, %] we may estimate

sec —secw - L, (1)

_( 2K, _) €
tanw| 1+ tanw | + —.
—t ,B

secld —secaw — —t
But ¢,(t)/—t — cosw as t — —o0, so we conclude, for —¢ > —t, sufficiently large, that

secd —secw _ 2¢ o 2
— X <coswtanw+ — <sinw + —.
secH —secw B B

Choosing  sufficiently close to @ and ¢ sufficiently small results in a contradiction. This completes the
proof of Theorem 3 in the case n > 3. It remains to consider the case that n =2 and X is asymptotic to
the correct oblique Grim plane in one direction, say —e,, but not the other, e;. This can be achieved with
a similar argument by centering the ancient pancake not on the z-axis but rather on the axis bisecting the
two asymptotic lines, i.e., the ray

0—w . 00—
{r(cos 2we3 + sin Twez) > O}.

We omit the details since the result in this case was already proved in [Spruck and Xiao 2017].
Combining the unique asymptotics with the Alexandrov reflection principle, we may now prove
Corollary 4.
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Corollary. Given 0 € (O, %), let X be a strictly convex translator which lies in S, *1 and in no smaller
slab. If n > 3, assume in addition that ¥ is rotationally symmetric with respect to E"~\. Then X is

reflection symmetric across the hyperplane {0} x R".

We proceed much as in [Bourni et al. 2017, Theorem 6.2]. Let us begin by introducing some notation.
Given a unit vector e € S" and some « € R, denote by H, ,, the half-space {p € R"*!: (p, e) < a} and by
Reo X :={p—2(p,e) —a)e: p € X} the reflection of ¥ across the hyperplane dH, ,. We say that ¥
can be reflected strictly about H, o if (R, - £) NHe o C Q2NH, 4.

Lemma 6.2 (Alexandrov reflection principle). Let ¥ be a convex translator. If
Th=20{(x,y,2) ERxR" ' xR:z>h)
can be reflected strictly about H,  for some e € {e,hq}l then ¥ can be reflected strictly about H, 4.

Proof. This is a consequence of the strong maximum principle and the boundary point lemma; see [Gilbarg
and Trudinger 1983, Chapter 10]. O

Claim 6.2.1. For every « € (O, %) there exists hy, < 00 such that
Th =E20{(x,y,2) eRxR"'xR:z > hy)

can be reflected strictly about Hy 1= H,, 4.

Proof. Suppose that the claim does not hold. Then there must be some o € (O, %) and a sequence of

heights #; — oo such that (R, - X5,) "Hy N Xy, # &. Choose a sequence of points p; = x;e1 + yiez € Xy,
whose reflection about the hyperplane H,, satisfies

(2o — x;)er +yier € (Ry - Zp;) N Xy, NHy

and set p; = xie; + yje; := (2a — x;)e; + yiep. Without loss of generality, we may assume that
y; =y =2 0. Since o < x; < 7, the point p; satisfies & > x; > —7% + 2« so that, after passing to a
subsequence, lim;_, xlf € [—% + 2a, a]. But since ¥ is convex and converges, after translating in the
plane span{e, €,41}, to the Grim hyperplane I',, g, we conclude that

0= lim (x; + x;) = 2a.
1—> 00
So a = 0, a contradiction. O

It now follows from Lemma 6.2 that ¥ can be reflected across H, for all @ € (0, %) The same
argument applies when the half-space H, is replaced by —H, = {(x,y,2) e Rx Rx R* ™' : x > —a}.
Now take o — 0.
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CONVEX PROJECTIVE SURFACES
WITH COMPATIBLE WEYL CONNECTION ARE HYPERBOLIC

THOMAS METTLER AND GABRIEL P. PATERNAIN

We show that a properly convex projective structure p on a closed oriented surface of negative Euler
characteristic arises from a Weyl connection if and only if p is hyperbolic. We phrase the problem as a
nonlinear PDE for a Beltrami differential by using that p admits a compatible Weyl connection if and only
if a certain holomorphic curve exists. Turning this nonlinear PDE into a transport equation, we obtain
our result by applying methods from geometric inverse problems. In particular, we use an extension of a
remarkable L>-energy identity known as Pestov’s identity to prove a vanishing theorem for the relevant
transport equation.

1. Introduction

A projective structure on a smooth manifold M is an equivalence class p of torsion-free connections on its
tangent bundle 7'M, where two such connections are declared to be projectively equivalent if they share the
same unparametrised geodesics. The set of torsion-free connections on 7'M is an affine space modelled
on the sections of S?(T*M) ® TM. By a classical result of Cartan, Eisenhart, Weyl (see [Spivak 1999]
for a modern reference), two connections are projectively equivalent if and only if their difference is pure
trace. In particular, it follows from the representation theory of GL(2, R) that a projective structure on a
surface M is a section of a natural affine bundle of rank 4 whose associated vector bundle is canonically
isomorphic to V = § 3(T*M) @ A>(TM). Choosing an orientation and Riemannian metric g on M, the
bundle V decomposes into irreducible SO(2)-bundles V >~ T*M & SS(T*M ), where the latter summand
denotes the totally symmetric (0,3)-tensors on M that are trace-free with respect to g, or equivalently,
the cubic differentials with respect to the complex structure J induced by g and the orientation. In other
words, fixing an orientation and Riemannian metric g on M, a projective structure p may be encoded in
terms of a unique triple (g, A, 6), where A is a cubic differential —and 6 a 1-form on M. A conformal
change of the metric g — e?*g corresponds to a change

(g, A,0) > (e¥g, A, 0 +du).

Consequently, the section ® = A/do of K> ® K* does only depend on the complex structure J. Here do
denotes the area form of g and K the canonical bundle of M. In addition, we obtain a connection D on
the anticanonical bundle K* inducing the complex structure by taking the Chern connection with respect

MSC2010: primary 32W50, 53A20; secondary 30F30, 37D40.
Keywords: convex projective structures, Weyl connections, transport equations, energy identity.
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to g and by subtracting twice the (1,0)-part of 6. Again, the connection D does only depend on J. Fixing
a complex structure J on M thus encodes a given projective structure p in terms of a unique pair (D, ).

There are two special cases of particular interest. Firstly, we can find a complex structure J so
that D is the Chern connection of a metric in the conformal class determined by J. This amounts to
finding a complex structure for which 6 is exact. Secondly, we can find a complex structure J so that ¢
vanishes identically. This turns out to be equivalent to p containing a Weyl connection for the conformal
structure [g] determined by J, that is, a torsion-free connection on TM whose parallel transport maps are
angle-preserving with respect to [g].

In [Mettler 2014], it is shown that a two-dimensional projective structure p does locally always contain
a Weyl connection and moreover, finding the Weyl connection turns out to be equivalent to finding a
holomorphic curve into a certain complex surface Z fibering over M. Here we use this observation to
rephrase the problem in terms of a nonlinear PDE for a Beltrami differential. More precisely, we think of
p as being given on a Riemann surface (M, J) in terms of (D, ®). We show (see Proposition 4.4) that p
contains a Weyl connection with respect to the complex structure defined by the Beltrami differential
on (M, J) if and only if

D'p—uDp=ou’+o, (1-1)

where D’ and D” denote the (1,0)- and (0,1)-part of D. Since every two-dimensional projective structure
locally contains a Weyl connection, the above PDE for the Beltrami differential x can locally always be
solved. Moreover, on the 2-sphere every solution p lies in a complex 5-manifold of solutions, whereas on
a closed surface of negative Euler characteristic the solution is unique, provided it exists; see [Mettler
2015b] (and Corollary 4.6 below).

Here we address the problem of finding a projective structure p for which the above PDE has no global
solution. Naturally, one might start by looking at projective structures p at “the other end”, that is, those
that arise from pairs (D, ®) where D is the Chern connection of a conformal metric, or equivalently,
those for which there exists a metric g so that p is encoded in terms of the triple (g, A, 0). This class of
projective structures includes the so-called properly convex projective structures. A projective surface
(M, p) is called properly convex if it arises as a quotient of a properly convex open set 2 C RP? by a
free and cocompact action of a group I' C SL(3, R) of projective transformations. In particular, using the
Beltrami—Klein model of two-dimensional hyperbolic geometry, it follows that every closed hyperbolic
Riemann surface is a properly convex projective surface. Motivated by Hitchin’s generalisation of
Teichmiiller space [1992], Labourie [2007] and Loftin [2001] have shown independently that on a closed
oriented surface M of negative Euler characteristic every properly convex projective structure arises from
a unique pair (g, A, 0), where g and A are subject to the equations

K, =—1+2|A]; and 9A=0.

Using quasilinear elliptic PDE techniques, C. P. Wang [1991] previously showed (see also [Dumas and
Wolf 2015]) that the metric g is uniquely determined in terms of ([g], A) by the equation for the Gauss
curvature K, of g. Consequently, Labourie and Loftin concluded that on M the properly convex projective
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structures are in bijective correspondence with pairs ([g], A) consisting of a conformal structure and a
cubic holomorphic differential.

Naturally one might speculate that (1-1) does not admit a global solution for a properly convex
projective structure p unless A vanishes identically, in which case p is hyperbolic. This is indeed the case:

Corollary 6.2. Let (M, p) be a closed oriented properly convex projective surface with x (M) < 0 and
with p containing a Weyl connection D. Then p is hyperbolic and moreover D is the Levi-Civita connection
of the hyperbolic metric.

This corollary is an application of the more general vanishing theorem, Theorem 6.1 (see below), whose
proof makes use of a remarkable L?-energy identity. This energy identity — known for geodesic flows
as Pestov’s identity — is ubiquitous when solving uniqueness problems for X-ray transforms, including
tensor tomography. To make the bridge between (1-1) and this circle of ideas, it is necessary to recast the
nonlinear PDE in dynamical terms as a transport problem. Given a projective structure p captured by
the triple (g, A, 6) we associate a dynamical system on the unit tangent bundle 7 : SM — M of g as
follows. We consider a vector field of the form F = X 4 (a — V6)V, where X, V denote the geodesic and
vertical vector fields of SM, a € C°°(SM, R) represents the cubic differential A (essentially its imaginary
part) and where we think of 6 as a function on SM. The flow of the vector field F is a thermostat (see
Section 3 below for more details) and it has the property that its orbits project to M as unparametrised
geodesics of p. We show that (1-1) is equivalent to the transport equation (see Corollary 5.6)

Fu=Va+§ (1-2)

on SM, where the real-valued function u encodes a conformal metric of the sought-after complex
structure J and B is a 1-form on M, again thought of as a function on SM. Explicitly

u=3log( —L
~2 %\ (g - 2R )

where p, g, r are given in terms of a J-conformal metric £ and the complex structure J of (M, g) by
px,v)=gw,v), rx,v)=¢gw,Jv) and g(x,v)=g(Jv, Jv).

The right-hand side in (1-2) has degree 3 in the velocities and the dynamics of F is Anosov when
p is a properly convex projective structure [Mettler and Paternain 2019]; hence it is natural to think
that techniques from tensor tomography might work. Regular tensor tomography involves the geodesic
vector field X and the typical question at the level of the transport equation is the following: if Xu = f
where f has degree m in the velocities, is it true that u has degree m — 1 in the velocities? The case
m = 2 is perhaps the most important and it is at the core of spectral rigidity of negatively curved
manifolds and Anosov surfaces [Croke and Sharafutdinov 1998; Guillemin and Kazhdan 1980; Paternain
et al. 2014]. Thermostats introduce new challenges; however we are able to successfully use a general
L? energy identity developed in [Jane and Paternain 2009] (following earlier results for geodesic flows in
[Sharafutdinov and Uhlmann 2000]) together with ideas in [Mettler and Paternain 2019] to show that if
(1-2) holds then a = 0 and B is exact. Our vanishing theorem, Theorem 6.1, is actually rather general and
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it applies to a class of projective structures considerably larger than properly convex projective structures;
see Corollary 6.4 below.

For the case of surfaces with boundary, a full solution to the tensor tomography problem was given in
[Paternain et al. 2013]; the solution was inspired by the proof of the Kodaira vanishing theorem in complex
geometry. In the present paper, we go in the opposite direction; we import ideas from geometric inverse
problems to solve an existence question for a nonlinear PDE in complex geometry. These connections
were not anticipated, and it is natural to wonder if they are manifestations of something deeper.

2. Preliminaries

Here we collect some standard facts about Riemann surfaces and the unit tangent bundle that will be
needed throughout the paper.

2A. The frame bundle. Throughout the article M will denote a connected oriented smooth surface with
empty boundary. Unless stated otherwise, all maps are assumed to be smooth, i.e., C*. Letw : P > M
denote the oriented frame bundle of M whose fibre at a point x € M consists of the linear isomorphisms
f :R? — T M that are orientation-preserving, where we equip R? with its standard orientation. The Lie
group GL™ (2, R) acts transitively from the right on each fibre by the rule R, (f) = f oh and this action
turns 77 : P — M into a principal right GL (2, R)-bundle. The bundle P is equipped with a tautological
R2-valued 1-form o = (') defined by @ r=1f “lodn r and which satisfies the equivariance property
Ry = h~'w. The components of  are a basis for the 1-forms on P that are semibasic for the projection
w: P — M,i.e., those 1-forms that vanish when evaluated on a vector field that is tangent to the fibres
of m : P — M. Therefore, if g is a Riemannian metric on M, there exist unique real-valued functions
gij=gjion Psothatm*g =g ja)i ® w’. The Levi-Civita connection ¢V of g corresponds to the unique
connection form ¢ = (wj ) e QI(P, gl(2, R)) satisfying the structure equations

do' = —lﬁ; A,
dgij = g} + g
The curvature ¥ = (\IJ}) of ¥ is the 2-form

(2-1)

Y =dyf + Ui A S = Kgiro Ao
where K, denotes (the pullback to P of) the Gauss curvature of g.

2B. Conformal connections. The conformal frame bundle of the conformal equivalence class [g] of g
is the principal right CO(2)-subbundle 7 : Pjgj — M defined by

P ={f € P:gu(f)=gn(f)and gi2(f) =0}.

Here CO(2) = Rt x SO(2) denotes the linear conformal group whose Lie algebra co(2) is spanned by

(1) = (170)

the matrices



CONVEX PROJECTIVE SURFACES WITH COMPATIBLE WEYL CONNECTION ARE HYPERBOLIC 1077

A conformal connection for [g] is principal CO(2) connection

K = <K1 _K2> s K; € QI(P[g]),

k2 K1

on Ppg) which is torsion-free, that is, satisfies

1 1
2 K1 w

The standard identification R? ~ C gives an identification CO(2) ~ GL(1, C) and consequently, co(2) ~ C.
In particular, (2-2) takes the form dw = —« A w, where we think of x and w as being complex-valued.
Writing re/? for the elements of CO(2), the equivariance property for @ implies (R,q0)*w = e w. In
particular, we see that the -semibasic complex-valued 1-form w is well-defined on M up to complex
scale. It follows that there exists a unique complex-structure J on M whose (1,0)-forms are represented
by smooth complex-valued functions u on P, satisfying the equivariance property (R,.is)*u = re!®u, that
is, so that uw is invariant under the CO(2)-right action. Of course, this is the standard complex structure
on M obtained by rotation of a tangent vector v counterclockwise by 7 with respect to [g]. Denoting
the canonical bundle of M with respect to J by K, it follows that the sections of L,, , := K" ® K*
are in one-to-one correspondence with the smooth complex-valued functions u on P, satisfying the

m+£

equivariance property (R,i¢)*u = r"+te! =%y Infinitesimally, this translates to the existence of unique

smooth complex-valued functions " and u” on P4 so that
du=u'w+u"d~+muk + Luk. (2-3)

Recall, if v is a 1-form on M taking values in some complex vector bundle over M, the decomposition
a =o' +a” of @ into its (1,0)-part &’ and (0,1)-part &” is given by

o = %(a—i]a) and o' = %(Ol-l-iJOl),

where we define (J)(v) := a(Jv) for all tangent vectors v € TM. The principal CO(2)-connection «
induces a connection on all (real or complex) vector bundles associated to Pjg) and — by standard abuse
of notation — we use the same letter D to denote the induced connection on the various bundles. If s is
the section of L,, ¢ represented by the function u satisfying (2-3), then D’s := (Ds)’ is represented by u’
and D”s := (Ds)” is represented by u”.

Since dgi1 = dgy and dgi» = 0 on Py, it follows from (2-1) that the pullback of the Levi-Civita
connection Y of g to P is a conformal connection. The difference of any two principal CO(2)-
connections is -semibasic. Therefore, any other torsion-free principal CO(2)-connection « on P, is
of the form «k = v — 20w for a unique complex-valued function 8; on P,. Since « is a connection,
it satisfies the equivariance property (R, .i¢)*x = %e_i‘f’/crei‘f’ = k and so does . Therefore, 26w is
invariant under the CO(2)-right action as well and hence twice the pullback of a (1,0)-form on M, which
we denote by 6’. From (2-3) we see that we may think of « as being the connection form of the induced
connection on the anticanonical bundle K*. In particular, ¢y may be thought of as being the connection
form of the Chern connection induced by g on K* By the definition of the Chern connection, it induces
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the complex structure of K* Since v and « differ by a (1,0)-form, « also induces the complex structure
of K* Consequently, the conformal connections on Pj,) are in one-to-one correspondence with the
connections D on K* inducing the complex structure, that is, D" = O

2C. The unit tangent bundle. For what follows it will be necessary to further reduce P,j. The unit
tangent bundle
SM={(x,v) eTM : g(v,v) =1}

of g may be interpreted as the principal right SO(2)-subbundle of P defined by
SM={feP:gij(f)=4di}

On SM the identities dg;; = 0 imply the identities ¥ = v = 0 and v = —7, so that ¥ is purely
imaginary.
Abusing notation by henceforth writing i instead of wlz, the structure equations thus take the form

w1 _ 0 —1// w1 _ :
d(a)z)_ (KZf O)A(w) and dy =—Kg w1 A, (2-4)
where we write w; = §;; /. Note that on SM the 1-forms w;, w, take the explicit form
w1(§) =g, dn(§)) and wy(§) =g(Jv,dn(§)), & €T nSM. (2-5)

Furthermore, the 1-form 1 becomes

V(&) =g"(0), Jv), (2-6)

where & € T(,,,)SM and y : (—¢, &) — SM is any curve with ¥ (0) = (x, v), y(0) =& and y” denotes
the covariant derivative of y along m o y.

The three 1-forms (w;, w;, ¥) trivialise the cotangent bundle of SM and we denote by (X, H, V) the
corresponding dual vector fields. The vector field X is the geodesic vector field of g, V' is the infinitesimal
generator of the SO(2)-action and H is the horizontal vector field satisfying H = [V, X]. The structure
equations (2-4) imply the additional commutation relations

[V,Hl=—-X and [X,H]=K,V.

Following [Guillemin and Kazhdan 1980], we use the volume form ® = w; A wy A on SM to define

(u, v) =f uv ®
SM

for complex-valued functions u, v on SM and we denote by L?(SM) the corresponding space of square

an inner product

integrable complex-valued functions on SM. The structure equations (2-4) and Cartan’s formula imply
that all vector fields X, H, V preserve ®. In particular, —iV is densely defined and self-adjoint with
respect to (-, - ). Consequently, we have an orthogonal direct sum decomposition into the kernels ,, of
the operators mlId +iV

L*(SM) = D Hun. (2-7)

meZ
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2D. Weyl connections. 1f 0 is a 1-form on M, we may write 70 = Ow; + V(0)w,, where on the
right-hand side we think of 6 as being a real-valued function on SM. Therefore, 76" = 6w, where
0 = %(9 —iV0) and likewise 7*0” = 0_@, where 0_; = %(9 +iV6). On SM the connection form k of
a conformal connection thus becomes k = iy — 26w, or in matrix notation

‘= 0 —y I —O0w1—V(O@)wy —V(O)wi1+0w;
“\y 0 V®w1—0wry —Bw1—V(@)wy) "

Finally, without the identification R? ~ C, we may equivalently think of the connection form « as the

(2-8)

connection form of a torsion-free connection on 7M. Writing « as
. — (0 —w) L ( Owi Ows ) B (29w1+V(9)a)2 V(6w ) ,
v 0 V(@)w V(O)w, Owy Ow1+2V (0)w
the reader may easily check that « is the connection form of
D=4V + g ®6% — Sym(6), (2-9)
where the section Sym(6) of S2(T*M) ® TM is defined by the rule
Sym(0)(v1, v2) = 0(v1)v2 + 60 (v2) vy

for all tangent vectors vy, v € T, M and all x € M. Connections of the form (2-9) for g € [g] and
6 € Q! (M) are known as Weyl connections for the conformal structure [g]. By construction, they preserve
[g]; that is, the parallel transport maps are angle-preserving with respect to [g]. Conversely, every torsion-
free connection on 7'M preserving [g] is of the form (2-9) for some g € [g] and 1-form #. Summarising,
we have the following folklore result:

Proposition 2.1. On a Riemann surface M with conformal structure [g] the following sets are in one-to-
one correspondence:

(1) the conformal connections on Pg,
(ii) the connections on K* inducing the complex structure,

(iii) the Weyl connections for [g].

3. Projective thermostats

In this section we show how to associate the triple (g, A, 6) to a given projective structure p. As mentioned
in the Introduction, the existence of such a triple is a consequence of some elementary facts about SO(2)-
representation theory and a description of projective structures as sections of a certain affine bundle
over M (see [Mettler 2015a] for a construction of (g, A, €) in that spirit); here instead we obtain the
triple as a by-product of a characterisation of projective thermostats.

A (generalised) thermostat is a flow ¢ on SM which is generated by a vector field of the form
F = X 4 AV, where A is a smooth real-valued function on SM. In this article we are mainly interested in
the case where the generalised thermostat is projective. By this we mean that there exists a torsion-free
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connection V on TM having the property that for every ¢-orbit y : I — SM there exists a reparametrisation
@:1I' > Isothatmoyog:I'— M is a geodesic of V.

Phrased more loosely, the orbit projections to M agree with the geodesics of a projective structure p
on M. By a classical result of Cartan, Eisenhart, Weyl (see for instance [Spivak 1999, Chapter 6,
Addendum 1, Proposition 17] for a modern reference), two torsion-free connections V and V' on TM are
projectively equivalent if and only if there exists a 1-form « on M so that

V' —V = Sym(x).

3A. A characterisation of projective thermostats. It turns out that projective thermostats admit a simple
characterisation in terms of the vertical Fourier decomposition (2-7) of A. Towards this end we first show:

Lemma 3.1. Let V be a torsion-free connection on the tangent bundle TM and ¢ = (go}) eQl(SM, gl(2,R))
its connection form. Then, up to reparametrisation, the leaves of the foliation F defined by go% =w,=0
project to M to become the geodesics of V. Conversely, every geodesic of V, parametrised with respect
to g-arc length, lifts to become a leaf of F.

Proof. Recall that the set of torsion-free connections on 7M is an affine space modelled on the sections of
S2(T*M) ® TM. Tt follows that there exists a 1-form B on M with values in the endomorphisms of TM
so that V =8V + B. As we have seen, the connection form of the Levi-Civita connection of gonTM is

()

Hence there exist unique real-valued function bj. = bf( ; on SM so that
(0 _w) bha)1+b}2a)2 bélwl—i-bézwz
Y= .
v 0 b%la)l-i-b%za)z b%la)l—i-b%za)z

Explicitly, b;k(v) = g(E(ej)ek, e;), where we write ¢; = v and e; = Jv for v e SM.
Let § : I — SM be a leaf of F, so that §*w, = 0. Writing y := 7w o § and evaluating §*w, on the
standard vector field 9; of R, we obtain

0=20,8"w,=_g(d(m08)(d), Jo(1)) =gy (1), J&(1)),

so that 6 = fy for some unique f € C*°(/). Hence without losing generality, we may assume that the
leaves of F are of the form y for some smooth curve y : I — M having unit-length velocity vector with
respect to g.
By the construction of i, see (2-6), the pullback 1-form y*y evaluated on 9; gives the function
g(¢Vyy, Jy); hence )'/*gof =0 if and only if
0=g(V;p. JP) +b7,(7) = gV + BG)Y, I 7).
It follows that there exists a function f € C°°(I) so that

SV, p + By =Vpy = f.
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By a standard lemma in projective differential geometry [Spivak 1999, Chapter 6, Addendum 1, Propo-
sition 17] a smooth immersed curve y : I — M can be reparametrised to become a geodesic of the
torsion-free connection V on TM if and only if there exists a smooth function f : 7 — Rso that V,y = fy.
The claim follows by applying this lemma. U

Lemma 3.2. Suppose the thermostat F = X + AV is projective. Then
0=3A+3VVA+{VVVVa

Proof. Using notation as in the proof of Lemma 3.1, we must have F _ (pf =0and F 2wy =0. The
latter condition is trivially satisfied, but the former gives

Fgf = (X+AV) 2 (Y +b1y01 +bihwn) = A +bj; =0

so that & = —b7,. Since the functions b, represent a section of S*(T*M) ® TM, they satisfy the structure
equations

db;'.k =bji.l/<,i+bfk/<]l. —bj-k/cli, mod w;.

In particular, from this we compute
Vb} =V _adb} =V 1 (2b}, —bl )Y =2b7, —bj,.
Applying V again we obtain
VVbi, =2b3, —3bi, —4bi,,
and likewise
VVV Vb3 =40bj, +21b}, —20b3,,

so that the claim follows from an elementary calculation. O
Lemma 3.3. For A € C®°(SM) the following statements are equivalent:

() 0=31+3VVA+{VVVVL

() AeH_ 1 OHI ®OH_3D Hs.

Proof. Let L € H_3 ®H_1 & H D Hj3 so that we may write L = A_3+ A_1 + A; + A3 with A, € H,,.
Since A is real-valued we have A_; = A; and A_3 = A3. Hence setting v; = A_; 4+ A; and v3 = A_3 + A3,
we obtain VVv; = —v; and V Vv = —9v;3 so that

I+ IVVA+LVVVVA=3 (34 v1) +3(=9v3 —vp) + £(81vz+vy) =0.

Conversely, suppose A € C*(SM) satisfies 0 = %k + %VVA + %VVVVA and write A = ) A, with
Am € H,n. Hence we obtain

3 5 1 3 5.2 1.4
0=3A43VVA+LVVVVA=) (3 —3m* + im*) o,
m
so that A,,, = 0 unless

0=3—3m*+im*=L{(m—3)(m — D(m+1)(m+3).

The claim follows. O

[\S]]9%}
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Finally, we obtain:
Proposition 3.4. A thermostat F = X + AV is projective if and only if A€ H_1 ®H1 D H_3 D Has.

Proof. It remains to show thatif L € H_| & H d H_3 & H3, then there exists a torsion-free connection
V on TM so that F _ (pf vanishes identically, where ¢ = ((p}) denotes the connection form of V. We may
write

A=a—-V0,

where a € C*°(SM) satisfies 9a + VVa =0 and 6 is a smooth 1-form on M, thought of as a real-valued
function on SM. Since 9a + V Va = 0, there exists a unique cubic differential A on M so that

T*A = (%Va + ia)a)3.
Hence simple computations show that

a(v)=Re A(Jv, Jv, Jv)=—Re A(Jv, v, v),

1 (3-1)
3Va(w) =Re A(v,v,v) = —Re A(v, Jv, Jv)

for all v € SM. Let B be the unique 1-form on M with values in the endomorphisms of 7'M satisfying
g(B(vi)vz, v3) =Re A(vi, v2, v3) (3-2)

for all tangent vectors vy, v2, v3 € Ty M and all x € M. On TM consider the torsion-free connection
V =D+ B, where D is the Weyl connection

D=4V +g®6°—Sym(®).

Using (2-8) and (3-1), we compute that the connection form of V is

b=V —V(O)w+0w— W@wi—aw; —aw—3V(a)w (3.3)
YT\ V@060, —601-V(O)on —aw—3V(@)w; —3V(@)wi+awy)
In particular, we have
gL =9 +(V(O) — w1 — (0 + 3V (@),
so that F (p12=0. (|

3B. The effect of a conformal change. Summarising the previous subsection, we have seen that if V is
a torsion-free connection on 7M and we fix a Riemannian metric g on M, then we may write V=8V + B
for some endomorphism-valued 1-form B on M. The thermostat on SM defined by A = —b%l has the
property that its orbits project to M to become the geodesics of V up to parametrisation. Moreover, we
obtain a 1-form 0 € Q'(M) as well as a cubic differential A € I'(K?), so that the connection V shares its
geodesics — up to parametrisation — with the projections to M of the orbits of the projective thermostat
defined by A = a — V8, where a represents the imaginary part of A.

Next we compute how 6 and A transform under conformal change of the metric. As a consequence,
we obtain:
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Proposition 3.5. Let V be a torsion-free connection on TM. Then the choice of a conformal structure
[g] on M determines a unique Weyl connection D for [g] and a unique section ® of K> ® K* so that
D + Re ® is projectively equivalent to V.

Proof. Let g — & =e”*g be a conformal change of the metric, where u € C*°(M). For the new metric
g there exists a 1-form 6 and a cubic differential A on M so that D+ B and D + B are projectively
equivalent. Here B denotes the 1-form constructed from A by using the metric g. Projective equivalence
corresponds to the existence of a 1-form o on M so that

D+ B =D+ B +Sym().
Using (2-9) as well as (see [Besse 1987, Theorem 1.159])
XPRIEY = 8V — ¢ @ $Vu + Sym(du), (3-4)

this is equivalent to

8V + g ®6° — Sym(0) + B =&V — g @ ¥ Vu + Sym(du) + e*' g ® 6° — Sym(é) + B + Sym(a)
or
g® (0" +8Vu—0% + B — B =Sym(B),

where B =a +6 +du — 6. Evaluating this equation on the pair (v, Jv) with v a unit tangent vector with
respect to g gives
B(v)Jv — B(v)Jv = Sym(B) (v, Jv).

Computing the inner product with the tangent vector v yields
Re A(v, Jv,v) —e X Re A(v, Jv, v) = B(Jv).

Thought of as an identity for functions on S M, the left-hand side lies in {_3 @ #3, whereas the right-hand
side lies in H_; @ H1, and hence they can only be equal if both sides vanish identically. Consequently, it
follows that 8 = 0 and that
A=c"A.
Therefore, B = B and
6 =0 +du, (3-5)

so that @ = 0 as well as D = D.

In particular, we see that both D and B do only depend on the conformal equivalence class of g. We
may define a section ® of K> ® K* by ®do = A, where do denotes the area form of g. Comparing
with (3-2), we see that B is the real part of ®. Il

4. Holomorphic curves

It is natural to ask whether for a given torsion-free connection V on TM one can always (at least locally)
choose a conformal structure [g] on M so that ® vanishes identically, or equivalently, whether every
torsion-free connection V on TM is locally projectively equivalent to a Weyl connection D. This question
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was answered in the affirmative in [Mettler 2014], where it is also observed that the problem is equivalent
to finding a suitable holomorphic curve into a complex surface fibering over M. Here we will briefly
review this observation and use it to derive a nonlinear PDE for the Beltrami differential of the sought-after
conformal structure.

Remark 4.1. Given that one can locally always find a conformal structure so that ® vanishes identically,
one might wonder whether it is possible to simultaneously pick a conformal metric so that the 1-form 6
is closed. Indeed, (3-4) and (3-5) imply that the additional closedness condition corresponds to V being
locally projectively equivalent to a Levi-Civita connection of some metric. However, this is not always
possible; see [Bryant et al. 2009].

4A. A complex surface. Inspired by the twistorial construction of holomorphic projective structures in
[Hitchin 1982], it was shown in [Dubois-Violette 1983; O’Brian and Rawnsley 1985] how to construct
a “twistor space” for smooth projective structures. Let V be a torsion-free connection on 7M and
o= (gpj‘:) e QI(P, gl(2, R)) its connection form on the frame bundle P. We can use ¢ to construct a
complex structure on the quotient P/ CO(2). By definition, an element of P/ CO(2) gives a frame in
some tangent space of M, well defined up to rotation and scaling. Therefore, the conformal structures on
M are in one-to-one correspondence with the sections of the fibre bundle P/ CO(2) — M whose fibre is
GL' (2, R)/ CO(2), that is, the open disk. We will construct a complex structure on P/ CO(2) in terms
of its (1,0)-forms, or more precisely, the pullbacks of the (1,0)-forms to P. Recall that the Lie algebra
c0(2) of CO(2) is spanned by the matrices

(1) = ()

Consequently, the complex-valued 1-forms on P that are semibasic for the quotient projection P —
P/ CO(2) are spanned by the form » and

¢ = (] — @) +ilps+o?),

as well as their complex conjugates. Recall that we have (R,.is)*® = %e_"‘b and using that ¢ satisfies the
equivariance property R;¢ = h='h for all h € GLT(2, R), we compute (R,.i¢)*¢ = e 2¢¢. Tt follows
that there exists a unique almost-complex structure J on P/ CO(2) whose (1,0)-forms pull back to P to
become linear combinations of the forms w, ¢. The almost-complex structure J can be shown to only
depend on the projective equivalence class of V, and moreover, an application of the Newlander—Nirenberg
theorem shows that J is always integrable; see [Mettler 2014] for details.

4B. Mobius action. In our setting it is convenient to reduce the frame bundle P to the unit tangent
bundle SM of some fixed metric g. In order to get a handle on the complex surface P/ CO(2) after
having carried out this reduction, we interpret the disk bundle P/ CO(2) — M as an associated bundle to
the frame bundle P. This requires an action of the structure group GL™ (2, R) on the open disk and this is
what we compute next.
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The group GL™ (2, R) acts from the left on the lower half plane
—H:={weC:3J(w) <0}

by Mobius transformations, where w denotes the standard coordinate on C. We let D C C denote the
open unit disk. Identifying —H with D via the Mobius transformation

—H — D, wr—)—(w+1),

w—1i

we obtain an induced action of GL* (2, R) on ) making this transformation equivariant:

(a b). _izlatd)+z(b—c)—ila—d)+(b+c) 4-1)

cd  —izla—d)—z(b+o)+ia+d) —(b—c)

The stabiliser subgroup of the point z = 0 consists of elements in GL™ (2, R) satisfyinga =d and b+c =0,
i.e., the linear conformal group CO(2). Consequently, we have

D ~ GL*(2, R)/ CO(2)

and we obtain a projection

»:GL*(2,R) > D, (“ b)l—> <“ b)-o— —azd) bt

cd cd ila+d)—(b-c)
In particular, a mapping z : N — D from a smooth manifold N into D is covered by a map

1—1z|? i(z—2)
7= A4+20(1+2) (14+2)(1+2)
0 1

into GL™ (2, R). Equivalently, we have 7 -0 = z or z-Z = 0, where as usual we turn the left action into a
right action by the definition z -7 := 77! - z.

Let p : Z — M denote the disk-bundle associated to the above GL* (2, R) action on D. Suppose
z: P — D represents a section of Z — M so that z is a GL1 (2, R)-equivariant map. For every coframe

u € P the pair (u, z(u)) € P x D lies in the same GL™ (2, R) orbit as
(u-z(w), z(w) - Z(w)) = (u-z(u), 0). (4-2)

Therefore, the map z gives for every point p € M a coframe u - 7(1) which is unique up to the action of
CO(2). It follows that the bundle Z — M is isomorphic to P/ CO(2) — M, as desired.

Let Y : P x D — P be the map defined by (4-2). We will next compute the pullback of w, ¢ under Y.
Note that we may write Y = R o (Idp x 7), where R : P x GL*(2, R) — P denotes the GL™ (2, R) right
action of P. Recall the standard identities

R'o=h"'oh+h7'dh and R'w=h"'o,
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where 4 : P x GL' (2, R) = GL" (2, R) denotes the projection onto the latter factor. From this we compute

as
or =Y '0=7"'ow= T2 (0 +zw), (4-3)
1 —|z|?

oy i=Y*o=7"lpz +774dz. (4-4)
We also obtain £y = T*¢ = (pr)] — (91)3 +i((¢r)} + (r)}). Writing
x =36 +03) +ilpi — 1)),
and using (4-4), a tedious but straightforward calculation gives

2(1+2)

- (|Z|2_])(Z+1)(dz_%§+%ZZE+ZX—ZX) (4_5)

o'

Remark 4.2. The complex-valued 1-form yx is chosen so that x, x, w, ®, ¢, E span the complex-valued
1-forms on P. Clearly, this condition does not pin down x uniquely. The particular choice is so that in
the absence of 0 the form x becomes the connection form of the Chern connection on K* upon reducing
to SM, see (4-6) below.

The complex structure on Z only depends on the projective equivalence class of V. Thus, after possibly
replacing ¢ with a projectively equivalent connection, we can assume that the torsion-free connection on
TM corresponding to ¢ is of the form D + B for some 1-form 6 and some cubic differential A on M. On
the unit tangent bundle SM of g the connection form of D 4 B takes the form (3-3). Using this equation
and reducing to SM C P yields the following identities on SM:

¢ =2a_ 3w,

(4-6)
X = il// —4(916() — 29_15).

Recall, we write a3 = %Va +ia and a_3 = a3 as well as 6] = %(9 —iV0) and 6_; = 6,. Also, the
connection form « of the induced Weyl connection is x = iy — 260, w; see (2-8). Therefore, we have
X =2k +k.

The SO(2)-action induced by (4-1) is

cos¢ —sing _2izCOS¢>—225m¢_ezi¢
sing  cos¢) T 2icosp+2sing O

and hence the equivariance property of a function z : SM — D representing a section of Z — M becomes
(Reis)*z =e~%%z; that is, z represents a section of K ~2. Since we have a metric, we have an identification
K*~ K and hence K 2 ~ K* ® K. In particular, we may write

dz=7w+7"o+kz—«z 4-7)
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for unique complex-valued functions z" and z” on SM. Consequently, using (4-5), (4-6) and (4-7) we
obtain

<(|Z|2— D@iz+1)
2(14+2)

){T =Zw+7'o+kz—Kkz—a_30+2azw+ 72k + &) — 22k + k)
=+ a3+ (" —a_3)b. (4-8)

In order to connect the expressions for wy and ¢y to the condition of z representing a conformal structure
[£] that defines a holomorphic curve into Z, we use the following elementary lemma:

Lemma 4.3. Let Z be a complex surface and w, ¢ € Q'(Z, C) a basis for the (1,0)-forms of Z. Suppose
M C Z is a smooth surface on which v A @ is nonvanishing. Then M admits the structure of a holomorphic
curve — that is, a complex one-dimensional submanifold of Z — if and only if w A ¢ vanishes identically
on M.

Proof. Since w A @ is nonvanishing on M, the forms @ and ® span the complex-valued 1-forms on M.
Since M is a complex submanifold of Z if and only if the pullback of a (1,0)-form on Z is a (1,0)-form
on M, the claim follows. O

The reduction of P to SM identifies Z with SM xgo) . Now suppose the conformal structure
[8]: M — Z is represented by the map z : SM — D. If v: U — SM is a local section of 7 : SM — M,
then [¢]|y : U — Z is covered by the map (Idsy x z)ov: U — SM x D. Recall that the complex structure
on Z has the property that its (1,0)-forms pull-back to become linear combinations of w~ and ¢y. Using
the expressions (4-3) and (4-8) for the pullbacks of wy and ¢y to SM we obtain

201472
(2P =1+ 1D

In particular, since v : U — SM is a w-section and w and @ are 7-semibasic, the pullback v*(wy A {y)

oy Ny = (7' =27 — a3 —a_3)o N d.

vanishes if and only if wy A ¢y vanishes on 7! (U). Thus, Lemma 4.3 implies that z represents a
holomorphic curve if and only if

=27 =as+a_s. (4-9)

4C. The Beltrami differential. So far we have not explicitly tied the conformal structure [¢] to the
function z : SM — D representing it. In order to do this we first recall the Beltrami differential. The
choice of a metric g on M allows us to define the functions

px,v)=gw,v), r(x,v)=¢gw,Jv) and g(x,v)=g(Jv, Jv)

on SM. The orientation-compatible complex structure J on M induced by the conformal equivalence
class of ¢ has matrix representation

P (—’—Q).
vpg—r*\ P T
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In particular, we compute that the (1,0)-forms with respect to J pull-back to SM to become complex

p+q+2ypg—r?
4y/pg —r?

(p—q)+2ir

 pta+2/pg—12

is the Beltrami coefficient of J. Clearly, u does only depend on the conformal equivalence class [g] of .

multiples of

w; = %(a)—ifw):( )(a)+m), (4-10)

where

Moreover, the function u represents a (0, 1)-form on M with values in K* called the Beltrami differential
of [¢], which—by abuse of language — we denote by u as well.

The reduction of P to the unit tangent bundle SM of g turns w into a basis for the (1,0)-forms
with respect to the complex structure induced by g and the orientation. The mapping z represents a
conformal structure [¢] and consequently, induces an orientation-compatible complex structure J whose
(1,0)-forms we computed in (4-3). Comparing this expression with the formula (4-10) for the Beltrami
coefficient shows that we obtain the same (1,0)-forms if and only if z = . Remember, 7" and z” represent
the (1,0)- and (0,1)-part of the derivative of z with respect to the connection D induced by the Weyl
connection D. Furthermore, the function a3 represents the cubic differential A or equivalently, the form @,
since ®do = A and do is represented by the constant function 1 on SM. Using (4-9) and the fact that p
contains a Weyl connection with respect to [g] if and only if [g]: M — Z is a holomorphic curve [Mettler
2014, Theorem 3], we have thus shown:

Proposition 4.4. Let (M, [g]) be a Riemann surface equipped with a projective structure y given in terms
of (D, ®). Then p contains a Weyl connection with respect to the conformal structure defined by the
Beltrami differential w if and only if

D'p—puDp=du’+o. (4-11)

Remark 4.5. In the special case where p is a properly convex projective structure, an equation equivalent
to (4-11) was previously obtained by N. Hitchin using the Higgs bundle description of p.!

As a corollary, we obtain:

Corollary 4.6. Let M be a closed oriented surface with x (M) < 0. Suppose the Weyl connections D and
D on TM are projectively equivalent. Then D = D and they preserve the same conformal structure.

Proof. Equip M with the Riemann surface structure defined by [g] and the orientation. Let p be the
projective structure defined by D (or ﬁ). The projective structure p is encoded in terms of the pair (D, 0).
Moreover, the Beltrami differential i defined by [g] solves (4-11); that is,

D"y —uD'p=0.

IPrivate communication, August 2014.
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Now observe that 3, = D" — D’ defines a del-bar operator on K ® K* and hence (4-11) can be written
as 5u @ = 0. Therefore, u is holomorphic with respect to the holomorphic line bundle structure defined
by 5# on K ® K* However, since x (M) < 0, the line bundle K ® K* has negative degree, so that its
only holomorphic section is the zero-section. It follows that ;« = 0 and hence [g] = [¢]. Since D and D
are projectively equivalent and preserve the same conformal structure [g], we conclude exactly as in the
proof of Proposition 3.5 that D = D. g

Remark 4.7. The above corollary was first proved in [Mettler 2015b]. In particular, as a special case,
it also shows that on a closed surface with x (M) < 0, the unparametrised geodesics of a Riemannian
metric determine the metric up to rescaling by a positive constant. This was first observed in [Matveev
and Topalov 2000].

5. The transport equation

While the PDE (4-11) for the Beltrami differential p is natural from a complex geometry point of view, it
turns out to be advantageous to rephrase it as a transport equation on SM. The relevant transport equation
on SM can be derived using (4-11)—see the Appendix — but here we will instead take a different
approach, as it leads to a more general result about thermostats having the same unparametrised geodesics;
see Proposition 5.2.

Let g, ¢ be Riemannian metrics on M. In what follows all objects defined in terms of the metric g will
be decorated with a hat symbol. There is an obvious scaling map

0:SM — SM, (x,v)H(,L)

V&, v)

which is a fibre-bundle isomorphism covering the identity on M. As before we define
p(x,v) =8, v), r,v)=gw, Jv) and q(x,v)=gWJv, Jv).

Lemma 5.1. The pullback of the volume form © on SM is

2
z*@:(”q r )@.
p

Proof. Since
dn(X(x,v))=v and dn(H(x,v))=Jv,
we obtain
;T*gzpa)l(X)a)l—l—Zra)l owy +quwy @ ws,
where we write wj o wy 1= %(wl ® wy + wy ® w). We first compute
(X @) (x, v) = @1 (d(X (x, V) = §(L(x, v), (d7F 0dO)(X (x, v)))
1 . <
= ﬁg(v, drn(X(x,v))) =&, v) =/p,
gv,v
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where we have used that 7 o £ = 7. Likewise, we obtain

(H o€ )(x,v) =d1(d€(H (x,v))) = §(L(x, ), (d7 0odl)(H (x, v)))

- ;é’(v,dn(f](x, v))) = g, Jv) 1

Ve, v) N

Since @; is semibasic for the projection 77, the pullback £*®; is semibasic for the projection 7; hence
V _£*®1 =0, so that we have

~ r
o = ﬁwl + —pa)z. (5-1)

7

The pullback £*@, must be a multiple of w,. Indeed, £*®; is 7w-semibasic and we obtain

(X 21 %) (x, v) = Do (dE(X (x, v))) = §(JL(x, v), (@7 0dO)(X (x, )))

= ;g(fv, dn (X (x,v))) = é(]v, V) _

V&, v) V&, v)

Recall that the area form do of g satisfies 7*d6 = @1 A @7; hence

(D1 Adn) =7 dé =V pg —r? w1 Aws.

0.

Thus we must have

Jpg=7

E*C,L\)z = Twz. (5-2)

Since the Lie derivative of 7*¢ with respect to V vanishes identically, we compute that V/p =r/./p.
Moreover, since \/W is the w-pullback of a function on M, we obtain

v(YPa—r*\_ _rvrg—r

N
Pulling back the structure equation d@, = — Ay whilst using (5-1) and (5-2) gives
Vrg—r? . rypg—r? pq—r?
Ta)g = awl—Tl// Nwy— ——

A~ ~ r
= —e*lﬁ /\K*c}(\)l = —E*lﬁ A ( pwi + —a)2>
Nz NG

for some unique real-valued function @ on SM. Comparing the coefficients in the above equations, it

follows that
> Vpg—r?
p

L (dwn) =d(l*an) = a’(

Y =aw; + by + ¥ (5-3)

for some unique real-valued functions a, b on SM. In particular, we obtain

pq—1°

e*@:z*(é)l/\@zmﬁ):( )wlszmp,

as claimed. O
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We use this lemma to derive the following observation about general thermostats:

Proposition 5.2. If two thermostats determined by pairs (g, 1) and (g, 1) have the same unparametrised
geodesics, then

2
~n pg—r
ﬁ(VAoE):Flog( 7 >+V,\.

As an immediate application we obtain the following classical fact:

Corollary 5.3. Let g and g be two Riemannian metrics on M having the same unparametrised geodesics.
Then p/(pq —r*)*?

Proof. This special case corresponds to A = A =0 and hence Proposition 5.2 implies

_ 2 _22\2/3

pq—r 3 p 3(pg—r-) p
0=Xlog[“~“——)=—-2Xlog| ——— | =-2 X ) 0
Og( p3/? ) 2 Og((pq—r2)2/3> 2 p ((pq—r2)2/3>

In order to prove Proposition 5.2 we also recall a general lemma whose proof is elementary and thus

is an integral for the geodesic flow of g.

omitted.
Lemma 5.4. Let X be a vector field on a manifold M with volume form Q. Let f and s > 0 be smooth
functions. Then

Div(fX)=Xf+ fDivg X and Divsq(X)= Xlogs + Divg X.

Proof of Proposition 5.2. This follows from Lemmas 5.1 and 5.4 and the key fact that if the thermostats
have the same unparametrised geodesics then
PN 1
'F=—F. (5-4)

NGZ

To see the last equality, note that we can rephrase the hypothesis as follows. There is a smooth function
7:SM x R — R implementing the time change so that

e o ¢r(x,v,t)(x, U) = ¢t o K(xa U).
Differentiating this with respect to ¢ and setting t = 0 gives

de(fF)=Fol,
where

flx,v) = %r(x, v, 1)]r=0.

To check that f has the desired form, apply d7 to the last equation to get fv =uv/ \/g(v—,v) .
Writing s := (pg —r?)/p and taking the divergence of (5-4) with respect to 0 = 50 gives
Div,o(/p £*F) = ((*F)/p + /P Divye(£*F)
= (1//P)F/P+ /P Div,.5(t*F)
= F(log \/p) + /p(Divg F) o
= Divyg F = F logs + Divg F,



1092 THOMAS METTLER AND GABRIEL P. PATERNAIN

where we have used Lemma 5.4. Since Divg F = V A and Divg F = VA, this last equation is equivalent to

o~ S
Viob)=F1 — |+ VA,
Vp( ) Og(ﬁ)

which proves the claim. 0

Remark 5.5. Note that the crucial identity (5-4) also follows from a different argument. Since the orbits
of Fand F project onto the same unparametrised curves, there must exist a smooth function w on SM,
so that ¢*F = wF. From (5-1), (5-2) and (5-3), we compute

~ 1 aﬁ ~ p
0FX=—X———V and £V=——V,
VP pg—r? Vpg—r?
from which one immediately obtains w = 1/ ﬁ

A special case of Proposition 5.2 is the following:

Corollary 5.6. Suppose the projective thermostat associated to the pair (g, A) = (g, a — V0) has the
same unparametrised geodesics as the Weyl connection D defined by (g, «). Then

w=1og(—F
—2 %\ (pg -3

Fu=Va-+§, (5-5)

satisfies the transport equation

where f =60 — a.
Proof. Applying Proposition 5.2 in the special case A =a — V6 and A=—Va gives

2
o~ pq —r
—/P(VVaol)=/plaocl) = Flog(W) +V(@a—Vo),

the left-hand side of which is simply «, thought of as a function on SM. Hence we obtain

2
pq—r
—(Va+60—a)= Flog(W) = F(—3(log p — 3log(pq —r?))) = —Fu,

as claimed. O

6. The tensor tomography result

In this final section we prove a vanishing theorem for the transport equation Fu = Va + 8, provided
the triple (g, A, ) defining F satisfies certain conditions. Recall that every properly convex projective
structure p arises from a triple (g, A, 0) satisfying

K, =—1+2|A]; and 9A=0.

In particular, we would like to conclude that if such a p contains a Weyl connection, then A must vanish
identically and hence p is hyperbolic. It turns out that one can prove a more general vanishing theorem
for a class of thermostats arising from a triple (g, A, 8) where A is a differential of degree m > 3 on M,
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that is, a section of K. Suppose A € I'(K™). Like in the case m = 3 there exists a unique smooth
real-valued function a on SM lying in H_,,, ® H,,, so that 7*A = (V(a)/m + ia)w™. In particular, to a
triple (g, A, 0) we may associate the thermostat ' = X 4+ (a — V) V. We now have:

Theorem 6.1. Let M be a closed oriented surface and (g, A, 0) be a triple satisfying
IA=(5(m—1)0—i*0)®A and K,—38,0+2—m)|Al}<O.

Let F denote the vector field of the thermostat determined by (g, A, 0). Suppose there is a 1-form
B e QY(M) and a function u € C*°(SM) such that

Fu=Va+8.
Then A =0 and B is exact.

Let us first verify that this gives the desired statement.

Corollary 6.2. Let (M, p) be a closed oriented properly convex projective surface with x (M) < 0 and
with p containing a Weyl connection D. Then p is hyperbolic and moreover D is the Levi-Civita connection
of the hyperbolic metric.

Proof. By a result of [Calabi 1972], if m =3 and (g, A) satisfy
Ky =—1+42[A; and 0A=0,

then K, < 0. In particular, the triple (g, A, 0) satisfies the assumptions of Theorem 6.1, and Corollary 5.6
implies that we have a solution u to the transport equation Fu = Va + 8. Hence the theorem gives right
away that A vanishes identically and hence p is hyperbolic. In particular, the Levi-Civita connection 8V
of the hyperbolic metric and the connection D both lie in p and hence are projectively equivalent, but this
can happen if and only if ¢V = D, by Corollary 4.6. U

Remark 6.3. In [Mettler 2019] the notion of a minimal Lagrangian connection is introduced. These are
torsion-free connections on 7'M of the form V =D + B, where (g, A, 6) defining D and B are subject to
the equations

Ky —8,0=—1+2/A2, JA=(0—i*6)®A, db=0.

In particular, on a closed oriented surface of negative Euler characteristic every properly convex projective
structure arises from a minimal Lagrangian connection. Another immediate consequence of Theorem 6.1
and Corollary 4.6 thus is:

Corollary 6.4. Let M be a closed oriented surface of negative Euler characteristic and V a minimal
Lagrangian connection arising from the triple (g, A, 0). Suppose |A|§, < 1 and that V is projectively
equivalent to a Weyl connection D. Then A vanishes identically and hence V = D.

In order to show the theorem we use the following L? identity proved in [Jane and Paternain 2009,
equation (5)], which is in turn an extension of an identity in [Sharafutdinov and Uhlmann 2000] for
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geodesic flows. The identity holds for arbitrary thermostats F' = X + A V. If we let H, := H + cV, where
¢ : SM — R is any smooth function, then

2(Heu, VFu) = || Full® + | Heull> = (Fe+? + Ky = HoA+ 2%, (Vu)?), (6-1)

where u is any smooth function. All norms and inner products are L? with respect to the volume form ©.
We also need the following lemma whose proof is a straightforward calculation (see [Mettler and
Paternain 2019, Lemma 4.1] for a proof).

Lemma 6.5. We have
IA=(2m—-1)O0—ix0)®A
if and only if
XVa—mHa— (m—1)0Va—maVo)=0.
Proof of Theorem 6.1. Without loss of generality we may assume that 8 has zero divergence. Indeed if not,
a standard application of scalar elliptic PDE theory shows that we can always find a smooth function &
on M such that B8 4 dh has zero divergence. Now note that F(u +h) = Va+ B +dh.
A calculation shows that if we pick ¢ =6 + V (a)/m, then
Fe+c®+ Ky — Hh+ 27 = Ky — 8,0 + (1 —m)|A[},
where we use that
A} = (Va)’/m* +a*> and 7*8,0 = —(X0+ HVO);
hence for this choice of ¢, (6-1) simplifies to
2(Heu, VFu) = [|AlVull® = [ Full® + | Heul|” — (Kg — 8,0 + 2 —m)|A[2, (Vu)?). (6-2)
If Fu=Va+ B, then VFu = —m?a+ VB. Using that X and H preserve ® and that XVa —mHa —
(m—1)(@Va—maV6o)=0 we compute
2(H.u, —mza) = —ZmZ(Hu, a) —2m2(CVu, a)

= 2m2(u, Ha)— 2m2(cVu, a)

= —2m*(Xu, V(a)/m) —2m(m — 1){u, 0Va —maV0) —2m*(cVu, a)

= —2m|Val* = —2m*|al?,
where the last equation is obtained using that Xu =8+Va—(a—V6)Vu, (B, Va)=0and c=6+V (a)/m.

Using that X and H preserve ® and that X8 + HV 3 =0 (B is assumed to have zero divergence) we

compute
2(H.u, VB) =2(Hu, VB)+2(cVu, VB)

=—2(u, HVB)+2(cVu, VB)

=—2(Xu, B)+2(cVu, VB)

= 2|81 +2((@a—VO)Vu, B) +2(cVu, VB)
= —2(|BI>+2(aVu, B) +2{(VaVu)/m, VB),
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where the penultimate equation is obtained using that Xu = 8+ Va — (a—V68)Vu and (B, Va) =0. The
last equation uses that c =0 4 V (a)/m and

VeV —-Vves) =0.
Inserting these calculations back into (6-2), we derive

=2m*[lal|* = 2|1 B1* +2(aVu, B) +2((VaVu)/m, VB) — | AlgVul®

= | Full®+ | Heul* — (Kg — 8,6 + (2 —m)|Al}, (Vu)?).
Since |A|§ = a® + (Va)*/m? this can be rewritten as
—=2m’|la|* =B —aVul> = |VB—VaVu/m|* = |[Ful*+ | Heul* — (Kg — 8,0 + (2 —m)|Al}, (Vu)?),
where we have used that ||8]|> = || V8]|>. By hypothesis the right-hand side is > 0, which gives right
away thata = 8 =0. O

Appendix: Deriving the transport equation
Here we sketch how to derive the transport equation for the function u starting from the PDE
D'pu—uDp=>>du’+d

for the Beltrami differential p. Let (g, A, 8) be the triple encoding p so that the connection form of D on
SM is (see (2-8)) k =iy — 260w, where we write 0 = %(9 —1V6). Moreover, on SM the section ® of
K2 ® K* is represented by a3 = 3Va + ia, where a(v) =Re A(Jv, Jv, Jv), v € SM. Writing u_, for
the complex-valued function on SM representing the Beltrami differential i« and w; = fi—», the PDE for
W is equivalent to

dp—s=p o0+ (uoap s +asp’ s +a3)o +kp_o — kp_a,

where 1 , is a complex-valued function on SM. Since j1_> represents a section of K®K*~ K2,
writing n4 = %(X FiH) we also have

di—2 =n4(u-2)w+n-(n-2)®—2ipn_ry.

Thus the PDE is equivalent to the system

N_op — oo fbop = a3’ ) — 2% )01 — 20, + a3 (A-1)
and Vuu_p = —2iu_». The Beltrami differential only defines a conformal equivalence class [¢]. We may
fix a metric g € [¢] by requiring

1+ |po]?
1
sp+q)=——7,
2 (I —{ua|?)*

where again we specify the metric g in terms of the functions p, ¢, r. Explicitly, we have

M2+ U2 i —p-2)

Loy _gy=_ 272 172 == - =
2P D=0"T 0 ™M T U
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In particular, this yields
14

= (pg - 2P
Writing F = X 4 (a — VO)V and using (A-1), a lengthy but straightforward calculation shows that

=(—2+1(u2+1).

Fh = %h Va+2hRe(azp?, — poa—3 — 2u20—1 + nipi2).
Hence if we define u = % log h, then we obtain
Fu—Va=3Re(asu’, — poa—3 — 214201 + 14 p_2).

Note that the right-hand side of the last equation lies in #_; @ #;; hence there exists a 1-form 8 on M
so that

Fu=Va+8,

which is the transport equation (5-5).
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STABILITY OF SMALL SOLITARY WAVES
FOR THE ONE-DIMENSIONAL NLS
WITH AN ATTRACTIVE DELTA POTENTIAL

SATOSHI MASAKI, JASON MURPHY AND JUN-ICHI SEGATA

We consider the initial-value problem for the one-dimensional nonlinear Schrédinger equation in the
presence of an attractive delta potential. We show that for sufficiently small initial data, the corresponding
global solution decomposes into a small solitary wave plus a radiation term that decays and scatters as
t — oo. In particular, we establish the asymptotic stability of the family of small solitary waves.

1. Introduction

We study the one-dimensional nonlinear Schrodinger equation (NLS) with an attractive delta potential.
This equation takes the form
ii@,u:Hu—i—Mulpu, (1-1)

u(0) = ug.
Here we take u : R, x R, — C, u € R\{0}, and H is the Schrodinger operator

H=-13}+48(x),

where g < O (the attractive case) and § is the Dirac delta distribution. Equation (1-1) provides a simple
model describing the resonant nonlinear propagation of light through optical wave guides with localized
defects [Goodman et al. 2004]. For reasons to be detailed below, we consider the L2—supercritical case,
namely, p > 4. For technical simplicity we also assume p is an even integer.

In the repulsive case (¢ > 0), (1-1) is studied from the point of view of scattering. Banica and
Visciglia [2016] proved global well-posedness and scattering in the energy space for the defocusing
mass-supercritical case. Ikeda and Inui [2017] considered the focusing mass-supercritical regime and
proved scattering below the ground-state threshold. In our previous work [Masaki et al. 2019], we
considered (1-1) with a cubic nonlinearity and proved decay and (modified) scattering for small initial
data in a weighted space; see also [Segata 2015].

Such results are not expected in the attractive case. Indeed, in the attractive case the operator H has a
single eigenvalue —%qz, with a one-dimensional eigenspace spanned by the L2-normalized eigenfunction

Po(x) := |q|"/%ed.

MSC2010: 35Q55.
Keywords: NLS, solitary waves, asymptotic stability, delta potential.
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One can then prove that there exists a family of small nonlinear bound states Q, parametrized by small
z € C, which satisfy

HQ+ulQI"PQ=EQ, (1-2)

with Q = Q[z] = z¢o + O(z?) and E = E[|z|]] = —1¢* + O(z). The functions u(t) = e '£' Q are then
small solitary wave solutions to (1-1). In particular, one does not expect small solutions simply to decay
and scatter in general. Instead, we will show that for small initial data, the corresponding solution
decouples into a small solitary wave plus radiation. The existence and properties of Q[z] are discussed
in Section 2C. In fact, in the special case of the delta potential, one can find explicit formulas for the
nonlinear ground states.

Our main result is the following theorem. We write P, for the projection onto the continuous spectral
subspace of H. The notation D; denotes the derivative with respect to z;, where we identify z € C with
the real vector (z1, z2). Finally, (-, - ) denotes the standard L? inner product.

Theorem 1.1. Let |ugl||g1 =8, g <0, and let p > 4 be an even integer. For § sufficiently small, there
exists a unique global solution u to (1-1) and z(t) € C such that writing

u(t) = Qlz()]+v (), (1-3)
where Q[z(t)] is the solution to (1-2), we have the following:

o v satisfies the orthogonality conditions
Im(v(r), D; Qlz(0)]) =0 for j e{l,2}. (1-4)

o v obeys the global space-time bounds

-3/2

||U||L$°H\}QL;‘L;0 + [[{x) UHL;OLTZ + ||8xU||L;>oLt2 S J,

and there exists unique v, € P.H" such that

—itH

lim ||v(?) —e Vil =0.
— 00

e Izl S & and there exists 7 € C satisfying ||z+| — |z(0)|| < 82 and

lim z(¢) exp{if E[Z(s)]ds} =Z4. (1-5)
1—>00 0

Theorem 1.1 shows that any small solution decomposes into a nonlinear bound state plus a radiation
term. In particular, we have the asymptotic stability of the family of small solitary waves. The condition
(1-4) makes v(r) orthogonal to the nondecaying solutions of the linearization of (1-1) about the solitary
wave at z(¢); this is an essential ingredient for establishing decay and scattering for v (see Section 3 for
further discussion).

Theorem 1.1 fits in the context of the stability of small solitary waves for nonlinear Schrédinger
equations with potential, for which there are many results available. An even more extensive literature
exists concerning other notions of stability, stability of large solitary waves, and so on. We refer the
interested reader to [Buslaev and Perelman 1992; Gustafson et al. 2004; Mizumachi 2008; Kirr and
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Mizrak 2009; Kirr and Zarnescu 2009; Soffer and Weinstein 1990; 1992; 2004; Weder 2000; Tsai and
Yau 2002a; 2002b; 2002c; 2002d; Cuccagna 2011; 2014; Cuccagna and Pelinovsky 2014] for a sample
of the many relevant results that are available. See in particular [Datchev and Holmer 2009; Deift and
Park 2011; Holmer et al. 2007a; 2007b; Holmer and Zworski 2007; 2009; Kaminaga and Ohta 2009;
Fukuizumi et al. 2008] for related results in the setting of NLS with a delta potential. We will keep our
focus on the discussion of small solitary waves.

Our result is closely related to those appearing in [Gustafson et al. 2004; Mizumachi 2008], both of
which prove asymptotic stability of small solitary waves for NLS with a potential that supports a single
negative eigenvalue, with data in H' and mass-supercritical nonlinearities. In [Gustafson et al. 2004],
the authors relied crucially on the endpoint Strichartz estimate in three dimensions. Mizumachi [2008]
addressed the one-dimensional case, in which case the usual endpoint Strichartz estimate is unavailable.
His approach was to establish suitable linear estimates in “reversed” Strichartz spaces, in which case the
L,2 endpoint comes back into play.

Theorem 1.1 is an analogue of the main result appearing in [Mizumachi 2008], which treats a class of
potentials that does not include the attractive delta potential. The key to extending this type of result to
the delta potential is to observe that by relying on exact identities related to the Schrodinger operator with
a delta potential, one can recover the full range of linear estimates that played such an essential role in
[Mizumachi 2008]. We carry this out in Section 2B. Once the requisite linear estimates are in place, one
could then follow many of the remaining arguments in [Mizumachi 2008] rather directly, although this
is not the route that we take. Instead, we set up the problem and prove the main result in a way that is
inspired by the presentation in [Gustafson et al. 2004], which we found to be rather conceptually clear.

Our result is also closely tied to the work of Fukuizumi, Ohta, and Ozawa [Fukuizumi et al. 2008] and
Kaminaga and Ohta [2009]; see also [Goodman et al. 2004]. These authors considered the problem of
stability and instability of nonlinear bound states for NLS with an attractive delta potential, relying in
particular on explicit formulas that they derived for the nonlinear bound states (see Section 2C below).
For focusing nonlinearities, one finds that in the mass-subcritical and mass-critical cases, nonlinear bound
states are all orbitally stable. In the mass-supercritical case, that there exists £ < —%q2 such that ground
states corresponding to E € (E 1 —%qz) are orbitally stable, while those corresponding to E € (—oo, E1)
are unstable. For defocusing nonlinearities, all nonlinear ground states are orbitally stable. Thus our
main result, Theorem 1.1, extends the results of [Fukuizumi et al. 2008; Kaminaga and Ohta 2009] in the
mass-supercritical case to asymptotic stability for £ in a neighborhood of —%qz.

Finally, we would also like to mention the result of [Deift and Park 2011], which establishes the
asymptotic stability of solitons for the focusing cubic NLS with a delta potential and even initial data
by making use of complete integrability and the method of nonlinear steepest descent. This result in
particular extended the results appearing [Datchev and Holmer 2009; Holmer et al. 2007a; 2007b; Holmer
and Zworski 2007].

As mentioned above, our previous work on the one-dimensional NLS with a repulsive delta potential
[Masaki et al. 2019] considered the case of a cubic nonlinearity. It is an interesting question whether one
also has asymptotic stability in the setting of an attractive potential and L2-subcritical nonlinearities; recall
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that orbital stability was proven by [Fukuizumi et al. 2008; Kaminaga and Ohta 2009; Goodman et al.
2004]. Proving asymptotic stability would most likely require the introduction of stronger integrability
conditions on the initial data; for example, this is the case in [Kirr and Mizrak 2009; Kirr and Zarnescu
2009], which proved stability of small solitary waves for NLS with potential for some mass-subcritical
nonlinearities in dimensions d € {2, 3}. In our case, we start only with H'! data and are therefore restricted
to p > 4; this is completely analogous to the situation of trying to prove small-data scattering for the
standard power-type NLS. To see specific the technical points that lead to this restriction, see the estimates
of the |v|Pv term in the proofs of Lemmas 4.6, 4.7, and 4.8 (as well as the O(v? Q)-term in Lemma 4.7).

Briefly, the proof of Theorem 1.1 goes as follows. One shows that as long as the # remains small
in H', there exists a unique decomposition (1-3) such that (1-4) holds. Using (1-1) and differentiating
(1-4) leads to a coupled system of equations for v(¢) and z(¢). Relying largely on estimates for the linear
propagator e~"'f and estimates on the bound states Q[z] for small z, one can use these equations to
close a bootstrap argument, proving that the smallness of u in H' (as well as the smallness of v and z in
various norms) persists. Thus, one can extend the decomposition for all times; furthermore, the bounds
proved on v and z suffice to establish the asymptotics claimed in Theorem 1.1. The particular choice of
the orthogonality condition (1-4) guarantees that the ODE involving z[¢] is at least quadratic in v, which
is essential for proving the necessary bootstrap estimates; see Remark 3.2 for further discussion of this

point.

Outline of the paper. In Section 2 we introduce notation and gather some preliminary results. We
introduce the linear operator H in Section 2A. In Section 2B, we prove a range of Strichartz and local
smoothing estimates for e ¥ P.. These match the form of the estimates of [Mizumachi 2008], who
considered a class of potentials that did not include the delta potential. We are able to give rather
direct proofs using the explicit formula for the resolvent. We also prove a technical result related to
the comparison of the H' inner product to the bilinear form given by HP.. In Section 2C we discuss
the existence and properties of small nonlinear bound states, and in Section 2D we record a local well-
posedness result for (1-1). In Section 3 we set up the problem, describing in detail how to find the
decomposition (1-3) satisfying (1-4). Finally, in Section 4 we carry out the main bootstrap argument and
complete the proof of Theorem 1.1.

2. Preliminaries

We begin by recording some notation. We write
(f.8)= f fgdx

for the usual L? inner product. Throughout the paper we will write F(u) = |u|”u for the nonlinearity.
We write F f or f for the Fourier transform. We write A < B to denote A < CB for some A, B, C > 0.

Constants below may depend on the parameter g (the strength of the potential), but we will not make
explicit reference to this dependence. We would like to point out that some of the implicit constants in
the estimates for e /7 P, below would blow up as |g| — 0 (for example, when the proof relies on the



STABILITY OF SMALL SOLITARY WAVES FOR THE ONE-DIMENSIONAL NLS 1103

fact that |g —iu| 2 |g| for u € R). In particular, the small parameter § appearing in the statement of the
main result (Theorem 1.1) depends on g and would degenerate to zero as |g| — 0.

2A. Linear theory. The linear Schrodinger equation with a delta potential is a classical model in quantum
mechanics that is covered extensively in [Albeverio et al. 1988]. We consider in this paper the case of an
attractive delta potential of the form

H = —%83 +4g5(x), ¢q<0O.
More precisely, the operator H is defined by —%8% on its domain
D(H) = {u € H'(R) N H*(R\{0}) : 3,u(0+) — d,u(0—) = 2qu(0)}

and extends to a self-adjoint operator on L? with purely absolutely continuous essential spectrum equal
to [0, 00). If ¢ > O (the repulsive case), then H has no eigenvalues. In ¢ < O (the attractive case), H has
a single negative eigenvalue —%qz with a one-dimensional eigenspace spanned by the L2-normalized
eigenfunction

Po(x) := |q|"/%ed.

In this paper we restrict attention to the attractive case.

2B. Local smoothing and Strichartz estimates. In this section we prove several local smoothing and
Strichartz estimates for e f. We write P. to denote the projection onto the absolutely continuous
spectrum.

The starting point for the estimates we will prove is the following spectral resolution of the free
propagator:

et p — /Oo e EM\dr, EQ):= L_[R(A +i0)— R(A —i0)]. 2-1)
0 2mi

Here R(z) = (H —z)~! is the resolvent, and R(1 #i0) denotes the analytic continuation onto the real
line from the upper/lower half plane. In fact, working with the resolvent is not the only way to carry
out the requisite linear analysis for this problem. As an alternative, one could also proceed through the
development of the distorted Fourier transform; e.g., this is how we proceeded in our previous work
involving the delta potential [Masaki et al. 2019].

For the case of the delta potential, we have explicit formulas for the integral kernel of the resolvent,
namely

. i - q , 7
R(A+i0; x, )=—[e"x WA _ 4 ixl+yD ]
SEENA g—ivh

. i 4 i
R(L—i0; x,y) = [e i—yWa _ 9 —ilxl+yD) ]
STV q+ivr

for A > 0. We similarly write E(X; x, y) for the kernel of E()). These identities can be found, for
example, in [Albeverio et al. 1988, Chapter 1.3], but they are also readily derived by hand. In particular,
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one can recognize the first term as the free resolvent, while the second term (representing the contribution
of the potential) simply fixes the boundary condition.

Typically we will focus on estimating R(X + i0), as the other term is similar. We write the kernel in
two pieces, namely

R(A+i0;x,y) =Ri(A; x,y) + R2(A; x, ),

where
Ri(X; x, y) — ;W[e”f‘f—ﬂﬁ _ ei(\x\+|)’|)ﬁ]’ (2-2)
1 .
Ro(A; x,y) = el(|x|+|Y|)ﬁ‘ (2-3)
P GV

We note that
) [e—ixﬁ _ eixﬁ]ei}‘\/x’ y > x > 0
l —_— —_ 9
Ri(A;x,y)=—=10, y=>0>x, (2-4)
2V e*"xﬁ[e"y*/x — e*"y“/x], 0>y>x.

There are analogous formulas in the cases x >y >0, x >0 >y, and 0 > x > y. We will focus on treating
the three cases appearing in (2-4).

To simplify the presentation below, we will use F f to denote quantities that are similar (but not
identical) to the Fourier transform of f; in particular, we use this notation for quantities that obey the
bounds

IF e SUfll2 and I F fllze SNFNL- (2-5)

As a typical example, we could apply this notation to a term like

/ e f() dy = 1) P Flx(x.00 S1(—6).

Indeed, for this example the two bounds in (2-5) can be easily checked (and are uniform in x).
We begin with the standard one-dimensional Strichartz estimates.

Proposition 2.1 (Strichartz estimates). The following estimates hold on any space-time slab I x R with
Oel:
le™ ™ Pe fll g2 poennzerzyaxmy S I lz2s

t
f e U=9H p F(s)ds
0

<
b o oo ~ ”F”Lf‘Lf(lxR)
(LAL2NLXL2)(I xR)

forany (@, B) € [1, 3] x [1,2] satisfying % + 4 = 3.
As is well known, the proof boils down to the following dispersive estimates.

Lemma 2.2 (dispersive estimates). The following estimates hold:

—itH —itH —-1/2
le ™ Peflle SUfNe and Nle P fllpe K1t 21 fll
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Proof of Lemma 2.2. 1t is clear that e =" P, maps L? to L? boundedly. For the L' — L estimate, we
start from (2-1). The desired estimate is well known for the case of the free Schrodinger equation, and
hence we consider only the contribution of the potential. After a change of variables, we are left to prove

/ o f el br 9 —dady| <1t 72 f
q—1

We apply Plancherel in the dX integral and observe (by explicit computation) that

sup
X

—itA2/24+i0A —1/2
sup || F (e MEHOM || 1o S 2|72,
fecR

Therefore the proof boils down to showing that F((g —ix)~!) € L. In fact, by Cauchy—Schwarz and
Plancherel,

IF(g =i ™Dl A=) —in ™ 2 S 1. (2-6)
The result follows. 0
We turn to the following weighted estimates for the linear propagator.

Proposition 2.3 (local smoothing estimates). The following estimates hold:

1) 2™ P fll poer2 S SN2y (2-7)
19 T Pe fll poor2 SIf - (2-8)

Remark 2.4. The H'!-norm in (2-8) may be replaced by the H'!/?>-norm by utilizing the analogous
estimate for the free propagator, see, e.g., [Kenig et al. 1991, Lemma 2.1], and estimating the contribution
of the potential separately. We proceed with (2-8), as it admits a simple self-contained proof and is
sufficient for our applications.

Proof of Proposition 2.3. We begin by reducing each estimate to one given purely in terms of the resolvent.
Let
m=m(x,d,) € {{x)"? 3.}

and X = L%or H'. We will show
||m€_itHPc||x_>L§cL[2 N ||mE()\)||x_>L30L§- (2-9)

To see this, we let G € L1 L? and use Plancherel to estimate

(e P.f, G) 13 | = ‘ / TG Wm(x, 0)E G x, ) f () dhdy dx di

_ ‘/ 7 GI0n 0 ImE () F106) dx dx‘
SIF Gl ImEQ) fll o2

S ”G”L;L?||mE()‘)”X—>L§°Li”f”X'
Thus (2-9) follows.
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Using (2-9), we see that (2-7) will follow from
1) 2RO EI0) flloepz SIS 2 (2-10)

We focus on R(A 4 i0) and write R = R 4+ R; as in (2-2) and (2-3). The contribution of (2-3) is easily
handled. In fact, by a change of variables,

1 ) 2
ilyIVA d
Hq_iﬁ/e f yL

H —l\/_

lul |~
5/ q2+M2|Ff(M)|2duS 1172

2
A

To estimate the contribution of (2-2), we split into low and high energies. We let x (A) denote a smooth
cutoff to |A| < 1 and write x“ =1 — x. On the support of x¢, we can argue as we did for (2-3), changing
variables and estimating the contribution via

f L Frrdu <ifIR.
[p|>1 |M|

which is acceptable.
We turn to the low-energy contribution of (2-2). Here we use (2-4); in particular, we will consider the
cases y > x > 0 and 0 > y > x. In the first case, we use the bound

|eixﬁ_e—ix\/x| S |x|ﬁ

and estimate

SIXWFfF WMl

Ll

) Tx )

ﬁ[e’xﬁ—eﬂxﬁ]f €’ﬁyf()’)dy

SIVEFF @z qui=n S 11122,

which is acceptable. In the remaining case, we use Cauchy—Schwarz to estimate

< ||<X>_3/2x(>»)/0 F O] dy

1[0 e
R / [€V5 — =V £(y) dy

LeL? L»L?

S PO IR e WA IVEY [Py 2%

which is acceptable. This completes the proof of (2-7).
We turn to (2-8). Using (2-9), it suffices to prove

10x R(A £00) fll oo 2 S 1S e (2-11)

Let us again focus on the contribution of R(A 4 i0). This time we go back to the original form of the
resolvent and estimate the two pieces separately. Let us first establish

Hk—l/Z 8x/ IR £ (3 dy SISl

LPL;
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To see this, we firstly observe that
axeilx—ylﬁz _3yei|x—)’|ﬁ=:ti\/xei\x—)‘|«/x (2-12)

almost everywhere, where the sign depends on the ordering of x and y. Using the final equality in (2-12)
and writing x for a cutoff to A < 1, we can change variables and use (2-5) to estimate
SIXFFWD

‘ A1y 5, / el"x—yﬁf(y)dy‘
< EN2F Fll 2 i<y S 1 ez

which is acceptable. Writing x¢ = 1 — x, we can use the second equality in (2-12), integrate by parts,
change variables, and use (2-5) to estimate

v, [ i ay

OO
X

STV F UV I
L —12 5%
S MET2FL Mezgeray S 1 Mo,

which is also acceptable.
It remains to consider the piece coming from the potential. We need to show

1 . .
5, lxwx/ VA £y g
Hx/x[q—i«/x] e eImd

In fact, by a change of variables and (2-5), we can control this term by

12 _
5H|s| 7

. Sl
LeL

S fllze,

H —l\/_ L

which is acceptable.
This completes the proof of (2-11) and hence the proof of Proposition 2.3. O

Combining the usual Strichartz estimates (Proposition 2.1) with the weighted local smoothing estimate
in Proposition 2.3 yields the following corollary:

Corollary 2.5. The following estimate holds:
t
‘ / e U=9IH p F(5)ds
0

Proof. Using the Strichartz estimate Proposition 2.1, the dual estimate to (2-7), and Cauchy—Schwarz, we

S Gx)>2F |

~

LIL®NLZPL2

have
/ e {U=9H p F(5)ds < f " P.F(s)ds
R LIL®NL®L2 R L?
S 2Pl S PPFll e
The desired estimate now follows from the Christ—Kiselev lemma [2001]. Il

We will also need the following inhomogeneous local smoothing estimates.
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Proposition 2.6. For anyt > 0, we have

S ”<x>F||L)lCL[2,
L¥L?

1
(x)_l/ e U=9H p F(s)ds
0

Proof of Proposition 2.6. We begin with the identity

t
/ 9, e UIH P F(s)ds
0

5 ”F”L{L?
LgL? '

t
2 / e {U=IH P F(g)ds
0 0

o
:/e"(t_s)HPcF(s)ds+f e_’(’_S)HPCF(s)ds—/ e {U=OH p F(s)ds.
R

0 —00

In fact, this is a consequence of

t o0
/ e IH P F(s)ds = / e IH P F(s)ds — / eI P F(s)ds,
R —00

t

which follows from the fact that both sides solve
idu=Hu, withu(0)= /R e P.F(s)ds.
In light of (2-15), it therefore suffices to estimate
[ e g F G as

where x € {1, x0,00)> X(—00,0)}-

(2-13)

(2-14)

(2-15)

Similar to the proof of Proposition 2.3, we will use (2-1) and Plancherel to reduce the desired bounds

to an estimate given in terms of the resolvent. In particular, we write

/e_i(f—S)HPCXF(s)dSZ/E_ME()»)/ ¢!y (s)F(s)ds dh

= FEIEMF, ' (xF)I@),

where we use subscripts to denote the variable of integration in the definition of the Fourier transform.
Thus, writing m =m(x, dy) € {(x)~", 8} and X = (x) 'L or X = L', we use Plancherel and Minkowski’s

inequality to estimate

Hm/ e {U=IH p y F(s)ds

L®L?
S mEG x- o177 G FY®x |2

S [sup ImEM) x| I Fll 2x
A

S [sup ImEM) x— ]I Fllxp2-
A

SImEMF U F)llpserz S ImEMFT P2 0
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The proof of (2-13) and (2-14) therefore reduces to the two estimates
sup [[(x) ' RO.£i0) f e S I1Gx) £l (2-16)
)

sup [0xR(A £i0) fllee S f NIzt (2-17)
A

We consider R(A +i0), the other case being similar. We decompose the kernel as R; + R», as in (2-2)
and (2-3). The contribution of R; to both (2-16) and (2-17) is handled easily. In fact, since |g —ivA | >1ql,
we have

[R2(A) fliLee + 110 Ra(A) fll Lo S ||]?f||L§?° SIfl
uniformly in A.
We turn to the contribution of R;. The contribution to (2-17) is straightforward, as we can estimate

18 R1 () fllze SIFFDIS L,

uniformly in A. For the contribution to (2-16), we recall (2-4). In particular, we need only consider the
cases y > x >0 and 0 > y > x. In the first case, we estimate

%@M —eitVh / eiﬁyf(y)dy‘ S IFF (),

and hence the desired bound holds in this regime (see (2-5)). Finally, if 0 > y > x, we estimate

L [0 iviy _ pmivi
—= [ [V =TV () d ‘sn Ml
' 7 /X JMdy S Iyflie
uniformly in x and A. Thus the desired bound holds in this regime as well. This completes the proof of
Proposition 2.6. g
Finally, let us record one additional corollary of Proposition 2.3.

Corollary 2.7. The following estimates hold.:

t
(x)73/? / e =R P F(s)ds
0

SIFENL 20, 71xm)
L®L2Rx[0.T])

S ”F”L,‘HXI([O,T]XR)'

13
H Ay f e U=9H p F(5)ds
0 LR®L2(Rx[0,T])

Proof. Torid ourselves of the integral over [0, #] we again use the decomposition (2-15) as in Proposition 2.6
and endeavor to estimate x F, with

X € {1, X0,00)» X(=00,0)}-

Let m =m(x, d;) € {(x)™3/%,8,} and write X = L? if m = (x)~3/?> and X = H'! if m = d,. Then using

isH

Proposition 2.3, the boundedness of ¢'*”* on X, and Minkowski’s inequality, we may estimate

<
~Y
LeL?

The result follows. g

Hm/ e {U=IH p 5 ($)F(s)ds
R

/ e SHy (s)F(s)ds
R

SIFx-
X
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We close this section with a technical result relating the usual Sobolev spaces with those defined in
terms of H. We state the result we need as follows. In the following, we let m(d,) denote the Fourier
multiplier operator with symbol m (w).

Lemma 2.8. We have
(f. HP.g) = (f, —%32g) + B(f. g). (2-18)

where B(f, g) is a linear combination of terms of the form
(m(8:)3s f, 8:8),  wherem() = (g —ip)~".
Consequently, for f = P, f,
INHfll2 Sl and | fllgr SUVH L2+ 11 F 1l e (2-19)

Although (2-19) has already been shown in [Duchéne et al. 2011, Section VIII D] via the W!?
boundedness of wave operators for H, we give a simpler proof of (2-19) by using the explicit representation

of\/ﬁ.

Proof of Lemma 2.8. By the spectral theorem and the explicit form of the resolvent, we have the identity

(f, HP.g) = (f. —38:8)+ B(f. 8,

where B(f, g) is a linear combination of terms like

A e DVA dxd dk:/ w o o~ 0 d
/f/ NAPESNAY S (g dudy 2q—im ST dp.

Here we use the notation

Ffu) = f eI f (x)dx.

This is consistent with the usage above, and in fact in this case F f can be written exactly as the sum of
Fourier transforms of f and its reflection. Thus (2-18) follows from Plancherel.

We turn to (2-19). For the first estimate we simply observe that m(d,) maps L?— [? boundedly. For
the second estimate, we observe in fact that m(d,)d, maps L> — L? boundedly, and hence by Young’s

inequality
18: 172 S IVHFIZ2 + 112182122
SIVHFIZ +elloc 7 +& 1 f117
for any ¢ > 0. Choosing ¢ < 1 implies the desired bound. O

Remark 2.9. The multiplier m(9,) appearing in (2-18) actually maps L” — L" boundedly for any
1 <r < co. Indeed, it was already proven in (2-6) that F~'m € L', and hence this is a consequence of
Young’s inequality. In particular, we are not using any multiplier theorems and are able to access the
L' L*® endpoints. In a similar way, we see that m (9, ) is bounded on L,’ZL? forall 1 < p, g < oo. These
will be useful in the proof of Lemma 4.7 below.
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2C. Existence of small solitary waves. In this section we discuss the existence and properties of solutions
to (1-2).

In [Fukuizumi et al. 2008], the authors considered (1-1) with a focusing nonlinearity and provided an
explicit formula for the family of nonlinear bound states. Using our notation, these solutions are given by

_((p+DIENT z/p( [IE| ( g1 ))
Q(X)_(—2|M| ) cosh p 2|x|—|—arctanh g

where E < —%qz and u < 0. This formula is obtained by solving the relevant ODE on each side of x =0
and then gluing them together at x = 0 to impose the jump condition Q'(0+) — Q’(0—) = 2¢ Q(0). This
approach also works in the defocusing case i > 0 (see [Kaminaga and Ohta 2009]); the resulting formula is

1/p
Q(x) = <M> sinh=2/? (p |—)illxl +arctanh<—' 2|E|>)

21 g1

for —%qz < E < 0. When E = 0, one has the solution

_( (p+2)lql? )”p
Q<x)_(u(p|q||x|+2)2 ’

which belongs to L? provided p < 4.

From the explicit formulas for Q, one can observe that as E approaches —%qz, the functions Q
behave like a small multiple of the linear eigenfunction. It will be convenient to describe this behavior in
Proposition 2.10 below. In particular, we find it convenient to follow the approach of [Gustafson et al.
2004] and parametrize the family of ground states by small z € C.

In the following, we write

D; Qlz] = aiZ_Q[z],
J

where we identify z € C with the real vector (z1, z2). We write D Q[z] for the Jacobian DQ[z]: C — C
with
DO[zlw=D;Q[z]Rew+ D,Q[z]Imw for w € C.
We will prove the following.
Proposition 2.10. There exists small enough § > 0 such that for z € C with |z| < 8, we have the following.
o There exists a unique solution Q = Q[z] to (1-2) with E = E[|z]] € R.
o We may write Q[z] = z¢o + h, where
Al fr@ynm2@gop S 1z, DAl Slzl,  and  ||D*h|2 S 1
for any k > Q.
* Ellzll = —3¢° + 0(2).
e 0[z¢"] = Qlz1€" and Q[|z|] is real-valued.
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Remark 2.11. In fact, the proof will show that 1 = O(z?*1) and E[|z]] = —3¢* + O(z”), but we will
not need this refinement in what follows. Similarly, we can control Di and D?h in the same norms as £,
but we will not need this.

Remark 2.12. Using gauge invariance (i.e., differentiating the identity Q[ze'®] = Q[z]e'?) leads to the
useful identity
Qlz]l=—-iDQlz]iz. (2-20)

Results similar to Proposition 2.10 are proved in [Soffer and Weinstein 1990; 1992]; we will sketch a
proof that follows the presentation given in the appendix of [Gustafson et al. 2004]. The key ingredient is
the following estimate for the resolvent at the linear eigenvalue.

Lemma 2.13. For any integer k > 0, (H + %qZ)’1 P, is bounded from L* to H*(R\{0}) and from H%*
to HYK

Proof. Evaluating the resolvent at —%qz, we see that the integral kernel of (H + %qz)_] P, is a linear

combination of terms of the form
e e gnd  eq(XIFIYD

Terms of the second type are straightforward to handle; one needs only observe that

‘/e‘”f(y) dyl Sl

and that el € H*(R\{0}) N H"* for any k. It remains to verify that convolution with ¢?*! sends L to
H?(R\{0}) and H%* to H'"* for any k. Mapping to H*(R\{0}) is clear, so let us consider a weighted
norm. As the derivative of ¢! still decays exponentially, it is enough to work with H%* The desired
estimate therefore reduces to the fact that the operator with kernel (x)*e?*=>(y)~=* maps L? — L? for
any k (a consequence of Schur’s test, for example). (|

With Lemma 2.13 in place, we turn to the proof of Proposition 2.10.
Proof of Proposition 2.10. We wish to solve

(H-E)Q+F(Q)=0, with Q=z¢o+h and E=-ig>+e

for small enough (nonzero) z, where 1 = O(z?) is orthogonal to ¢ and e = O(z) is real. Expanding the
equation and projecting onto and away from ¢q leads to the following system for (e, h):

e=2""go, Fzgpo+h), (2-21)
h=(H+1q*) (= P.F(zdo + ) +eh}, (2-22)
where z is to be small. To solve this system, let us construct (e, /) as a fixed point of the operator
®(e, h) = (RHS (2-21), RHS (2-22)).
Let us prove that & is a contraction on the set

A={(e,h) eRx P.H":|e| <z, Ikl g < IzI*},
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where z will be chosen sufficiently small. We will then prove the desired estimates for /2 and e as a priori
estimates using (2-21) and (2-22).

It is straightforward to show that ® : A — A; indeed, writing (e, h1) = P (e, hp) for some (e, hg) € A,
we can use Lemma 2.13 to estimate

ler] S 1zl 2P gy e S 12l <z
and
1 1
il S 2760 + 08 e + lleoholl 2 S 1217 + 12 < 2.

Similarly, writing (e1, h1) = ®(eq, ho) and (e1, hy) = ®(&y, ho), we can estimate

ler — &1 S 1217 I (ho — ho) (2P @f + B + R 12

S 127 o — holl gt < ko — holl g1
and ~ ~ ~
1y — Ryl g S 1zlPllho — holl g1 + |z1%eo — €l + 121170 — holl g1

< Nho = holl g1 + leo — &)

Thus @ defines a contraction on A (for z small enough) and hence has a unique fixed point.

Using uniqueness and gauge invariance of the nonlinearity, we can deduce that Q[ze'?] = ¢/ Q[z] and
E = E[|z|]. Similarly, by uniqueness we can guarantee that Q[|z|] is real-valued.

Next, let us estimate 4 in H*(R\{0}) and H"X. Using (2-22), Lemma 2.13, and Sobolev embedding,

we first estimate
1Al 2oy S I F (zdo +h) + ehll 2

1 +1 1

SzP g + R+ LzllAl
1 2

S12P {1z 4 1z Al 2,

which (for small z) implies ||| z2 g\ (0y) < 1z|%. Similarly,
Il e S 121+ (12122 + [z R gox,

which again implies ||A] 14 < |z]2.
To prove bounds for Dh, we differentiate (2-21) and (2-22). This leads to

De = —z"2Dz(o, F(z¢o +h)) + 2~ (@0, DIF (z¢0 + h)1), (2-23)
Dh = (H + 1¢*) ™' {(— P.DIF (z¢0 + )] + [Delh + e[ Dh1}. (2-24)

Using (2-23), we can readily deduce that |De| < 1. Feeding this into (2-24) and estimating as above
using Lemma 2.13, we find

IDA e S 12l? + |2l 18] gox + |2l DR gos S 1217 + 121 + |21 DAl o,

which implies
DAl e < Izl
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as desired. Differentiating (2-23) and (2-24) once more and arguing similarly yields the final estimate,

namely,
ID?h2 S 1. O

2D. Local well-posedness. In this section we record a local well-posedness result for (1-1). Such results
have appeared previously in the literature (e.g., in [Fukuizumi et al. 2008, Proposition 1]); we provide a
proof here for the sake of completeness.

Proposition 2.14 (local well-posedness). For any ug € H U there exists a local-in-time solution to (1-1).
The solution may be extended as long as the H'-norm does not blow up.

Proof. We will look for u decomposed as
u(t) =v(t) +a(t)go := Peu(t) + {(¢o, u(t))o.
Equation (1-1) then becomes a coupled system for (v(¢), a(t)), namely,

i9,v(t) = Hv+ P.F(v(s) +a(s)eo),

. - (2-25)
19;a(t) = —3q7a(t) + (¢o, F(v(t) +a(t)po)).
Using an integrating factor in (2-25), we may rewrite these as
t
v(t) =e M Py —i / e =R P F(u(s) +a(s)go) ds, (2-26)
0
t
a(t) =e"a(0) —i f T2 (g0 F(u(s) +a(s)go)) ds. (2-27)
0

Defining ® (v, a) = (RHS (2-26), RHS (2-27)), we will prove that ® defines a contraction on a suitable
complete metric space. Writing M = ||ug|| 1 and letting T > 0 to be chosen below, we define
Br ={(v,a): ”v”(Lf’OH}ﬂLj‘LgO)([O,T]xR) <2CM, ||a||L§’°([0,T]) <2CM},

where C encodes constants appearing in Strichartz estimates. In light of (2-19), we can freely exchange
(v/H) and (d,) in what follows.
Writing (w, b) = ® (v, a) for some (v, a) € By, we first use Proposition 2.1 to estimate

”w”(L;”HX'OL;‘L;O)([O,T]xR) S lluollgr + 1F +a¢0)||L,‘HX1([O,T]><R)
+1
5 M+ T{HUHZ{OX([QT]XR)”U”L,“’H; ([0, T1xR) + ”aHZ,OO([O,T]) ”¢O”i§o”¢0”H¥]}

<M4+TMPH!,
while
1Bl ze= 0,71y < 1a(O)] + I1F (v +ado)l 1 1210, 71w b0l 2 S M + T MP*,

Thus, for T = T (M) sufficiently small, ® maps By to By. Similar estimates show that ® is a contraction
in the norm

d((v,a), (v,a)) = lv—"llrer2q0,11xr) T lla — all Lo,

for T sufficiently small. The result follows. U
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3. Setting up the problem

Suppose u : [0, T] x R — C is a (small) solution to (1-1). We will look for a decomposition of u of the
form

u(t) = Qlz(H)]+ v (). (3-1)

We view z(¢) as a small unknown to be specified, with Q a solution to (1-2) (see Proposition 2.10) and
v(t) defined through (3-1).
Using (1-1), (1-2), and (2-20), any such decomposition would lead to an evolution equation for v,
namely,
idv=Hv+ N,
N:=F(Q+v)—F(Q)—iDQ(Z+iEz),

where we have written Q = Q[z(¢)], E = E[|z(¢)|], and z denotes the time derivative. We wish to choose

(3-2)

z(t) in such a way that the solution to (3-2) is well-behaved (and such that z(¢) remains small).
To choose z(¢) and thereby fix the decomposition (3-1), we will impose the orthogonality conditions

Im(u — Ql[z], D;Q[z]) =0 for j € {1, 2}, (3-3)

for all r € [0, T']. This condition makes v = u — Q[z] orthogonal to the nondecaying solutions to the
linearization of (1-1) around e *£/ Q[z] and agrees with the condition appearing in [Gustafson et al. 2004].
We discuss the motivation for this choice in Remark 3.2 below.

The following lemma tells us that as long as the solution u(#) remains small, it is always possible to
choose z(¢) such that (3-3) holds; moreover, this choice is unique.

Lemma 3.1. There exists 8 > 0 small enough such that if ||ul| g1 < 8, then there exists unique z € C such
that (3-3) holds, with |z| + ||lu — Qlzlll g1 S llull 1.
Proof of Lemma 3.1. The proof is the same as [Gustafson et al. 2004, Lemma 2.3]. The idea is that if we
were to choose v = u — (¢, u)¢o = P.u, then we would not be too far off from satisfying (3-3). We can
therefore use the inverse function theorem to find z exactly satisfying (3-3). This is made precise using
Proposition 2.10. We sketch the details.

Set & = ||lu||y1. Define f : R> — R? via

fj(2) =Im(u — Q[z], D; Q[z])

for j =1, 2, and set zg = (¢, u). Note that |zg| < €. A computation using the expansion of Q[z] in
Proposition 2.10 yields

f(z0) = O(?).
Similarly (using Proposition 2.10), the Jacobian of the map z — f(z) is computed by
D; fi(z2) =Im(u — Qlz], D; Dy Qlz]) + Im(D; Q, Dy Q) = j —k + O(e +z). (3-4)

Therefore, by the inverse function theorem, for ¢ small enough we may find unique z such that f(z) =0.
The result follows. U
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Under the (bootstrap) assumption that sup, g ry [u(?)| g1 < & for § small enough, we can therefore
uniquely decompose u(¢) in the form (3-1) such that (3-3) holds for each ¢ € [0, T].

The evolution equation for v is given by (3-2). To derive the evolution equation for z, we differentiate
the orthogonality conditions (3-3). Recalling (3-1), (3-2), and self-adjointness of H, this firstly leads to

0=1Im[i(v, HD; Q) +i(F(Q+v) — F(Q), D;Q) — (DQ(z+iEz), D;Q) + (v, D;DQ3)].
Differentiating (1-2) and observing that (2-20) and (3-3) imply Imi (v, Q) = 0, we may write
Imi{v, HD; Q) =Imli{v, ED; Q) —in{v, D;(|Q]” 0))]
=Im(v, D;DQiEz) —Imiu(v, D;(1Q|" Q)),
where we have used (2-20) again in the final line. Continuing from above, we arrive at the system
Im(v, D;DQ(z+iEz)) +Im(D;Q, DQ(z+iExz))
=—Imi[{(F(Q +v) — F(Q), D; Q) — (v, D;(I1Q|"Q))]. (3-5)
The inner product on the right-hand side of (3-5) is of the form (G (v, Q), D; Q), where G is at least
quadratic in v (see Section 4A). Identifying C with R?, we may write this system in the more compact form
A(Z+iEz) =b, (3-6)
where A is the 2 x 2 real matrix with entries
Ajx =Im(v, D;D; Q) +Im(D; Q, D; Q)
and b € R? satisfies bj = RHS (3-5). Note that A coincides with the Jacobian matrix appearing in (3-4),
and hence Ajy = j —k+ O + |z]).

3A. Summary. We have set up the problem as follows: assuming that we have a sufficiently small
solution u to (1-1) on a time interval [0, T'], we choose z(¢) uniquely such that (3-3) holds for each ¢
(using Lemma 3.1). Defining v(¢) =u(t)— Q[z(¢)] (where Q is the solution to (1-2) as in Proposition 2.10),
we find that v and z solve the coupled system (3-2) and (3-6).

In the next section we will use these equations to prove bounds for v and z. In particular, this will
show that u remains small, which implies that the decomposition for u# can be continued for all time.
Furthermore, the bounds we obtain will allow us to complete the proof of the main result, Theorem 1.1.

Remark 3.2. Let us discuss in some more detail the orthogonality condition (3-3). We begin by consid-
ering the linearization of (1-1) around a fixed solitary wave e £ Q. Identifying v with the real vector
v = (Rev, Imv)’, we can write the linearized equation the form v, = Lv for an explicit real matrix of
operators L. Recalling that Q solves (1-2) and employing the identity (2-20), we can connect the functions
D; Q to this linearized equation. In particular (recalling the identification of C and R?), one can compute

L'iD;Q = —Ezj[z:(iD1Q) — 21(i D2 Q)],

where L' denotes the transpose of L and we write D i Ellz]]1= E z;. One therefore finds that the pair {i D; O}
spans the generalized null space of L’. The orthogonality condition (3-3) is equivalent to the orthogonality
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of v (identified with the real vector (Re v, Imv)") to i D; Q (identified with (—Im D; Q, Re D; Q)")); here
we use the usual inner product for vectors of R-valued functions, i.e.,

(f1, /)" (g1, &) :/flgl+/f282~

This condition projects v away from the nondecaying solutions to d,v = Lv, as we now explain. We
let {wy, wy} be a basis for the generalized null space of L’ (denoted by N) satisfying L'w; = 0 and
L'w, = w;. It is not difficult to check that N+ is invariant under the flow 8,v = Luv. Similarly, for
v(0) € N, we can find a solution to d,v = Lv of the form v(¢) = q;(t)w; + g2(t)w,. In fact, explicit
computation reveals that ¢; and ¢, are linear functions in ¢. Thus, (3-3) exactly projects v away from the
nondecaying solutions of d;v = Lv, and hence we expect that the component v should decay.

At a technical level, the key benefit of imposing (3-3) arises in the computation of the ODE (3-5) for
Zz+i Ez. In particular, imposing (3-3) leads to an ODE for 7z 4 i Ez that contains only quadratic and higher
terms in v. This is crucial because to describe the asymptotics of z will require that we estimate z +i Ez
in L!, while we can only hope to estimate v in spaces as low as L? (through reversed Strichartz estimates).

In contrast, suppose that we were to impose the natural condition

{v(®), do) =0, (3-7)

so that v = P,v. This type of condition appears in [Pillet and Wayne 1997; Weder 2000] and has the advan-
tage of allowing for Strichartz estimates for e /' P, to be applied directly to v. In this case, one would find
that the ODE for z contains a term that is linear in v, and hence we would have no hope of estimating in L.

On the other hand, as v # P.v under the assumption (3-3), we cannot apply Strichartz estimates for
e~itH directly to v. However, if we recall the decomposition Q[z] = z¢o + O(z?), then we can see that
the condition (3-3) implies (v(¢), ¢o) = O(z?), which suggests that the portion of v parallel to ¢g should
be small compared to v. In fact, in Lemma 4.4 we will prove that we can control v by P.v in all relevant
norms, and hence we will be able to utilize the estimates for e ~/*# P, after all.

4. Proof of the main result

We suppose u is a solution to (1-1) satisfying

sup flu(@)|lp <6 4-1)
t€l0,T]

for 6 sufficiently small, so that we may take the decomposition
u(t) = Qz(1)1+v(r), where Im(v(t), D; Q[z(r)]) =0 for j € {1, 2},
as outlined in the previous section. By Lemma 3.1, we also have

sup {lz@O|+ lvOllg} S sup Nu@® g S 6.
1€[0,T] 1[0, 7]

Our goal is to extend these bounds to [0, oo) and to describe the asymptotics of z(¢) and v(t) as t — oo.
To accomplish this, we will prove a bootstrap estimate using the following norms, which should all be
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taken over [0, T] x R or [0, T']. We first define

. -3/2
1ollx = ol e gangszee + 160 =20l o 2 + 100 2o 2. (4-2)

lzlly = Iz +i Ezll 2. 4-3)
Noting that

lz(t)] =

z(1) exp{i / E[z(s)] ds}
0

’

we observe that
llzllLee < 12O + [Izlly- 4-4)

As the equation for v involves Q[z(#)], it will be convenient to introduce notation for norms of Q as
well. In particular, we define

101z := 1x)?Qllz1 ronzes + 105 Qllzz e, (4-5)
IDQllw :={x) D Q11 1 + [(x) D Qll o012 + 10 D Qll 3012, (4-6)

where QO = Q[z(¢)]. Using Proposition 2.10, we can control these norms as long as z(¢) remains sufficiently
small.

Lemma 4.1. If ||z|| L is sufficiently small, then
101z SNzl and IDQllw S 1.

Proof. We begin with the estimate

||(x)£G||L§Lroo < ||G||L?QHXI,k forany 1 <r <ocoand k > £+ %, 4-7)

which follows from Holder’s inequality and the Sobolev embedding H'!(R) < L*°(R). In particular,
121z SNQLOMl e i 2oy @0 1D Qllw S IID QL] oo 1.5

for large enough k. Here we only use H?(R\{0}) to control 3, Q in L.
The result now follows from Proposition 2.10; indeed, for sup, 9 7} |z(#)| small enough, we can write

Qlz(t)] = z(t)go + h(z(1)),
where h(z(t)) = O(|z(¢)|?) and Dh(z(t)) = O(|z(¢)]) in the norms detailed in Proposition 2.10. Il
4A. Estimates for the ODE. We first consider the ODE (3-6) for z, which we recall has the form
A(z+iEz)=b,
with Ajx = j —k+ O(6 + |z|) and
bj =—Imi[{(F(Q+v) - F(Q), D; Q) — (v, D;(1Q1" )]

To get the error bound on Aj;, we use Proposition 2.10 (similar to the proof of Lemma 4.1). In particular,
A is invertible with uniformly bounded inverse.



STABILITY OF SMALL SOLITARY WAVES FOR THE ONE-DIMENSIONAL NLS 1119

Lemma 4.2. The following estimate holds:

1
lzlly S IDQIwlvIZIQNG ™ +lvlE™).
Proof. We examine the right-hand side of the ODE (3-6) in a more detail. First,

D;(101” Q) = IQIP 20?p;0+ 212 IQI"D 0,

while

F(Q+v)— F(Q) = /|Q+0v|Pd9+ ;wf 10 +0v|P"2(Q +6v)2do.  (4-8)

Thus, we may write
bj =—Imi(G(v, Q), D;Q),
where

p+2
2

1 1
G, Q)= lw/ [|Q+9v|p—|Q|p]d9+§M5/ [1Q +6v[P72(Q +6v)* — | QP2 0% d6.
0 0

In particular,
G, Q)] =0 QP! + v (4-9)
Using the above together with Proposition 2.10 and Sobolev embedding, we may now estimate
Iz +iEzllz S I3l QIf" + v ||”+1||L2||DQ||LooL1
,<V||DQ||W{||v||L¢L§c||Q|| Il
SIDQIwllvl ey + ik, (4-10)

which is acceptable. We next estimate the L!-norm. Using (4-9), we estimate

I1Z+iEz] 5/|A‘Im<G<v, Q). DQ)|dt
SIGw, QDO
S Pl 1P QNP D Qs + 0l o 10172 1D Q1
S ||DQ||W{||v||X||Qufz"l+||v||§:+l :

which is acceptable. U

4B. Estimates for the PDE. We next consider the PDE (3-2) for v.
We will prove the following.

Proposition 4.3. The following estimate holds:

Iolix S IvO)llg + lzlly IDQIw + lvlix Q15 + vl
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The plan is to use Strichartz and local smoothing estimates for e ="/, However, we cannot apply these
estimates directly to v because the orthogonality conditions (3-3) do not imply that v belongs to the
continuous spectral subspace of H. Nonetheless, using Proposition 2.10 and (3-3), we can prove that v
can be controlled by P.v.

Lemma 4.4. There exists § > 0 small enough that the following holds: If ||z|| . < & and v € X satisfies
the orthogonality condition

Im(v(r), D; Q[z(1)]) =0 for j €{l,2} 4-11)
(where Q|z] is as in Proposition 2.10), then
Ivllx < I1Pevllx-
Here X is as in (4-2) and P, denotes the projection onto the continuous spectral subspace of H.

Proof. Writing v = P.v + (¢, v)¢ho, we see that it suffices to prove

{0, v)gollx KL [v]lx-
To this end, we use Proposition 2.10 to write Q[z(¢)] = z(t)¢o + h(z(t)), with h(z) = O(z?) and
Dh(z) = O(z) in the norms detailed in Proposition 2.10. As (4-11) yields

o, v())| S (Dh, v(1))],
we can estimate
{¢0, v)ollx < I{Dh, vl 2 20-
We now claim that

I{Dh, vl 2 S N2llzellvlix, (4-12)

from which the result follows. To see this, first note that by the triangle inequality and Minkowski’s
inequality, we have

(DR, v )2 SNIDh vl 20 S IDR vl S 1662 DR Lo 1 06) 720l e 2
Using (4-7), we see that this term is acceptable. Next,
I{Dh, v Iz S I Dhllpeep2lvllpee 2,

which is acceptable as well. The result follows. O

Using Lemma 4.4, we see that it suffices to estimate the X-norm of P.v. Applying P, to (3-2), we have

i9;P.v=HP.v+ PN,
where we recall
N=F(Q+v)—F(Q)—iDQ(+iEz).

In particular,

t
Pcv(t)ze_”HPcv(O)—i/ e =R P N ds. (4-13)
0
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We begin with the linear evolution term.
Lemma 4.5. The following bound holds:
le™" Pv@)lx < 10 (0) ] g1

Proof. Recalling the definition of the X -norm in (4-2), we find that the lemma follows from Proposition 2.1,
Proposition 2.3, and (2-19). O

We turn to the Strichartz norms for the inhomogeneous term.

Lemma 4.6. The following bound holds:
t
‘ / e U=OH p A ds

0
Proof. Using Corollary 2.5 we first estimate

which is acceptable.

p pt+1
SlzlivIDQllw + lvlixlIQllz + vl
LPLANLILS

t
/ e {CHpIDOG+iED)]ds
0

S PDQGHIED| .
SIxP2DQN 2 llz +iEzll
SIDQlwlizly,

Next we write nonlinear term in the form

FO+v)-FQ)=FR+Rh+F;,
where
Fi=0w0"), F=00*0"""4+v7Q), and F;=puv|’v. (4-14)

Such a decomposition is easily achieved under the assumption that F («) = u|u|’u with p equal to an
even integer greater than or equal to 4.
The linear term is handled as follows. Using Corollary 2.5, we have

t
/ o it=5)H P.F, ds < ||(x)5/2QPU“L,2¥
A

LPL2NLILS® <

4 P —3/2 P
SHDYPOIY, )T 0l ez SHCIS VX
X t

which is acceptable.
Next, we use Proposition 2.1 to estimate

t
/ e U=OH p E ds
0

2 Hp-1 2
S 207 s + 107 Q21 5.
LPL2NLILE " o
Using Minkowski’s inequality to control L®L?# by LYL%°, we firstly estimate

-1

2 p-1 —=3/2,14/3 2/3 2/(p—1 P
12 QP M pors S 1G0T 20ll o I a1 PR QI s
WX X t

Lt et

—1
<lvlkleln, .
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which (after an application of Young’s inequality) is acceptable. The other term is treated similarly:
_ 4/3
107 Qll o S )20l

< IvlixlQliz.

which is again acceptable after applying Young’s inequality.

2/3

IIUIILfLwIIUII <l )? Ol o500

Finally, the contribution of the F3 term containing only v is estimated as follows: using Proposition 2.1,

t
‘ / e_’(t_S)HPC(Ivlpv) ds
0

which is acceptable. This completes the proof of Lemma 4.6. g

Sl o,
LPLANLILS p+1
nan4DmnanmLp2 SIla M0l S vl

We next consider the L H ! norm of v. We treat this term by an energy estimate. We will make use
of Lemma 2.8.

Lemma 4.7. The following estimate holds uniformly over t € [0, T]:

2
| Pe v(t)||H1 < ||v(0)||H1 + lixlizliy IDQllw + v IZ QIS + vl ™,
where norms are taken over [0, t] x R.

Proof. By (2-19), we have
IPo® g1 S IWHP@2, + [v(@)]12..

As the L L2 norm is controlled via Lemma 4.6, it suffices to estimate v/ H Pev.
To this end, we use the self-adjointness of H and (3-2) to write

IVHPo@)|?, = ||«/ﬁpcv(0)||§2+1mf (VHP.v(s), VHP. N ds
* 0

where
N=DQGZ+iE)+ Fi+ F,+ F;3

as in (4-14). In fact, we will split the term F» (which collects the terms of orders v>Q”~! through v” Q)
further by writing
F,=F, +F;,

where le collects terms that are linear in . We do this so that we can group this term with those
appearing in (4-17) below (rather than (4-16)). This is necessary because when the derivative lands on Q
we cannot additionally absorb weights in order to produce a (x)~*/?v term in L®°L?; indeed, we only
control 9, Q in L°.. Thus we must put the whole term in L L see (4-18) below.

We first observe that by (2-19), we have

IVH P2, < o)

HD
which is acceptable.
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We next use Lemma 2.8 to write
t t t
/ (vVHPv(s)VHP.N) ds = / (0,0(s), O N) ds +/ (m(3)3xv(s), 3N ds, (4-15)
0 0 0

where m(u) = (g —i w)~! (up to the addition of similar terms). We claim that both terms in (4-15) may
be controlled by
19: 0l o2 18 CFy 4 FD 112 (4-16)
110,V e 210D QG + i E2) + Fy + F3lll 12 (4-17)
For the first term in (4-15), this follows directly from Holder’s inequality. For the second term in (4-15),
we use Holder’s inequality and the fact that m(d,) maps LL? — L®L? and L? — L? boundedly (see
Remark 2.9).
We turn to estimating the terms in (4-16) and (4-17).
We begin with (4-16). First, by the chain rule:
_ - —1
18: Fill 122 S 10xvll o2l QNT gy oo + 100 ™20l e 2 100) Y CP=D Q)7L 1195 Qs
Slviixlely.

which is acceptable.

We turn to the intermediate terms in F22, which contains terms of the order v2Q?~! through w102,
Applying the chain and product rule and Young’s inequality, we are led to estimate four types of terms in
LLL? corresponding to these two extreme cases. When the derivative lands on a copy of v, we estimate

-1 p—1
1@ )v QP 12 S 19: 0l o 210N L2 QI -1 s

-212 p—1 2
1@ )" Q%N 12 S 10xvll o2 10l 1N 2 ee

which are acceptable. When the derivative lands on a copy of O, we instead estimate

2 -2 —-3/2 2(p—2 -2
1020720, Qi1 22 S 1) Pl e 2 0l 1) PP QU7 = 118, Qllegs s

o~ L2
—1 -3/2 p=2 3/2
P77 Q0x Q12 S II{x) /vllL;thzIIvlng; [XE3% OlliLizll9x Qllrgs,,

which are acceptable.
We turn to (4-17). We first have

10xvll o2 10x[D Q@+ T EDIN 112 S 1050l pper2 10 D Qllpeer2 12+ P E2ll )
S lvlxlizliyIDQliw,

which is acceptable.
Next, we estimate the contribution of F21 in (4-17), which contains terms that are linear in Q. Dis-
tributing the derivative, we are led to estimate the following terms. First,

4 p—4 P
WP0: Ol 12 S 10l 74 oo 10N oo 192 Qo2 S vl Qllz, (4-18)
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which is acceptable. Next,
-1 2 -3
0P @xv) QI 2 SVIs 0P @xv) Q2
2 p=3 p
S0l 19xvll e 2 017 1 QN2 e S HVIIX 1 Cllz,

which is acceptable.
It remains to estimate the contribution of F3 in (4-17). The purely nonlinear term F3 = u|v|Pv is

estimated as

4 2 —4 +2
10xvll e 2 10x (0P V)l 12 S IlvllellaxvlleIlvllfgox Shvly™,

which is acceptable. (|

It remains to estimate the contribution of the inhomogeneous Duhamel term to the LS°L? components
of the X-norm (see (4-2)). The key ingredients will be Proposition 2.6 and Corollary 2.7.

Lemma 4.8. The following estimates hold: For m € {(x)73/%, 3, ),

Proof. We recall that

+1
SIDQlwlizlly +lvlixlQllZ + vl
L®L?

t
m/ e U=IH p A ds
0

N=DQGE+iEz)+ Fi+ F,+ F3,
where Fj are as in (4-14).
We first use Proposition 2.6 to estimate

t
Hm/ e '=IH P IDO(GZ+iEzZ)]ds
0

. SIxX)DQE+IED 1,2
L¥L L
SIEDOlppellz+iEzll 2 SIDQlwlizlly,

which is acceptable.
Next, we estimate

t
‘ m/ e {U=9H p g
0

which is acceptable.

S QP vllpry2

5/Q2 -3/2
S CP QU ) T 0l 2 S HQIG IV Ix

LeLy

The contribution of F; is estimated by

t
Hm/ e U=OH p F ds
0

LELY
2 Hp—1
S QP g2 + ) vP Ol 2

-3/2 5/Q2(p—-1 -1 -3/2 —1 5/2
ST 20l e 2 M0 llegs 1) PO+ 1) T 0l e 2 0l T 1) Y2 Q10
X t i

2 p—1 p
Svlixl@llz ~ +lvlixli@llz,

which is acceptable (after an application of Young’s inequality).
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Finally, we use Corollary 2.7 to estimate

t
m / P Fds| < ol
0

2
LEL;

Ul

4 p—4 p+1
S0l M1 0l ey S NN,

which is acceptable. This completes the proof of Lemma 4.8. 0

Finally, using Lemmas 4.4, 4.5, 4.6, 4.7, and 4.8 we complete the proof of Proposition 4.3.

4C. Completing the proof. In this section, we first use the estimates of the previous two sections in
order to close a bootstrap estimate, which allows us to continue the decomposition of « for all time, as
well as to prove the desired properties for z(¢) and v(¢) and hence complete the proof of Theorem 1.1.

We let u(¢) be the solution to (1-1) with initial data ug, where ||ug|| g1 = 6 for some small § > 0. By
local well-posedness and Lemma 3.1, we can uniquely decompose u as

u(t) = Qlz(®)]1+v(r), with Im(v(z), D; Q[z(1)]) =0 for j € {1, 2}, (4-19)

at least on some time interval, with |z(?)| + [[v()) || g1 < Jlu(@) |1 < 8. On such an interval, we can
now collect the estimates from the previous section. Collecting Lemma 4.1, (4-4), Lemma 4.2, and
Proposition 4.3, we have

Izl <8 = 11Qlz S lizllze and IDQw S 1, (4-20)
Izl e < 12O + l1z]lv,

Izlly SIDQIwllvIZ NNy + vl (4-21)

lllx < IOl + Izlly 1D Qllw + lvllx 1 Q11 + vl (4-22)

By a standard bootstrap argument (choosing & small), it follows that the bounds
lu®llg S8, Mvlx S8, lzllee S8, and  zlly S 87,

as well as the decomposition (4-19), persist for all time.

We turn to establishing the asymptotics v(¢) and z(¢).

First, we prove scattering in H ! for v(¢). We claim that it suffices to prove scattering for P.v(t).
Writing v = P.v + (¢, v)¢g, the claim reduces to proving

Tim [[(o, v(®))goll 1 = 0. (4-23)

Proof of (4-23). Using the orthogonality conditions in (4-19) and using Proposition 2.10 to write
Olz(t)] = z(t)po + h(z(¢)) (as in the proof of Lemma 4.4), we find

{0, vE)doll g1 S 1D a3 V(D) 13-

IDAN oo 25 S Mzl e,
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it suffices to prove that ||v(¢) || = 0 as t — oo. To see this, we firstly observe (by interpolation of L;”Li
and L;‘L?CO) that |[v(z) ||‘z4 € Ltz. We will now show that o, ||v(¢) ||‘£4 is bounded, which implies the desired
result. Using (3-2) for v and Lemma 2.8 (writing Hv = HP.v — q%¢o{¢o, v)), we can firstly estimate

4 2 2 3 2
Illv@lizs S Mligee 10517002 + VN7 00 5 101 Lo 22 10
L 1,x t X Ll Lx t X
3 3 . .
F 0l 06 1F(Q +v) = F(Q)llzer2 + 10l 7o s 1D Qll g2 12+ Ezl L3
t Hx ~ t Hx ~*

uniformly in 7. Using the bounds on v and Q[z], we see the proof boils down to controlling z +i Ez
in L°. For this, we go back to the ODE (3-6) and use the computations at the beginning of Lemma 4.2 to

bound
Iz +iEzll e S 10207~ +vP YD O s

SIDQl sz 07 o (1 QT + 10117
This completes the proof of (4-23). g

It finally remains to prove scattering for P.v(t). For this we use the Duhamel formula (4-13) to show
that {¢/'" P.v(¢)} is Cauchy in H'. Indeed, using the estimates from Lemmas 4.6 and 4.7, we can deduce

. . +1
le"™ Pev(t) — e Poo(s) Iy S zly IDQllw + Ivlix QNG + vl

where now the norms on the right-hand side are restricted to (s, #) (and not all of the components of the
X-norm are L in time). Sending s,  — oo yields the claim.

Finally, we note that ||z +i Ez|| L! < 82 yields the desired bounds and asymptotics for z. This completes
the proof of Theorem 1.1.
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GEOMETRIC REGULARITY FOR ELLIPTIC EQUATIONS
IN DOUBLE-DIVERGENCE FORM

RAIMUNDO LEITAO, EDGARD A. PIMENTEL AND MAKSON S. SANTOS

We examine the regularity of the solutions to the double-divergence equation. We establish improved
Holder continuity as solutions approach their zero level-sets. In fact, we prove that ¢-Holder continuous
coefficients lead to solutions of class C', locally. Under the assumption of Sobolev-differentiable
coefficients, we establish regularity in the class C"*!" . Our results unveil improved continuity along a
nonphysical free boundary, where the weak formulation of the problem vanishes. We argue through
a geometric set of techniques, implemented by approximation methods. Such methods connect our
problem of interest with a target profile. An iteration procedure imports information from this limiting
configuration to the solutions of the double-divergence equation.

1. Introduction

In the present paper we study the regularity theory for solutions to the double-divergence partial differential
equation (PDE)

05, (@7 (Du(x)) =0 in By, (1)

)

where (a'/ )? j=1 € S(d) is uniformly (A, A)-elliptic. We produce new (sharp) regularity results for the
solutions to (1). In particular, we are concerned with gains of regularity as solutions approach their zero
level-sets. We argue through a genuinely geometric class of methods, inspired by the ideas introduced by
L. Caffarelli [1989].

Introduced in [Littman 1959], equations in the double-divergence form have been the object of important
advances. See [Sjogren 1973; Bogachev and Shaposhnikov 2017; Hervé 1962; Littman 1963; Fabes and
Stroock 1984; Bogachev et al. 2015]. The interest in (1) is due to its own mathematical merits, as well as
to its varied set of applications.

The primary motivation for the study of (1) is in the realm of stochastic analysis. In fact, (1) is the
Kolmogorov—Fokker—Planck equation associated with the stochastic process whose infinitesimal generator
is given by

Lv(x):= a'l (x) Bixjv(x).
Therefore, one can derive information on the stochastic process through the understanding of (1).

MSC2010: 35B65, 35]15.
Keywords: double-divergence equations, geometric regularity, improved regularity at zero level-sets.
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A further instance where double-divergence equations play a role is the fully nonlinear mean-field
games theory. The model-problem here is

{F(DZV) = g(u) in By,

05, (FY(D*V)u(x)) =0 in By, @

where F : S(d) — R is a (A, A)-elliptic operator, F'/ (M) stands for the derivative of F with respect
to the entry m; ; of M and g : R — R is a given function. In this case, the first equation in (2) is a
Hamilton—Jacobi, associated with an optimal control problem. Its solution V accounts for the value
function of the game. On the other hand, the population of players, whose density is denoted by u,
solves a double-divergence (Fokker—Planck) equation. The mean-field coupling g encodes the preferences
of the players with respect to the density of the entire population. Therefore, the solution u describes
the equilibrium distribution of a population of rational players facing a scenario of strategic interaction.
Through this framework, double-divergence equations are relevant in the modeling of several phenomena
in the life and social sciences. As regards the mean-field games theory, we refer the reader to [Gomes
et al. 2016].

A further application of equations in double-divergence form occurs in the theory of Hamiltonian
stationary Lagrangian manifolds [Chen and Warren 2019]. Let Q C R? be a domain and consider
u € C*(R2). The gradient graph of u is the set

', . ={(x, Du(x)) : x € Q},

whereas the volume of I, is given by

Fg(bt):/ Vdet(I + (D2u)T Du) dx.
Q

Given Q2 C R, the study of critical points/minimizers for Fg(u) yields the compactly supported first
variation

/ Vdetg g8  uy, iy dx =0 3)
Q
for all ¢ € C2°(£2), where

g =1+ (Dzu)TDzu

is the induced metric. It is easy to check that (3) is the weak (distributional) formulation of

afj o (Vdetg g8 uy ) =0 in Q.

Hence, given a domain, the minimizers of the volume of the gradient graph relate to the solutions of a
PDE in the double-divergence form.
As mentioned before, the study of (1) starts in [Littman 1959]. In that paper, the author considers weak
solutions to the inequality
07, (@’ ()u(x)) 20 in By,

and establishes a strong maximum principle. In [Hervé 1962], the author develops a potential theory
associated with (1). This theory is shown to satisfy the same axioms as the potential theory for the
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elliptic operator
z]( ) 3x1 .-

Hence, the study of the former provides information on the latter. An improved maximum principle, as
well as a preliminary approximation scheme for (1), are the subject of [Littman 1963].

It was only in [Sjogren 1973] that the regularity for the solutions to (1) was first investigated. In that
paper, the author proves that solutions coincide with a continuous function, except in a set of measure zero.
Together with its converse — and under further conditions — this is called the fundamental equivalence.
In addition, a result on the w-Holder continuity of the solutions is presented. Namely, solutions are proven
to be locally a-Holder continuous provided the coefficients satisfy a'/ e Cr . (B1).

In [Fabes and Stroock 1984], the authors examine properties of the Green’s function associated with
the operator driving (1). One of the results in that paper regards gains of integrability for the solutions. In
fact, it is reported that locally integrable, nonnegative solutions are in Lﬁ)/c(d_l)(Bl).

A distinct approach to (1) regards the study of the densities of solutions, that is, their Radon—Nikodym
derivatives with respect to the Lebesgue measure. In this realm, several developments have been produced;
see [Bogachev et al. 2015]. For example it is widely known that, if (a”)d _; 1s nondegenerate in By,
every solution to (1) has a density; see [loc. cit.].

In [Bogachev et al. 2001] the authors prove that det[(a'/ )j{ j:1]“ has a density in Llo/c(d )(Bl), provided

u > 0. If, in addition, (a%/ )d _, is Holder continuous and uniformly elliptic, u is proven to have a density
d/d—1)
in L

loc (By). Regularlty in Sobolev spaces is also studied in [loc. cit.]. Under the assumptions that
(a' )d i j=1 is in Wl "7 (By) and det[(a"/ )d _1 is bounded away from zero, the authors prove that solutions
have a density in Wlocp (By). It is worth noticing that [loc. cit.] addresses differential inequalities of the

form

/ a’ () u(x) gy, (¥) dx < Cllll o s,
B

for some C > 0. The corpus of results reported in [loc. cit.] refines important previous developments; see,
for instance [Bogachev et al. 1997; Krylov 1986].

In the recent paper [Bogachev and Shaposhnikov 2017], the authors consider densities of the solutions
to (1) and investigate their regularity in Holder and Lebesgue spaces. In addition, they prove a Harnack
inequality for nonnegative solutions; see [loc. cit., Corollary 3.6]. Among other things, this result is
relevant as it answers in the positive an open question raised in [Mamedov 1992]. In fact, it is shown that
lOC(Bl), for every p > 1, if (a' )Z j=1 € VMO(B)). Moreover, the authors examine the
regularity of densities in Holder spaces, provided the coefficients are in the same class.

densities are in L

A remarkable feature of PDEs in the double-divergence form is the following: the regularity of
(a'l )d _ acts as an upper bound for the regularity of the solutions. It means that gains of regularity are
not (umversally) available for the solutions, vis-a-vis the data of the problem. To see this phenomenon in
a (very) simple setting, we detail an example presented in [Bogachev and Shaposhnikov 2017]. Set d =1
and consider the homogeneous problem

(a()v(x))xxy =0 in]-1,1[. “4)
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Take an arbitrary affine function £ : By — R and let u(x) := €(x)/a(x). Notice that
£(x)
a(x)—=¢dx =0
B, a(x)

for every ¢ € Cg (]—1, 1]). Therefore, u is a solution to (4). It is clear that, if a(x) is discontinuous, then
u is as well.

Although solutions lack gains of regularity in the entire domain, a natural question regards the conditions
under which improvements on the Holder continuity can be established. Let S C B; be a fixed subset of
the domain and suppose that further, natural conditions are placed on (a*/ );{ j=1 € C{ZC
of the solutions along S will be important. Even more relevant in some settings is the regularity of the

(B1). The regularity

solutions as they approach S C Bj.
In this paper, we consider the zero level-set of the solutions to (1). That is,

Solu] :={x € By :u(x) =0}.

We prove that, along Sy, solutions to (1) are of class C* for every « € (0, 1), provided (a'/ );{ =1 is Holder
continuous and satisfies a proximity regime of the form

la" = a” (0)l| () < 3-
The precise statement of our first main result is the following:

Theorem 1. Letu € L]

Section 2.1, are in force. Let xo € So(u). Then u is of class C 1= at xo and there exists a constant C > 0
such that

(B1) be a weak solution to (1). Suppose assumptions AI-A2, to be set forth in

sup |u(xp) —u(x)| < Cr*
B, (x0)

for every a* € (0, 1).

The contribution of Theorem 1 is to ensure gains of regularity for the solutions to (1) as they approach the
zero level-set, though estimates in the whole domain are constrained by the regularity of the coefficients a'/.
From a heuristic viewpoint, whichever level of ¢-Holder continuity is available for the coefficients — with
O<exk %— suffices to produce C!" regularity for the solutions along So[u]. See Figure 1.

The choice for Sy is two-fold. Indeed, along this set, the weak formulation of (1) vanishes. Hence, at
least intuitively, the weak formulation of the problem fails to provide information on the original equation
along Sp[u]. A remarkable feature of (1) is related to this apparent lack of information across the zero
level-set. As a matter of fact, the structure of the equation is capable of enforcing higher regularity of the
solutions along the set where the weak formulation vanishes.

A second instance of motivation for the choice of Sy falls within the scope of the nonphysical free
boundaries. Introduced as a technology inspired by free boundary problems in the regularity theory of
(nonlinear) partial differential equations, this class of methods has advanced the understanding of fine
properties of solutions to a number of important examples. We refer the reader to [Teixeira 2014].
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( N

almost-Lipschitz
decay to zero

- J

Figure 1. Almost-Lipschitz decay to zero: although the graph of the solutions to (1)
admits cusps in the presence of merely Holder continuous coefficients, they approach
their zero level-sets with C*-regularity for every « € (0, 1). It means that solutions reach
the nonphysical free boundary in an almost-Lipschitz manner.

In addition to the study of (1) in the presence of Holder continuous coefficients, we also consider the
case (a'/ )g jo1 € Wli’cp (By) for p > d. In this setting, (1) becomes

d, (@' (x) By, u(x) + ;0" (X)u(x)) =0 in By. (5)

Here, two new layers of information are unveiled. First, it is known that solutions to (5) are in
Cllo’c1 —d/p (B1) —see [Ladyzhenskaya and Uraltseva 1968, Chapter 3, Theorem 15.1]; i.e., the gradient of
the solutions exists in classical sense. Second, the weak formulation of the problem vanishes at a different

subset of the domain, namely
Si[u] :={x € By :u(x) =0 and Du(x) = 0}.

Under the assumption (a'/ )ﬁ j=1 € Wli’cp (B1), and the appropriate proximity regime, we prove that solutions
to (1) are locally of class chl along S[u]. This is the content of our second main result:

1
loc

and A3, to be introduced in Section 2.1, hold true. Let xo € Si[u]. Then u is of class C"'" at xo and there

Theorem 2 (Holder regularity of the gradient). Let u € L, (B}) be a weak solution to (1). Suppose Al

exists a constant C > 0 such that

sup | Du(x) — Du(xo)| < Cr®
x€B,(x0)
for every a* € (0, 1).

The regularity of the coefficients in Sobolev spaces is pivotal in establishing Theorem 2. Here, Sobolev-
differentiable coefficients switch the regularity regime of (1) allowing for an alternative weak formulation
of the problem.

We remark that our methods accommodate equations with explicit dependence on lower-order terms; i.e.,

05, (@ (Du(x)) = 8y, (B () (x)) + c(¥)u(x) =0 in By,

provided the vector field b: By — R4 and the function ¢: B; — R are well-prepared. See Remarks 13 and 18.
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Our arguments are intrinsically geometric. We approximate weak solutions to (1) by solutions to a
homogeneous, fixed-coefficient equation of the form

a'l(0)92, v(x)=0 in By, ©)

Among such solutions, we select v such that So[u] C Sp[v], and Si[v] C Si[u], when appropriate.
An approximation routine builds upon the regularity theory available for the solutions to (6). This is
achieved through a geometric strategy, which produces a preliminary oscillation control. To turn this initial
information into an oscillation control in every scale, an iterative method takes place. This line of reasoning
is inspired by trail-blazing ideas first introduced in [Caffarelli 1989]. See also [Caffarelli and Cabré 1995].

The remainder of this paper is organized as follows: Section 2.1 details our main assumption, whereas
Section 2.2 collects a few elementary facts and notions, together with auxiliary results. In Section 3 we put
forward a zero level-set approximation lemma and present the proof of Theorem 1. A finer approximation
result appears in Section 4, where we conclude the proof of Theorem 2.

2. Preliminary material and main assumptions

In this section we introduce the main elements used in our arguments throughout the paper. Firstly we
discuss our assumptions on the structure of the problem. Then, we collect a few definitions and results.

2.1. Main assumptions. In what follows, we detail the main hypotheses under which we work in the

present paper. We start with an assumption on the uniform ellipticity of the coefficients matrix (a’/ );{ =1
A1 (uniform ellipticity). We assume the symmetric matrix (a'/ (x))?’ =1 satisfies a (A, N)-ellipticity
condition of the form

Md < (aV ()¢, < Ald
for some O < A < A, uniformly in x € Bj.

The next assumption concerns the regularity requirements on the coefficients to ensure Holder continuity
of the solutions to (1). This fact is central in the proof of Theorem 1.

A2 (a-Holder continuity). The map (a'/ (x))f.l’ j=1 B — S(d) is locally uniformly a-Holder continuous.

That is, we have
a'’ € Cy . (By)
foreveryl <i<dandl1<j<d.
We conclude this section with a further set of conditions on the coefficients a’/. Such an assumption

unlocks the study of the gradient-regularity for the solutions to (1), along Sy[u].
A3 (Sobolev differentiability of the coefficients). Let p > d. The map
@hi._,: B — S(d)
isin Wli’cp (B1). That is, we have
al e WP (B))
foreveryl <i<dandl1<j<d.
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In the next section we gather elementary notions and basic facts used further in the paper.

2.2. Preliminary notions and results. We start with a result first proven in [Sjogren 1973]. It concerns
the existence of a continuous version to the weak solutions to (1).

1

Proposition 3 (continuous version of weak solutions). Letu € L;

there exists a null set Q C By and v € C(By) such that

(B1) be a weak solution to (1). Then,

u=v inBj\Q.

Proof. For the proof of the proposition, we refer the reader to [Sjogren 1973, Lemma 1]; see also [Sjogren
1975]. O

Remark 4. Hereafter, we suppose that every locally integrable function solving (1) in the weak sense is
continuous.

Before proceeding we recall the fundamental solution of the operator

a'(y) a?

x,-Xj;
such a function will be denoted by H (x, y). In the case d > 2, H is defined as

_ a3 i =y — yj) @D/
(d —2)a(d)y/det[(@h)? ]

lf{ j=1 = [(a )l[.{ j:]]_1 and a/(d) stands for the volume of the unit ball in dimension d.

H(x,y):

(7

where (a;;)
A fundamental result in the context of this paper regards initial levels of compactness for the solutions
to (1). This is the subject of the next proposition, which we recall here for the sake of completeness.

lloc(Bl) be a weak solution to (1). Suppose AI-A2

(B1) and there exists a constant C > 0 such that

Proposition 5 (compactness of the solutions). Let u € L

are in force. Then, u € C .

”I/l”Ca(Bl/z) =< C’ (8)
with C = C(d, A, A, ||a" ||ca(s,), llullLos)))-

Proof. The inclusion u € Cj; .(By) is a well-known result; see, for instance [Sjogren 1973, Theorem 2].
As for the estimate in (8), it follows from considerations on the oscillation of the fundamental solution H,
defined in (7), and its derivatives; see the proof of [loc. cit., Theorem 2]. O

We proceed with a proposition on the sequential stability of the solutions to (1). It will be used later to
establish two approximation lemmas.

Proposition 6 (sequential stability of weak solutions). Suppose that

(a1 j—)nen C Cie(Bi; S(d))

is a sequence of matrices such that

lla;) —a" (xo)ll L) = O
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as n — 00. Suppose further that (f;)nen C LP (By) is such that
I fullLr s — O
asn — o00. Let (uy)pen C Llloc(Bl) satisfy
05, (@ (Dun () = fuin By.

If there exists u~, € C(B}) such that
lun —uoollLoes) — 0

as n — 00, then u satisfies

a'? (x0) oo (X)px; (x) dx = 0
By ‘

for every ¢ € CZ(Bl).
Proof. First, notice that we have a3 (xo) — a'/ (xo) as n — oo. Now, for every ¢ € C2(B) we have
< | l¢unlla” (x0) — a; ()] oo (x)| dx

B
+fB | |y ()] 1 (X) — oo (x)] dx +fB 911 £l dx.

Pryx; @ (X0)tt oo (x) dux
B

Notice that the right-hand side of this inequality converges to zero as n — oo. Therefore,

;0" (X0)ttoo () dx = 0. O
By ‘

In addition to the sequential stability, our arguments require an initial degree of compactness for the
solutions to (1). When it comes to the proof of Theorem 1, uniform compactness comes from Proposition 5.
In the case of Theorem 2, we turn to a well-known result on the regularity of the (weak) solutions to
equations in the divergence form. We start with an observation.

In case A3 is in force, we claim that (1) can be written as

O, (a" (x) Oy, u(x) + 0y,a” (X)u(x)) =0 in By. 9)
Indeed, if a¥ is weakly differentiable, we have
/ a’udgpdx =— | (a" 0yu+0dx;a"u) dy,p dx
By . By

for every ¢ € CCZ(B]). Hence, under A3, the homogeneous version of (1) is equivalent to (9). Now we are
in position to state the following:

Proposition 7. Let v € WP (B)) be a weak solution to (9). Suppose Al and A3 are in force. Then,

ve Cllo’:(Bl), where

Moreover, there exists a universal constant C > 0 such that

vllcracs, ) < Cllvlizes,).
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For the proof of Proposition 7, we refer the reader to [Ladyzhenskaya and Uraltseva 1968, Chapter 3,
Theorem 15.1]. The former proposition is paramount in establishing Theorem 2. Apart from compactness,
it produces gradient-continuity for the solutions to (9). This information plays a critical role in the
treatment of fine regularity properties of the solutions to the homogeneous version of (1) along S[«]. In
particular, it unlocks a first zero level-set approximation result.

We conclude this section with a comment on the scaling properties of (1). Indeed, we consider weak
solutions satisfying |lu||z=,) < 1. Let u € C(B;) be defined as

u(x)

u(x):=

— max({1, lullpees)}

where u is a weak solution to (1). It is clear that i is a weak solution to
2 7 - .
ax,-x_, (@7 (x)u(x))=0 1in Bj.

Notice that |||,y < 1. Then, hereinafter we consider, without loss of generality, normalized solutions
to (1). In the sequel, we set forth the proof of Theorem 1.

3. Improved regularity of the solutions

In this section we detail the proof of Theorem 1. As mentioned before, we reason through an approxima-
tion/geometric method. At the core of our argument lies a zero level-set approximation lemma. It reads
as follows:

lloc(Bl) be a weak solution to (1),

xo € Solul N By and suppose AI-A2 are in force. Given § > 0, there exists € = £(8) > 0 such that, if

Proposition 8 (zero level-set approximation lemma). Let u € L

sup |a”/ (x) —a (0)] < ¢,
x€eB

there exists h € C1! (Bo/10) satisfying

”M - h||L°°(Bg/1Q) < 8,
with
h(xg) =0.

Proof. The proof follows from a contradiction argument. We start by supposing that the statement of the
proposition is false. Therefore, there exist 6o > 0 and sequences ([a)] ]f{ j:1)neN and (u,)nen C L°(B))
such that

1

sup la;/ (x) — @,/ (0)] ~ -,

xeB;
xo € Solun] N Byy10,
0%, (a ()up(x)) =0 in By,
but
lup,(x) —h(x)| > 38 or h(xg) #0

for every h € C11(By,10) and every n € N.
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Notice that (#,),cn is uniformly bounded in C*(B;). Therefore, there exists us, such that
lun — Moo”Cf’(Bl) -0

for every 0 < 8 < «, through a subsequence, if necessary. On the other hand, we have af,j (0) — a(0) as
n — o0; hence
@} (x) —a" ()] < la;] (x) — @)} (0)] +la;/ (0) = a" (0).
Therefore
la) —a" Ol sy, — 0
as n — 0o. Hence, the sequential stability of weak solutions (Proposition 6) leads to

Oy, (@7 (Moo (x)) =0 in By,

The regularity theory for constant-coefficient equations implies that uo, € C'!(Bg /10) and, moreover,
Uso(x0) = 0. Finally, there exists N € N such that

[t (X) — uoo(x)| < do,
provided n > N. By taking h = u,, we produce a contradiction and conclude the proof. g

Remark 9. The proof of Proposition 8 shows that the approximating function /4 solves the problem

{ag_xj (@’ (0)h(x)) =0 in By,

(10)
h=h() on 839/1(),

where
200l Lo @Boj10) < 8+ llutll Loo(By)-

Therefore, it follows from standard results in elliptic regularity theory that

”h”C]’l(Bg/lo) =< C(l + ”u”LOC(Bl))v

where C > 0 depends on the dimension d, the ellipticity constants A and A and @'/ (0). We notice the
constant C does not depend on u.

Remark 10. A priori, the parameter ¢ > 0 depends only on § > 0. We notice however that (a universal)
choice of 4, made further in the paper, implies that ¢ will depend on the exponent «, the dimension d, A,
A and |lu||~p,). Therefore, we have

& = 8(0[, d, )\., A, ||u||Loc>(Bl)).

Next, we control the oscillation of the solutions to (1) within a ball of radius 0 < p K %, to be
determined later.

Proposition 11. Let u € L'(B)) be a weak solution to (1). Suppose AI-A2 are in force. Then, for every
a € (0, 1), there exists € > 0 such that, if xo € Solu] N By;10 and

sup |a (x) —a" (0)| <&,
x€B



GEOMETRIC REGULARITY FOR ELLIPTIC EQUATIONS IN DOUBLE-DIVERGENCE FORM 1139

we can find 0 < p K % for which

sup |u(x)| < p.
B, (x0)

1,1
loc

Proof. We start by taking a function & € C, ;. (By,10) satisfying

”u - h”Loo(Bg/l()) < 87
with
h(xp) = 0.

The existence of such a function is guaranteed by Proposition 8. We have

sup [ (x) —h(xo)| = Cp

X€B,(xp)

for some constant C > 0; see Remark 9. Therefore,

sup |u(x) —h(xo)| = sup |u(x)—h(x)|+ sup [|h(x)—h(xo)| <54 Cp. (11)

x€B,(xo) x€B,(xo) x€B,(xo)

In the sequel, we make universal choices for p and §; in fact, for a given « € (0, 1), we set

LY g 5 (12)
== an =
P=\2c 2
Finally, we combine (11) with (12) to obtain
sup [u(x)| < p%. O
Bp(XO)

Proposition 12. Let u € Llloc(Bl) be a weak solution to (1). Suppose assumptions AI-A2 are in force.
Then, there exists € > 0 so that, if xo € So[u] N By,19 and

sup la' (x) —a (0)] < &,
XEB]

we can find 0 < p K % for which

sup |u(x)| < p™
Bp” (x0)
foreveryn e N.

Proof. We resort to an induction argument. First, we make the same choices as in (12); this (universally)
determines the parameter . The first step of induction — the case n = 1 — follows from Proposition 11.
The induction hypothesis refers to the case n = k; i.e.,

sup [u(x)| < pk®
B i (x0)

for some k € N.

In the sequel we address the case n =k +1. To that end, we introduce an auxiliary function vy : B = R,
defined as
u(xo+ pkx)

Ve (x) == P
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We observe that v, (0) = 0. In addition v, solves

8%, (a (x)ue(x)) =0 in By, (13)
where
a,ij (x):= a'l (x0+ ,okx).
Now, notice that

4 (x) —a (0] = [a” (xo + px) —a (0)] <.

Finally, the matrix (a,ij )l‘.{ =1 inherits the Holder continuity and the (A, A)-ellipticity of (a'/ )l‘.{ =1 There-

fore, (13) falls within the scope of Proposition 11. Hence,

sup |vg (x)| < p%;
Bpk

by rescaling back to the unitary setting, we get

sup  |u(x)| < pktD

B +1(x0)

and complete the proof. O

Proof of Theorem 1. Let 0 <r <« % be fixed and take xg € Sp[u]. We must verify that

sup [u(x) —u(xo)| < Cr,
B, (x0)

where C > 0 is universal. Fix n € N such that p"*! <r < p”. Observe that
sup [u(x) —u(xo)| < sup |u(x)—u(xo)l
By (x0) Bpn (x0)

< p—ozp(n—H)oz < Cr®. 0

We conclude this section with a remark on double divergence equations with explicit dependence on
lower-order terms.

Remark 13. To extend our result to model-problems of the form
05, (@' (X)) + 0y, (0 (V) (x)) +c(ux) =0 in By,

it suffices to impose two conditions on b : Bj — R? and ¢ : B — R. Indeed, these maps must be Holder
continuous; such a requirement unlocks the uniform compactness of the solutions. Secondly, a proximity
regime must be in force; that is, there must be » € R? and ¢ € R so that

16" — b | ooy + llc — El L)) K 5

In what follows we focus on the proof of Theorem 2.
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4. Holder continuity of the gradient

This section sets forth the proof of Theorem 2. As before, the main ingredient is a first level-set
approximation lemma.

lloc(Bl) be a weak solution to (1) and

suppose Al and A3 are in force. Given § > 0, there exists ¢ > 0 such that, if xo € Si[u] N By,19 and

Proposition 14 (first level-set approximation lemma). Let u € L

sup |a” (x) —a" (xo)| <, e,
xeB

there exists h € C 1’1(39/10) satisfying

”M - h”cl’ﬂ(Bg/]()) <6
for some B € (0, 1), with
h(xo) =0 and Dh(xy)=0.

Proof. We argue by contradiction. Suppose the statement of the proposition is false, in this case there
exists o > 0 and sequences ([aﬁ,]]l‘.{jzl)neN, (1) nen such that

laii () = @i ()< ~
X0 € S1[un] N By,
05y, (@ ()uy(x)) =0 in By,
with
lup(x) —h(x)| > do,

and either i (xg) # 0 or Dh(xg) # 0 for every h € ch! (By/10) and n € N. By Proposition 7 we have that
(Un)neN 18 uniformly bounded in C Le(B)). Then, through a subsequence, if necessary, there exists a
function u, such that
un — ”oo”Cl’V(Bl) -0
for every 0 < y < B. In particular
un(x0) = Uoo(xo) and  Duy(xo) = Duoo(xp).

Then uso(xp) = 0 and Dus(xg) = 0. Furthermore, aflj (x0) — a'/(xg) as n — o0o; hence, as before,
ay (x) — a(xq) as n — oo.

Here, we evoke once again the sequential stability of the weak solutions, Proposition 6, to conclude

that u, solves
a)%,—xj (@" (xo)uoo(x)) =0 in Bg/l().

The regularity theory for constant coefficients implies that u, € C L1(By /10). By taking h = us, we
produce a contradiction and establish the result. (]

Remark 15. As in Remark 9, we notice that the norm of / in C? depends on the solution u only through
its L°°-norm.
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1
loc

forevery a € (0, 1), there exists ¢ > 0 such that, if xo € Si{u]l N By;10 and

Proposition 16. Let u € L, (B;) be a weak solution to (1) and suppose Al and A3 are in force. Then,

sup |a” (x) —a' (xp)| < &,
x€B;

we can find 0 < p K % such that

sup |Du(x) — Du(xop)| < p*.
B, (x0)

Proof. By Proposition 14, there exists 1 € C!'!(By) such that
llu — h”C]‘ﬁ(Bg/lo) <9,
with xg € Si[u]N By /0. We have

sup [Du(x)—Du(xo)| < sup |Du(x)—Dh(x)|+ sup |Dh(x)—Dh(xo)|+ sup |Dh(xo)—Du(xo)l
Bp(x()) Bp(x()) Bp(xO) Bp(xO)

<é+Cp.

L1\ e
Pi=\5~ and §:=—,
2C 2

sup |Du(x) — Du(xop)| < p“
Bp(x())
and finish the proof. O

Now, by choosing

we obtain

Proposition 17. Letu € L]

there exists € > 0 such that, if xo € Si{u] N By,19 and

(B1) be a weak solution to (1) and suppose Al and A3 are in force. Then,

sup |a" (x) —a" (xo)| <&,
)CEB]

we can find 0 < p K % for which
sup |Du(x) — Du(xo)| < p"*
B, (x0)
for everyn € N and every o € (0, 1).
Proof. We shall verify the proposition by induction. Notice that Proposition 16 amounts to the first step

in the induction argument. Suppose we have verified the statement for n = k. It remains to verify it in the

case n = k + 1. Define the function

. u(xo+ ,ka)
)= e

We start by noting that 0 € S1[v]. Additionally, v; solves

O, (@ (¥)ve(x)) =0 in By, (14)
where
al (x) :=a" (xo + p*x).
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It is clear that

. 1 .
@' (xo + p*x)|” dx = — la” (»)IP dy < C,
By p Bpk(x())

where the inequality follows from Al. Also,

|D(a" (xo + p*x))|? dx = pFP= f |Da" (y)|P dy < C,

B B (x0)

since p > d, by hypothesis. Similarly

|D2(a (x0 -+ pFx))|P e = pFP—) / D%a¥ (y)]? dy < C.

By B (x0)

Hence, (14) falls within the scope of Proposition 16. Therefore
sup | Du(x) — Do (0)| < p“.
B,

Rescaling back to the unit ball, the former inequality implies

sup  |Du(x) — Du(xo)| < p*tHe, O

B k+1(x0)
Proof of Theorem 2. The proof follows the general lines of the proof of Theorem 1 and will be omitted. [

Remark 18. As in the previous case, it is possible to extend this result to model-problems of the form
05, (@ (Du(x)) + 8y, (B () (x)) + c(¥u(x) = f(x) in By.

As before, it suffices to impose two conditions on 5 : By — R? and ¢ : B; — R. Indeed, the map b must be
WLP(B)), and the map ¢ must be L?(B}), p > d; such a requirement unlocks the uniform compactness
of the solutions. Secondly, a proximity regime must be in force; that is, there must be » € R¢ and ¢ € R
so that

. — - 1
15" =B llwr ) + lle = Clloeqsy < 5
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NONEXISTENCE OF GLOBAL CHARACTERISTICS
FOR VISCOSITY SOLUTIONS

VALENTINE ROOS

Two different types of generalized solutions, namely viscosity and variational solutions, were introduced
to solve the first-order evolutionary Hamilton—Jacobi equation. They coincide if the Hamiltonian is convex
in the momentum variable. We prove that there exists no other class of integrable Hamiltonians sharing
this property. To do so, we build for any nonconvex, nonconcave integrable Hamiltonian a smooth initial
condition such that the graph of the viscosity solution is not contained in the wavefront associated with
the Cauchy problem. The construction is based on a new example for a saddle Hamiltonian and a precise
analysis of the one-dimensional case, coupled with reduction and approximation arguments.

1. Introduction

Let H : R x T*R?Y — R be a C?> Hamiltonian. We study the Cauchy problem associated with the
evolutionary Hamilton—Jacobi equation

ou(t,q)+ H(, q,0,u(t,q)) =0, (H))

where u : R x RY — R is the unknown function, with a Lipschitz initial datum u (0, - ) = ug.

The method of characteristics shows that a classical solution of this equation is given by characteristics
(see Section 1A). If the projections of characteristics associated with uq cross, the method gives rise to a
multivalued solution, with a multigraph called a wavefront and denoted by F,, (see (F)). This implies in
particular that for some uy and H, even if if smooth, the evolutionary Hamilton—Jacobi equation does not
admit classical solutions in large time.

A first type of generalized solution, called a viscosity solution (see Section 1B), was introduced by
Lions, Crandall and Evans in the early 80s for Hamilton—Jacobi equations. It possesses multiple assets:
it is well-defined, unique and stable in a large range of assumptions on the Hamiltonian and the initial
condition. It has a local definition avoiding the delicate question of how to choose a solution amongst the
multivalued solution and its associated characteristics. This local definition can be extended effortlessly
to larger classes of elliptic PDEs, which is another major asset of viscosity solutions. Also, the operator
giving the viscosity solution satisfies a convenient semigroup property.

When the Hamiltonian is convex in the fiber (more precisely when it is Tonelli), this viscosity operator
is given by the Lax—Oleinik semigroup, which by definition gives a section of the wavefront. The main

MSC2010: 49L25.

Keywords: Hamilton—Jacobi equation, nonconvex Hamiltonian dynamics, viscosity solution, variational solution, wavefronts,
characteristics.
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result of this article addresses the converse question, in the case of integrable (i.e., depending only on the
fiber variable) Hamiltonians.

Theorem 1. If p — H(p) is a neither convex nor concave, integrable Hamiltonian with bounded second
derivative, there exists a smooth Lipschitz initial condition uqy such that the graph of the viscosity solution
associated with ug is not included in the wavefront F,,.

The term of variational solution (see Section 1C) does not appear in this statement but the idea of
this other generalized solution is essential in the whole article: roughly speaking, they can be defined as
continuous functions whose graph is included in the wavefront. The notion was introduced in the early 90s
by Sikorav and Chaperon, who found a way to choose a continuous section of the wavefront by selecting
the min-max value of the generating family for the Lagrangian geometrical solution. Joukovskaia [1994]
showed that their construction coincides with the Lax—Oleinik semigroup in the fiberwise convex case.
The study of the variational operator given by this Chaperon—Sikorav method gives local estimates on
the variational solutions. These estimates can be used regardless of the construction of the variational
solution thanks to Proposition 1.9, which gives an elementary characterization of the variational solution
for semiconcave initial data. This fact makes the whole article accessible to a reader with no specific
background on symplectic geometry.

To show Theorem 1, we reduce the problem to the study of two key situations in dimensions 1 and 2;
see Propositions 3.1 and 2.4. The example for the dimension 1 was already well-studied. It appears in
[Chenciner 1975]; see also [Izumiya and Kossioris 1996]. The creation of the example for the saddle
Hamiltonian in dimension 2 is the main contribution of this article. Special care was then taken to state
the reduction and approximation arguments finishing the demonstration.

Recent breakthroughs have been made in the study of the singularities of the viscosity solution of (HJ) for
convex Hamiltonians; see [Cannarsa et al. 2015; 2017; Cannarsa and Cheng 2018] for a survey. A natural
question following from Theorem 1 is to compare these singularities for viscosity and variational solutions
when the Hamiltonian is not convex anymore. On the close topic of multitime Hamilton—Jacobi equations,
let us also highlight a recent discussion about the nonexistence of viscosity solutions when convexity
assumptions are dropped; see [Davini and Zavidovique 2015]. This gives another point of comparison
with variational solutions, which are well-defined for this framework; see [Cardin and Viterbo 2008].

Since Proposition 1.9 holds for nonintegrable Hamiltonians, we present the different objects in the
nonintegrable framework. We will underline how they simplify in the integrable case. In that purpose, we
introduce a second Hypothesis on H, automatically satisfied by integrable Hamiltonians with bounded
second derivative, that provides the existence of both viscosity and variational solutions in the nonintegrable
case.

Hypothesis 1.1. There is a C > 0 such that for each (t, q, p) in R x R? x R,

102 ) H(t g, Il <C,  13qmHE, q. )l < C(1+1IplD,

2

@ p)H denote the first- and second-order spatial derivatives of H.

where 04, p)H and 9
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1A. Classical solutions: the method of characteristics. In this section we only assume that d>H is
bounded by C. The Hamiltonian system

{c}(t) =0,H(t,q(t), p(1)),
p(t) =—0,H(t,q (), pt))

hence admits a complete Hamiltonian flow ¢!, meaning that ¢ — ¢!(g, p) is the unique solution of
(HS) with initial conditions (¢(s), p(s)) = (¢, p). We denote by (Q%, P!) the coordinates of ¢!. We
call a function ¢ — (q(t), p(t)) solving the Hamiltonian system (HS) a Hamiltonian trajectory. The
Hamiltonian action of a C! path y (1) = (q(t), p(t)) € T*R? is denoted by

(HS)

Al (y) = / p(1)-4() — H(z.q(2). p(v)) dr.

Note that in the case of an integrable Hamiltonian (that depends only on p), the flow is given
by ¢!(q, p) = (¢ + (t —s)VH(p), p) and the action of a Hamiltonian path is reduced to Al(y) =
(t—s)(p-VH(p)— H(p)).

The method of characteristics states that if ug is a C> function with second derivative bounded by B > 0,
there exists T depending only on C and B (for example 7 = 1/(BC) for an integrable Hamiltonian) such
that the Cauchy problem (HJ) with initial condition uy has a unique C2 solution on [0, T] x R — R.
Furthermore, if u is a CZ solution on [0, T'] x RY, for all (¢, q)in [0, T] x R there exists a unique go in
R4 such that Q6(q0, duo(go)) = q and if y denotes the Hamiltonian trajectory issued from (qo, duo(qo)),
the C? solution is given by the Hamiltonian action as

u(t, ) = uo(qo) +Ay(»),

and its derivative satisfies d,u(t, g) = Pé (g0, duo(q)) at the point g = Qf)(qo, duo(go)). As a consequence,
if the image ¢6 (graph(dug)) of the graph of dug by the Hamiltonian flow is not a graph for some ¢, there
is no classical solution on [0, 7] x R?, whence the necessity to introduce generalized solutions.

1B. Viscosity solutions. The viscosity solutions were introduced in the framework of Hamilton—Jacobi
equations by Lions, Evans and Crandall in the early 80’s; see [Crandall and Lions 1983]. We will use the
following definition.

Definition 1.2. A continuous function u is a subsolution of (HJ) on the set (0, T') x R? if for each C!
function ¢ : (0, T) x RY — R such that u — ¢ admits a (strict) local maximum at a point (¢, g) € (0, T) x R,
we have

0 (t,q)+ H(t,q,9;¢(t,q)) <0.

A continuous function u is a supersolution of (HJ) on the set (0, T') x RY — R if for each C! function
¢ : (0, T) x R? such that u — ¢ admits a (strict) local minimum at a point (¢, g) € (0, T) x R, we have

at¢(t’ q)+H(t,q, aq¢(t’ Q)) ZO

A viscosity solution is both a sub- and supersolution of (HJ).
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The set of assumptions of this paper is well-adapted to the theory of viscosity solutions developed by
Crandall, Lions and Ishii [Crandall et al. 1992], from which one can deduce the following well-posedness

property.

Proposition 1.3. If H satisfies Hypothesis 1.1, the Cauchy problem associated with the (HJ) equation and
a Lipschitz initial condition admits a unique Lipschitz solution. This defines a viscosity operator (V!);<
on the set of Lipschitz functions C*'(R?) which is monotonic:

V;u < V;v ifu<wv.
Furthermore, if u and v are Lipschitz with bounded difference,
IViu—Vivlleo < llu —vlleo foralls <t.

In dimension 1, the theory of viscosity solutions of the (HJ) equation is the counterpart of the theory
of entropy solutions for conservation laws: if p(z, g) = d,u(t, g) and u satisfies (HJ),

% p(t,q)+94(H(t.q, p(t,q))) =0.

The following entropy condition, first proposed by O. Oleinik [1959] for conservation laws, gives a
geometric criterion to decide if a function solves the (HJ) equation in the viscosity sense at a point of
shock. It is proved for example in [Kossioris 1993, Theorem 2.2] in the modern viscosity terms, as a
direct application of Theorem 1.3 in [Crandall et al. 1984]. We give the statement for H integrable, i.e.,
depending only on p.

Definition 1.4 (Oleinik’s entropy condition). Let H : R — R be a C? Hamiltonian. If (p1, p») € R?, we
say that Oleinik’s entropy condition is (strictly) satisfied between p; and p; if

(<)
H(upr+ (A =w)p2) < uH(p) 4+ —=wn)H(pz) forall u e (0, 1),

i.e., if and only if the graph of H lies (strictly) under the cord joining (p1, H(p1)) and (p2, H(p2)).
We say that the Lax condition is (strictly) satisfied if

(<) (<)
H'(p)(p2—p1) < H(p2) = H(p1) = H'(p2)(p2— p),
which is implied by the entropy condition.

Proposition 1.5. Let u = min( fi, f>) on an open neighborhood U of (t, q) in Ry x R, with f; and f> C'
solutions on U of the Hamilton—Jacobi equation (H)). Let py and p; denote respectively 9, f1(t, q) and
g f2(t, q). If f1(t, q) = f2(t, q), then u is a viscosity solution at (t, q) if and only if the entropy condition
is satisfied between p| and p;.

Oleinik’s entropy condition is also valid in higher dimensions (for shock along a smooth hypersurface);
see Theorem 3.1 in [Izumiya and Kossioris 1996], and can be generalized when u is the minimum of
more than two functions: see [Bernard 2013].
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1C. Variational solutions. If ug is a C! initial condition, the wavefront associated with the Cauchy
problem for ug is denoted by F,,, and defined by

Fuo = (1, g, uo(qo) + Ay(»)) |t >0, g € RY, po = dug(qo), Qh(qo, po) = q}. F

With this definition, the method of characteristics explained in Section 1A states that if u is a C? solution
on [0, T] x R% the restrictions on [0, T'] x R? of the graph of u and of the wavefront coincide.

If ug is C', we will call a variational solution of the Cauchy problem associated with 1 a continuous
function whose graph is included in the wavefront F,, i.e., a continuous function g : [0, T'] x R4 such
that for all (z, ¢) in [0, 00) X R? there exists (go, po) such that pg = dy,uo, Qf)(qo, po) = q and

g(t, q) = uo(qo) + Ay(y),

where y denotes the Hamiltonian trajectory issued from (go, po)-
A family of operators (R.);<, mapping CO1(R?) into itself is called a variational operator if it satisfies
the following conditions:

(1) Monotonicity: if u < v are Lipschitz on RY, then Réu < Rf.v on R? for each s < 1.

(2) Additivity: if u is Lipschitz on R? and ¢ € R, then R!(c +u) = ¢ + Rlu.

(3) Variational property: for each C' Lipschitz function uy, ¢ in R? and s < ¢, there exists (g, py) such
that p; = dg us, Q%(qs, ps) =q and

Réus(Q) = us(gs) +A§(V)7
where y denotes the Hamiltonian trajectory issued from (g (s), p(s)) = (gs, ps)-

In the case of a compactly supported Hamiltonian, the existence of such a variational operator was
introduced by Sikorav to his peers in 1990 and reported in [Chaperon 1991]. The author proceeded to its
construction without compactness assumptions in [Roos 2019]; see Proposition 1.7.

The third property means that the variational operator maps initial data in variational solutions. There
may be more than one variational solution associated with a Cauchy problem, and Proposition 1.9 states
that some of them cannot be given by a variational operator. Example 1.10 presents such a situation with
a nonsmooth initial value.

Remark 1.6. If a family of operators R satisfies (1) and (2), and if # and v are two Lipschitz functions
on R? with bounded difference, then

t t
|Ru — Rv|loo < [l — V|loo-
As a consequence, for all s <7, R! is a weak contraction, and it is continuous for the uniform norm.

Existence and local estimates. The existence of such a variational operator is given by the method of
Sikorav and Chaperon; see [Viterbo 1996]. It is possible to obtain localized estimates on this family
of variational operators that are also valid for the viscosity operator (in fact, they are obtained for the
viscosity operator by a limit iterating process, see [Wei 2014]). They are stated explicitly for integrable
Hamiltonians in [Roos 2019, Addendum 2.26].
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Proposition 1.7. There exists a family of variational operators (R; ) H such that if H(p) and H (p) are
two integrable Hamiltonians with bounded second derivatives, then for 0 < s <t and u L-Lipschitz

o ||R§ﬁu — R} yulloo < (¢ —$)|IH - Hll 50,1
o V) ju—V, gulloo = (t— I H - Hllz,z)
where B(0, L) denotes the closed ball of radius L centered in 0 and || f || g := supg | f|.

1D. Extension to nonsmooth initial data.

Lipschitz initial data. We will denote by du(q) the Clarke derivative of a function u : R¢ — R at a point
g € R% If u is Lipschitz, it is the convex envelope of the set of reachable derivatives:

du(q) = co({ lim du(gy) | gn — q as n — o0, g, € dom(du)}).

It is the singleton {du(g)} if u is C' on a neighborhood of ¢. Variational property (3) can be extended to
include a Lipschitz initial condition with the help of this generalized derivative.

Proposition 1.8. If R! is a variational operator, for each Lipschitz function ug, q in R? and s < t, there
exists (qs, ps) such that ps € 95, us, QL(qs, ps) = q and if y denotes the Hamiltonian trajectory issued
from (q(s), p(s)) = (gs, ps).

Rjus(q) = us(gs) + A (y).

The proof of this proposition can be found in [Roos 2017, Proposition 1.22].
If ug is a Lipschitz initial condition, the generalized wavefront associated with the Cauchy problem for
uy is still denoted by F,,, and defined by

Fuy =1t q, uo(qo) + Ay() |t >0, g € R?, po € duo(qo), Qh(qo, Po) = q}. (F)

Proposition 1.8 implies that a variational operator applied to uo gives a continuous section of the
wavefront F,,. We will still call a variational solution a Lipschitz function whose graph is contained in
the generalized wavefront.

Semiconcave initial data. A function u : R? — R is B-semiconcave if ¢ — u(q) — %B llg11* is concave.
The function u is semiconcave if there exists B for which u is B-semiconcave.

The following theorem states that every variational operator maps semiconcave initial data onto the
minimal section of the wavefront F,,, at least for [0, T'], where T depends only on the semiconcavity
constant and on the constant C given by Hypothesis 1.1.

Proposition 1.9. If R is a variational operator and if u is a Lipschitz B-semiconcave initial condition
for some B > 0, then there exists T > 0 depending only on C and B such that, for all (¢, q) in [0, T] x R¢,

Riuo(q) =inf{S | (. ¢, S) € Fu,}
= inf{uo(qo) +AL(¥) | (g0, po) € RY x RY, po € duo(qo), Qh(qo, po) = q}, (1

where y denotes the Hamiltonian trajectory issued from (q(0), p(0)) = (qo, po)-
Moreover if H is integrable (i.e., depends only on p), we can choose T =1/(BC).
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Figure 1. Left: graph of H. Right: cross-section of the wavefront 7, at time ¢.

This theorem implies on one hand that for a semiconcave initial condition, the minimal section of the
wavefront is continuous for small times. On the other hand, it yields that the variational operator gives in
that case a variational solution which is pointwise less than or equal to all other variational solutions on
[0, T] x R™

Example 1.10. In dimension 1, if ug(g) = —|q| and if the Hamiltonian is integrable and has the shape of
Figure 1, left, the wavefront at time ¢ has the shape of Figure 1, right, and its minimal section, thickened in
the figure, gives the value of Rju( above each point . In this example, there are five different variational
solutions, but only the minimal one is given by a variational operator.

An analogous argument to the one proving Proposition 1.9 gives a first element of comparison between
viscosity and variational solutions in the semiconcave framework. It is originally due to P. Bernard [2013].

Proposition 1.11. Let H be a Hamiltonian satisfying Hypothesis 1.1 with constant C. If R, is a variational
operator and ug is a Lipschitz B-semiconcave initial condition for some B > 0, then there exists T > 0
depending only on C and B such that

Vé Ug < R6u0

for all 0 <t < T. Consequently, the viscosity solution is smaller than any variational solution on
[0, T] x R%
Moreover if H is integrable, we can choose T =1/(BC).

The article is organized as follows: Section 6 is independent from the rest; in it we prove Propositions 1.9
and 1.11 for any Hamiltonian satisfying Hypothesis 1.1. The rest of the article deals with integrable
Hamiltonians: In Section 2 we prove Corollary 2.2, which is a Lipschitz version of Theorem 1. It is
a corollary of Proposition 2.1, stated in terms of semiconcave initial conditions, which is proved by
reduction to one- or two-dimensional considerations, contained in Propositions 2.3 and 2.4. In Section 3
we study the case of dimension 1 and prove Proposition 2.3. In Section 4 we study an example for the
saddle Hamiltonian in dimension 2 in order to prove Proposition 2.4. In Section 5 we deduce Theorem 1
from its Lipschitz counterpart Corollary 2.2 by approximation.

2. Nonsmooth version of Theorem 1

Nonsmooth refers here to the initial condition. In this section we prove the following proposition, from
which we deduce Corollary 2.2, which is the counterpart of Theorem 1 for a nonsmooth initial condition.



1152 VALENTINE ROOS

Proposition 2.1. If p — H(p) is a neither convex nor concave, integrable Hamiltonian with second
derivative bounded by C, there exist B > 0 and a Lipschitz B-semiconcave initial condition uo such that
the variational solution given by the minimal section of the wavefront does not solve (HI) in the viscosity
sense at some point (t, q) of [0, 1/(BC)] x R%

Corollary 2.2. If p — H(p) is a neither convex nor concave, integrable Hamiltonian with bounded
second derivative, there exists a Lipschitz initial condition ug such that the graph of the viscosity solution
associated with ug is not included in the wavefront F,,.

To be more precise, the initial condition can be chosen so that the graph of the viscosity solution is
below the minimal section of the wavefront for small times:

Proof of Corollary 2.2. Take a B-semiconcave initial condition uq as in Proposition 2.1. If C is a bound
on d” H, Proposition 1.9 states on one hand that the minimal section of the wavefront coincides with a
variational solution on [0, 1/(BC)] x R¢, and on the other hand Proposition 1.11 gives that on the same
set, the viscosity solution associated with u( is pointwise less than or equal to any variational solution. As
a consequence the graph of the viscosity solution lies below the wavefront, and cannot coincide with the
minimal section by Proposition 2.1. Hence there is a point of [0, 1/(BC)] x R? above which the graph of
the viscosity solution lies strictly below the wavefront. O

The outline of the proof of Proposition 2.1 is the following: we give the statements in dimension 1
(Proposition 2.3) and for H(p;1, p2) = p1p2 (Proposition 2.4), and then reduce the situation to the first
case or to an approximation of the second case. Proposition 2.5 gives for that purpose a characterization
of neither convex nor concave functions, and Proposition 2.7 deals with the effect on the variational and
viscosity operators of an affine transformation or dimensional reduction of the Hamiltonian.

Proposition 2.3 (one-dimensional case). If H : R — R is a neither convex nor concave, integrable
Hamiltonian with bounded second derivative, there exists 6 > 0 and a semiconcave Lipschitz initial
condition uqy such that

R{ yuo # Vg yuo  forallt <.

Note that § will be small enough so that R(’)’ ;4o 18 uniquely defined, by Proposition 1.9. This proposition
is proved in Section 3A, and is really based on the example in dimension 1 known at least since [Chenciner
1975]. In contrast, the following two-dimensional example is the main novelty of this work.

Proposition 2.4 (saddle Hamiltonian). If H(p1, p2) = p1p2, for all L > 0O there exists an L-Lipschitz,
L-semiconcave initial condition ug such that
R(’)’Huo #* Vot,Huo forallt < i
Note that R(’)’ g Uo is uniquely defined when ¢ < 1/(2L) by Proposition 1.9. This proposition is proved
in Section 4, where we explicitly state a suitable initial condition for which the wavefront has a single
continuous section with a shock denying the entropy condition.
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The following proposition makes precise the idea that a nonconvex, nonconcave function is either a
wave or a saddle. We will proceed further with the reduction of a one-dimensional nonconvex, nonconcave
function in Lemma 3.4.

Proposition 2.5. A C? function f : R* — R is neither convex nor concave if and only if it is neither
convex nor concave along a straight line, or there exists x in R" such that the Hessian H f (x) admits both
positive and negative eigenvalues.

Proof. We denote by S;F(R) and S, (R) respectively the sets of nonnegative and nonpositive symmetric
matrices.

Since a C? function is convex (resp. concave) if and only if its Hessian admits only nonnegative
(resp. nonpositive) eigenvalues, it is enough to prove the following statement: if f is a nonconvex and
nonconcave C> function with  f (x) € ST(R)U S, (R) for all x, there exists a straight line along which
f is neither concave nor convex.

Under the assumptions of this statement, the sets U; = {x e R" | Hf(x) € S, (R) \ {0}} and U, =
{x e R" | Hf(x) € ST (R)\ {0}} are open and nonempty: if U is empty, f is necessarily convex. If x;
is in Uy, then H f (x1) admits a negative eigenvalue. Hence for x close enough to x|, H f (x) admits a
negative eigenvalue and since H f (x) € S,‘f (R)U S, (R) by hypothesis, necessarily H f (x) is in U;. We
are going to apply the following lemma to the continuous function A = H f and the sets U; and U,.

Lemma 2.6. If A : R" — M, (R) is a continuous function and U, and U, are two disjoint open sets on
which A does not vanish, there exists (x1, xp) € Uy x Uy such that

x1 —xp ¢ Ker A(x1) UKer A(xy).

Now, let us take (x1,x2) in Uy x U, such that x; — x; ¢ KerH f(x1) U KerH f(x;) and define
g() = f(tx;1 + (1 —t)xy). To show that the C? function g is neither concave nor convex, we evaluate its
second derivative

g (M) =Hf(txi + (1 —1)x2)(x] — x2) - (x1 — x2).

If Aisin S,f([R{) US, (R), Ax -x =0if and only if Ax =0. Since H f(x1) isin S, (R) and H f (x2) is
in ST (R), and x; —x, ¢ Ker H f (x1) UKer H f (x2), we obtain g”(1) = H f (x1)(x; — x2) - (x; —x2) <0
since x1 — x; is not in Ker H f (x1), and g”(0) = H f (x2) (x1 — x2) - (x1 — x2) > 0 since x; — x; is not in
Ker # f (x3). Thus, g is neither concave nor convex. O

Proof of Lemma 2.6. For each x{ € Uy, since A(x7) is a nonzero matrix, there exists x5 in the open set
U, such that A(x7)(x] —x3) # 0. Since (x1, x2) = A(x1)(x; — x2) is continuous, we may assume up to
a reduction of U; and U; that A(x;)(x; — x2) # 0 for all (x1, xp) € Uy x Us.

Now let us fix x5 in U. Again, since A(xy) is nonzero, there exists x| in the open set U; such that
A(x3)(x} —x3) # 0, and the previous argument gives that A(x})(x] — x3) # 0, hence the conclusion. []

The next proposition deals with the behavior of the variational and viscosity operators when reducing
or transforming the Hamiltonian. Let us first describe formally the effect of such transformations on the
classical solutions.
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Affine transformations. Let H be a Hamiltonian on R% Let A be an invertible matrix, b and n be vectors
of R?% « a real value and A a nonzero real value, and define H(p) = %H Ap+b)+p-n+oa. If
u:RxR?!— RisC'and v(t, ¢) = u(rt,'Aq + Atn) + b - ¢ + art, then for all (¢, ¢)

du,q)+ H@Bu(E,3)=0 <<= vt q)+H@,(, q) =0,
with (7, §) = (At,"Aq + Atn).
Reduction. Assume that H is defined on RY x R®. Let us fix p, in R® and define H(p;) = H(p1, p2).

Ifu:RxRY — RisC!and v(t, g1, g2) = u(t, q1) + p2 - g2, then for all (¢, g1, g2)

du(t, q1) + H@gu(t,q1) =0 <= 3v(t,q1,92) + H(3gv(t, q1,92), 9,0(t, g1, g2)) = 0.
Let us translate this in terms of operators.

Proposition 2.7. Let H be a C> Hamiltonian with second derivative bounded by C:

(1) Affine transformations: Let ug be a Lipschitz B-semiconcave initial condition. If H( p)= % H(Ap+b)+
p-n+a and vo(q) = ug(*Aq) +b - q, then

Vo.nvo(q) = Vg 'guo(‘Aq + Atn) + b - g + ekt
forall (t, q) and
Ry 5v0(q) = R 7uo('Aq +Atn) +b - g + it

as long ast < 1/(||A||>BC).

(2) Reduction: Assume that H is defined on RY x R®, fix py in R® and define H(p1) = H(p1, p2). If ug
is a Lipschitz B-semiconcave function on R4, and vy (g1, q2) = uo(q1) + p2 - g2, then

Vo, uv0(q1, 42) = Vg zuto(qn) + p2- 2
forall (t,q1,q2) and

Rb, 1v0(q1. 42) = R zuo(q1) + p2- g2,
as longast < 1/(BC).

Proof. The viscosity equality is obtained by applying the formal transformation or reduction on the
test functions (see Definition 1.2), and the variational equality is obtained for small times by applying
Proposition 1.9 with the domain of validity given for integrable Hamiltonians, which is the same for
(H, ug) and (H, vp) in both cases:

Affine transformations: Since vg is B||A||*>-semiconcave, the domain of validity for (H, vp) is at least
[0, 1/(|A>BC)). But ||[d*H| < C||A||*>/x, and hence the domain of validity for (H, ug) is at least
[0, A/(J]A||?BC)) and At is in this domain if t < 1/(||A||>BC).

Reduction: Since ||d’H| < C and v is B-semiconcave, the domain of validity for both (H, ug) and
(H, vp) is at least [0, 1/(BC)]. O
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Proof of Proposition 2.1. If H is a neither convex nor concave, integrable Hamiltonian, Proposition 2.5
states that there is either a straight line along which H is neither convex nor concave, or a point pg such
that the Hessian matrix H H (pg) has both a positive and a negative eigenvalue.

In the first case, applying an affine transformation on the vector space we may assume without loss
of generality (see Proposition 2.7(1)) that p e R+— H(p, O, ..., 0) is neither convex nor concave, and
we denote by H(p) = H(p, 0, ..., 0) the reduced Hamiltonian. Applied to H, Proposition 2.3 gives a
semiconcave initial condition u such that R’ 740 =+ V 0 for all + < T. With Proposition 2.7(2), we get
from ug a semiconcave Lipschitz initial COIldlthIl R [R{ X [R{d — R for which R0 Vo # V0 gvoforallz <T.

In the second case, we may assume that the point of interest is a (strict) saddle point at 0: if pg
denotes the point for which H H (pg) has both a positive and a negative eigenvalue, take H (p) =
H(po— p)+ p-VH(po) — H(po) and apply Proposition 2.7(1).

Then, up to another linear transformation on the vector space, the Hamiltonian may even be taken as

H(p1, p2, ..., pa) =p1p2+K(p1, p2, ..., pa),

where K is a C> Hamiltonian with partial derivatives with respect to p; and p; vanishing at the second order:
K@©,...,00=0, 9,K(@O,...,00=0, 09,K(QO,...,0)=0, a(zpl,pz)K(O,...,O)z
We denote by H and K the reduced Hamiltonians such that

H(py, p2) = H(p1, p2,0,...,0) = pip2+ K(p1, p2).
We still denote by C a bound on the second derivatives of H and H.
Now, we define
— 1 - 1~
He(pr, p2) = 7 H(ep1, epa) = prp2 + 5 K(ep1, epa)
and

Ho(p1, p2) = p1pa-

We fix L > 0 and take u( as in Proposition 2.4: for all 0 < ¢ < 1/(2L), there exists a point g; such
that R(t)’ﬁouo(qt) #+ Véﬁouo(qt). Let us now fix 7 in (0, 1/(2L)).
Proposition 1.7 gives

1
IRG, 77 uo(an) — Ry 7 uo(g)| <t sup —K(ep),
Ipl=<L &

1
IVE 5 uotan) = Ve g uog)ll <t sup —K(ep).
Ipll<L &2

Since K is zero until second order at 0, we know that (1/¢2)K (ep)=o(|| p||*) and S (1/e2)K (ep)
tends to 0 when & tends to 0. Thus, there exists ¢ > 0 (depending on ¢) such that

1
sup — K (ep) < —|R0 f,10(an) = Vg g uo(qr)l,
lpli<L &2

and for such an &, we then have R(t) 7 uo(@r) # V(; 7 10(gy).
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Let us go back to H, using Proposition 2.7(1) with A = &%, A = ¢id and n, b and o equal to zero.
Defining vy(q) = uo(eq), we get

* (4
Vol m(;’) = Vy.7,40(@r).

2 q
R(t){zvo(gt) =R} 7 uo(qr),
as long as
t 1
— < —
2 g2LC

(which is the case since C > 2and ¢t < 1/(2L)), and as a consequence

t/e? q: t/e? q:
VO,H Uo(;) #RO,EUO ; .
Note that since v is > L-semiconcave, ¢ /&2 belongs to the domain of validity of Proposition 1.9, which

is here (0, 1/ (2L C)). As in the previous case we get the semiconcave initial condition suiting the
nonreduced Hamiltonian H via Proposition 2.7(2). O

3. One-dimensional integrable Hamiltonian

With the help of Lemma 3.4, stated and proved at the end of this section, we reduce Proposition 2.3,
the one-dimensional counterpart of Proposition 2.1 (see Section 2), to the following statement, giving a
situation where there is only one variational solution, which does not match with the viscosity solution.

Proposition 3.1. Let H be a C*> Hamiltonian with bounded second derivative such that H(—1) = H(1) =
H'(1)=0, H(-1) <0, H'(1) <0,and H <0on (-1, 1).

Then if f is a C? Lipschitz function with f(0) = f’(0) = 0, with bounded second derivative and strictly
convex on Ry, and uog(q) = —\q|+ f(q), the unique variational solution (t, q) — R(’)uo(q) does not solve
the Hamilton—Jacobi equation (HJ) in the viscosity sense for all t small enough.

With the vocabulary of Definition 1.4, we work here on a specific case where the entropy condition
is strictly satisfied between the derivatives at O of the initial condition, and the Lax condition is strictly
satisfied on one side with equality on the other side; see Figure 2, left.

The proof consists in showing that under the assumptions of Proposition 3.1, when ¢ is small enough,
the wavefront at time ¢ presents a unique continuous section, with a shock that does not satisfy Oleinik’s
entropy condition (see Proposition 1.5).

3A. Proof of Proposition 3.1. Let us fix the notation for the parametrization that follows directly from
the wavefront definition (see (F)). Since uy is differentiable on R\ {0}, its Clarke derivative is reduced
to a point outside zero and is the segment [—1, 1] at zero. The wavefront is hence the union of three
pieces ]-"f, F/ and ]-',0 respectively issued from the left part, the right part, and the singularity of the
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N s s,
1 N ... 0
1 “;:.“.,.‘7:{

Figure 2. The variational solution, given by the unique continuous section of the wave-
front, does not solve the (HJ) equation in the viscosity sense at the dot.

initial condition, with the following parametrizations:

F q +tH/(ug/(q)), o / g <0,
uo(q) +tuy(q)H' (uy(q)) —tH(uy(q)),

oo @), | .0,
uo(q) +tug(q)H' (uy(q)) —tH(uy(q)),

7 tH/(p,)’ pel-1,11.
t(pH'(p) — H(p)),

The structure of the wavefront for small times is addressed by Lemma 3.2. Figure 2 presents an
example of the situation.

Lemma 3.2. Under the assumptions of Proposition 3.1, there exists § > 0 such that for all 0 <t < §, the
wavefront F; has a unique continuous section, presenting a shock between ]_-to and F/.

With the previous parametrization, we may easily compute the slopes and convexity of the wavefront.
We still denote by C and B the bounds on the second derivatives of H and ug.

Proposition 3.3. (1) Slopes on the wavefront: If H"(p) # 0 and t > 0, the slope of F at the point of

parameter p is p. If t < 1/(BC), the slope of F/ at the point of parameter q is ug(q).
(2) Convexity of the right arm: If ug is convex (resp. concave) on [0, 8], then fort < 1/(BC), the portion

of F; parametrized by q € (0, 8] is convex (resp. concave).

Proof. (1) If (x(u), y(u)) is the parametrization of a curve, the slope at the point of parameter u is given

by y'(u)/x'(u) when x'(u) is nonzero. For F, we have x'(p) = tH"(p) and y'(p) = px'(p), which

proves the statement. For 7/, if t < 1/(BC), then x"(¢) = 1 + tuy(q)H" (uj(q)) > 0 since u; and H"”

are respectively bounded by B and C, and the statement results from y'(¢) = u(q)x’(q).

(2) The convexity of 7, at a point of parameter g is given by the sign of the ratio

X' (q)y"(q) —x"(q)y'(q)
x'(q)? '
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For t < 1/(BC), we have x'(¢) > 0 and as y'(q) = u,(q)x'(q),

"0

x(@)y"(q) —x"(@)y'(q)  x'(ugx’ +upx") —x"upx"  ug(q)
x'(q)? x'3 x'(q)’

which proves the statement. U

The fact that }-to depends homothetically on ¢ suggests to look for each ¢ > 0 at the homothetic reduction
of the wavefront at time ¢, where both coordinates are divided by ¢. We call it reduced wavefront and
denote it by F;. It admits the following parametrizations, where g = tx:

J__".( X+H/(u6(tx))’ 0

: X <V,

‘ @ +uf (1) H' () (1x)) — H (u)(1x)),

: =

Y o B ) - Haga),

~0 H/(p),

20, —1,1].
! {pH/(P) — H(p), rel ]

The asset of the reduced wavefront is that it admits a nontrivial limit when ¢ tends to 0. The piece issued
from the singularity F° = F ,0 does not depend on ¢, while F tr and F f converge to straight half-lines
denoted by F” and F*. These half-lines coincide respectively with F ,r and F f at their fixed endpoints; see
tF" and F/ in Figure 2. A consequence of Proposition 3.3 is that ]?f is a graph as long as t < 1/(BC),
and the same applies to F tr .

Proof of Lemma 3.2. 1t is enough to prove the result for the reduced wavefront F., where both coordinates
are divided by z. Using the left and right derivatives of u( and the fact that H (1) = H(—1) = H'(1) =0,
we write the parametrization of the limit of the reduced wavefront:

Ft. * x <0,
x,
Fr: *+H (=D, x>0,
—x —H'(-1),
H'(p),
Fo [P pel-1.11.
pH'(p) — H(p),

The left and right arms of the limit front are respectively the graph of —id and id on (—oo, 0) and on
(H'(—1), 00), where H'(—1) < 0. The assumption H < 0 on (—1, 1) implies that for all p in (—1, 1),

pH'(p) — H(p) > —|H'(p)l, 2)

and this inequality is also satisfied for p = —1 since H(—1) =0 and H'(—1) < 0. The unique continuous
section of the limit front is hence the graph of x — —|x|. It presents a shock at (0, 0), which belongs to
F" and FO respectively with parameters x = —H’(—1) > 0 and p = 1. Furthermore, (2) implies that this
shock is not a double point of F°,
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Proposition 3.3 states that since f is strictly convex on R, F; and hence F lr are strictly convex
curves for all # > 0. Looking at the slope for a parameter x — 0 shows that F : admits the right arm of the
limit front, 7, as a tangent at its endpoint. Since F ,r is convex, it is hence positioned strictly above F'.
Since F f is for all + < 1/(BC) a graph with fixed endpoint at (0, 0), we may focus on what happens on
the half-plane situated over the second diagonal.

As H” (1) < 0, there exists > 0 such that H” < 0 on (1 — 5, 1], and the piece of F° parametrized by
p € (1 —n, 1], denoted by ]-'(01_,7’1], is immersed. Since 7 is compact, we may assume up to taking a
smaller n that ]-'8_,7’1] does not contain any double point either. With this choice of 1, the intersection
F'N .7-"(01_,7’ 1 is exactly the point (0, 0) and is transverse, since the slopes at the shock are —1 and 1.

Let us denote the family of parametrizations of F ﬁ UF" by

O+ H'(ufy (), g () /1 + uf(tx) H' (uiy () — H (ui(2)))  if £ #0,

g (t’X)z{(x—I—H/(—l),—X—H/(—l)) ifr=0.

The function ¢ — g’ (¢, -) is continuous on [0, co) in the C'-topology since the function

(. %) > up(tx)/t ift >0,
’ —Xx ift=0

is C! on [0, 00) x [0, 00). The transverse intersection hence persists by the implicit function theorem in

an intersection between F, and J-"(OF since F, is contained in the half-plane situated over the second

n. 1P
diagonal.

There is no other continuous section in F;: for small times ¢, F, . and F f do not cross and do not
present double points; the existence of a second continuous section would then imply the existence of
an intersection between F° and the part of F tr at the right of the shock, or an intersection between F°

~¢ . . .
and F,, and neither can exist, by continuity. 0
It is now enough to prove that the obtained shock denies the Lax condition.

Proof of Proposition 3.1. For all ¢, the graph of a variational solution is included in the wavefront F;.
Lemma 3.2 gives a 6 > 0 for which every F; has a unique continuous section if ¢+ < §, which implies
that the variational solution is given by this section for small 7. Lemma 3.2 states also that this section
presents a shock between F and F/.

Let us prove that Lax condition is violated at this shock. A fortiori, Oleinik’s entropy condition is
violated, which by Proposition 1.5 will imply that the variational solution is not a viscosity solution. For
all # in (0, &), the shock is given by parameters (q;, p;) such that g, > 0, p, € [—1, 1] and

: qr +1H'(uy(g:) = tH'(po),
uo(qr) + tug(g) H' (uy(qr)) —t H(uy(q,) =tpH'(p) —tH(p;).

Substituting the first equation multiplied by u(¢;) into the second gives, after reorganization,
t(H(pr) — H(uo(g) — (pr —up(g)H' (pr) = qiug(qr) — uo(gy).

The linear part of u( cancels in the right-hand side, which equals ¢; f'(q;) — f(g;). The strict convexity
of f implies that f'(h) > f(h)/h for all h > 0; hence the right-hand side is positive for r > 0. As a
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Figure 3. Both figures present a graph of H with a dashed tangent at p,. Left: entropy
condition not satisfied between p} and p3. Right: entropy condition satisfied between

p{ and p;.

consequence, for ¢ in (0, §),

H(p:) — H(”6(Qt)) > (pr — ué)(‘]t))H/(Pt)

By Proposition 3.3, the slopes at the shock are u;(g;) and p;. Comparing with Definition 1.4, this
inequality reads as the opposite of the Lax condition; hence Oleinik’s entropy condition is violated for
the shock presented by the variational solution for ¢ < §, and the conclusion holds. (|

3B. Proof of Proposition 2.3. The idea behind Lemma 3.4 is that for any nonconvex nonconcave Hamil-
tonian in dimension 1, there is a frame of variables over which the Hamiltonian looks like Figure 2, left.

Lemma 3.4. If H : R — R is a C?, neither convex nor concave Hamiltonian, up to a change of function
p+—> H(—p), there exist p1 < p, such that H" (p;) < 0, and,

H(p)—H(p1) - H(p2) — H(p1)

forall p € (p1, p2), (3)
P — D1 P2 — D1
H —H

H (ppy < TP ZHPY _ p . )
P2 — D1

In terms of Definition 1.4, (3) means that the entropy condition is strictly satisfied between p; and p»,
and (4) that the Lax condition is an equality at p, and an inequality at p;. We are now just one affine
step away from the hypotheses of Proposition 3.1.

Proof. If H : R — R is neither convex nor concave, there exist in particular p{ and p5 such that H”(p}) >0
and H"(p3) <0, and we may assume up to the change of Hamiltonian p — H(—p) that p} < p5.

Sketch of proof. The proof consists in choosing adequate p; and p,, which will be done differently
depending on the entropy condition between p{ and p3 being satisfied or not. An impatient reader could
be satisfied by the choice of p; and p; suggested in Figure 3. If the entropy condition is not satisfied,
we take p; = p} and p; such that the slope of the cord joining p; and p is maximal. We then need to
slightly perturb p; in order to get the condition H”(p;) < 0. If the entropy condition is satisfied, we take
p2 = p; and py is given by the last (before p») intersection between the tangent at p, and the graph of H.
Again, a perturbation will be done to ensure that H'(py) < H'(p2).
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o If the entropy condition is not satisfied between p7 and p3, we define p; = p} and

H(p) — H(p) _ sup H(ﬁ)—H(m)}.

pP—nDr pe(pi,ps] pP—Dr

pz=inf{p € (p1, p3)

Let us show that these quantities are well-defined, and prove (3) and (4).

The function
H(p)—H(p1)
> —

pP— D1

fip

may be extended continuously at p; by H'(p1); hence it reaches a maximum M on [py, p5]. It cannot be
attained at py, or else the Taylor expansion of
H(p) — H(p1)
P— D1

<H'(p1)

gives H”(p1) <0, which is excluded. As a consequence M > H'(py). It cannot be attained at p5 because

H(p)—H(p) _ H(p3) — H(p1)
P— D1 - P; — D1

for all p in [py, p3) if and only if the entropy condition is satisfied between p; and pj, which is
excluded. We hence proved that the supremum is attained on (py, p5). The infimum thus exists and
belongs to [p1, p3). By the continuity of f, we have f(p2) = M. This implies that p, > p; since
f(p1) = H'(p1) < M; hence the infimum is a minimum. The equality (3) follows directly from the
definition of p,.

Since p; isin (p1, p7) and maximizes f, it is a critical point of f, which gives

H(p2) — H(p1)
P2 — D1

H'(p2) = =M.
Since H'(p1) < M, (4) is proved.

Since p, maximizes f, we have f”(p2) < 0 and as a consequence H”(p;) < 0. In order to get
H"(p>) <0, let us prove that if p is fixed, p; — H'(p) is increasing in a neighborhood of p;.

For ¢ > 0 small enough, p; +¢ < py, H”"(p1 + &) > 0 and the entropy condition is not satisfied
between p; + ¢ and pj. We denote by p; . the quantity associated with p; + ¢ and p3 as before.

On one hand, by the definition of p;, the entropy condition is strictly satisfied between p; and p,, and
in particular since p; 4 ¢ is in (p1, p2),

H(py) —H(pr+e) H(p) — H(py)
p2—(p1+e) p2—p1
On the other hand, the previous work applied to p; . gives

, _ H(p)—H(p1+e¢) _ H(p))— H(pi+e¢)
H'(p2e)= max >
pem+epll  p—(p1+e) p2—(p1+e¢)

=H'(p).

and the two inequalities combined give H'(p2.c) > H'(p2).
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Since p; +— H'(py) is increasing in a neighborhood of pi, using Sard’s theorem, we may assume
without loss of generality that H'(p,) is a regular value of H’, up to a perturbation of p; within the open
set {H” > 0}. As a consequence, H”(p>) < 0, and the pair (py, p2) satisfies Lemma 3.4.

o If the entropy condition is satisfied between p; and p3, we define p> = p5 and

H(p2) — H(p)

= H'(Pz)}- )
pP2—p

4 =sup{pi’§p§pz'

As H"(py) is negative, the graph of H is situated strictly under its tangent at p, over a neighborhood of

p2; hence
H(py) — H(p)

p2—p
on this neighborhood. The entropy condition satisfied between p} and p, implies the Lax condition
H(p2) — H(pY)
p2—py

> H'(p>)

> H'(p2).

By the mean value theorem, the considered set is nonempty and its supremum belongs to [pf, p2), and
by continuity of
H(p2) — H(p)
pr—=————
p2—p
H(p2) — H(p1)
P2 — D1

The entropy condition is strictly satisfied between p; and p, by the maximality of p;. The mean value

we have
= H'(p2).

theorem and the maximality of p; make it clear that H'(py) < H'(p;) and that if H'(p1) = H'(p2),
H"(p1) <0. Let us prove that up to a perturbation we can assume H'(p1) < H'(p2).

Let us hence assume that H'(p;) = H'(p,). First, by Sard’s theorem, up to a perturbation of p3,
we may assume that H'(p3) is not a critical value of H’, which ensures, since H'(p1) = H'(p5), that
H"(py) is nonzero, and hence negative (note that the sign of H”(p}) had no influence in the previous
paragraph). We set p{ = p; and look at the previous construction for this p} fixed and for a new p;
close to p3. Without loss of generality we suppose that H'(pS) = H'(p$) = H(p5) = H(p}]) = 0. Since
H"(py) and H"(p5) are negative, there exists § such that H” is negative on [p}, p} 4+ 81U [pS — 8, p3].
By compactness, H admits a maximum on [p{ + 48, p7 — 8] which is negative, since the entropy condition
is strictly satisfied between p{ and p5.

Since H' is decreasing on [p§ — 8, pS], there exists p, € [p5 — 8, pS] such that

1

0<H'(p2) <—— —.

Py = Py
For such a p,, the tangent of the graph of H at p; lies strictly below the graph of H over [p] +3§, p5 —§]
by definition of m, and also over [ p5 — 3§, p3] by the concavity of H. Equation (5) then defines a p; which
is necessarily in (p7, pj +48]: as H(p]) =0 and H(p;) < 0, the point (p}, H(p])) is situated over the
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tangent of the graph of H at p, which has a positive slope H'(p»). By concavity of H on [p}, p} + 61,
H'(p1) < H'(p}) =0, and as a consequence H'(p1) < H'(p>). The previous work proves that all the
conditions of the proposition are then gathered for p; and p;. (|

We may now prove Proposition 2.3, joining Lemma 3.4 and Proposition 3.1.

Proof of Proposition 2.3. Let H be a nonconvex, nonconcave Hamiltonian with bounded second derivative.
Using Proposition 2.7(1) with A = —id, we may apply Lemma 3.4 up to the change of function p — H (—p).

It gives p; < p» such that H” (p;) < 0, and
H(p)— H(p1) H(p2) — H(p1)

P2 — D1

H'(py) < <H'(py) =

for all p in (p;, p2). We define

H(p)=H(p)— H(p2) — (p— p)H'(p2),

so that ﬁ(pz) = FI’(pz) = ﬁ(pl) = 0. Note also that ﬁ’(pl) = H'(p1) — H'(p2) < 0. The second-order
derivatives as well as the entropy condition are preserved by this transformation: H”(p,) = H' (p2) <0,
and H <0 on (p1, p2).

At last, we take the affine transformation ¢ : R — R such that ¢ (—1) = p; and ¢ (1) = p; and define

H(p)=H¢(p)),

so that H satisfies the assumptions of Proposition 3.1: H(—1) = H(1) = H'(1) =0and H'(—1) <0
since ¢’ > 0, H"(1) <0 and H < 0 on (—1, 1). Proposition 3.1 then gives a Lipschitz semiconcave
initial condition ¢ such that the variational solution denies the (HJ) equation associated with H for all
small enough. Proposition 2.7(1) applied to the two successive transformations gives then a Lipschitz
semiconcave initial condition uq, with right and left derivatives at O respectively equal to p; and p,, such
that the variational solution denies the (HJ) equation associated with H for all ¢ small enough. O

4. Example for the saddle Hamiltonian: proof of Proposition 2.4

In this section we assume that H(p1, p2) = p1p2, with (p1, p») € R?, and prove Proposition 2.4 by
presenting a suitable initial condition. For a convex-concave Hamiltonian, [Bernardi and Cardin 2011;
Wei 2013] proved that the variational solution coincides with the viscosity solution for initial conditions
with separated variables; hence the wanted initial condition cannot be elementary.

We choose an initial condition that coincides with the piecewise quadratic function u(qp, g2) =
min(a (ql2 —q2), b(ql2 — ¢»)) on a large enough subset while being Lipschitz and semiconcave. We make
explicit the value of the variational solution for this initial condition on a large enough subset.

Proposition 4.1. Let f : R — R be a compactly supported C* function coinciding with x — x* on [—1, 1].

Let u(q1, g2) =min(a(f(q1) — q2), b(f(q1) —q2)) withb > a > 0.
Thenif —1 < q1 < —£1,

Riu(q1, q2) = min(a((q1 +at)® — q2), b((q1 +b1)> — q2)).
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up =b((q1 +bt)> — q2)

Figure 4. Value of the variational solution associated with u at time ¢, here for a = 1,

b= Zamdt——0

Figure 4 shows the explicit value of the variational solution for small times #, which is given by the
unique continuous section in the wavefront. The plain curve represents a shock of the variational solution,
whereas the different expressions coincide C!-continuously along the dotted curves. One can show that
the variational solution does not satisfy the Hamilton—Jacobi equation in the viscosity sense along the
thick portion of the shock, and also that it does satisfy the Hamilton—Jacobi equation in the viscosity sense
everywhere except on this portion. For the purpose of this article, it is enough to show that the variational
solution does not satisfy the Hamilton—Jacobi equation in the viscosity sense along the parabola circled
in Figure 4. This is included in the domain concerned by Proposition 4.1, which can be proved by using
an efficient convexity argument that spares us many computations.

Proof of Proposition 4.1. Using general arguments stated in Section 6, we are first going to prove that

Riu(q1, q2) = min uc(t,q1,q2) forallt =0, (q1,42) € R?,

where u.(t, q1, g2) = c(f (g1 +ct) — qz) is the unique C? solution of the Cauchy problem associated with
H(p1, p2) = p1p2 and the initial condition u 1 (q1, q2) = c(f(q1) — q2)-

We want to apply Proposition 6.2, observing that u = min (4.5 #2. To do so, we only need to check
that the family {u ¢» € € [a, b]} satisfies the conditions of Lemma 6.1, i.e., that for all (¢, p) in the graph
of the Clarke derivative du, there exists ¢ € [a, b] such that ug(q) =u(g) and dug(q) =p

Let us compute the Clarke derivative of u. If f(g1) > g2, then u(q;, g2) = a(f(q1) — g2) on a
neighborhood of (g1, g2); hence du(q, q») is reduced to the point a (f '/(‘“)) which is also the derivative of
u at (q1, q2). If £(q1) < qa, then du(qi, q2) is reduced to the point b(f D) which is also the derivative
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of ug at (q1, q2). If f(q1) = g2, then du(qy, g2) is the segment {c(f/_(qll)) | c€la, b]}. For all ¢ € [a, b],
c(f'/f‘{')) is the derivative of u(c) at the point (g1, g2 = f(q1))-

We hence proved that the family {u?, ¢ € la, b]} satisfies the condition of Lemma 6.1; thus by
Proposition 6.2

Riu(q1, q2) = min uc(t,q1.q2) forall 120, (q1,92) € R2.

Now, for all —1 < g1 < —bt, we have f(q; + ct) = (qi + c1)? since fx)= x2 for x in [—1, 1], and
c € (0,b]. Hence if —1 < q; < —bt,

Rhu(q1, q2) = min c((q1+ ) —q).

The second derivative of g : ¢ — c((q1 + ct)?> — q2) is g”(c) = 2t(2q; + 3ct). Hence if q; < —%t, then
g is concave on [a, b] and the minimum defining Rju(q1, ¢») is attained at an endpoint of [a, b].

3b
Thus, we proved that for —1 < g < — >,

Riu(q1, q2) = min(a((q) +at)® — q2), b((q1 + b1)> — q2)). O

Proof of Proposition 2.4. Let b > 0, a € (%, b) and u be defined as in Proposition 4.1: f is a compactly
supported C? function coinciding with x — x? on [—1, 1] and

u(q1, q2) = min(a(f(q1) — q2), b(f(q1) — q2)).

We define u, : (, q1, q2) = a((q1 +at)*> —g2) and uy, : (¢, q1, q2) — b((q1 +bt)* — g2) (note that the
notations slightly differ from the previous proof), so that Proposition 4.1 gives that for —1 < g; < —%t

Rbu(q1, q2) = min(u,(t, q1, q2), up(t, q1, q2)).

Let us prove that this variational solution does not satisfy the Hamilton—Jacobi equation at the point
(7, q1, q2) if
@ =q> +2(a+b)tg) +12(@® +ab + b?),
3b
-l <q1 <—51,
—(a+Db)t <q.

This corresponds to the piece of parabola circled in Figure 4, which exists only if a > %’ and r < ﬁ. Note
that the first line is just an equation of this parabola, which is obtained by solving u, = uy.

Let us exhibit a test function denying the viscosity equation: we define the mean function ¢ = %(ua +up),
which is Cl, larger than min(u,, u) on a neighborhood of (¢, g1, g2) and equal to it at (¢, g1, g2) since
uq(t, q1, q2) = up(t, qi1, q2), so that R(’)u — ¢ attains a local maximum at (¢, g1, g2). The derivatives of ¢
are given by

i (t, q1, q2) = a*(q1 +at) +b*(q1 +b1),
05,9 (t, q1,q2) = a(q +at) +b(q + bt),

Ipd (1, q1, q2) = —3(a +b).
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We compute

p(t. q1.q2) + H(3y9(t, q1. q2)) = a*(q1 +at) +b*(q1 +bt) — 3(a +b)(alq: +at) + b(qy + bt))
= (@ —b)*(at + bt +¢1) > 0

when gq; > —(a + b)t, and as a consequence the variational solution is not a viscosity subsolution at the
point (¢, g1, q2).

Note that b can be chosen as small as needed, and hence for all L we are able to take the initial
condition u L-Lipschitz and L-semiconcave, with b < L. The previous work shows that for all r < %,
the variational solution does not satisfy the Hamilton—Jacobi solution in the viscosity sense at some point

L 2

(z,q). But since L > b, we have 5 <35 and we hence have proved Proposition 2.4. O

5. Proof of Theorem 1

In this section we will deduce Theorem 1 from Corollary 2.2. To do so, we approach the Lipschitz
initial condition of Corollary 2.2 by a smooth initial condition, keeping the Hausdorff distance between
the (Clarke) derivatives small. We will use elementary properties of the Hausdorff distance, stated in
Lemmas 5.1 and 5.2 and proved for completeness.
The Hausdorff distance dyays is defined (though not necessarily finite) by
duaus(X, Y) = sup(sup d(x, Y), supd(y, X))
xeX yeY
for X and Y closed subsets of a metric space (E, d) (d being the euclidean distance on R4 in our context).

The following approximation result is proved in [Czarnecki and Rifford 2006, Theorem 2.2] and its
Corollary 2.1:

Theorem 2. Ifu : R? — R is locally Lipschitz, there exists a sequence of smooth functions u, such that
lim [[u, — ulloo =0,
n—oo
lim dyaus(graph(du,), graph(du)) =0,
n—oo
where 0 denotes the Clarke derivative.

Here is a sketch of the proof: for H an integrable nonconvex, nonconcave Hamiltonian with bounded
second derivative, Corollary 2.2 gives a Lipschitz initial condition u;, such that the graph of the viscosity
solution is not included in the wavefront F,,, for some time ¢ > 0. We are going to approach uz by a
Lipschitz smooth function u such that both the viscosity solutions at time ¢ are close, and the Hausdorff
distance between the wavefronts at time ¢ is small. The following enhanced triangle inequality will
conclude that the graph of the viscosity solution associated with u is not included in the wavefront F,,.

Lemma 5.1 (enhanced triangle inequality). If (E, d) is a metric space and X and Y are subsets of E,
then for all x and y in E

d(x,X) =d(x,y)+d(y,Y) +daus(X, Y).
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Proof. The triangle inequality for d gives that, for all x, x and y, we have d(x, X) <d(x,y)+d(y, X),
and taking the infimum for X on X gives

dx,X)<d(x,y)+d(y,X) forallx,yekE. (6)
We change the variables in (6): for all y and y,
d(y, X) =d(y,y)+d(y, X).

If y is in Y, by definition of the Hausdorff distance we get

d(y, X) =d(y,y) + duaus(X, Y)
and taking the infimum for ¥ on Y gives

d(y, X) =d(y,Y) + dpaus(X, Y).
We conclude by injecting this last inequality into (6). U

To bound the Hausdorff distance between the wavefronts, we will describe the wavefront at time ¢ as
the image of the (Clarke) derivative of the initial condition by a suitable function i depending on the
initial condition, which will allow us to apply the following elementary continuity result for the Hausdorff
distance.

Lemma 5.2 (continuity for the Hausdorff distance). Let f, g : (F, c?) — (E, d) be two functions between
two topological spaces, and X and Y be two subsets of F:

(D) Ifd(f(x), gx)) <a forall x in X, then dyas(f(X), (X)) <a.

(2) If f is uniformly continuous on X, i.e., for all a« > 0, there exists ¢ > 0 such that for all (x,y) € X

c?(x, y) < ¢ implies d(f (x), f(y)) < «, then
dyaus(X, Y) <& = dias(F(X), f(V)) <.

Proof of Lemma 5.2. (1) By the definition of the Hausdorff distance, it is enough to observe that
d(f(x),g(X)) <a forall x in X, since this quantity is smaller than d( f(x), g(x)).

(2) Using the symmetry of the definition of dy,ys, it is enough to prove that if JHauS(X ,Y) < g,
d(f(x), f(Y)) <o« forall x in X. For all x in X, there exists a sequence y, in Y such that J(x, YVn) —>
c?(x, Y) as n — oo. Since c?(x, Y) < dNHaus(Xy Y), this implies that c?(x, vn) < & for n large enough, and the
uniform continuity of f gives that d(f(x), f(y,)) < « for n large enough; hence d(f (x), f(¥)) <a. U

Proof of Theorem 1. Let H be an integrable nonconvex, nonconcave Hamiltonian with bounded second
derivative. Corollary 2.2 gives a Lipschitz initial condition #; for which there exist # > 0 and ¢ such that

d((q. Vour (@), F,,) > 0,

where ]-",jL denotes the section of F,, at time f. We denote by « this positive quantity.
Let us denote by L the Lipschitz constant of u .
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We propose another description of the wavefront at time ¢: if v is a Lipschitz function, we define
vl T*RY - RY xR,
(q.p)— (g +tVH(p),v(g)+t(p-VH(p) — H(p))),
in such a way that 7! = v/ (graph(dv)) (see (F') for a comparison).
Note that ¥/ is Lipschitz, and hence uniformly continuous on every RY x {|| pll < R} for R > 0: itis
Lipschitz with respect to ¢ because v is, and its derivative with respect to p, (td’H(p), tp -d*H(p)), is

bounded on this set since d2H is bounded.
The uniform continuity of 1//IZL on R? x {p < L + 1} gives an ¢ € (0, 1) such that

{Il(q,p)—(é,ﬁ)ll <e,
Ipl Pl =L +1,

By Theorem 2, there exists a smooth function u# such that

= ¥, (@ ) =¥, @ Pl < o

lu—urlloo < gor, (7)
dHaus (graph(du), graph(duy)) < e. (8)
Note that since ¢ € (0, 1), u is (L+1)-Lipschitz.
On the one hand, Proposition 1.3 gives the comparison between the viscosity solutions:
IViu = Vulloo < llu —urlloo < Le.
On the other hand, we estimate the Hausdorff distance between the wavefronts, using the definition
of y:
ditaus (FL FL,) = ditaus (W (graph(du)), !, (graph(duy)))
< ditaus (WL (graph(du)), !, (graph(du))) + diaus (W, (graph(du)), ¥, (graph(dup))).

The first part of Lemma 5.2 applied with f = /] 8= V!, X = graph(du) gives that the first term of
the right-hand side is bounded by ||V}, — ¥} lloo = llu —urlloo < Alfoz.

The second part of Lemma 5.2 applied with f =/, , X = graph(du) and Y = graph(du) gives that
the second term of the right-hand side is smaller than %a, by uniform continuity of v/ ,» since graph(du)
and graph(du ;) are both contained in R? x {p < L+ 1} and are e-close for the Hausdorff distance; see (8).
We hence proved that

draus (Fp, F) < 300
Let us now apply Lemma 5.1 with x = (¢, Vyur(q)), y = (¢, Vyur(q)), X = F;, and Y = F:

a=d((q, Vgur(q)), F,,)
<d((q, Vgur(9)), (g, Viu(@))) +d(q, Viu(q)), Fi) + dutaus(Fy, , Fp) -
N——

t, _yt 1 1
<|IVyur—Vyulloo<zx <3

As a consequence, d((q, Vo’u(q)), Fhy = }La > 0 and the graph of the viscosity solution associated with
the smooth initial condition u is not contained in the wavefront F,,. O
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6. Semiconcavity arguments

This section contains the proofs of Propositions 1.9 and 1.11, as well as an additional Proposition 6.2
used in the proof of the two-dimensional case (see Section 4). The three proofs rely on the following
lemma, proved in [Bernard 2013, Lemma 6]:

Lemma 6.1. If u is a Lipschitz and B-semiconcave function on R%, there exists a family F of C* equi-
Lipschitz functions with second derivatives bounded by B such that

e u(g) =mingcr f(q) forany q,
e for each q in R? and p in du(q), there exists f in F such that

{ (@) =u(q),
df(q) = p.

Proof of Proposition 1.9. Proposition 1.8 states that the variational solution gives a section of the
generalized wavefront. As a consequence

Riuo(q) > inf{uo(qo) + AL(¥) | (qo, po) € RY x R, po € duo(qo), Qh(qo, po) = q}.

If ug is L-Lipschitz and B-semiconcave, take 7" such that the method of characteristics is valid (T =
1/(BC) if H is integrable). Let us fix definitively ¢q, go, po € duo(qo) and 0 < ¢t < T such that
04,(qo, po) = q and show that Rjuo(q) < uo(qo) + Aj(y), where y is the Hamiltonian trajectory issued
from (qo, po)-

Lemma 6.1 gives a C? function fo of F such that fy(qo) = uo(qo) and dfy(qo) = po. Since this
function is C? with second derivative bounded by B, the method of characteristics gives that gq is the
only point such that Qf(¢o, dfo(q0)) = ¢, and the variational operator applied to the initial condition f
gives necessarily the C? solution:

R fo(t. q) = folqo) + Ay(y).

But by the definition of F, f; is larger than u( on R¢, and the monotonicity of the variational operator
brings the conclusion

Riuo(q) < R} fo(q) = fo(qo) + Ay(y) = uo(qo) + AH(y). O

Proof of Proposition 1.11. Take T such that the method of characteristics is valid (for example T =1/(BC)
if H is integrable).
If t and ¢ are fixed, Proposition 1.8 gives the existence of (go, po) in gr(duo) such that Q¢ (qo, po) =g
and that R(t)uo(q) =uo(qo) + Af)(y), where y is the Hamiltonian trajectory issued from (qo, po).
Lemma 6.1 gives a C? function fo of F such that fy(qo) = uo(go) and dfy(qo) = po. The method of
characteristics states that there exists on [0, 7] x R a unique C? solution of the (HJ) equation with initial
condition fy, which satisfies in particular

f(t,q) = folgo) + Ay(y).
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Since a C' solution is a viscosity solution, the uniqueness of viscosity solutions hence gives that Vof =
f(,-) forall ¢ in (0, T), and in particular

Ve fol@) = f(t, @) = folqo) + Aj(y).

But by the definition of F, f; is larger than uo on R¢, and the monotonicity of the viscosity operator
V{ brings the conclusion

Viuo(q) < Vi fot, @) = folqo) + Ay (y) = Rjuo(q).

Since (¢, q) — R{uo(q) is pointwise less than or equal to any variational solution as long as t < T
(Proposition 1.9), this implies that for all variational solutions g, Vé uog(q) <g(t,q)on [0, T] x RY. O

We end this section with another result of the same flavor, used in the proof of Proposition 2.4.

Proposition 6.2. Let F be as in Lemma 6.1 and u =minscr f. If T > 0 denotes a time of shared existence
of C? solutions for initial conditions in F, and u f denotes the C? solution of the Hamilton—Jacobi equation
associated with the C? initial condition fothenforall0 <t <T

R! = mi t,q).
o (q) rfnelguﬂ q)

Proof. Since u < f for all f in F, the monotonicity of the variational operator guarantees that Riu(g) <
minser R) f(q). The method of characteristics implies that the variational operator is given by the
classical solution if it exists; hence R(’) f(q@)=uy(t,q) forall t in [0, T'] and thus

R} < mi 1, q). 9
ot(q) = ljpelguf( q) )
Now, for all (¢, g), the variational property gives the existence of a (gg, po) in the graph of du such that

Rju(q) = u(go) + Ay(y).

where y denotes the Hamiltonian trajectory issued from (qg, po). Since F is as in Lemma 6.1, there exists
f in F such that f(go) = u(qo) and df (go) = po. The method of characteristics implies furthermore that
us(t,q) = f(qo) +Ah(y). Summing all this up, we get

Ryu(q) = u(qo) + Ay(y) = f(qo) + Ay(y) =us(t, q)

and the inequality (9) is an equality. O
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We establish scale-invariant Strichartz estimates for the Schrédinger flow on any compact Lie group
equipped with canonical rational metrics. In particular, full Strichartz estimates without loss for some non-
rectangular tori are given. The highlights of this paper include estimates for some Weyl-type sums defined
on rational lattices, different decompositions of the Schrodinger kernel that accommodate different positions
of the variable inside the maximal torus relative to the cell walls, and an application of the BGG-Demazure
operators or Harish-Chandra’s integral formula to the estimate of the difference between characters.
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1. Introduction

We start with a complete Riemannian manifold (M, g) of dimension d, associated to which are the
Laplace—Beltrami operator Ag and the volume-form measure pg. Then it is well known that Ag is
essentially self-adjoint on L?(M) := L?(M, dug); see [Strichartz 1983] for a proof. This gives the
functional calculus of Ag, and in particular gives the one-parameter unitary operator ei*As which provides
the solution to the linear Schrédinger equation on (M, g). We refer to e!2¢ as the Schridinger flow. The
functional calculus of Ag also gives the definition of the Bessel potentials, and thus the definition of the
Sobolev space

H*(M) = {u € L>(M) | |lullzzsay = (1 = B)2ul| L2 (ar) < 00}
We are interested in obtaining estimates of the form
le™ 25 fllLoLraxary < CIf sy (1-1)
MSC2010: primary 42B37; secondary 22E30.

Keywords: compact Lie groups, Schrodinger equation, circle method, Strichartz estimates, BGG-Demazure operators,
Harish-Chandra’s integral formula.
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where I C R is a fixed time interval, and L? L9(I x M) is the space of L? functions on / with values
in L9(M). Such estimates are often called Strichartz estimates (for the Schrodinger flow), in honor of
Robert Strichartz [1977] who first derived such estimates for the wave equation on Euclidean spaces.

The significance of Strichartz estimates is evident in many ways. Strichartz estimates have important
applications in the field of nonlinear Schrédinger equations, in the sense that many perturbative results
often require good control on the linear solution, which is exactly provided by Strichartz estimates.
Strichartz estimates can also be interpreted as Fourier restriction estimates, which play a fundamental rule
in the field of classical harmonic analysis. Furthermore, the relevance of the distribution of eigenvalues
and the norm of eigenfunctions of A in deriving the estimates makes Strichartz estimates also a subject
in the field of spectral geometry.

Many cases of Strichartz estimates for the Schrodinger flow are known in the literature. For noncompact
manifolds, first we have the sharp Strichartz estimates on the Euclidean spaces obtained in [Ginibre and
Velo 1995; Keel and Tao 1998]:

||€itAf||Lqu(Rde) < Clf I 2way (1-2)

where % + % = %, p.q9>2, (p,q,d) # (2,00,2). Such pairs (p, g) are called admissible. This implies
by Sobolev embedding that

"2 fllLo 1 @xray < C LS grs - (1-3)
where
d 2 d
—_ —— = = — > -
s = 2,y >0, (1-4)

p.q =2, (p,r,d) # (2,00,2). Note that the equality in (1-4) can be derived from a standard scaling
argument, and we call exponent triples (p, r, s) that satisfy (1-4) as well as the corresponding Strichartz
estimates scale-invariant. Similar Strichartz estimates hold on many noncompact manifolds. For example,
see [Anker and Pierfelice 2009; Banica 2007; Ionescu and Staffilani 2009; Pierfelice 2006] for Strichartz
estimates on the real hyperbolic spaces, [Anker et al. 2011; Pierfelice 2008; Banica and Duyckaerts
2007] for Damek—Ricci spaces which include all rank-1 symmetric spaces of noncompact type, [Bouclet
2011] for asymptotically hyperbolic manifolds, [Hassell et al. 2006] for asymptotically conic manifolds,
[Bouclet and Tzvetkov 2008; Staffilani and Tataru 2002] for some perturbed Schrodinger equations on
Euclidean spaces, and [Fotiadis et al. 2018] for symmetric spaces G/ K, where G is complex.

For compact manifolds, however, Strichartz estimates such as (1-2) are expected to fail. The Sobolev
exponent s in (1-1) is expected to be positive for (1-1) to possibly hold. And we also expect sharp
Strichartz estimates that are non-scale-invariant, in the sense that the exponents (p, r,s) in (1-1) satisfy

For example, from the results in [Staffilani and Tataru 2002; Burq et al. 2004], we know that on a general
compact Riemannian manifold (M, g) it holds that, for any finite interval /,

le™ 2 flloLraxmy < CIf lgiean (1-5)
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for all admissible pairs (p, r). These estimates are non-scale-invariant, and the special case of which
when (p,r,s) = (2, dz—_dz, %) can be shown to be sharp on spheres of dimension d > 3 equipped with
canonical Riemannian metrics. On the other hand, scale-invariant estimates are out of reach of the local
methods employed in [Staffilani and Tataru 2002; Burq et al. 2004], and they are not well explored yet in
the literature. To my best knowledge, the only known results in the literature in this direction are on Zoll
manifolds, which include all compact symmetric spaces of rank 1, the standard sphere being a typical

example, and on rectangular tori. We summarize the results here. Consider the scale-invariant estimates

le" ¢ fllLoxy < CILf Igar—a+2r0 - (1-6)

In the direction of Zoll manifolds, (1-6) is first proved in [Burq et al. 2007] for the standard three-sphere
for p = 6. Then in [Herr 2013], (1-6) is proved for all p > 4 for any three-dimensional Zoll manifold, but
the methods employed in that paper in fact prove (1-6) for p > 4 for any Zoll manifold with dimension
d > 3 and for p > 6 for any Zoll surface (d = 2). The paper crucially uses the property of Zoll manifolds
that the spectrum of the Laplace—Beltrami operator is clustered around a sequence of squares, and the
spectral cluster estimates [Sogge 1988] which are optimal on spheres. In the direction of tori, (1-6) was

2(d+4)
d

first proved in [Bourgain 1993] for p > on square tori, by interpolating the distributional Strichartz

estimate
Aopl(.x) € I x T |12 (N 2A) f(0)] > 17 < CN 57| £l o ray
< Cl fllgarz—a+2/p(ray (1-7)
for A > N4/4 p> @, N =1, with the trivial subcritical Strichartz estimate
le" ¢ fllp2¢xray < I f llz2cray- (1-8)

The estimate (1-7) is a consequence of an arithmetic version of dispersive estimates:

d
; N
||€ltAg<P(N_2Ag)||LOO(W) = C( 1 ) | fllL1crays (1-9)
/2 T9)
Va(l+ N[z =2[")
where || - || stands for the distance from O on the standard circle with length 1, H % — ?IH < qLN’ a,q are

nonnegative integers with a < ¢ and (a,q) =1, and ¢ < N. Here T is the period for the Schrodinger
flow e/*A¢. Then in [Bourgain 2013], the author improved (1-8) into a stronger subcritical Strichartz
estimate

le"* ¢ fll2a+va xyay < ClLf I2qray, (1-10)

which yields (1-6) for p > @ Eventually, (1-6) with an e-loss is proved for the full range p > #

in [Bourgain and Demeter 2015], and (1-7) can be used to remove this e-loss. Then authors in [Guo et al.
2014; Killip and Visan 2016] extended the results to all rectangular tori. We will see in this paper that
by a slight adaptation of the methods in [Bourgain 1993], we may generalize (1-7) to all rational (not
necessarily rectangular) tori T¢ = R4 /T", where ' 2 Z¢ is a lattice such that there exists some D # 0
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for which (A, ) € D717 for all A, u € T, which can also be used for the removal of the e-loss of the
results in [Bourgain and Demeter 2015] to yield (1-6) for the full range p > @ on such rational tori.

The understanding of Strichartz estimates on compact manifolds is far from complete. It is not known
in general how the exponents (p, r, s) in the sharp Strichartz estimates are related to the geometry and
topology of the underlying manifold. Also, there still are important classes of compact manifolds on
which Strichartz estimates have not been explored yet. Note that both standard tori and spheres on
which Strichartz estimates are known are special cases of compact globally symmetric spaces, and since
all compact globally symmetric spaces share the same behavior of geodesic dynamics as tori, from a
semiclassical point of view, it’s natural to conjecture that similar Strichartz estimates should hold on
general compact globally symmetric spaces. An important class of such spaces is the class of compact
Lie groups. The goal of this paper is to prove scale-invariant Strichartz estimates of the form (1-6) for
M = G being any connected compact Lie group equipped with a canonical rational metric in the sense

2(r+4)
s

that is described below, for all p > , ¥ being the rank of G. In particular, full Strichartz estimates

without loss for some nonrectangular tori will be given.

2. Statement of the main theorem

2A. Rational metric. Let G be a connected compact Lie group and g be its Lie algebra. By the classifi-
cation theorem of connected compact Lie groups, see [Procesi 2007, Chapter 10, Section 7.2, Theorem 4],
there exists an exact sequence of Lie group homomorphisms

15 A—>Gx=T"xK -G — 1,

where T” is the n-dimensional torus, K is a compact simply connected semisimple Lie group, and 4 is a
finite and central subgroup of the covering group G. Asa compact simply connected semisimple Lie
group, K is a direct product K; x K» x --- x Ky, of compact simply connected simple Lie groups.

Now each K; is equipped with the canonical bi-invariant Riemannian metric g; that is induced from
the negative of the Cartan—Killing form. We use (-,-) to denote the Cartan—Killing form. Then we
equip the torus factor T” with a flat metric g¢ inherited from its representation as the quotient R” /27"
and require that there exists some D € N such that (A, 1) € D=7 for all A, u € T'. Then we equip
G=T"xK 1 X - -+ X K,;, with the bi-invariant metric

m
g=Q) B¢ (2-1)
j=0
B;j >0, j =0,...,m. Then g induces a bi-invariant metric g on G.

Definition 2.1. Let g be the bi-invariant metric induced from g in (2-1) as described above. We call g a
rational metric provided the numbers By, . .., B, are rational multiples of each other. If not, we call it an
irrational metric.

Provided the numbers Bo, ..., B are rational multiples of each other, the periods of the Schrédinger

flow e/*2% on each factor of G are rational multiples of each other, which implies that the Schrédinger

flow on (~}, as well as on G, is also periodic (see Section 5).
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2B. Main theorem. We define the rank of G to be the dimension of any of its maximal torus. This paper
mainly proves the following theorem.

Theorem 2.2. Let G be a connected compact Lie group equipped with a rational metric g. Let d be the
dimension of G and r the rank of G. Let I C R be a finite time interval. Consider the scale-invariant
Strichartz estimate

||eitAgf||LP(1xG) <C ||f||Hd/2—(d+2)/p(G)- (2-2)
Then the following statements hold true:
(1) (2-2) holds forall p > 2 + %.

(ii) Let G = T be a flat torus equipped with a rational metric; that is, we can write T4 = R4 /2nT
such that there exists some D € R for which (A, u) € D™YZ forall A, u € T'. Then (2-2) holds for
allp>2+ 4.

The framework for the proof of this theorem will be based on [Bourgain 1993], in which the author
proves some Strichartz estimates for the case of square tori, based on the Hardy-Littlewood circle method.
We also refer to [Bourgain 1989] for applications of the circle method to Fourier restriction problems on
tori. Note that part (ii) of the above theorem provides full expected Strichartz estimates without loss for
some nonrectangular tori. We then have the following immediate corollary.

Corollary 2.3. Let d = 3,4 and let T? be the flat torus equipped with a rational metric (not necessarily
rectangular). Then the nonlinear Schrédinger equation i duy = —Au + |u |4/ @=2)y s locally well-posed
for initial data in H'(T?). Furthermore, for d = 3, we have i du; = —Au = |u|?u is locally well-posed
for initial data in HY/2(T9).

We refer to [Herr et al. 2011; Killip and Visan 2016] for the definition of local well-posedness and a
proof of this corollary.

Remark 2.4. To the best of my knowledge, the only known optimal range of p for (2-2) to hold is on
square tori T¢, with p > 2 + % [Bourgain 1993], and on spheres S¢ (d > 3), with p > 4 [Burq et al.
2004; Herr 2013]. For a general compact Lie group, we do not yet have a conjecture about the optimal
range. We will prove (Theorem 6.2) the following distributional estimate: for any p > 2 + %,

: _ 1 d_d+2
Aopd(t,x) €I xG |25 p(NT2Ag) f(X)] > A7 <CN27 7 || fllL2(6) (2-3)

for all A > N4/277/4 It seems reasonable to conjecture that the above distributional estimate could be
upgraded to the estimate (2-2) forall p > 2 + % (which is the case for the tori). But this still will not be
the optimal range for a general compact Lie group, by looking at the example of the three-sphere S3,
which is isomorphic to the group SU(2). The optimal range for S3 is p > 4, while Theorem 2.2 proves the
range p > 10, and the above conjecture indicates the range p > 6. Estimate (2-2) for S on the optimal
range p > 4 is proved in [Herr 2013] by crucially using the L?-estimates of the spectral clusters for the
Laplace—Beltrami operator [Sogge 1988], which are optimal on spheres. On tori and more generally
compact Lie groups with rank higher than 1, such spectral cluster estimates fail to be optimal and do
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not help provide the desired Strichartz estimates. On the other hand, the Stein—Tomas argument in our
proof of Theorem 2.2 seems only sensitive to the L°°-estimate of the Schrodinger kernel (Theorem 6.1)
but not to the L?-estimate (as in Proposition 7.28). This failure of incorporating L?-estimates for either
the spectral clusters or the Schrodinger kernel may be one of the reasons why Theorem 2.2 is still a step
away from the optimal range.

2C. Organization of the paper. The organization of the paper is as follows. In Section 3, we will first
reduce the Strichartz estimates on G =~ G /A to the spectrally localized Strichartz estimates with respect
Littlewood—Paley projections of product type on the covering group G. In Section 4, we will review the
basic facts of structures and harmonic analysis on compact Lie groups, including the Fourier transform,
root systems, structure of maximal tori, Weyl’s character and dimension formulas, and the functional
calculus of the Laplace—Beltrami operator. In Section 5 we will explicitly write down the Schrodinger
kernel and interpret the Strichartz estimates as Fourier restriction estimates on the space-time, which
then makes applicable the argument of Stein—Tomas type in Section 6. Then comes the core of the
paper, Section 7, in which we will derive dispersive estimates for the Schrodinger kernel as the time
variable lies in major arcs. In Section 7A, we will estimate some Weyl-type exponential sums over the
so-called rational lattices, which in particular will imply the desired bound on the Schrédinger kernel
for the nonrectangular rational tori. In Section 7B, we will rewrite the Schrodinger kernel for compact
Lie groups into an exponential sum over the whole weight lattice instead of just one chamber of the
lattice, and will prove the desired bound on the kernel for the case when the variable in the maximal
torus stays away from all the cell walls by an application of the Weyl-type sum estimate established in
Section 7A. In Section 7C, we will record two approaches to the pseudopolynomial behavior of characters,
which will be applied to proving the desired bound on the Schrodinger kernel when the variable in the
maximal torus stays close to the identity. In Section 7D, we further extend the result to the case when the
variable in the maximal torus stays close to some corner. Section 7E will finally deal with the case when
the variable in the maximal torus stays away from all the corners but close to some cell walls. These
cell walls will be identified as those of a root subsystem, and we will then decompose the Schrodinger
kernel into exponential sums over the root lattice of this root subsystem, thus reducing the problem
into one similar to those already discussed in previous sections. This will finish the proof of the main
theorem. In Section 7F, we will derive L?(G) estimates on the Schrodinger kernel as an upgrade of the
L°°(G)-estimate.
Throughout the paper:

e A < B means A < CB for some constant C.

* A <4p,.. B means A < CB for some constant C that depends on a, b, .. ..

* A, p are short for the Laplace—Beltrami operator A, and the associated volume-form measure jig
respectively when the underlying Riemannian metric g is clear from context.

LY, HS, LY, LYLL, LY are short for LP(M), HS(M), LP(I), LPLI(I x M), LP(I x M)

respectively when the underlying manifold M and time interval I are clear from context.

e p’ denotes the number such that % + % =1
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3. First reductions

3A. Littlewood—Paley theory. Let (M, g) be a compact Riemannian manifold and A be the Laplace—
Beltrami operator. Let ¢ be a bump function on R. Then for N > 1, Py := ¢(N ~2A) defines a bounded
operator on L?(M) through the functional calculus of A. These operators Py are often called the

Littlewood—Paley projections. We reduce the problem of obtaining Strichartz estimates for e?2 to those

for Pye'tA.

Proposition 3.1. Fix p,q > 2, s > 0. Then the Strichartz estimate (1-1) is equivalent to the following
statement: given any bump function @,

IPne™ fllLoraaxany < N¥Ifllz2an)

holds for all dyadic natural numbers N (that is, for N = 2", m € Z>¢). In particular, (2-2) reduces to

, d_d+2
IPne"™ fllLraxey < N2 7 |If 26 (3-1)

This reduction is classical. We refer to [Burq et al. 2004] for a proof.
We also record here the Bernstein-type inequalities that will be useful in the sequel.

Proposition 3.2 [Burq et al. 2004, Corollary 2.2]. Let d be the dimension of M. Then forall 1 < p <r <oo,

1_1
1Py Fllran < NG fllzsan. (3-2)

Note that the above proposition in particular implies that (3-1) holds for N <1 or p = oo.

3B. Reduction to a finite cover.

Proposition 3.3. Lef 7 : (M ,&) —> (M, g) be a Riemannian covering map between compact Riemannian
manifolds (then automatically with finite fibers). Let Ag, Ag be the Laplace—Beltrami operators on
(M , &) and (M, g) respectively and let [i and |1 be the normalized volume-form measures respectively,
which define the LP spaces. Let w* be the pull-back map. Define
CR2(M) :=*(C (M),

and similarly define Cx (M), L2(M) and H s (M). Then the following statements hold:

1) 7*:C(M)— Cy (M) and w* : C®°(M) — CX (1\7) are well-defined and are linear isomorphisms.
(i) #*: LP(M) — Lﬁ(M ) is well-defined and is an isometry.
(iii)) Ag maps C2° (M) into C2° (]\7) and the diagram

C®(M)a, — CX(M)

L

cooM) —T— (i)

commutes.
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(iv) €'z maps LJZT(]\Z ) into L%(M ) and is an isometry, and the diagrams

L2(M) iing AN L2(M) L2(M)p,, AN L2(M)
l leimg l le (3-3)
L2(M) —" 12(i) L2(M) —= 120l

commute, where Py stands for both o(N~2Ag) and (N2 A z)
(v) n* :H(M) — HS (M ) is well-defined and is an isometry.
Proof. Parts (i), (ii) and (iii) are direct consequences of the definition of a Riemannian covering map.
For part (iv), note that (i), (ii) and (iii) together imply that the triples (LZ(M ),C®(M),Ag) and
(Lf,(AZ ),CX° (M), A ) are isometric as systems of essentially self-adjoint operators on Hilbert spaces,
and thus have isometric functional calculus. This implies (iv). Note that the H*(M) and H; (]\2 )

norms are also defined in terms of the isometric functional calculus of (L?(M),C%®°(M), Ag) and
(L,ZI(M), cr (1\7) Ag) respectively, which implies (v). O

Combining Proposition 3.1 and 3.3, Theorem 2.2 is reduced to the following.
Theorem 3.4. Let K;’s be simply connected simple Lie groups and let G = T" x Ky x --- X K, be
equipped with a rational metric as in Definition 2.1. Then
itA q4_d42

[Pne""® fllLraxey SN2 7 |1 fllL2c) (3-4)
holds for p>2+ % and N 2 1.
3C. Littlewood—Paley projections of product type. Let (M, g) be the Riemannian product of the compact
Riemannian manifolds (M;, g;), j =0,...,m. Any eigenfunction of the Laplace—Beltrami operator A
on M with the eigenvalue A < 0 is of the form ]_[;-"zo V), » where each ¥/, is an eigenfunction of A; on
M; with eigenvalue A; <0, j =0,...,m,suchthat A =Ag + -+ Ap.

Given any bump function ¢ on R, there always exist bump functions ¢;, j =0, ..., m, such that for
all (xo,...,xm) € R';SLI with ¢(xo + -+ 4 xm) # 0, we have [, ¢;(x;) = 1. In particular,

m
o-[Toix) =0
j=0
For N > 1, define
Py = (N T2A),

Py :=9o(N?A0) ® -+ @ om(N > Apm)
as bounded operators on L2(M). We call Py a Littlewood—Paley projection of product type. We have
Py o Py = Py.

This implies that we can further reduce Theorem 3.4 into the following.
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Theorem 3.5. Let G = T" x K1 X - -+ X Ky, be equipped with a rational metric. Let Ao, A1, ..., Ay be
respectively the Laplace—Beltrami operators on T", Ky, ..., Kp. Let @; be any bump function for each
Jj=0,....m. For N > 1,let Py = Q[_o9;(N">Aj). Then

- d_d+2
IPne"™ fliLrasey SN2 7 |1 fli2o) (3-5)

holdsforp22+§andN21.

On the other hand, similarly, for each Littlewood-Paley projection Py of product type, there exists a
bump function ¢ such that Py = ¢(N 2 A) satisfies Py o Py = Py. Noting that | Py f ;2 < | f |l 2
(3-2) then implies

1_1
1Py f oo S NG fl2an (3-6)
forall2 <r < oo.

4. Preliminaries on harmonic analysis on compact Lie groups

4A. Fourier transform. Let G be a compact group and G be its Fourier dual, i.e., the set of equivalent
classes of irreducible unitary representations of G. For A € G, let 2 . V3, — V; be the irreducible unitary
representation in the class A, and let d) = dim(V)). Let u be the normalized Haar measure on G. Then
for f € L?(G), define the Fourier transform

o= [ r@metdn
Then the inverse Fourier transform
f) =" dytr(f Mma(x)
1eG

converges in L?(G). We have the Plancherel identities

17120 = (3l Fs) @)
reG
(f. 82y = Y drte(f(MEN)®). (4-2)
1eG

Here || - |us denotes the Hilbert—Schmidt norm of endomorphisms.
For the convolution

(f % g)(x) = f £y g0 du(y).
G
we have

(f*2) ) = f()HEG). (4-3)

If g(A) = ¢y -1dg, xa, , where ¢}, is a scalar, then

I/ *gllL2) < Slip leal - 1/ 26y (4-4)
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We also have the Hausdorff—Young inequality
A 1 A
IfMllns <di | flipi) foralldeG. (4-5)

4B. Root system and the Laplace—Beltrami operator. Let G be a compact simply connected semisimple
Lie group of dimension d and g be its Lie algebra, and let gc denote the complexification of g. Choose a
maximal torus B C G and let r be the dimension of B. Let b be the Lie algebra of B, which is a Cartan
subalgebra of g, and let bc denote its complexification. The Fourier dual B of Bis isomorphic to a lattice
A C ib*, which is the weight lattice, under the isomorphism

A= B, At (4-6)
We have the root space decomposition gc = bc @ (@aeq, g%). Here ® C ib*,
of ={X €gc|Adp(X) =e%(b)X forall b € B},
and dimg¢ g& = 1. This implies
|®|+r=d. 4-7)

The Cartan—Killing form (-,-) on i b* becomes a real inner product, and (W, (-, -)) becomes an integral
root system, that is, a finite set ® in a finite-dimensional real inner product space with the following
requirements:

(i) &=-9o.

(i) aed, keR, kaed=k ==1.
(ii1) $o® = P forall a € D.

@iv) 2{a, B)/{a,a) € Z for all a, B € .

Here s is the reflection about the hyperplane o+ orthogonal to «; that is,

sa(x):=x _2(x,oz)a
(o, )
Let P be a system of positive roots such that & = P LI —P. Then by (4-7), we have
d—

P|=5" (4-8)
We can describe the weight lattice A purely in terms of the root system

2(A,

A={Aeib* ( a)EZforallaqu%. (4-9)
o, o

The set ® of roots generate the root lattice I' and we have I' C A and A/ T is finite.
Let
2{A, &)

o, o)

A+:=%Aeib* eZZoforallaeP}
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be the set of dominant weights. We describe A, A7 in terms of a basis. Let {7, ..., a,} be the set of
simple roots in P. Let {wq, ..., w;,} be the corresponding fundamental weights, i.e., the dual basis to the
coroot basis {2a1 /{1, 1), ..., 20 /{0y, 0z )}. Then

A=7Zwi+:--+Zw,,

AT = Zsow1 + -+ Zsowr.
Let
C =Rsowy +---+Rsow, (4-10)

be the fundamental Weyl chamber, and we have the decomposition

ib* = (s|€_|WsC) |_|(

where W is the Weyl group. Here Ul stands for disjoint union.

U{Aeib*l(/\,a)zo}), (4-11)

aed

Define
,
1 _ .
p.—EZa—Zw,. (4-12)
aeP i=1
Then we have
GxAT

such that the irreducible representation 73, corresponding to A € A™ has the character y; and dimension d;
given by Weyl’s formulas

det s)esAtP)
Y sew (dets)es?
g, = acp (@A +p) (4-14)
l_[aeP (Ol, P)

Let H € b. We can think of —i H as a real linear functional on i b*, and by the Cartan—Killing inner

product on i b*, we thus get a correspondence between H € b and an element in i b*, still denoted as H.

AMH) = o1 {(4H) and we rewrite Weyl’s character formula as

> e (dets)el SGF0)H)
Y sew (dets)elle-H)

Also under this correspondence between b and i b*, we have

Under this correspondence, e

(4-15)

xa(exp H) =

B ~ib*/2nT",

where

2001 20,
4.+ 7
(g, 01) (o, )

rv=z

is the coroot lattice.
We define the cells to be the connected components of {H € ib*/27xTY | (o, H) ¢ 277} and call
{H €ib*/2nTV | (o, H) € 2 Z} the cell walls.



1184 YUNFENG ZHANG

We also record here Weyl’s integral formula. Let f € L(G) be invariant under the adjoint action
of G. Then

1
| £ = [ @1DpGIP ab. (4-16)
G Wl Js
Here du, db are respectively the normalized Haar measures of G and B, and

Dp(H) =Y (dets)e’ )
seW
is the Weyl denominator.

Finally we describe the functional calculus of the Laplace—Beltrami operator A. Given any irreducible
unitary representation (wy, V) of G in the class A € G =~ AT, the operator A acts on the space
My ={tr(mw)T) | T € End(V))} of matrix coefficients by

Af =—k, f forall fe My, AeG,
where
ky =1+ pl*—|pl*. (4-17)

Let f € L?(G) and consider the inverse Fourier transform f(x) = Y ca+ d tr(my (x) f (1)); then for
any bounded Borel function F : R — C, we have

F(A)f = ) F(—kp)d; tr(m (x) f (V).

AeAt
In particular, we have
A f =" e dy r(ma(x) f (M), (4-18)
AeAt
. k . .
Pye'tA f = Z ¢(—N—/12)e_”k*d,x tr(mwy (x) £ (A)). 4-19)
AeAt

Example 4.1. Let M = SU(2), which is of dimension 3 and rank 1. Let a = R be the Cartan subalgebra
and A = R/27Z be the maximal torus. The root system is {+«}, where « acts on a by «(6) = 26. The
fundamental weight is w = %a. We normalize the Cartan—Killing form so that |w| = 1. The Weyl group W
is of order 2, and acts on a as well as a* through multiplication by 1. For m € Z>¢ = Z>ow = AT, we

have
dm =m+1, (4-20)
i(m+1)0 _ ,—i(m+1)0 : 16
@) = —¢ _sinm D6 -y ranz, (4-21)
610 _e—19 sin O
km=(m+1)2—1. (4-22)

5. The Schrédinger kernel

Let f € L%(G). Then (4-19) implies

. k . A
(Pre™® 1170 =0 5 )™ F b,
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Define

ki i
(K90 = 0 35 )4 0

which implies
ka \ itk
Ky(t.x)= > ‘P(Nz)e " dy (). (5-1)

) AeEAT
Then we can write

Pye"™ f = Kn(t,)* f = f*Kn(,-),
and we call Ky (¢, x) the Schridinger kernel. Incorporating (4-14), (4-15) and (4-17) into (5-1), we get

Ky (t,x)= Z e—ir(lx+p|2—|p|2)(p(|A+P|2—|P|2)Haep(a,k+p) 3 o (dets)el (sG+0).H) 52)
| AeAt N? [loep{e.p) ZSGW(dets)ei<S(P),H) )

Example 5.1. Specializing the Schrodinger kernel (5-2) to G = SU(2), using (4-20), (4-21), and (4-22),

we have
00 . j 0 _ ,—i(m+1)0
_ (m + 1)2 1 —i((m+l)2—1)t el(m+l) e
KN(I, 9)—m2_0§0(T (m+1)e ei@_e—ie s QER/QJL’Z (5-3)

More generally, let G = R" /27Ty x K1 x --- x K, be equipped with a rational metric g as in
Definition 2.1. Let A be the dual lattice of I'g and A; be the weight lattice for K;, j =1,...,m. Let
Py = ®71:0 @i (N —2A ) be a Littlewood—Paley projection of product type as described in Section 3C.
Define the Schrodinger kernel Ky on G by

Pye''f = fxKn(t.-)=Kn(t.")* f. (5-4)
Then m
Ky=]]Kn,;. (5-5)
j=0

where the K ;’s are respectively the Schrodinger kernels on each component of G

Kno= Y —1A0*\ —itg5 a0l i tho. Ho)
No = Yo e € ’

2
),()eA() ﬂON
—Aj + 07 P+ 105 P\ itp1 1A 40, 1P+, P2
Kn,j = Z W( J /3~JN2 T eth e e )dAjUj’
AjEAj_ /
Jj =1,...,m. Here the p;’s are defined in terms of (4-12). We also write
Ky =) o0 Ne ™ rd;y;,
reG

where

A=Aos-  Am) €G = Ao x AT x---x A,

m
—kz = =By [hol>+ Y B (—1As +pi >+ 10j 7). (5-6)
j=1
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—[2o?\ —[Aj +pi 1>+ 10 7
o (L, N) =<Po( ) 11w duhaliing] 5-7)
BoN j=1 lng
m ) m
d/1 — l_[ d/ljv x1= el(lo,HO) 1_[ XA, -
j=1 j=1

Tracking all the definitions, we get the following lemma.
Lemma 5.2. Let d, r be respectively the dimension and rank of G
() [ e G lhky SN2 SN,
(i) dy < N@=/2 yniformly for all A € G such that k) < N2
Now we interpret the Strichartz estimates on G as Fourier restriction estimates.

Lemma 5.3. For a compact simply connected semisimple Lie group G and its weight lattice A, there
exists D € N such that (A1, A2) € D~ l7 forall Ay, Ay € A.

Proof. Let ® be the set of roots for G. Then by Lemma 4.3.5 in [Varadarajan 1974], («, B) are rational
numbers for all o, f € ®. Let S = {1,...,a,} C P be a system of simple roots. Since the set of
fundamental weights {w1, ..., w,} forms a dual basis to {201/ (o1, ®1), ..., 20, /{ty, @)} With respect
to the Cartan—Killing form (-, -), and (@;, ;) are rational numbers for all 7, j = 1,...,r, we have that
the w;’s can be expressed as linear combinations of the «;’s with rational coefficients. This implies that
(w;, w;) are rational numbers for all i, j =1, ..., r. Since there are only finitely many such numbers as
(wi, wj), there exists D € N so that (w;, w;) € D~17 for all i,j=1,...,r. Thus (A1,A,) € D17 for
all A1, A € A, since A =Zwy + -+ Zw,. O

For G =R" /27y x K1 X --- X Ky, by the previous lemma, there exists for each j = 1,...,m some
D; € N such that (A, u) € Dj_ll forall A, u € A;.r, which implies by (4-12) that

—[4j + 0 * + 1o 1> = =1A; 1> = (4;.2p;) € D} 'Z

forall A; € A;. Also recall that we require that there exists some D € N such that (1, v) € D17 for all
u,v € I'yp. This implies that there also exists some D¢ € N such that (A, ) € D(le forall A, u € Ayp.
By Definition 2.1 of a rational metric, there exists some D, > 0 such that

Bol..... B, e DYIN.
Define
m
T =2xD.-[] D;. (5-8)
j=0
Then (5-6) implies that Tk, € 2w Z, which then implies that the Schrodinger kernel as in (5-5) is periodic

in ¢ with a period of 7. Thus we may view the time variable ¢ as living on the circle T = R/7Z. Now
the formal dual to the operator

T:L*G)— LP(TxG), [ Pye''®, (5-9)
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is computed to be

T* :Lp/(TxG)—>L2(G), F|—>/ PNe_’.SAF(s,-)%, (5-10)
T
and thus
ds

TT*:L? (TxG)— LP(TxG), Ft—>/P]%,ei(t_s)AF(s,-)7:fN*F, (5-11)
T

where
Ky =) ¢*A.Nye"™dy; =Ky*Ky.
reG
Note that the cutoff function ¢?(A, N) still defines a Littlewood—Paley projection of product type and
K N is the associated Schrodinger kernel. Now the argument of T T * says that the boundedness of the
operators (5-9), (5-10) and (5-11) are all equivalent; thus the Strichartz estimate in (3-1) is equivalent to

the space-time Strichartz estimate
2(d+2)

IKn * FllLoaxey SN 7 IF L0 rxo): (5-12)

We have the space-time Fourier transform on T x G as follows. For (n, 1) € ZT”Z x G, we have

~ A,N)-1d if n =—kj,
KN(n,A,) — (p( ) d)»Xd)» 1In . A (5-13)
0 otherwise.

Similarly, for f € L?(G), we have

: AN -fQ)  ifn=—ky,

(Pye'™ f(x)) (. ) = | £ NS D) i = (5-14)
0 otherwise.

For m(t) = ZnE(ZJr/T)Z m(n)e'™, we compute

(mKn)N(n, L) =mn +kp)e(A, N)dg, xq, - (5-15)

6. The Stein—-Tomas argument

Throughout this section, S! stands for the standard circle of unit length, and || - || stands for the distance

from 0 on S1. Define
) 1 a 1 }
=t r—— —,
Maq { €S ‘H qH<qN
where

a€Zsy, qeN, a<gq, (a,q)=1, ¢g<N.

We call such Mg 4’s as major arcs, which are reminiscent of the Hardy—Littlewood circle method. We
will prove the following key dispersive estimate.

Theorem 6.1. Let Ky be the Schrodinger kernel (5-5) and T be the period (5-8). Then
Nd

|Kn ()| S -
(Va(l+N| 55 - 2]'%)

t . .
Jor 5-5 € Ma g, uniformly in x € G.
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Noting the product structure (5-5) of Ky, the above theorem reduces to the cases on irreducible
components of G.

Theorem 6.2. (i) Given G = T? = R? /27T such that there exists D € R for which (A, 1) € D7 for
all A, € T'. Then the Schrodinger kernel

2
P g e
’ N

AEA

d
|KN<r,H)|s( il al/z)
Val+N|zp—2[7)

satisfies

for ﬁ € Mg, g, uniformly in H € T".

(i) Let G be a compact simply connected semisimple Lie group. Let A be the weight lattice for which
(A, ) € D7Z forall A, u € A for some D € R. Let Ky be the Schridinger kernel as defined in (5-2).
Then N

(Va(L+N |55 -2]"%)

|Kn (. x)| < (6-1)

for ﬁ € Mag,q, uniformly in x € G.

We will prove this theorem in the next section. Now we show how this theorem implies Strichartz
estimates.

Theorem 6.3. Let G = T" x Ky X --- X Ky, be equipped with a rational metric g and T be a period of
the Schrodinger flow as in (5-8). Let d, r be the dimension and rank of G respectively. Let f € L*(G),
A > 0 and define

my = pi(t.x) € Tx G | |[Pye’™ f(x)] > AL},

where i = dt-dug, with dt being the standard measure on T =R/ TZ and dug being the Haar measure
on G. Let

2(r+2)
Po = . .
Then the following statements hold true:
a r
D my, <e N%—(d+2>+€A—P0||f||{g(G) forallA>= N%~%, &>0.
(D) my S NE@DP| 2, o forall Az NET5, p> po.
itA g-d+2
(IID) [Pne'"® fllLrarxe) SN27 7 | fllL2 ) (6-2)

holds for all p > 2 + %.

(IV) Assume it holds that
d+2

7 N fllz2 ) (6-3)

it A d_
|Pne'™ fllLrrxG) Se N2

for some p > po; then (6-2) holds for all ¢ > p.
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The proof strategy of this theorem is a Stein—Tomas-type argument, similar to the proofs of Proposi-
tions 3.82, 3.110, 3.113 in [Bourgain 1993]. The new ingredient is the nonabelian Fourier transform. We
detail the proof in the following.

Let w € C2°(R) such that ® > 0, w(x) =1 forall |[x| <1 and w(x) =0 forall |[x| >2. Let N be a
dyadic natural number. Define

w1 =w(N?.),

o+

Q)W = a)(NM-)—a)(ZNM~),

where
1<M < N, M dyadic.
Let
N .
N1 = 10" 1 <0 < Ny, Q dyadic.
Then
1 1
> @i =1 on [———] (6-4)
0N N NQ NQ
. 2 2
Z w_ 1 =0 outside [——,—]. (6-5)
0N NM NQ NQ
Write

t
1= Z‘ Z [( Z‘ 53) *le}(T) + p(2). (6-6)
Note the major arc disjointness property

ai 2 2 ar 2 2
T e B
(‘11 NQ1" NO; q2 NQ>" NO» )

for (aj,qi) =1, Qi <qi <20, i =1,2, Q1 < Qs < Nj. This in particular implies

0<p(t)<1 forallt eR/TZ, (6-7)
1" 1 (T t 202
( pa w) enlr)] o=z [ ( o by ) oy (7)< S 09

0=<g<20 0=<q<20

which implies

=0z Y Y ‘[( > 53)*%(;)T(O)_

1<Q<N; Q<M <N (a,q)=1
0=gq<20

By Dirichlet’s lemma on rational approximations, for any % e S1, there exists a, q,withae€Z=g, g €N,
(a,q) =1, ¢ < N, such that | - — &|< . If p(£) # 0, then (6-4) implies ¢ > Ny = N/2'. This

(6-9)
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implies by (6-1) and (6-7) that

o) Kn (2, )| Loo(rxay < N972.

Now define coefficients ag as such that

[( > 5)*%(?)} (0) = ag.m H(0).

(a,9)=1

0=q<2Q
Then (6-8) and (6-9) imply
Q2
OlQ,M =~ W

Write
Kyex)= ), >, KN(t,x)[(( > 83) xo_1 (7)) —aQ,Mp] (®)

O<N; Q<M <N (a,q)=1

0=q<2Q
+ (1 + Z OlQ,M)KN(tvx)P(I),
o.M

and define

Ao(t.x) = KN(z,x)[(( 3 8;)*w1¢(%))—ag,w]<z>.

(a,q9)=1
0=<qg<20

Then from (6-1), (6-10), (6-12), we have

(M2
IA o mllLoorxe) S N? 2(5) -

Next, we estimate IA\Q, M . From (5-15), for

2r -, % A
ne TZ = —[r, A« S G’
we have
AQ}M(”,)&) ZA’Q,M(H’A)'Idd)LXd)Ly
where

romtn D =p M| (X 8e) -0 (T —agud |+ k)

(a,q9)=1
0=<g<20

Note that (6-11) immediately implies

Aomm,A)=0 forn+k)=0.

(6-10)

(6-11)

(6-12)

(6-13)

(6-14)

(6-15)

(6-16)

(6-17)

(6-18)

Let d(m, Q) denote the number of divisors of m less than Q; using Lemma 3.33 in [Bourgain 1993],

(5 som

(a,q9)=1
0=<g<20

T
Se d(2—n, Q)QH_S, n#0,¢e>0,
T

(6-19)
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we get

ot (Twtky ) 0
o d (P 0) + 2 ibn k)l

Ao.m (. M| Se (A, N)
Using
d(m7 Q) SS mg’

(6-19) and (6-6), we have

1+¢ s
p= Yy LG N o
1<Q0<N; O<M <N
thus
0 T(n+ky) 0
<o 0L, N)—=—| gea (L5
hoan )l 5o o N2 0% (T LR o) 1 €
NE
SepOL NS for ] S N2,

Proposition 6.4. (i) Assume that f € LY (T x G). Then

(M
1/ * Agmllzoaxay SN2 =) 1S ILiaxe).
0
(ii) Assume that f € L*>(T x G). Assume also

Ff(m,\)=0 for|n|= N2
Then
ON?®

If *Ao.mllL2rx6) 58 ”f||L2(T><G)v

1+2r

1,_B 4
—M||f||L2(TxG) +M'LTINZ| flpiaxe)

I/ *Ao.mlL2rxG) <v.B
N

for all
L>1, 0<t<l, B>g, N > (LO)E.

Proof. Using (6-15), we have

L (M)\2
1f * Agatllzeqix) < 1 1Ly 1A 0t lzmerxay < N 2(5) 1l 56

1191

(6-20)

(6-21)

(6-22)

(6-23)

(6-24)

(6-25)

(6-26)

(6-27)

This proves (i). (6-25) is a consequence of (4-4), (6-16), and (6-22). To prove (6-26), we use (4-1), (4-3)

and (6-16) to get

1
~ 2
1S % Apatlli2nc) = (Z il £ o )2 MQ,M(n,A)P) ,
n,A

which combined with (6-18), (6-20), and (6-21) yields
I * Ao mlL2rx6)

1+¢
. 9

. T k 2\3 2
s S (Teavranioniksa (TR 0) )+ R o
n,A

2 MN?2—¢

(6-28)
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Using Lemma 3.47 in [Bourgain 1993] and Lemma 5.2, we have

nl ks S Nz,d(””—”“, Q) . D}

oo :

<ep (D7BQTN2+08). max [{(n,A) |n+k; =m}
m|SN?
<o (D7BQ*N?2+ 0B) .11 e G | ky < N2
<. (D"BQ"N2+0B).N". (6-29)
Now (4-5) gives
Lf . MiEs S dall f 171 oy

and Lemma 5.2 gives
(A, N)dF| S NI,

which together with (6-29) imply
I/ *Ao.mllL2rxa)

Q1+8D Q2 Q1+8 B B 4
s (Gt s )M Mzceor+ 2 -0 20N+ 0N A f 1oy 630

This implies (6-26) assuming the conditions in (6-27). O
Now interpolating (6-23) and (6-25), we get

r_2d— r+2

d—5— teprs—E2 -4
If *Ag.mllLrrxe) Se N°72 Mz Q72 (6-31)
Interpolating (6-23) and (6-26) for
2(r +2 244
» 2042 L j0r which implies o = - — T F2TAT g (6-32)
r 2 p
we get

2d—r+2  r

If * Ao.mlLraxe) Sep N? T MaT Q Lp”f”Ll’ %G
—=(1—% r_r _B _r_d—-r
+ Q r(l p)MZ de 2 D ”f”Ll(TXG)' (6—33)

Now we are ready to prove Theorem 6.3.

Proof of Theorem 6.3. Without loss of generality, we assume that || f||;2(g) = 1. Then for F' = Py eltA f,
(3-2) implies

IFlz S 1, (6-34)
IFllL SN%. (6-35)

Let F
= X|F|>A" (6-36)

|F|
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Let P ~ be a Littlewood—Paley projection of product type such that P N o Py = Py. Let K N be the
Schrodinger kernel associated to P yelt A Then by (4-3), (5-13), and (5-14), we have
F+«Ky=F.
Let Q y2 be the Littlewood—Paley projection operator on L2(T x G) defined by

—k A= I’l2
N4
for some bump function ¢ such that Q 52 o Py = Py. Then by (4-2) and (5-14), we have

<F’H>L%,X = (QN2F7H>L%’X = (F, QNZH)L%X-

(QOn2H)" :=<o( )Fl(n,m

Then we can write
)&m)L < (F,H)L% = (F*I?N,QNzH)L% .

Using (4-1) and (4-3) again, we get
Amy <(F.Qn2H xKn)2 <|Fll2 1Qn2H*Kylp2
SIOn2H «Kylp2 =(On2H*Ky.Qn2H*Kn)p2

=(Qn2H. Qn2H  (Ky xKy))p2 (6-37)
Let
H/=QN2H, I’EN=I?N*I?N.

Note that H’ by definition satisfies the assumption in (6-24) and we can apply Proposition 6.4. Also note
that Ky is still a Schrodinger kernel associated to a Littlewood—Paley projection operator of product type.
Finally note that the Bernstein-type inequalities (3-2) and the definition (6-36) of H give

1
IH L < HlLp Smy. (6-38)
Write
A=Y > Aom. Ky=A+Ey-0),
1<Q=<Ni OQ<M=<N
where A g s is defined as in (6-14) except that Ky is replaced by K ~ - We have by (6-37)
APmi < (H' H'x N> +(H' H %Ky —N)p2

SUH Iy 1H 5 Ay +1HIZ, 1Ky = Allgs,- (6-39)

L7,
Using (6-31) for p = pg := w, then summing over Q, M, and noting (6-38), we have

_2d+4 _2d+4 =
VH' |, | H % Al <N 770 o H)12,, S NOT T Fom o,
th r.x Lo
’ 1.x

From (6-10) and (6-12) we get
IKy — Allpes, S N2, (6-40)
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which implies
|HI7) 1Ky = Al S NT2IHZ, S NO2m (6-41)

Then we have

which implies for A > N4/2-r/4
e N

Thus part (I) is proved. To prove part (II) for some fixed p, using part (I) and (6-35), it suffices to prove
it for A > N4/2—¢, Summing (6-33) over O, M in the range indicated by (6-27), we get

2d+4

_ _B _d+2
|H % AllLp S LN H | + LT NI H (6-42)

where

A1 = Z AQ’M
0<0,
O<M=<N
and Q; is the largest Q-value satisfying (6-27). For values Q > Q1, use (6-31) to get

2d+4 —(L—rt2
[H % (A=Al So N5+ 675

1H' - (6-43)

Using (6-39), (6-41), (6-42) and (6-43), we get

£ 2/ 1
s o 4—2d+2) N 2 B _g_d+2 1+ d—L 2
AmkﬁN p L—f—w mx +L PN ﬂmk + N ka-

2
oy ”

For A > N4/277/4 the last term of the above inequality can be dropped. Let Q1 = N% such that § > 0
and

(LN8)B <N (6-44)
such that (6-27) holds. Note that

for p > po + 107 and ¢ sufficiently small; thus

20a+2) 2’ B d+2 14+
Nmi<NTTS T Lm +LTP N o my 7

This implies

my, < NG 5 -p o yp(d—52) By —2p

<oy

d
2

d
NT)pL’z’ 4+ N—d-2 (%)ZPL—B.
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d
N2\ p
L = , B>=
(/\) T

and § be sufficiently small so that (6-44) holds; then

Let

d prT
_aa NZ\PT2
mst‘”(—) .

A

Note that conditions for p, T indicated in (6-32) imply that p + % can take any exponent > pg = w

This completes the proof of part (II).
The proofs of parts (III) and (IV) are then identical to the proofs of Propositions 3.110 and 3.113
respectively in [Bourgain 1993]. O

Proof of Theorem 2.2. Part (i) is a direct consequence of Theorem 6.3(III). Part (ii) is a direct consequence
of Theorem 6.3(IV) and the result from [Bourgain and Demeter 2015] that full Strichartz estimates hold
on any torus with an e-loss. O

7. Dispersive estimates on major arcs

In this section, we prove Theorem 6.2.

TA. Weyl-type sums on rational lattices.

Definition 7.1. Let L = Zwj +--- + Zw, be a lattice on an inner product space (V, (-,-)). We say L is
a rational lattice provided that there exists some D € R such that (w;, w;) € D™1Z. We call the number
D a period of L.

By Lemma 5.3, any weight lattice A is a rational lattice with respect to the Cartan—Killing form. As a
sublattice of A, the root lattice I' is also rational.
Let f be a function on Z" and define the difference operator D; by

Dif(ny,....ny):= f(ny,...,nji—1,n; + Lnjy1,...,n,)— f(ny,...,np) (7-1)
fori =1,...,r. The Leibniz rule for D; reads
n n
D,-(l_[ f,-) =Y > Difi,;:Difi,- [] &5 (7-2)
Jj=1 I=1 1<ki<-<k;<n J#K1,e.k
1<j=n

Note that there are 2" — 1 terms in the right side of the above formula.

Definition 7.2. Let L =~ 7" be a lattice of rank r. Given A € R, we say a function f on L is a
pseudopolynomial of degree A provided for each n € Z

|Djy -+ Dy, f(ny1,...,n,)| S NAT" (7-3)

holds uniformly in |n;| SN, i =1,...,r,foralli; =1,...,r, j=1,...,n,and N > .
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A direct application of the Leibniz rule (7-2) gives the following lemma.

Lemma 7.3. Let L be a lattice and f, g two functions on L. Assume f, g are pseudopolynomials of
degrees A, B respectively. Then [ - g is a pseudopolynomial of degree A + B.

Now we have the following estimate on Weyl-type sums, which generalizes the classical Weyl inequality
in one dimension, as in Lemma 3.18 of [Bourgain 1993].

Lemma 7.4. Let L = Zw; + --- 4+ Zw, be a rational lattice in the inner product space (V, (-,-)) with a
period D > 0. Let ¢ be a bump functionon Rand N > 1, A € R. Suppose f : L — C a pseudopolynomial
of degree A. Let

it |A]?
F(t.Hy=Y_ eV +’<*’H>¢(W) -f (7-4)
A€L
fort € Rand H € V. Then for D € Mg 4, we have
NA-l—r
|[F(t. H)| < (7-5)

(Va(L+ N |55 —2]"%)

uniformly in H € V.
Note that part (i) of Theorem 6.2 is a direct consequence of this lemma.

Proof. By the Weyl differencing trick, write

. : SR el
FR= Y e—nqm2—|A2|2)+1<A1—A23H>¢(| 1 ) | 2 ) f () f(R2)

N2
Al,A2€L
= Y et 5 et (IEREY (B r ) 7
n=A1—Az A=4z
AR\ (AP
= X [ (2R, (1 )f(u+k)f(/\)'

lwlSN A

Now let L = Zwq + - -+ + Zw,. Write

r
A=Zn,~w,~

i=1

112 112
g(x)zw('“ | ) (' | )f(u+k)f(k)

and

N2

Note that as functions in A € L, both ¢(|u + A|?/N?)| and ¢(|1|?/N?) are pseudopolynomials of
degree 0, and both f (i + A) and f(1) are pseudopolynomials of degree A, which implies by Lemma 7.3
that g(A) is a pseudopolynomial of degree 2A4. That is, g(A) satisfies

|Dj, -+ Dy, g(A)] < N24™" (7-6)
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uniformly for [A| < N and N > 1, forall iy,...,i, € {1,...,r}. Write

Z e—izt(u,k)g(k) _ Z (1—[ e—itni(u,Zwi))g(;\)‘ (7-7)

AeL ni,..ny€Z Ni=1
By summation by parts twice, we have

. e-it(M,ZU)]) 2 .
Z e_””l(”’zwl)g = (—1 _ )) Z e_”"l(“’zw‘)ng(nl, NS (7-8)

_e—lt(u,Zwl
ni1€z n1€z

then (7-7) becomes

12,0 emit(w2wn) N2 T —itmi2wn)) 2
Yo = () L ([T w2 pten....onn

A€L ni,...nr€Z Ni=1

Then we can carry out the procedure of summation by parts twice with respect to other variables nz, ..., n,.
But we require that only when

. _lt<u’52w) L
[1—e N=x

do we carry out the procedure to the variable n;. Using (7-6), we obtain

A2 A2 1
il (B2 Yo (W5 )t | < w2 o
i=1 (max{l —e~itln2wi), o })
r
< NZA—I' 1

¥

i=1 (max{|| 5zt (w. 2w;) .
Writing u = Z;=1 mjw;, m; € Z, we have

r

|F|25N2A r Z 1 .
Im,|<N i=1 (max{ |5zt 30—y mj (wy. 2wi) |, &)
j=1,..
Let
r
n,:ij-(wj,Zw,-).D, i:],‘”,r’ (7_9)

where D > 0 is the period of L so that (w;,w;) € D™'Z. Then n; € Z. Note that the matrix
({wj,2w;)D);,; is nondegenerate, which implies that for each vector (ny,...,n,;) € Z" there exists
at most one vector (my,...,m;) € Z" so that (7-9) holds; thus

r

|F|2§N2Ar2 l_[ 1

mi=n i=1 (max{] mipni
i=1,...,r

RuE

r

T 2 )
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Then by a standard estimate as in the proof of the classical Weyl inequality in one dimension, we have
1 N3

<
Ini|SN (maX{Hﬁ”i

2 ~ ’
DT (VA Nt = 5]
which implies the desired result

N2A+2r
|F|? < . O

T (VA + N 5 -2 )

Remark 7.5. Let Ao be a constant vector in R” and C a constant real number. Then we can slightly

generalize the form of the function F(¢, H) in the above lemma into

; ; A+Aol2+C
F(t.H)= Ze_”'““'zﬂ(l’mw(—l * 1\(;|2 * )'f
A€l

such that the conclusion of the lemma still holds.

7B. From a chamber to the whole weight lattice. To prove part (ii) of Theorem 6.2, we first rewrite the
Schrodinger kernel as an exponential sum over the whole weight lattice A instead of just a chamber of it,
in order to apply Lemma 7.4.

Lemma 7.6. Recall that Dp(H) = )y (det s)e!-H) s the Weyl denominator. We have

eltlo” i, (IMP=lp
Kn(t,x) = o—itlal +z<a,H>¢( ) @) (7-10)
(Tuer (e p) Dp (H) ;i N2 11
citlo? By 12— ol2 dets)e! (s().H)
= Z e ltMleD(M) 1_[ (o, A) ZsEW( ) o (7-11)
(Hd€P<a7 ,O))|W| AEA N aEP Zsew(dets)e L)

Proof. To prove (7-11), first note that from Proposition 7.13 below, [[,cp (o, ) is an anti-invariant
polynomial, that is,

[ (e s) = (dets) [ ] {e. 1) (7-12)

aeP aeP
for all A € ib*. Recall that the Weyl group W acts on i b* isometrically; that is,

|s(M)| =|A| foralls e W, Ae€ib*. (7-13)

Also recalling the definition (4-12) of p and the definition (4-10) of the fundamental chamber C, we may
rewrite K as in (5-2) into

; 2
eitlol

K _ i (A =1pl? Jy i(s(A).H)
N, x)= Z e [0) Nz l_[(a, )Z(dets)e .

(naePW’p))DP AEANC aeP seW
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Using the (7-12) and (7-13), we write

1 o[2
Kn(t.x) = eitlol Z Z —it|A|? (MI —2|,0| )H(a,s(k))e”sm’m
(Maep (o) Dr i, S N a€P
P12
_ eltlel Z Z —it|s(A)|? (|S(A)|2—|P|2)l—[< s(A))e’ i(s(A),H)
(oep (@) Pr o e aeP
eitlol? itIA]2 (Iklz—l 2 -
_ —it|Al P ) i(A,H)
= oo ol ——) ] (e.1e . (7-14)
(Ieep(@.p) Dp Aellyew s(ANC) N wcP
which then implies by (4-11) that
eitler e, (142 =lol? -
Ky(t,x) = e~ itlAl (ﬂ(—) (a,k)e’(A’H).
(ITgep (. p)) Dp % N2 alel
This proves (7-10). To prove (7-11), write
it AP+ |AI> = 1p?
3 i +1(A,H)¢)( — TT (e 3
A€A acP
) ) A 2 _ 112
= Ze—”'sm'%<S(“H>¢(—|S( )lNz o ) [Tlsm). @13

AEA aeP

which implies using (7-12) and (7-13) that

i), (1AP=lel? 1) = (det it (1A=l )
Ze P\ 7Nz l_[(ot, )_(es)Ze P\ 7Nz H(Ol’ )

AEA aeP AEA aeP

which further implies

_it|A? |A> —1pl?
Ze it|Al*+i(AH) ( =3 H(avk>

AEA aeP
AP, A2 = 1o i(s(A),H)
o Z 73 [T 2) )" (dets)e .
| | AEA acP seW
This combined with (7-10) yields (7-11). O

Example 7.7. Specializing (7-10) and (7-11) to the Schrodinger kernel (5-3) for G = SU(2), we get

—1
Kn(t,0) = —5——07 3 Titm+imd (mN2 )m (7-16)
mezZ
eit itm? m2_1 eimG _e—ime
=72e go( 3 )m P T 0 e R/2nZ. (7-17)

mez
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Corollary 7.8. (6-1) holds for the following two scenarios:
Scenario 1: x = 1g, where 1 is the identity element of G.

Scenario 2: H % (a, H) ” z % for any x conjugate to exp H. This is to say that the variable H is away
from all the cell walls {H } H %(a, H) ” = 0 for some a € P} by a distance of Z ﬁ

Proof. Scenario 1: When x = ¢, the character equals y; (1g) =dy =[[,ep (. A)/ [[yep (. p). Then
by (7-11), the Schrodinger kernel at x = 1 equals

itlp|? s 2.2 2
Kn(t, 1g) = e’ > et %W)(H(a,m) . (7-18)

(IMeep (@ P>)2|W| A€A acP

Note that f(1) = (]—[wep(cx,)t))2 is a polynomial in the variable A = njwy + --- + n,w, € A of
degree 2| P|, which equals d — r by (4-8). Thus f is also a pseudopolynomial of degree d — r. Then the
desired estimate is a direct consequence of Lemma 7.4.

Scenario 2: By Lemma 4.13.4 of Chapter 4 in [Varadarajan 1974], the Weyl denominator Dp =
> seW(dets)ei (s(0).H) can be rewritten as

aeP
Note that
|ei(oz,H) —1]
1< < 1.

R

Then by assumption the Weyl denominator satisfies

IDp(H)I 2 [l 55te H)| 2 NP (7-20)
aeP
Let 5 5
APt A2 = Ip|
F=Y et +1(A,H)(p( = f
AEA

where f = [],cp (. A). Note that f is a polynomial and thus also a pseudopolynomial of degree |P |
in A. Applying Lemma 7.4 to F we get

itlpl? 1 N7HP]
Kar(t, )] = ¢ ‘-|F|s L ‘-|F|5N'P'- o
Taer 1) D () PG (v + Nzt =417
Recalling |P| = %, we establish (6-1) for Scenario 2. |

Example 7.9. We specialize the Schrodinger kernel (7-16) and (7-17) to the case of G = SU(2). Scenario 1
in the above corollary corresponds to when 8 € 277 and

. 2
Z e—ll‘mZ(p(n/l]v2 )mz . (7_21)

mezZ

elt oo (m?—1
Kn(t6) =5 S (Mo Jn, K0 3
mez
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Scenario 2 corresponds to when |e!? —e | > L equivalently, when 6 is away from the cell walls {0, 77}
by a distance 2 + 1 . In this case,

KN 5 |

Z p—itm2 im0 (mN; 1 )m' 722

meZz

Then we get the desired estimates for (7-21) and (7-22) using Lemma 7.4.

7C. Pseudopolynomial behavior of characters. We have established the key estimates (6-1) for when
the variable exp H in the maximal torus is either the identity or away from all the cell walls by a distance
of 2 1 . To establish (6-1) fully, we need to look at the scenarios when the variable exp H is close to the
some of the cell walls within a distance of < +- 1 . In this section, we first deal with the scenario when the
variable exp H is close to all the cell walls w1th1n a distance of < +- 1 . To achieve this end, we first prove
the following crucial lemma on the pseudopolynomial behavior of characters.

Lemma 7.10. Let i € ib* For A € ib*, define

> e (dets)el SGA1H)

“AL H) = .
. : ZseW(detS)e’“(P),H)

Let L = 77 be the weight lattice or the root lattice (or any sublattice of full rank of the weight lattice),
and viewing y*(A, H) as a function in A € L, we have

Dy, - Dy y* (A, H)| S N“T°F (7-23)

holds uniformly in |A| < N, |H| < N’ and N > 1, for all k € Z>¢. In other words, y*(A,H) is a
pseudopolynomial of degree 5% in A uniformly in |H | < N

Using this lemma, applying Lemma 7.4 to the Schrodinger kernel Ky in the form of (7-11), we
immediately get the following corollary.

Corollary 7.11. Inequality (6-1) holds uniformly when x € G is conjugate to exp H such that |H| < %
In other words, when x is within < N a distance from the identity 1g.

We now prove Lemma 7.10 for L =~ Zw; + - - - + Zw, being the weight lattice (the case for the root
lattice or any other sublattice can be proved similarly). First note that as |H | < L for N large enough,
by (7-19), we have

Thus it suffices to show (7-23) replacing y*(A, H) by

S ey (dets)el (G- H)

K, H) =
x4, H) Macp (@ H)

(7-24)
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7C.1. Approach 1: via BGG-Demazure operators. The idea is to expand the numerator of )(‘1" (A, H)
into a power series of polynomials in H € i b* which are anti-invariant with respect to the Weyl group W,
and then to estimate the quotients of these polynomial over the denominator [ [, p (o, H). We will see
that these quotients are in fact polynomials in H € ib*, and can be more or less explicitly computed by
the BGG-Demazure operators. We now review the basic definitions and facts of the BGG-Demazure
operators and the related invariant theory. A good reference is Chapter IV in [Hiller 1982].

From now on, we fix an inner product space (a, (-,-)) and let ® be an integral root system in the dual
space (a*, (-,-)). Let P(a) be the space of polynomial functions on a. The orthogonal group O(a) with
respect to the inner product on g, in particular the Weyl group, acts on P(a) by

(sf)(H):= f(sT'H), s€O(), feP(), Hea
Definition 7.12. For o € a*, let 54 : a — a denote the reflection about the hyperplane

{Hea|a(H) =0},
that is,
a(H)
(o, )
where H € a. Here H,, corresponds to « through the identification a => a*. Define the BGG-Demazure
operator Ay : P(a) — P(a) associated to o € a* by

Ao(f) = f%"‘(f).

so(H):=H =2

Hy,

As an example, we compute Ay (A™) for A € a*:

m (A,a) \m
A, () — A" = =215 Ha) _ A — (A =2855)
o o

— ;(_1)"—1 (’?) (a?;)i A, @) =Iam=i. (7-25)

This computation in particular implies that for any f € P(a), the operator A, ( f) lowers the degree of f
by at least 1.
Let P(a)" denote the subspace of P(a) that is invariant under the action of the Weyl group W, that s,

P :={feP(a)|sf=fforallse W}
We call P(a)" the space of invariant polynomials. We also define
PV :={f e P(a)|sf = (dets) f forall s € W}.

We call P(a)gzt the space of anti-invariant polynomials. We have the following proposition which states
that P (a)ggt is a free P(a)" -module of rank 1.
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Proposition 7.13 [Hiller 1982, Chapter II, Proposition 4.4]. Define dqet € P(a) by

ddet = 1_[ o.

aeP

Then dge; € P(a)g‘e/t and
P(a)f, = daet P()7.

By the above proposition, given any anti-invariant polynomial f, we have f = d - g, where g is
invariant. We call g the invariant part of f. The BGG-Demazure operators provide a procedure that
computes the invariant part of any anti-invariant polynomial. We describe this procedure as follows. The
Weyl group W is generated by the reflections sg, , . .., Sq,, Where S = {o1, ..., @} is the set of simple

roots. Define the length of s € W' to be the smallest number k such that s can be written as s = sq; -+ Sq;, -
The longest element s in W is of length | P| = d;’

1990]. Write s = Sai, " Say, - Set

, and such s is unique; see Section 1.8 in [Humphreys
§=1Ng; - Ay,
and note that it is well-defined in the sense it does not depend on the particular choice of the decomposition
§ = Sq; *rSa;, s See Chapter 1V, Proposition 1.7 in [Hiller 1982].

Proposition 7.14 [Hiller 1982, Chapter IV, Proposition 1.6]. We have

4
ddet f

5f =

forall f € P(a)ggt.

That is, the operator § produces the invariant part of any anti-invariant polynomial (modulo a multi-

plicative constant). As an example, we compute § = Ag; - Ag;, ON A™. Proceed inductively using

(7-25), we arrive at the following proposition. "
Proposition 7.15. Let m > L. Then
som= > D [Tenge )P [Ttk e, ) [T a7
0,a(c,B),b(y),c(§),nez a<p 4 ¢

such that the following statements are true:

(1) In each term of the sum, 3 ., b(y) +n = m.

(2) In each term of the sum, 3 ¢ c(§) +n=m— L.

(3) In each term of the sum, 3, b(y) = ¢ c(§) = L.

(4) In each term of the sum, |a(a, B)| <mL and b(y),c({),n=0,1,...,m.

(5) There are in total less than 3L terms in the sum.

Note that since each BGG-Demazure operator Aaij ing = Ag;, -+ Ag;, lowers the degree of polyno-

1

mials by at least 1, & lowers the degree by at least L. Thus

SA™) =0 form< L. (7-26)
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Example 7.16. We specialize the discussion to the case M = SU(2). Recall that a* = Rw, where w
is the fundamental weight, and ® = {f+a} with « = 2w. P(a) consists of polynomials in the variable
A eRx~Rw. For)LEIR [Rw and f € P(a), we have

1}—)11)

)= f(=)
() = ===,
m—1
S(™M) = A , modd,
0, m even,
dget(A) = 2A. (7-27)

We can now finish the proof of (7-23).
Proof of Lemma 7.10. Recall that it suffices to prove (7-23) replacing y* (A, H) by le (A, H) in (7-24).

Using power series expansions, write

Z (dets)e! Ati-H) — Z (dets) Z —(1 (s(A+p), H)™

sew sew
Z Z (dets)(s(A + 1), H)™. (7-28)
m=0 ! sEW
Note that
Sn(H) = fn() = fn(A, H) := ) (dets)(s(A + ), H)™ (7-29)
seWw

is an anti-invariant polynomial in H with respect to the Weyl group W; thus by Proposition 7.14,

ddet( ) 1_[ P
H)= -8 eE . §fm(H
() = S 31, (1) = LSl 1),
This implies that we can rewrite (7-24) as
T im
YA H) = — —08fm(H).
O H) = i 22 b H)
Thus to prove (7-23), it suffices to prove that
1
> — D, -+ Dy 8fm())| S NETF
Om!
m=

for all k € Z>¢, uniformly in |n;| < N, where A = njwq + -+ 4+ n,w,. Then by (7-29), it suffices to
prove that

o0
1

Z —|Dj; -+ Dy Bl(sh + )™ DI 5 NE* forall s e W.
m

Without loss of generality, it suffices to show
o0

1
> Dy Dy B[(A +p)™D] s NETE. (7-30)

m=0
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Noting (7-26), it suffices to consider cases when m > L. We apply Proposition 7.15 to write
S((A+ ™) (H)

— > (=D [T (i tig)*@P T T4 + 0y )2 O T Jhetip HY @A+ o HY. - (7-31)
0,a(a.,B),b(y),c(£).n a<pB 4 ¢

First note that for A = njwy +---+n,wy, |n;| SN, i=1,...,r, we have
1< Hai o) <1, [(A+up,ai)| SN, (7-32)

. 1
and by the assumption |H| < «,

.
fors S e 1+ H) = | (st #)) + (e )| 51 (733)
i=1
These imply
18((X + )™ (H)| < Z C2a.pla@B+3, b(y)+3 e c(@)+n prdy c(y)=2¢ c(§) (7-34)

0,a(a,B),b(y),c(§).n

for some constant C independent of m. Now we derive a similar estimate for D; (6[(A + ©)™])(H). By
(7-31),

D; (8[(A + )™ (H) = S 0 [ ey i) P T Tl HY®
0,a(a,8),b(y);c(§).n a<pB ¢
- D; (H(A + 1.3, )PP (A . H>"). (7-35)
Y

For A =nywy 4 - -+ n,w;, we compute
Di({(A +p, i) = (i, aiy, ),
Di((A+u, H)) = (a;, H).
The above two formulas combined with (7-32), (7-33), and the Leibniz rule (7-2) for D; imply

‘D,- (T + s, PO 0411
Y

< Cy bW+ X, b(y)—1

This combined with (7-32), (7-33) and (7-35) implies
[Di (B[(A + )" D(H)| < 3 CZapla@B+L, b+, c@)+n T, b)=Ye c(@)—1
6.a(e,B),b(y),c(©).n
Inductively, we have
|Dj, -+ Di, B[(A+w)"])(H)| Z CXa.pla@B)+2, b(y)+Xcc@)+n N2, b(y)—X c§)—k
8.a(a,B),b(y),c().n

for some constant C independent of m. This by Proposition 7.15 then implies

1Dy, -+ Dig B3+ ™D (H)| = 3"ECEmENET, < cmy ok
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for some positive constant C independent of m. This estimate implies (7-30), noting that
— =<1 (7-36)

This finishes the proof. O

7C.2. Approach 2: via Harish-Chandra’s integral formula. This very short approach expresses x| M, H)
as an integral over the group G. We apply the Harish-Chandra’s integral formula [1957], which reads

3 (dets)elhn) = [locp (e A) - Tlaeplo. 1) / oA D) g
seW HaeP (Ol,p) G

where A, u € be, and dg is the normalized Haar measure on G. Then we can rewrite y} ", H) as

1Pl A .
wn gy = Haeple 2 1) [ trronscn g

HaeP (O" ,O>
Note that
naePWa IO)
is a polynomial in A € A of degree |P| = 45L. Also, as |H| < &, we have |Adg (H)| < N uniformly in

g € G, which implies that the integral

) = /G (At p.Adg () 1o

as a function in A is a pseudopolynomial of degree 0, uniformly in |H | < % Then by the Leibniz rule,

d—r

5+, uniformly in |H | < % This finishes

x'(A, H) as a function of A is a pseudopolynomial of degree
the proof of Lemma 7.10.

Remark 7.17. Note that Lemma 7.10 can be stated purely in terms of an integral root system without
mentioning the ambient compact Lie group, and it still holds true this way. It can be seen either by the
approach via BGG-Demazure operators, which is purely a root-system-theoretic argument, or by the fact
that, for any integral root system &, there associates to it a unique compact simply connected semisimple
Lie group equipped with this root system; thus the approach via Harish-Chandra’s integral formula still
works, even though the argument explicitly involves the group.

7D. From the weight lattice to the root lattice. We say exp H is a corner in the maximal torus provided

|5 (. H)| =0 foralla € P

In this section, we extend Corollary 7.11 to the scenarios when exp H is within a distance of < % from
some corner. That is, when

| (. H)|| < & foralla e P. (7-37)
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To this end, we rewrite the Schrodinger kernel Ky (¢, x) as a finite sum of exponential sums over the root
lattice:

KN(Z,X)

=C Z Z e—it(lx|z—|p|2)(p(IAIZ—IPP) Moep (@A) 3 e (dets)e! SGH)
N2 ) Tlgep (@.p) X sep (dets)ei (). H)

HEA/T Aeu+T

i (s (A
= C Z Z e_il(lk'i‘ﬂlz_lplz)(p (|A+/,L|2—|p|2) l_[aGP <a’k+l[’b> ZSGW(dets)el (S( +M)’H) , (7_38)
weA/T AeT N? [loep(a.p) ZseW(dets)el<s(p)’H)
where C = e/tlPl” /|W|.
Proposition 7.18. Let (1 be an element in the weight lattice A and let
KK’ @ x) 2 2 i (s(A+u), H
= e—n(|x+m2—|p|2)¢(lk + p1l* = ol ) [aep (oA + 1) 3y (dets)e - (7-39)
P N2 [aer @ p) X e (dets)elCOLH)
where x is conjugate to exp H. Then
Nd
|Ky ()] S : (7-40)
/2\\T
(Va(l+Nlzp=217)
for ﬁ € Mag.q, uniformly for ”%((x, H) H < %for allo € P.
Using (7-38) and the finiteness of A/I", we have the following corollary.
Corollary 7.19. Inequality (6-1) holds for the case when || 5= (o, H)|| < 3 for all a € P.
To prove Proposition 7.18, we first prove a variant of Lemma 7.10.
Lemma 7.20. Let > W(dets)e"(s(/’”%)’m
XA H) = . = (7-41)

T e p (e 1)

be defined as in Lemma 7.10. Assume in addition that i € A. Then y*(A, H) as a functionin A € T is a

pseudopolynomial of degree % uniformly in H such that ” %a(H ) H < ﬁ forallo € P.

Proof. For all H € ib* such that ” %(a, H) H < % for all & € P, by considering the dual basis of the
simple roots {a1, ..., 0, }, we can write

H=H;+ H, (7-42)
such that
| (ai Hi)| = || o= {ei . HY| S %, i=1.....r, (7-43)
and
(i, Hy) €2nZ, i=1,...,r. (7-44)

This implies that exp H» is a corner and
|H1l < % (7-45)
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Then for A € ' = Zay + -+ + Zay,
3o (dets)el (s H) i (s (). Ha)

192 — M —
1A H) = " (A Hi + Hy) = e~ (o Hi+Ho) [ _p (el @ HD — 1)

(7-46)
Note that, see Corollary 4.13.3 in [Varadarajan 1974], s(u) —u € ' for all © € A and s € W, which
combined with (7-44) implies

e S H2) — Qi Ho) - forall e A, s € W.
Then (7-46) becomes

el (1. Hz) . e (dets)el S+ HY)
e—ilp.H2)  o—i{p.H1) ] eilo,Hi) _1)

XL H) = eltntpH2) iy Hy), (7-47)
aeP(

which is a pseudopolynomial in A € T" of degree % uniformly in |H;| < + by Lemma 7.10. |

Proof of Proposition 7.18. Since ]_[O(E plo,A4+p)isa polynomial and thus also a pseudopolynomial in )t

of degree | P| = (o, H) H

for all « € P by the previous lemma,

f(k)::IIa€P<avk'+ﬁw‘

HaeP (Ol ,0>

is then a pseudopolynomial of degree d — r uniformly in H 2L o, H) H < % for all € P. Then the

x4, H)

desired result comes from a direct application of Lemma 7.4. O

Example 7.21. We specialize the discussion in this section to the case G = SU(2). Recall that A = Zw,
I' = Za with o = 2w; thus A/ T = {0, 1} - w. (7-38) specializes to

Kn(t,0) =L (K (t,0) + K} (t,0)),

where 5 - -
m —im
0 _ —itm2 (m“—1 e —e
Ky=2> ¢ <p( N2 )m 0l0 _ p—if
m=2k
kez
2 im6 —im6
1 —itm2 (M~ —1 e —e
Ky= > e <p( N2 )m 010 _ p—if
m=2k+1
kez

for 8 € R/2xZ. Condition (7-37) specializes to H 9 ” ﬁ Write 6 = 601 + 65, where |01] < N’ and
0y =0,7. Thenform =2k, k eZ,

1

_ L (,imby _ —im6
Xm(e) - 6_10(61291 . 1) (e ! e 1)

1 o0
= T D ()~ mo))
n= O
6
:m > —( 267 'm"), (7-48)

now
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and similarly form =2k + 1, k € Z,

ei92@1 i" n—1_n
xm(0) = B2 ) ) @01 m").
n odd

Note that we are implicitly applying Proposition 7.14 so that
O - 20n—1 n’ dd,
Jn(01) 1= (m61)" — (=m61)" =01 -8fn = % R
) n even.
If |k| < N, then it is clear that
DLyl SN'EL D yopsa SNV LeZs,
X X2k+ >

where D is the difference operator with respect to the variable k. These two inequalities will give the
desired estimates for K R, and K zlv respectively using the Weyl sum estimate Lemma 7.4 in one dimension.

7E. Root subsystems. To finish the proof of part (ii) of Theorem 6.2, considering Corollaries 7.8 and 7.19,
it suffices to prove (6-1) in the scenarios when exp H is away from all the corners by a distance of 2 %
but stays close to some cell walls within a distance of < % We will identify these other walls as belonging
to a root subsystem of the original root system ®, and then we will decompose the character, the weight
lattice and thus the Schrodinger kernel according to this root subsystem.

TE.1. Identifying root subsystems and rewriting the character. Given any H € ib*, let Q i be the subset
of the set ® of roots defined by

Thus
O\ O = fae || 5zla H)| > 5}
Define
®y :={a € |« lies in the Z-linear span of Qg }. (7-49)
Then &y D Qgy, and
|5=(a. H)| < & foralla € ®p, (7-50)

with the implicit constant independent of H, and
lssA(e. H)|| > & foralloa e ®\ ®p. (7-51)
Note that ®g is Z-closed in ®; that is, no element in ® \ ® g lies in the Z-linear span of .

Proposition 7.22. ®g is an integral root system.

Proof. We check the requirements for an integral root system listed on page 1182. Parts (ii) and (iv) are
automatic from the fact that ® g is a subset of ®. Part (i) comes from the fact that ® g is a Z-linear space.
Part (iii) follows from the fact that s4 8 is a Z-linear combination of « and 8 for all «, 8 € @, and the
fact that ®g is a Z-linear space. O
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Then we say that @ is a root subsystem of ®.

Let W be the Weyl group of ®f. Wy is generated by reflections s, for « € &g and Wy is a
subgroup of the Weyl group W of ®. Let P be a positive system of roots of ® and Py = P N ®g. Then
Pp is a positive system of roots of &g . We rewrite the Weyl character as

> e (dets)el S-H)

T e e p (T~ 1)
_ (1/|WH|) ZSHEWH Zsew(det(SHs))el<(SHS)()’)3H)
e P ([yep\pyy (€@ H) = D) ([Naepy, (¢@H) = 1))
_ 1 Z (det s) ZSHEWH (det SH)ei(SH (s(A),H)
Wi le= ) [Tyepy py, (e @H) —1) & [Taep,, (e@H —1)
5 ey (detsp)el (1 GONH)
=C(H) (dets) = =—"H . ’ (7-52)
SEZW HaePH (el(ot,H) —1)
where
1
C(H):= . _ _ (7-53)
| Wi le™ (0,H) HoeeP\PH (el(Ot,H) —1)
Then by (7-51),
|C(H)| < NIP\Prl, (7-54)

Let Vg be the R-linear span of ®g in V =ib* and let H I'be the orthogonal projection of H on V.
Let H- = H— HIl. Then H' is orthogonal to Vg and we have

(detsgy) ei (s ), HE+HT)

2 =C(H) Y (dets)- o<Wy

o HaePH (ei(oe,HL+HII) _ 1)

det spp)el SOV (D) i (51 (sG) HI)
=C(H) Y (dets)- Lty (et 51)

= naePH (ei(a,Hn) —1

(7-55)

Note that since H is orthogonal to every root in ®, H~ is fixed by sy for any a € ®g7, which in turn
implies that H - is fixed by any sz € Wy ; that is, sg (HL) = H-L. Then

i Ly 4 Il
o ) Sty Sy Gt O e 1
sew l_[(xEPH (el(d,H”) _ 1)

= H E L i(sp(s(A),H
. i(s(A),H—) X ZSHGWH (detSH)e

C( ) (dets) e i :

s€ II(XEPH(e — )

(7-56)

Note that by the definition of H I, we have

|2k (e, H")” <+ foralla € ®p. (7-57)
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This means that exp H I'is a corner in the maximal torus of the compact semisimple Lie group associated
to the integral root system Pg .
Using the above formula, we rewrite the Schrodinger kernel (7-11) as

itlpl?
C(H)e'™ Y (dets) - K (. %), (7-58)

K , =
N([ X) (HaeP(a’p>)|W| seW

where

1 Il
. 1y_; 2 |)t|2 — |p|2 ZSHEWH (detsH)el (s (s(A),H")
Kvslt, ) = 3 6O a0 (L0 (T o _
AEA N? aE€P HaePH (el(a’H”) - 1)

Noting that for any s € W, [s(A)| = |A|, [[yep (. 5(1)) = (dets) [ [,ep (. A) by Proposition 7.13, and
s(A) = A, we have

Kns(t, x) = (dets) Kna1(z, x),
where 1 is the identity element in W. Then (7-58) becomes

C(H)eltll?

KN (L X) B (H(xeP (O[, P))

Kna(t,x). (7-59)

Proposition 7.23. Recall that

_ _ 2_ 1502 det spr)ei (s ). H")
Kya(t.x) = Ze’“’H”""“zw(—w i )(H(a,x)) Lo ey (eL0H) . (7-60)

1 Il
A€A Nz aeP 1_[0661"171 (ez(oz,H )~ 1)

Then
NE—IP\Px|

(va(i+N|zp - 4"

K1t x)[ < (7-61)

for 55 € Maq, uniformly in x € G.
Noting (7-54) and (7-59), the above proposition implies part (ii) of Theorem 6.2.

Example 7.24. Figure 1 is an illustration of the decomposition of the maximal torus of SU(3) according
to the values of H % (a, H) H, o € ®. Here P ={a1, a2, @3 = a1 + a2 }. The three proper root subsystems
of ® are {£«;}, i = 1,2, 3. The association of &g to H is as follows:

H € regions of color — oy =097,
H € regions of color — by ={to},
H € regions of color — Oy ={taz},
H € regions of color — by ={tos},
H e regions of color = oy =0.
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Figure 1. Decomposition of the maximal torus of SU(3) according to the values of
|5 (e, H) |, @ € A.

7E.2. Decomposition of the weight lattice. To prove Proposition 7.23, we will make a decomposition of
the weight lattice A according to the root subsystem ®g . First, we have the following lemma about root
subsystems. Let Proj;; denote the orthogonal projection map from the ambient inner product space onto
the subspace U.

Lemma 7.25. Let ® be an integral root system in the space V with the associated weight lattice A g. Let
W be a root subsystem of ®. Then let I'y and Ao be the root lattice and weight lattice associated to V
respectively. Let Viy be the R-linear span of W in V. Let Yy be the image of the orthogonal projection of
A g onto Viy. Then the following statements hold true:

(1) Yy is a lattice and I'y C Ty C Ay. In particular, the rank of Yy equals the rank of 'y as well
as Awy.

(2) Let the ranks of Yy and Mg be r and R respectively. Let {wy, ..., w;} be a basis of Yy. Pick
any {uy,...,u,} C Ao such that ProjV\p(ui) =w;, i =1,...,r. Then we can extend {uy, ..., u,}
into a basis {uy,...,Ur,Ur4+1,...,UR} of A@. Furthermore, we can pick {uy+1,...,uR} such that
Projy,, (u;) =0 fori =r+1,..., R
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Proof. (1) It’s clear that Ty is a lattice. Let 'y be the root lattice associated to . Then I'y C I'g. Thus
F\IJ = Proj Vo (F‘I’) C PrOqu; (F¢) C PrOjV\p (Aq)) = T‘IJ

On the other hand, for any u € Ag, o € I'y, we have (Projy,, (1), @) = (u, a). This in particular implies

2(Pr0jV\p(M)’“> _ 2(%“)

€Z forallueAg, aely.
(o, o) (o, o
This implies Projy,, (1) € Ay for all 4 € Ag; that is, Ty = Projy,, (Ae) C Ay.

(2) Let S :=Zuy +---+ Zu,; then S is a sublattice of Ag of rank r. By the theory of modules over a
principal ideal domain, there exists a basis {u/,...,u’s} of Ag and positive integers dy|d3|-- - |d, such
that {du',...,d;u,} is a basis of Sg. Then we must have di = dp =--- = d, = 1, since

Zdy Projy,, () + -+ Zd, Projy,, (u}.) = Projy, (Se)
= Projy,, (Ae) D ZProjy,, (u}) + -+ + ZProjy,, (u,)  (7-62)
and v/, ..., u, are R-linear independent. Thus we have
Se =Zuy+ -+ Zu, =Zuy + -+ Zu,,

and then {u1,..., u,, u’r FETRR M’R} is also a basis of A . Furthermore, by adding a Z-linear combination
of uy,...,ur toeachof u,_ ;... ,up, we can assume that Projy,, (u;) =0fori =r+1,....,R. O

We apply the above lemma to the root subsystem ®g of ®. Let V' =ib*, Vg be the R-linear span of
&g in V, I'g be the root lattice for @, and let

Tg := Projy,, (A). (7-63)
Then by the above lemma, we have
Yg OTI'y. (7-64)
Let rg be the rank of ®g as well as of 'y and Yg, and let {w1, ..., w,, } C Tq such that

Yy =Zwi +- + Zwy,,.
Pick {u1,...,uy;} C A such that

Projy, (u;) =w;, i=1,...,rg.
Then by the above lemma, we can extend {u1,...,u,, } into a basis {u1,...,u,} of A such that
Projy, (ui) =0, i=rg+1,...,r, (7-65)
with
A=7ui+---+Zu,.
Set

Yy =Zuy +--++ Zuy, CA.
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Then
Projy, : Yy = TH.

Recalling (7-64), let F}I be the sublattice of T}I corresponding to 'y C Yy under this isomorphism.
More precisely, let {«q, ..., o, } be a simple system of roots for I'y; then

Projy, : Ty =Zda) +---+Za,, => Ty =Zoy +---+Zay,, oo, i=1,....rg, (7-66)

and we have
Yy/Ty =Yu/Tu, |Yg/Tyl=I|Yu/TH|<oo. (7-67)

Decomposing the weight lattice as

A= || W+Th+Zuryq+-+2up),
WEYy /Ty
we have
. , . , + A+ A2 —|pl?
Kya(t,x) = 3 ez(u+kl+k2,Hl)—ztM+A1+A2|2¢(|M 1 N22| o )
WeYy /Ty

A ’ 4
Al=na] +otnyy &y
A2=Nyp 41 Ur g1+ +0ruy

; / I
Z (det SH)el (SH (M"f_)'l +)'2)9H )
’ (l_[ (o, + A +)\2)) SHGWFII—[ (el HT) 1) (7-68)
acP acPy T
Note that (7-65) implies for Ao = ny,, +1Uz;; 41 + -+ - + n,yu, that
p H+ H+
(srr(Aa), H) = (a5 (H 1)) =0,
and (7-66) implies for A} =nia} +---+n,y, a}H that
(s (A9), HYY = (A4, s (HY) = (A1, s (HY) = (sur (A1), H'),
where Ay = njoy + -+ +n,, 0, € Vh. Similarly, also note that
(s (), H') = (sur (), HY),  where ul := Projy,,, (10).
Thus we write
2 2
Ky (t.x) = Z Z o A Ao, H ) =it |+ 4 +Az|2(p(|ﬂ+”1 +A2[%—|p] )
5 ’ 2
weYy /Ty A} =n1a;+-~-+nrHa;H N
Ar=nio+ iy g Oy
A2=nrH+1urH+1+---+nrur | I
j +A1),H
. l_[ (Ol ,LL+A/ +A.2> ZSHGWH (detsH)el(SH(M v ) (7—69)
oaEP ’ ' HaePH (ei(a’HH)_l) .

Remark 7.26. We have that in the above formula
Yo ew (detsH)ei(SH(M”Hn),Hll)
HEWH

Il
(AL HY = :
[Taep,, (e/@H) —1)
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is a character of the form (7-41). Also note that ,u” € Projy,, (A) lies in the weight lattice Ay of &y by
Lemma 7.25.

Noting (7-67), Proposition 7.23 reduces to the following.

Proposition 7.27. For p € Yy, /Ty, let

/ 2 2
K (1) = 3 ei(uﬂ’l+/12,Hi)—n|u+xq+xz|2(p(|M+M+lz| —pl )
N,1\" T N2
M=niaj+tnryop,,
Ar=nio+tny g Oy
A2=nrH+1urH-‘,-1‘|""+nrur

ni,....,n €7 i T4 p )HII)
detsg el (sm(i+A1),
( I1 (a,u+/\’1+xz)) Lonew ).( ol (7-70)
aEeP naePH (et\H7—1)
Then
" NA4—IP\Pg|
[Ky1 (6. 0)] < (7-71)
N t 1/2 r
(Va(l+N|zp—21")
for 515 € Maq, uniformly in x € G.
Proof. We apply Lemma 7.4 to the lattice Zat} + -+ + Zay, + Zuypy +1 + -+ + Zu,. Write
0y, iy = s e
l_[(xePH (el(a’H ) — 1)
Then it suffices to show that
‘D,-l < Dy ( [T (o1t + 25+ 22) ™ (21 H”)) < NA-IP\Pu =7k
oaeP
for 1 <iy,...,ig <7,
Ay =na -+,
AM=nion+- 0y Oy,
A2 =Nyt 41+ 0,
uniformly in |n;| SN, i =1,...,r. Since [[,ep(a, u + A} + A3) is a polynomial and thus a pseu-
dopolynomial of degree | P, it suffices to show that
D;, "'Dik(XM”(M, H))| < NO-IP\Prl=r=|PI=k _ y|Pr|—k (7-72)
Since (A1) does notinvolve the variables ny, 11, ..., nr, itsuffices to prove (7-72) for 1 <iy,...,ix <rg

uniformly in |A{| < N. But this follows by applying Lemma 7.20 to the root system ®g, noting
Remark 7.26. o
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7K. LP estimates. We prove in this section L?(G) estimates of the Schrodinger kernel for p < oo.
Though we do not apply them to the proof of the main theorem, they encapsulate the essential ingredients
in the proof of the L°°(G)-estimate and are of independent interest.

Proposition 7.28. Let Ky (¢, x) be the Schrodinger kernel as in Theorem 6.1. Then for any p > 3, we
have

N9=%
KNt ) L) S (7-73)

(Va(l+N| 55 —4]%)

for _Z;D € Mgyyg.
Proof. As a linear combination of characters, the Schrédinger kernel Ky (¢, - ) is a central function. Then
we can apply to it the Weyl integration formula (4-16)

KN 2 i) = / Ky (1.5)|?|Dp (b)[ db. (7-74)

Wi
where B is the maximal torus with normalized Haar measure db. Recall that we can parametrize B =exp b
by H €ib* =~ b, and write

B ~ib*/2nZay +---+2nZa)) = [0,27)a) + -+ +[0,27)e,’, (7-75)
where {&, = 2a; /(0tj, ;) | i =1,...,r} is the set of simple coroots associated to a system of simple
roots {ot; |i =1,...,r}.

We have shown in Section 7E that each H € i b* is associated to a root subsystem ®z such that (7-50)
and (7-51) hold. Note that there are finitely many root subsystems of a given root system; thus B is
covered by finitely many subsets R of the form

R={HeB| |5zl H)| =

(@, H)| > & foralla € @\ W},  (7-76)

where W is a root subsystem of ®. Thus to prove (7-73), using (7-74), it suffices to show

d P
/ |KN<r,expH>|P|Dp<epo)|2dHs( z 7 )N‘d. 3-7)
R (Va(l+ N | zp - gl

By (7-54), (7-59) and (7-61), we have

1 NE—IP\Q|

Ha,H) _ 1) 1/2
Macro@ @™ =1 (g(1+ N5t — 2"

where P, Q are respectively the sets of positive roots of ® and W with P D Q. Recalling Dp(exp H) =
[Tyep (e @H) —1), (7-77) is then reduced to

1
ei(a,H)

Kn(t,expH) <

H(e’(“H ‘ dH < NPIP\QI-d.
aeQ

Using
e — 1) 5 | g e, )| 5 Jet M) — 1],
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it suffices to show

1 ‘p—Z . 2
pIP\Q|-d
: [1l5 . H)|| dH SN : (7-78)
/R Muerrolzzte M1 1o ™
For each H € B, we write
H=H+ H,
such that
|5 (. H)|| = |5 (. H')|. (e, Ho) €277 forall a € P.
We write
RC g R’ + Hy, (7-79)
HopeB
(a,Hop)e2nZ NaeP
where
R={HeB||5%(a H)| Sy foralla € Q, |3(a, H)| > & foralla € P\ 0}. (7-80)
Note that (c, ozl.v yeZforalla € P andi =1,...,r due to the integrality of the root system; using (7-75),

we have that there are only finitely many Ho € B such that (@, Hp) € 27 Z for all « € P. Thus using
(7-79), (7-78) is further reduced to

/. : ECR

naeP\Q‘%(a’H” aeQ

Now we reparametrize B = [0, 27)ay’ +--- + [0, 27)a) by

p—2 2
dH < NPIP\QI=d (7-81)

,
HIZZ[w,', (ll,...,lr)GD,
i=1

where {w; |i =1,...,r} are the fundamental weights such that (a;, w;) = &;j|ai|[?/2, i, j =1,...,r,
and D is a bounded domain in R”. Then the normalized Haar measure d H equals

dH =Cdty---dt,
for some constant C. Let s < r such that

{og,...,as} C P\ OQ,

{@s+1,...,0,} C Q.

Using (7-80), we estimate

/ : . [ 115 1) Can
R\ Taepro |t 2 (. H)) o 27\
S/R/mN(p—z)(lP\QI—S)N—ﬂQdtlmdtr
< N@=2D(P\Q|=5) y 210 |1 |yl 512 md“...d” (7-82)

lts1lsenltr|S 4
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If p > 3, the above is bounded by
< N@=DUP\QI=5) y—21Q| pys(p=3)=(r—s) _ Ny PIP\Q|-d

noting that 2| P \ Q| +2|Q|+r =2|P|+r =d. O

Remark 7.29. The requirement p > 3 is by no means optimal. The estimate in (7-82) may be improved
to lower the exponent p. We conjecture that (7-73) holds for all p > p, such that lim, .« pr = 2, where
r is the rank of G.
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PARABOLIC L? DIRICHLET BOUNDARY VALUE PROBLEM
AND VMO-TYPE TIME-VARYING DOMAINS

MARTIN DINDOS, LUKE DYER AND SUKJUNG HWANG

We prove the solvability of the parabolic L? Dirichlet boundary value problem for 1 < p < oo for a PDE
of the form u;, = div(AVu) + B - Vu on time-varying domains where the coefficients A = [a;;(X, )] and
B = [b;] satisfy a certain natural small Carleson condition. This result brings the state of affairs in the
parabolic setting up to the elliptic standard.

Furthermore, we establish that if the coefficients A, B of the operator satisfy a vanishing Carleson
condition and the time-varying domain is of VMO type then the parabolic L? Dirichlet boundary value
problem is solvable for all 1 < p < oo. This result is related to results in papers by Maz’ya, Mitrea and
Shaposhnikova, and Hofmann, Mitrea and Taylor, where the fact that the boundary of the domain has a
normal in VMO or near VMO implies invertibility of certain boundary operators in L? forall 1 < p < oo,
which then (using the method of layer potentials) implies solvability of the L” boundary value problem in
the same range for certain elliptic PDEs.

Our result does not use the method of layer potentials since the coefficients we consider are too rough
to use this technique, but remarkably we recover L? solvability in the full range of p’s as in the two
papers mentioned above.

1. Introduction

Let us consider a parabolic differential equation on a time-varying domain €2 of the form

{u, =div(AVu)+ B-Vu in Q c R

u=f on 9%, -1

where A =[a;;(X, t)] is an n x n matrix satisfying the uniform ellipticity condition with X € R", t € R.
That is, there exist positive constants A and A such that

MEP <D aij (X, DEE < AEP (1-2)
iJj
for almost every (X, #) € Q and all £ € R". In addition, we assume that the coefficients of A and B satisfy
a natural, minimal smoothness condition (1-6) and we do not assume any symmetry on A.

Dyer was supported by The Maxwell Institute Graduate School in Analysis and its Applications, a Centre for Doctoral Training
funded by the UK Engineering and Physical Sciences Research Council (grant EP/L016508/01), the Scottish Funding Council,
the University of Edinburgh, and Heriot-Watt University. Hwang was supported by the Basic Science Research Program
through the National Research Foundation of Korea (NRF) funded by the Ministry of Education, Science and Technology
(2017R1D1A1B03035152).
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Keywords: parabolic boundary value problems, L? solvability, VMO-type domains.

1221


http://msp.org/apde/
http://dx.doi.org/10.2140/apde.2020.13-4
http://dx.doi.org/10.2140/apde.2020.13.1221
http://msp.org

1222 MARTIN DINDOS, LUKE DYER AND SUKJUNG HWANG

It has been observed via the method of layer potentials that when the domain on which we consider
certain boundary value problems for elliptic or parabolic PDE:s is sufficiently smooth, the question of L?
invertibility of a certain boundary operator can be resolved using Fredholm theory since this operator is
just a compact perturbation of the identity. This observation then implies invertibility of this boundary
operator for all 1 < p < oo and hence solvability of the corresponding L? boundary value problem in
this range.

The notion of how smooth the domain has to be for the above observation to hold has evolved. Initial
results for constant-coefficient elliptic PDEs required domains of at least C'* type. This was reduced
to C! domains by Fabes, Jodeit, and Riviere [Fabes et al. 1978]. Later the method of layer potentials
was adapted to variable coefficient settings, and the results were extended to elliptic PDEs with variable
coefficients [Dindo§ 2008] on C! domains.

Further progress was made after advancements in singular integrals theory on sets that are not necessary
of graph type [Semmes 1991; Hofmann et al. 2010]. It turns out that compactness of the mentioned
boundary operator only requires that the normal (which must be well-defined at almost every boundary
point) belongs to VMO.

This observation for the Stokes system was made in [Mazya et al. 2009], where boundary value
problems for domains whose normal belongs to VMO (or is near to VMO in the BMO norm) were
considered. In [Hofmann et al. 2015] symbol calculus for operators of layer potential type on surfaces
with VMO normals was developed and applied to various elliptic PDEs including elliptic systems.

So far we have only mentioned elliptic results. One of the first results for the heat equation in Lipschitz
cylinders is by Brown [1989]. Here the domain considered is time-independent and Fourier methods in
the time variable are used. Domains of a time-varying type for the heat operator were first considered in
[Lewis and Murray 1995; Hofmann and Lewis 1996] and again the method of layer potentials was used
to establish L2 solvability. The question of solvability of various boundary value problems for parabolic
PDEs on time-varying domains has a long history. Recall that in the elliptic setting [Dahlberg 1977] has
shown in a Lipschitz domain that the harmonic measure and surface measure are mutually absolutely
continuous and that the elliptic Dirichlet problem is solvable with data in L? with respect to the surface
measure. R. Hunt then asked whether Dalhberg’s result holds for the heat equation in domains whose
boundaries are given locally as functions ¢ (x, ), Lipschitz in the spatial variable. It was conjectured
(due to the natural parabolic scaling) that the correct regularity of ¢ (x, #) should be a Holder condition of
order % in the time variable ¢ and Lipschitz in x. It turns out that under this assumption the parabolic
measure associated with (1-1) is doubling [Nystrém 1997].

However, to answer R. Hunt’s question positively, one has to consider more regular classes of domains
than the one just described above. This follows from the counterexample of [Kaufman and Wu 1988],
where it was shown that under just the Lip(l, %) condition on the domain €2 the associated caloric measure
(that is, the measure associated with the operator 9, — A) might not be mutually absolutely continuous
with the natural surface measure. The issue was resolved in [Lewis and Murray 1995], where it was
established that mutual absolute continuity of caloric measure and a certain parabolic analogue of the
surface measure holds when ¢ has % of a time derivative in the parabolic BMO(R") space, which is
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a slightly stronger condition than Lip(l, %) We shall say such domains are of Lewis—Murray type.
Hofmann and Lewis [1996] subsequently showed that this condition is sharp. We thoroughly discuss
these domains in Section 2A.

Further work was done in [Hofmann and Lewis 2001; Rivera-Noriega 2003; 2014] in graph domains
and time-varying cylinders satisfying the Lewis—Murray condition, where they proved the L? Dirichlet
problem was solvable for all p > p’ for some potentially very large p’ (due to the technique used, there
is no control on the size of p’). Finally, [Dindo§ and Hwang 2018] established L? solvability 2 < p < oo
in domains that are local of Lewis—Murray type under a small Carleson condition.

While researching literature on domains of Lewis—Murray type and ways this concept can be localized
(in the time variable the half-derivative is a nonlocal operator, and hence any condition imposed on it is
difficult to localize), we have realized that important results we have planned to rely on have issues (either
in their proofs or even worse are simply false; see in particular Remark 2.7 in the next section). This has
prompted us to write Section 2A on parabolic domains in substantially more detail than we originally
intended to. This sets the literature record straight and more importantly in detail explains the concept of
localized domains of Lewis—Murray type. For readability of the paper and this section, we have moved
long proofs into an Appendix.

We establish L? solvability results for parabolic PDEs on time-varying cylinders satisfying locally the
Lewis—Murray condition in the full range 1 < p < oo, improving the solvability range from [Dindos§ and
Hwang 2018] as well as older results such as [Hofmann and Lewis 1996], where only p =2 was considered.
The coefficients we consider are very rough and, in particular, the method of layer potentials cannot be
used. Despite this, we recover (in the parabolic setting) an analogue of [Mazya et al. 2009; Hofmann et al.
2015]. When the domain €2, on which the parabolic PDE is considered, is of VMO type (that is, certain
derivatives both in temporal and spatial variables will be in VMO) and the coefficients of the operator
satisfy a vanishing Carleson condition the L? solvability can be established for all 1 < p < oo. Remarkably
this is the full range of solvability that holds for smooth coefficients (via the layer potential method).

Our proof is however completely different from the layer potential method; for example at no point
is compactness used. The proof is also substantially different than the case 2 < p < oo of [Dindo$§ and
Hwang 2018] in the following way. We were inspired by [Dindos et al. 2007] and have used a so-called
p-adapted square function to prove L” solvability. However, due to the presence of the parabolic term, a
second-square-function-type object will arise, namely

/ Jus (X, )P lu(X, |P728(X, 1)’ dX dt, (1-3)
Q
where (X, t) is the parabolic distance to the boundary defined as
§(X,r)= inf (X—=YP+|t—t])"%
(Y,7)€dQ

When p = 2 such an object was called the “area function” and in [Dindo§ and Hwang 2018] it was
shown that it the usual square function can dominate it. It turns out however that the case 1 < p < 2
is substantially more complicated and we were only able to establish required bounds for (1-3) for
nonnegative u after a substantial effort.
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There is also an issue of whether the p-adapted square function is actually well-defined and locally
finite (as the exponent on |u| is negative). We prove that when u is a solution of a parabolic PDE the
p-adapted square function is indeed well-defined by adapting a recent regularity result [Dindos and Pipher
2019]. That paper deals with complex-coefficient elliptic PDEs but the method used there can be adapted
to the parabolic setting; see Theorem 4.1 for details.

Many results in the parabolic setting are motivated by previous results in the elliptic setting and ours is
not different. Let us, therefore, give an overview of the major elliptic results related to our main theorem.
The papers [Kenig et al. 2000] and [Kenig and Pipher 2001] started the study of nonsymmetric
divergence elliptic operators with bounded and measurable coefficients. Kenig and Pipher [2001] used
[Kenig et al. 2000] to show that the elliptic measure of operators satisfying a type of Carleson measure
condition is in A, and hence the L? Dirichlet problem is solvable for some, potentially large, p. In
[Dindos et al. 2007], the authors improved the result of [Kenig and Pipher 2001] in the following way.
They showed that if
$(X)7'( osc a,‘j)2 and 8(X)( sup b,‘)2 (1-4)
Bsx)2(X) Bsx)2(X)
are densities of Carleson measures with vanishing Carleson norms then the L? Dirichlet problem is
solvable for all 1 < p < co. A similar result for the elliptic Neumann and regularity boundary value
problem was established in [Dindos et al. 2017].
The parabolic analogue of the elliptic Carleson condition (1-4) is that
S8(X, z‘)_1 sup( 0sc aij)2+8(X, t)( sup bl-)2 (1-5)
i,j BsxinpX.n) Bsx.n2(X,1)
is the density of a Carleson measure on €2 with a small Carleson norm and & (X, t) is the parabolic distance
of a point (X, t) to the boundary 9€2.

The condition (1-5) arises naturally as follows. Let Q= {(xg, x, ) : xo > ¢ (x, t)} for a function ¢ which
satisfies the Lewis—Murray condition above. Let p : U — €2 be a mapping from the upper half-space U
to Q. Consider v =u o p. It will follow that if u solves (1-1) in €2 then v will be a solution to a parabolic
PDE similar to (1-1) in U. In particular, if p is chosen to be the mapping in (2-26) then the coefficients of
the new PDE for v will satisfy a Carleson condition like (1-5), see Lemma 2.18, provided the original
coefficients (for u) were either smooth or constant.

Furthermore, if we do not insist on control over the size of the Carleson norm, then we can still infer
solvability of the L? Dirichlet problem for large p, as in [Hofmann and Lewis 2001; Rivera-Noriega
2003; 2014].

Finally, we ready to state our main result; some notions used here are defined in detail in Section 2.

Theorem 1.1. Let Q2 be a domain as in Definition 2.10 with character (£, n, N, d) and let A be bounded
and elliptic as in (1-2), and B be measurable. Consider any 1 < p < oo and assume that either

1) d =[8(X, 1) "sup( osc  a;)’+8(X,1) sup |BI*]dXds (1-6)
i,j BsxnpX.n) Bsx.na(X.t)

is a Carleson measure on 2 with Carleson norm ||i1||c,
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(2) or assume in addition that V A, 9; A are well-defined at a.e. point in 2 and
dus = (8(X, DIVAP* +8(X, 1)’ |3, A]* + 8(X, )| B|*) dX dt (1-7)

is a Carleson measure on Q with Carleson norm ||u2||c and

S(X, D|IVA|+8(X, )23, Al +8(X, )| B| < [|all/. (1-8)

Then there exists K = K (A, A, £, n, p) > 0 such that if for some ro > 0

max{n, [uillc,rn} <K or max{n, |uzllc,r} <K

the L? Dirichlet boundary value problem (1-1) is solvable (see Definition 2.26) and the following estimate
holds for all continuous boundary data f € Cy(0<2):

IN@Lr@e, doy SIfllLree, do),

where the implied constant depends only on the operator, n, p and character (£, n, N, d), and N (u) is
the nontangential maximal function of u.

Corollary 1.2. In particular, if Q is of VMO type (n in the character (£, n, N, d) can be taken arbitrary
small), and the Carleson measure ( from Theorem 1.1 is a vanishing Carleson measure then the L?
Dirichlet boundary value problem (1-1) is solvable for all 1 < p < oc.

2. Preliminaries

Here and throughout we consistently use Vu to denote the gradient in the spatial variables and u, or d,u
to denote the gradient in the time variable.

2A. Parabolic domains. In this subsection, we define a class of time-varying domains whose boundaries
are given locally as functions ¢ (x, #), Lipschitz in the spatial variable and satisfying the Lewis—Murray
condition in the time variable. At each time t € R the set of points in Q with fixed time ¢ = 7, that is,
Q; = QN {t = t}, is a nonempty bounded Lipschitz domain in R". We start with a discussion of the
Lewis—Murray condition, give a summary and clarification of the results in the literature, and introduce
some new equivalent definitions.

We define a parabolic cube in R*~! x R, for a constant r > 0, as

1/2

Qr(x,t)z{(y,s)elR"*lxR:|x,-—yl~|<rf0ralll§i§n—l, |t —s|/° <r}.

Let J, C R"~! be a spatial cube of radius r. For a given f : R" — R let
1

101 Jo,
When we write f € BMO(R") we mean that f belongs to the parabolic version of the usual BMO space

fo,

f(x,1)dx dr.

with the norm || f||+, where

1
£ 1l+ = sup

/|f—fQ,|dxdt<oo. 2-1)
o, 19rl Jo,
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Recall that the Lewis—Murray condition imposed that a half-derivative in time of ¢ (x, t) belongs to
parabolic BMO. There are a few different ways one can define half-derivatives and BMO-Sobolev spaces,
and there are also some erroneous results in the literature which we correct here. To bring clarity, we start
by discussing the various definitions in the global setting of a graph domain 2 = {(xg, x, 1) : x0 > ¢ (x, 1)},
where ¢ : R x R — R. We follow the standard notation of [Hofmann and Lewis 1996].

If g € CP(R) and 0 < o < 2 then the one-dimensional fractional differentiation operators D, are
defined on the Fourier side by

Dg(r) =|t|*4(v).

If 0 < @ < 1 then by standard results

(8D —g)
Dag(t)_c/R—V—sl”“ ds

Therefore, we define the pointwise half-derivative in time of ¢ : R"~! x R — R to be

t d(x,s) —d(x,1)
D¢ (x, 1) =cp . s — 17 ds (2-2)

for a properly chosen constant c¢,,; see [Hofmann and Lewis 1996]. In order for the Fourier transform to
be well-defined, ¢ should be a tempered distribution modulo first-degree polynomials in x; see [Hofmann
1995; Strichartz 1980].

However, this definition ignores the spatial coordinates. Instead by following [Fabes and Riviere 1967]
we may define the parabolic half-derivative in time of ¢ : R"~! x R — R to be

— T A~
Dn¢ (€, 7) = mma ), (2-3)

where £ and 7 denote the spatial and temporal variables on the Fourier side respectively, and ||(x, )| =
|x| + |£]'/? denotes the parabolic norm. In addition we define the parabolic derivative (in space and time)
of p :R" ! xR— Rtobe

DéE ) =& DIGE ©. (2-4)

D! is the parabolic Riesz potential. Again, we assume here that ¢ is a tempered distribution modulo
first-degree polynomials in x. One can also represent D as

n
j=1

where D; =0, for 1 < j <n—1, D, is defined above and R; are the parabolic Riesz transforms defined
on the Fourier side as

= i&; .
Ri¢,1)=——— forl<j=<n-—1,
R [ (g’r‘f) I (2-6)
R n)=—>.
S T

Furthermore the kernels of R; have average zero on (parabolically weighted) spheres around the origin,
obey the standard Calderén—Zygmund kernel and therefore by standard Calderén—Zygmund theory each
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R; defines a bounded operator on L”(R") for 1 < p < oo and is bounded on BMO(R") [Peetre 1966;
Fabes and Riviere 1966; 1967; Hofmann and Lewis 1996].

We say that ¢ : R"! x R — Ris Lip(l, %) with Lipschitz constant £ if ¢ is Lipschitz in the spatial
variables and Holder continuous of order % in the temporal variable. That is,

j (x, 1) — ¢ (v, D] < (|lx — y| + |t —s]'/?). (2-7)

The Lewis—Murray condition on the domain €2, for which they proved the mutual absolute continuity
of the caloric measure and the natural surface measure, is ¢ € Lip(l, %) and || D} /2¢>||* < n; note this
BMO norm is taken over R".

It is worth remarking that none of the operators D] /2 D, or D easily lend themselves to being localized
to a function ¢ : Q; — R due to their nonlocal natures. However, our goal is to provide a theory where
the domain is locally given by graphs satisfying the Lewis—Murray condition. The parabolic nature of the
PDE (especially time irreversibility and exponential decay of solutions with vanishing boundary data)
suggests we should expect to need only local conditions on the functions describing the boundary.

To this end, we state the following theorems, where we show some statements equivalent to the
Lewis—Murray condition for a global function ¢ : R"~! x R — R. Furthermore, the final conditions admit
themselves to being localized easily as well as amiable to an extension; see Theorem 2.8 for details on an
extension.

The equivalence of (1) and (2) below is shown in [Hofmann and Lewis 1996] with an equivalence of
norms in the small and large sense; see (2.10) and Theorem 7.4 in that work for precise details, and see
(2-5) and (2-6).

Theorem 2.1. Let¢p :R"' xR — Rand ¢ € Lip(l, %) Then the following conditions are equivalent:
(1) Di/2¢ € BMO(R").
(2) D, € BMO(R").
(3) D¢ € BMO(R").
We also note that since D,¢ = R,D¢ we have ||D,¢|l« < [|[De|« by the boundedness of R, on
BMO(R").
We now extend this theorem by adding three more equivalent statements. To motivate (6) of
Theorem 2.3 below we first recall a characterisation of BMO from [Strichartz 1980, p. 546]. Let

M(f, Q)=1/|0D fQ f denote the average of f over a cube Q, and let ép (x) be the cube of radius p
with x in the upper-right corner.

Lemma 2.2 [Strichartz 1980]. We have f € BMO(R") is equivalent to

n 1 r - - de
S“pz 10, / / IM(f, Qp(x)) — M(f, Qp(x — pex))|"— dx = B < 00, (2-8)
O k=1 r » J0 p

where e are the usual unit vectors in R", and ||f||i ~ B.
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The equivalence of (3) and (4) in the theorem below is a generalisation of [Strichartz 1980] to the
parabolic setting that is stated in [Rivera-Noriega 2003]; see also [Fefferman and Stein 1972; Calderén
and Torchinsky 1975; 1977]. We have some questions about the proof given in [Rivera-Noriega 2003];
however, the argument we give for (5) also works for (4) and hence the claim in that paper is correct.

Theorem 2.3. Let¢p : R ' xR — Rand ¢ € Lip(l, %) Then the following conditions are equivalent:
3) D¢ € BMO([R”

Jt4s)—2d(x, 1 —y,t—s)|?
4)  sup f / 9ty 1+9) 20 (x 3+J§¢(x VI 4 dsdxdr = By <00, (2:9)
o, 19r1Jo, Jio.s)1<r Iy, )l
lp(x+y,1) —2¢(x, 1) + ¢ (x — y,1)]?
O) (@ sgp 0 |/ / ] dydx df = B(s5.4) < 00. (2-10)
r riJo, Jyl<r
p(x, 1) — ¢ (x,5)|?
(b) 0 Sl;p . |Q | ¢ T 32 dsdrdx = B(5_b) < Q. 2-11)
r rX r Qr r -
(6) Letu = (', u,) € S"" ! and let e, be the unit vector in the time direction. Fork =1, ...,n—1 let

1
A= /0 pu' - (M(V, Op(x + rpu'. 1) = M(Vep, Oy (x + Ap' — pey. 1)) di

1
A, :/o pu’ - (M(Vd), Qp(x+rpu', 1)) — MV, Q,(x + rpu', t —,02))) di

Then
" |Ak|2
(a) supz |Q |f f 1/ dp dudx dt = Be.a) < 00, (2-12)
o, k=1 ueS"-
p(x, 1) — ¢ (x,5)|?
(b) sup IQ | TEE ds drdx = By < 00. (2-11)
0.=1.xI, 1¢rl Jo, JI, -

Furthermore we have equivalence of the norms
ID@|I7 ~ By ~ Bs.a) + Bsy ~ Bi6.ay + Bio.v)- (2-13)
We give a proof of this result in the Appendix at the end of the paper.

Remark 2.4. Condition (6.a) does not immediately look too similar to its supposed motivation, (2-8) in
Lemma 2.2. However, if we move back into Cartesian coordinates and undo the mean value theorem,
then we obtain something very similar to a combination of (2-8) and an endpoint version of [Strichartz
1980, (3.1)]. The reason why we can obtain the endpoint, whereas [Strichartz 1980, (3.1)] can only be
used for a fractional derivative smaller than 1, is due to additional integrability and cancellation coming
from (A-1). Consider

A =M@, Q.1 (x +3.1)) = M(¢, Ojy.0)(x. 1))
—M(P, Qi) (x +y =11y, $)llex, 1)) + M (P, Q.1 (x — 1y, $)llex, 1)),

=M, Oy (X +, 1)) = M9, Oy (X, 1))
— M@, Q.1 X+, t =1, I+ M@, Oy x, £ — 1, ).
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Then (6.a) is equivalent to

sup

2
A =
dydsdxdr = Bga) < 0. (2-14)
0, =101 / /0 ol<r 10, 9 o

Proposition 2.5. Let ¢ : R"™! x R — R and ¢ € Lip(1, 3). Let B(s.) and B(.a) be as in Theorem 2.3.
Then we have

Bew SIVOIZ,  Bisa SsuplVe(-, Dligvom 1
t

where BMO(R" 1) denotes the BMO norm in the spatial variables only.

Proof. The statement V¢ € BMO(R"~!) implies (5.a) follows from [Strichartz 1980, Theorem 3.3]. In
order to establish the second claim, for the ease of notation let us fix O, and kin 1 <k <n — 1. Then
since |u’| < 1 after changing the order of integration (and the substitution y = x + Apu’ € Q,) we get
that B(s.q) defined by (2-12) is bounded by

1 r 1 - - 5 d,O
/ / f (M(Vu, Qy(y, 1)) — M(Vu, Q,(y — pex, 1)))| dy dr == du da.
o Jsn-tJo 10r] Jo,, P

Then by Lemma 2.2 the two interior integrals are bounded by C||V¢ ||ﬁ. Therefore B .q) is controlled by
ClIVelL. O

It is not immediately obvious whether the opposite implication is true or false due to the highly singular
nature of Riesz potentials; see (2-5) and (2-6).

Corollary 2.6. Let ¢ : R"~! x R — Rand ¢ € Lip(1, 3). If V@l Snand By S n? then |Dll < n.

Here we have replaced conditions (5.a) and (6.a) by the slightly stronger but easier to verify condition
IVoIls < n. We believe that, without too much extra work, one could formulate our main theorem and
associated lemmas with a local version of (5.a) in place of | V@||..

Remark 2.7. In [Rivera-Noriega 2003, Lemma 2.1], it is stated that another condition is equivalent
to those given in Theorems 2.1 and 2.3; however this claim is not correct and only one of the stated
implications holds.

Theorem 3.3 in [Strichartz 1980] states that in the one-dimensional setting D' /2¢ (t) e BMO(R) is
equivalent to the one-dimensional version of (5.b) and (6.b)

R 12
sup (i / W =¢©F ds> < B, (2-15)
I'cR rJr

17| |t —s]?

with B ~ | D} »,¢ () llBMmo®).-
In [Rivera-Noriega 2003, Lemma 2.1] it is claimed that given ¢ : R"~! x R — R and ¢ € Lip(1, )
the pointwise n-dimensional analogue of (2-15)

B 2 12
sup sup<|1|/ Pl 1) =P, 5)| dtds) <B (2-16)

xeRn-1 I'CR |t —s|?
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is equivalent to D¢ € BMO(R") with B ~ ||D¢||smorr). This does not appear to be correct. The paper
[Rivera-Noriega 2003] does not give a proof and provides instead a reference to [Strichartz 1980] that
is irrelevant for the claim. By [Strichartz 1980] (2-16) is equivalent to Di /2¢ (x, ) € BMO(R) pointwise
for a.e. x. After some tedious and technical calculations we were able to show sup, Di /2¢ (x,-) e BMO(R)
implies Di /qu € BMO(R") and hence D¢ € BMO(R") via (4) of Theorem 2.3. However, whether the
converse holds is not clear even if we assume more structure for the function ¢ (x, ¢). This is due to the
fact that there is “no reasonable Fubini theorem relating BMO(R") to BMO(R)” [Strichartz 1980, p. 558].

Fortunately, the lack of a converse implication does not cast doubt over the subsequent results of
[Rivera-Noriega 2003] since the author only uses the claimed equivalence in the correct direction —
that (2-16) implies D¢ € BMO(R").

2B. Localisation. After the comprehensive review of the Lewis—Murray condition for a graph domain €2
we continue in our aim to construct a time-varying domain which is locally described by local graphs ¢;.
For a vector x € R"~! we consider the norm x| = sup; |x;|.
Consider ¢ : Qgg; — R"! x R. The localised version of (2-11) from Theorem 2.3 is simply

1 7t - ) 2
sup —— P, 1) ¢§x DI 45 dr dx < 0o, (2-17)
o,=1x1, 19rl Jo, J1, [t —s|
QrCQSd

We denote by || f||«,s the BMO norm of f where the supremum in the BMO norm, see (2-1), is taken
over all cubes Q, with r < d. For a function f : J x I — R, where J C R"~! and I C R are closed
bounded cubes, we consider the norm || f || sx; defined as above where the supremum is taken over all
parabolic cubes Q, contained in J x I. The norm || f ||« sx1.4 1S Where the supremum is taken over all
parabolic cubes Q, with r < d contained in J x I. If the context is clear we suppress the J x I and write
I I or [ f ll.a-

Recall that VMO(R") is defined as the closure of all bounded uniformly continuous functions (which
we denote by Cp, ,(R")) in the BMO norm or equivalently BMO functions f such that || f|. s — O as
d — 0. Alternatively, if we define

d(f, VMO) := heCl;gf(R”) If = hll«
then f € VMO if and only if d(f, VMO) = 0; for f € BMO this measures the distance of f to VMO.
In our case, the boundary of the parabolic domains we consider can be locally described as a graph of
a continuous function. However, as our domain is unbounded in time, we may potentially require an
infinite family of local graphs {¢;}. Therefore we need to measure the distance to VMO uniformly across
this infinite family.
Leté: Ry — Ry, §(0) =0 and § be continuous at 0. Then we define Cs to be the set of bounded
continuous functions with the same modulus of continuity §. That is,

Cs={g:R">R:|gx)—g(y)| <é(x —y| for all x, y, and g is bounded}. (2-18)
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Note that every family of bounded equicontinuous functions is a subset of Cs for some modulus of
continuity 6. Also Cp , = Ua Cs. For f: Ogs — R we define d(f, Cs) as

d(f.Cs) = inf If = hlls,0-
8

We are now ready to state and prove the result on the extensibility of ¢ : Qg — R to a global function.

Theorem 2.8. Let ¢ : Qgq C R""! xR — R be Lip(l, %) with Lipschitz constant £. If there exist a
scale ry, a constant 1 > 0 and a modulus of continuity & such that

1 9t - ’ 2
sup L lp(x, 1) ¢(2x 7)| drdtdx§n2 (2-19)
o,=sx1, 1Qsl Jo, Ji, 1t =
05;CQs4, <11
and
d(Ve¢,Cs) <n (2-20)

then there exists a scale d’ < d that only depends on d, 8, n, and ry and not ¢ such that for all Q, C Quu
with r < d' there exists a global Lip(l, %) function ® : R"~! x R — R with the following properties for
all0<e < 1:

(i) @lg, =lo,-
@ii) The Lip(l, %) constant of ® is £.
(iil) |V Se n'~* +nt.
: 1 |CI>(x,t)—(D(x,‘L’)|2
(iv)  sup >
0,=Jx1, 1Qsl Jo, Ji, It — 1|
Therefore by Corollary 2.6, |D® |, <, n'~¢ + nt.

drdrdx < 9%

We again give the proof of this result in the Appendix. We are now ready to define the class of parabolic
domains on which we will work. Motivated by the usual definition of a Lipschitz domain we have:

Definition 2.9. Z C R" x R is an ¢-cylinder of diameter d if there exists a coordinate system (xg, x, t) €
R x R"~! x R obtained from the original coordinate system by translation in spatial and time variables
and rotation only in the spatial variables such that

Z={(xo,x,0): x| =d, [1]'? = d, x| < (¢ +1)d)
and for s > 0

sZ :={(x0, x, 1) : |x| < sd, |t|"?* < sd, |xo] < (£ + 1)sd}.

Definition 2.10. Q C R" x R is an admissible parabolic domain with character (¢, n, N, d) if there exists
a positive scale r, and a modulus of continuity § such that for any time t € R there are at most N
£-cylinders {Z; }JNZI of diameter d satisfying the following conditions:

(1) 9N {lr — 7| < d?} = U;(Z; N o).

(2) In the coordinate system (xo, x, ¢) of the £-cylinder Z;

ZiNQ D {(xo,x,1) € Q: x| <d, |t| <d?, 8(xo, x,1) <d/2}.
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(3) 8Z; N a2 is the graph {xo = ¢;(x, 1)} of a function ¢; : Ogs — R, with Qg; C R"~! x R, such that
| (x, 1) — ¢ (v, )| < €(|x — y|+ 1t —s"*) and ¢;(0,0) =0. (2-21)

4) d(Ve;, Cs) <n (2-22)
and

1 / 16,6, ) =& DF 4 4 de <n’ (2-23)
Is

sup
0,=sx1, 1Qs| Jo, It — 1|2

QsCQsgd,S=r1
Here and throughout 8 (xg, x, ¢) := dist((xo, x, t), 3€2), and by dist we denote the parabolic distance
dist[(X, 1), (Y, $)] = [X = Y|+t —s|'/%.
We say that 2 is of VMO type if 5 in the character (¢, n, N, d) can be taken arbitrarily small (at the
expense of a potentially smaller d and ry, and larger N).

Remark 2.11. When (2-22) holds for small or vanishing 7 it follows that for a fixed time t the normal v
to the fixed-time spatial domain 2; = Q2N {t = t} can be written in local coordinates as

- (~1,V¢;
V=g YY)

and hence d(v, VMO) < n. Therefore €2, is similar to the domains considered in [Mazya et al. 2009;
Hofmann et al. 2015], which dealt with the elliptic problems on domains with normal in or near VMO.

Remark 2.12. It follows from this definition that for each v € R the time-slice ; of an admissible
parabolic domain Q2 C R" x R is a bounded Lipschitz domain in R” and they all have a uniformly bounded
diameter. That is,

inf diam(€2;) ~ d ~ sup diam(€2;),
TeR

teR

where d is the scale from Definition 2.10 and the implied constants only depend on N. In particular, if
O C R" is a bounded Lipschitz domain then the parabolic cylinder Q2 = O x R is an example of a domain
satisfying Definition 2.10.

Definition 2.13. Let 2 C R” x R be an admissible parabolic domain with character (¢, n, N, d). The
measure o defined on sets A C 02 is

o(A) = /OO AN AN((X, 1) € 9Q)) dr, (2-24)

where 7"~ is the (n—1)-dimensional Hausdorff measure on the Lipschitz boundary 9%;.

We consider solvability of the L? Dirichlet boundary value problem with respect to this measure o. The
measure o may not be comparable to the usual surface measure on 9€2: in the 7-direction the functions ¢;
from Definition 2.10 are only %—Lipschitz and hence the standard surface measure might not be locally
finite. Our definition assures that for any A C 8Z;, where Z; is an {-cylinder, we have

H"(A) ~o({(9j(x, 1), x,1): (x,1) € A}), (2-25)
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where the constants in (2-25), by which these measures are comparable, only depend on £ of the character
(¢, n, N, d) of the domain 2. If 2 has a smoother boundary, such as Lipschitz (in all variables) or better,
then the measure o is comparable to the usual n-dimensional Hausdorff measure .#". In particular, this
holds for a parabolic cylinder Q2 = O x R.

Corollary 2.14. Let Q2 be defined as in Definition 2.10 by a family of functions {¢;}, ¢; : Qsa — R. Then
there exists an extended family {®;}, ®; : R"! x R — R, such that
(1) {DPjlos, } still describes 2, as in Definition 2.10, but with character (£, n, ﬁ, r) instead of (£, n, N, d),
where N > N andr <r; <d an by Theorem 2.8,
(i) IVD;ll« e n'~* + e, and
(i) D ®;ll« Se n' ™ + 1.
Here, N , T depend on the original character variables £, n, N, d, the modulus of continuity § and the

dimension n.

Proof. This follows from Theorem 2.8 and by tiling the support of each ¢; into parabolic cubes of size 8r
with enough overlap. (|

Corollary 2.15. If Q is a VMO-type domain then we may take n arbitrarily small in Corollary 2.14, or
in (2-22) and (2-23) of Definition 2.10, by reducing r.

2C. Pullback transformation and Carleson condition. We now briefly recall the pullback mapping of
Dahlberg, Kenig, Necas and Stein on the upper half-space U p : U — €2, see [Hofmann and Lewis 1996;
2001], in the setting of parabolic equations defined by

p(x0,x,1) = (x0+ Pyyy@(x,1), x,1). (2-26)

For simplicity, assume
Q:{()co,x,t)G[RXIR’“1 XR:xg>¢(x,1)}, 2-27)

where ¢ (x, 1) : R"! x R — R and satisfies (4) and (3) of Definition 2.10. This transformation maps the
upper half-space
U={(x,x,0):x0>0, xeR"", 1 R} (2-28)

into 2 and allows us to consider the L? solvability of the PDE (1-1) in the upper half-space instead of in
the original domain €2.

To complete the definition of the mapping p we define a parabolic approximation to the identity P to
be an even nonnegative function P(x, t) € C;°(Q1(0, 0)) for (x,1) € R"~! x R, with f Px,t)dxdr =1
and set

=t p( X T
Po(x,1) =1 P(A,Az).

Let P, ¢ be the convolution operator

Poo(x,t) :=/ Pox—y,t—s)p(y,s)dyds.
Re—1xR
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Then P satisfies for constants y

lim P ) =d(x. 1
(50,¥,8)—(0,x,1) )’)’04’()7 )=¢/( )

and p defined in (2-26) extends continuously to p : U — . The usual surface measure on dU is
comparable with the measure o defined by (2-24) on 9€2.
Suppose that v =u o p and f¥ = f o p. Then (1-1) transforms to a new PDE for the variable v
vy =div(A'Vv)+ BY- Vv inU,
{v = f? on dU,
where AV = [al.”j (X,1)], B*=[b/(X,t)] are (n x n) and (1 x n) matrices.
The precise relations between the original coefficients A and B and the new coefficients A’ and B" are
detailed in [Rivera-Noriega 2014, p. 448]. We note that if the constant ¥ > 0 is chosen small enough then

(2-29)

the coefficients al.”j, b} : U — R are Lebesgue measurable and A" satisfies the standard uniform ellipticity
condition with constants A¥ and A", since the original matrix A did.

Definition 2.16. Let 2 be a parabolic domain from Definition 2.10. For (¥, s) € 992, (X, ), (Z, 1) €
and r > 0 we write
B.(X,H={(Z,7t) e R" xR :dist[(X, 1), (Z, )] < r},
0,(X,)={Z,1)eR"xR:|x; —zi| <rforall0<i<n—1, |t —7|"? < r},
A (Y,s)=0QN B, (Y,s),
T(A)=QNB:(Y,s),
5(X,t)= (Y,i?;fag dist[(X, 1), (¥, s)].

Definition 2.17 (Carleson measure). A measure u : Q — R™ is a Carleson measure if there exists a
constant C = C(d) such that for all r < d and all surface balls A,

n(T(Ay) < Co(A)). (2-30)

The best possible constant C is called the Carleson norm and is denoted by ||it||c.q4. Occasionally, for
brevity, we drop the d and just write ||u| ¢ if the context is clear. We say that u is a vanishing Carleson
measure if ||p|lc.g = 0 as d — 0+.

When 92 is locally given as a graph of a function xg = ¢ (x, t) in the coordinate system (xg, x, ¢) and
W is a measure supported on {xg > ¢ (x, t)}, we can reformulate the Carleson condition locally using the
parabolic boundary cubes Q, and corresponding Carleson regions 7 (Q,). The Carleson condition (2-30)
then becomes

w(T(Q,)) <ClQ,|=Cr"th. (2-31)

Note that the Carleson norms induced from (2-30) and (2-31) are not equal but are comparable.

We now return to the pullback transformation and investigate the Carleson condition on the coefficients
of A and B. The following result comes directly from a careful reading of the proofs of Lemma 2.8 and
Theorem 7.4 in [Hofmann and Lewis 1996] combined with Theorems 2.1 and 2.3.
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Lemma 2.18. Let o and 6 be nonnegative integers, o = (o, . . ., &¢y_1) a multi-index withl = o + ||+,
d a scale and fix y. If ¢ : R"! x R — R satisfies for all x,y € R"™\, t,s € R, and for some positive

constants £ and n
lp(x, 1) —p(y, )| < €(lx —y|+ |t —s|'/%),

(2-32)
Dol <n
then the measure v defined at (xg, x, t) by
P 2
dv = <—V"°¢ ) x93 dx dr dxg
dx§ dx*9r?
is a Carleson measure on cubes of diameter < d /4 whenever either o +6 > 1 or || > 2, with
v[(0,7) x Qr(x, )] S1lQr(x, )],
where r < d /4. Moreover, if | > 1 then at (xg, x, t), with xo < d /4,
0' Py
— PP < (14 0)x 2-33
where the implicit constants depend on d, L, n.
The drift term B from the pullback transformation in (2-29) includes the term
ad
5 Pny¢uxo.
From Lemma 2.18 with 0 = |a| = 0 and 6 = 1, we see that
P 2
xo[gl’yx(@(x, t)] dX dr
is a Carleson measure in U. Thus it is natural to expect that
dui (X, 1) = x| BY2(X, 1) dX dt (2-34)
is a Carleson measure in U and BV satisfies
xol BUI(X. 1) < Ap <l d”. (2-35)
Indeed, this is the case provided the original vector B satisfies the assumption that
du(X, ) =8(X, [ sup |B|]2 dX dr (2-36)

Bs(x,n2(X,1)

is a Carleson measure in 2. Here ||| ||c depends on 1 and the Carleson norm of (2-36).
Similarly, for the matrix A" if we apply Lemma 2.18 and use the calculations in [Rivera-Noriega 2014,
§6] then
dua(X, 1) = (x| VAP + x3| AV P (X, 1) dX dt (2-37)

is a Carleson measure in U and AV satisfies

(ol VAY| +x2IAY (X, 1) < palld? (2-38)
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for almost every (X, t) € U provided the original matrix A satisfies that

duX,n=6X,0[ sup VAP 48X, 0°[ sup [3,A[]°)dX de (2-39)
Bs(x,n2(X,1) Bsx,n2(X,1)
is a Carleson measure in €2.

We note that if both ||u||c » and n are small then so too are the Carleson norms ||1llc.» and ||u2]lc.r
of the matrix A¥ and vector BY, at least if we restrict ourselves to small Carleson regions r < d; this
comes from Theorem 2.8, Corollary 2.14 and Corollary 2.15. Then by Lemma 2.18 we see that |1 ||c »
and ||u2|lc.r only depend on 1 and ||u||c  on Carleson regions of size r < d. In particular, they are
small if both 7 and || ||c - are small. It further follows by Corollary 2.15 that we can make ||t ]/¢c  and
l2llc.- as small as we like if p is a vanishing Carleson norm and the domain €2 is of VMO type.

Observe that condition (2-39) is slightly stronger than (1-6), which we claimed to assume in Theorem 1.1.
We replace condition (2-39) by the weaker condition (1-6) later via perturbation results of [Sweezy 1998].

Definition 2.19. We define p; : U — 8Z; to be the local pullback mapping in 87Z; associated to the
function ®; in Theorem 2.8, the extension of ¢; from Definition 2.10.

Remark 2.20. By [Ball and Zarnescu 2017] and its adaptation to the setting of admissible domains in
[Dindos and Hwang 2018, §2.3], one may construct a “proper generalised distance” globally when 7 in the
character of the domain is small. The smallness of 7 in the character of the domain is used to guarantee
that overlapping coordinate charts, generated by a local construction, are almost parallel. We may then
use the result of [Ball and Zarnescu 2017, Theorem 5.1] to show there exists a domain ° of class C*, a
homeomorphism f¢ : Q — Q° such that f¢(3Q) = dQ° and f°: Q — Q° is a C™ diffeomorphism.

2D. Parabolic nontangential cones, maximal functions and p-adapted square and area functions. We
proceed with the definition of parabolic nontangential cones and define the cones in a (local) coordinate
system where 2 = {(xg, x, t) : xo > ¢ (x, t)}, which also applies to the upper half-space U.

Definition 2.21. For a constant a > 0, we define the parabolic nontangential cone at a point (xg, x, t) € 92

by

172

Ca(xo, x,8) ={(yo, y,8) € Q: |y —x|+|s =17 <a(yo—x0), X0 < yo}-

We occasionally truncate the cone I" at the height r:

1/2

I (xo, x, 1) ={(yo, y,5) € Q:ly —x|+|s—t]/" <a(yo—x0), xo <yo <xo+r}

Definition 2.22 (nontangential maximal function). For a function u : Q — R, the nontangential maximal
Sfunction N,(u) : 92 — R and its truncated version at a height r are defined as

Ng(u)(xo, x,1) = sup lu(yo, y, )1,

(30,y,8)€lq (x0,x,1) (2-40)
N, (u)(xo, x, 1) = sup lu(yo, y,s)| for (xo, x, 1) € IS2.

(30, ¥,8) €l (x0,x,1)

The following p-adapted square function was introduced in [Dindo$ et al. 2007] and has been modified
appropriately for the parabolic setting. It is used to control the spatial derivatives of the solution. When
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p = 2 it is equivalent to the usual square function and when p < 2 we use the convention that the
expression |Vu|? |[u|P~? is zero whenever Vu vanishes.

Definition 2.23 (p-adapted square function). For a function u : 2 — R, the p-adapted square function
Sp.a(u) : 92 — R and its truncated version at a height r are defined as

1/p
Spa)(Y,s) = (f IVu(X, )2 lu(X, )|P728(X, )" dX dt) ,
Faleo) (2-41)

1/p
S (Y, 5) = ( / IVu(X, )] |u(X, )| 28(X, )" dX dr) :
T7(Y,s)
By applying Fubini we also have
1Sp.a @I » 37y ~ f |V | |u|P~%x0 dxo dx dr. (2-42)
U
It is not known a priori if these integrals are locally integrable even for p > 2. However, Theorem 4.1

shows that these expressions make sense and are finite for solutions to (1-1).

We also need a p-adapted version of an object called the area function, which was introduced in
[Dindo§ and Hwang 2018] and is used to control the solution in the time variable. Again when p = 2 this
is just the area function of that work.

Definition 2.24 (p-adapted area function). For a function u : Q — R, the p-adapted area function
Apq(u): 92 — R and its truncated version at a height r are defined as

1/p
Apa)(Y,s) = ( / Jue Plu(X, HIP28(X, 1) 7" dX dz) :
Fa(ls) (2-43)

1/p
AL (Y, s) = < / | [ |u (X, O1P728(X, 1)> " dX dt) .
I(,5)
Also by Fubini
1A a1 o ~ /U Pl =22 o dix . (2.44)

As before, it is not known a priori if these expressions are finite for solutions to (1-1) but in Lemma 4.5
we establish control of A, , by S, 2, and use the finiteness of S, , from Theorem 4.1.

2E. The LP? solvability of the Dirichlet boundary value problem. We are now in the position to define
the L? Dirichlet boundary value problem and our main results.

Definition 2.25 [Aronson 1968]. We say that u is a weak solution to a parabolic operator of the form (1-1)
in Qifu, Vu € L2 (), sup, |lu(-, D2 () < ooand

loc

/(—uqb,+Avu-v¢—¢3-vu)dth=0
Q

for all ¢ € C°(R2).
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Definition 2.26. We say that the L? Dirichlet problem with boundary data in L”(d€2, do’) is solvable if
the unique solution u to (1-1) for any continuous boundary data f decaying to 0 as t — 300 satisfies the
nontangential maximum function estimate

IN@lLroe,doy SN FlLroe, do)s (2-45)

with the implied constant depending only on the operator, n, p and €.

Remark 2.27. Since the space Cy(£2) is dense in L?(R2) for p < oo it follows that the solution operator
f — u has a unique extension onto the whole space L”(£2) with the bound (2-45) being satisfied for
such u. Hence we can assign to every boundary datum f € L?(£2) a unique solution « such that (2-45)
holds.

3. Basic results and interior estimates

In this section, we now recall some foundational estimates that will be used later. First, we state interior
estimates of a weak solution of the parabolic operator

u; =div(AVu)+ B - Vu. (3-1)

Definition 3.1 [Aronson 1968]. We say that u is a weak solution to a parabolic operator of the form (3-1)
inQifu, Vue L2 (Q), sup, flu(-, t)||le (@) <0 and

loc

/(—ud),—{—AVu-VqS—qSB-Vu)dth:O
Q
for all ¢ € C§°(£2).

Lemma 3.2 (a Caccioppoli inequality, see [Aronson 1968]). Let A and B satisfy (1-2) and (2-35) and
suppose that u is a weak solution of (3-1) in Q4 (X, t) with 0 < r < §(X,t)/8. Then there exists a
constant C = C (A, A, n) such that

P sup u)’<C  sup / W3 (Y, s)dY+C/ |Vu|?dY ds
O, (X, p)N{r=s} 0, (X,1)

Qrpp(X,1) t—r2<s<t+r?
C2
== u2(Y, s)dY ds.
F= Joyx.n

Lemmas 3.4 and 3.5 in [Hofmann and Lewis 2001] give the following estimates for weak solutions
of (3-1).

Lemma 3.3 (interior Holder continuity). Let A and B satisfy (1-2) and (2-35) and suppose that u is a
weak solution of (3-1)in Q4 (X, 1) with0 <r < 6(X, t)/8. Then for any (Y, s), (Z, 1) € Q2 (X, t)

Y — Z|+|s — r|1/2>°‘
r

sup |ul,

lu(Y,s) —u(Z,t)| < C(
Q4 (X,1)

where C=C(A, A,n), a=a(r,A,n),and0 < a < 1.
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Lemma 3.4 (Harnack inequality). Let A and B satisfy (1-2) and (2-35) and suppose that u is a weak
nonnegative solution of (3-1)in Q4,(X, 1), withO <r <5§(X, t)/8. Suppose that (Y, s), (Z, 1) € Q2. (X, 1).
Then there exists C = C(A, A, n) such that, for v <s,

Y -z
u(Z,t) <u(Y,s)exp|C| ———+1)|.
ls — 7|
We state a version of the maximum principle from [Dindo§ and Hwang 2018] that is a modification of
[Hofmann and Lewis 2001, Lemma 3.38].

Lemma 3.5 (maximum principle). Let A and B satisfy (1-2) and (2-35), and let u and v be bounded
continuous weak solutions to (3-1) in Q. If |u|, |v| — 0 uniformly as t — —o0 and

limsup (u —v)(¥,s) <0
Y,s)—(X,1)

forall (X,t) € 02, thenu < v in Q.

Remark 3.6 [Dindo$§ and Hwang 2018]. The proof of Lemma 3.38 from [Hofmann and Lewis 2001]
works given the assumption that |u|, [v| — 0 uniformly as t — —o0. Even with this additional assumption,
the lemma as stated is sufficient for our purposes. We shall mostly use it when # < v on the boundary of
QN {t > 7} for a given time 7. Obviously then the assumption that |«|, |[v| — O uniformly as t — —o0 is
not necessary. Another case when the lemma as stated here applies is when u|yq, v|aq € Co(9€2), where
C(0€2) denotes the class of continuous functions decaying to zero as t — F=0o. This class is dense in any
LP (0L, do), 1 < p <00, allowing us to consider an extension of the solution operator from Cy(d€2) to L.

The following result is from [Dindo$§ and Hwang 2018], which was adapted from the elliptic result in
[Dindo$ 2002].

Lemma 3.7. Letr > 0 and 0 < a < b. Consider the nontangential maximal functions defined using two
set of cones I', and T"}. Then for any p > 0 there exists a constant C, > 0 such that for all u : U — R

N,(u) < Ny(u) and |Ny@)llrrouy < CplIN;@)llLr@uy-

4. Improved regularity for p-adapted square function

Here we extend recent work of [Dindos and Pipher 2019] for complex-coefficient elliptic equations to

the real parabolic setting. The goal is to obtain an improved regularity result for weak solutions of (1-1)

1
loc

square function S, , is well-defined at almost every boundary point.

implying that |Vu|?|u|?~2 belongs to L1 () when 1 < p < 2. Having this it follows that the p-adapted

Theorem 4.1 (see [Dindos and Pipher 2019, Theorem 1.1]). Suppose u € W1’2(Q) is a weak solution to

loc

Lu =u;, where Lu =div(AVu)+ BVu, A is bounded and elliptic and B is locally bounded and satisfies

S5(X,)|B(X,t)| <K (4-1)



1240 MARTIN DINDOS, LUKE DYER AND SUKJUNG HWANG

for some uniform constant K > 0. Then for any parabolic ball B4 (X,t) C Q and p, q € (1, c0) we have
the following improvement in regularity:

1/p 1/q 1/2
(][ |u|P) < C(][ W) +e(][ |u|2>. 4-2)
Br(X»t) Bz,(X,t) BZr(XsZ)

Here the constant C, only depends on p, q, €, n, A, A, and K but not on u, (X, t) or r. In addition, for all

p/2
rzf VP P < cs][ l? +e<f |u|2), 4-3)
B, (X,1) By (X,t) By (X,1)

where again the constant only depends on ¢, p, n, the ellipticity constants of A, and K. This also shows
that |u|P~2/>Vu € L?_(Q).

loc

l<p<oo

Remark 4.2. If ¢ > 2 in (4-2) or if p > 2 in (4-3) then one can take & = 0 because the L? averages can
be controlled by the first term on the right-hand side of these inequalities.

We focus only on the case 1 < p < 2 as the p > 2 result above follows from the Caccioppoli inequality,
Lemma 3.2. We shall establish the following lemma for the 1 < p < 2 case, which concludes the proof of
Theorem 4.1.

Lemma 4.3 (see [Dindo$ and Pipher 2019, Lemma 2.7]). Let u be a weak solution to Lu = u, in Q2 for
A elliptic and bounded, and B bounded satisfying (4-1). Then for any p < 2, any ball B,(X, t) with
r<46(X,t)/4,and any e >0

p/2
r2/ |W|2|u|"—zscg][ |u|f’+s<][ |u|2> , (4-4)
BF(XJ) BZr(Xst) BZr(Xst)

1/2 1/p 1/2
(][ |u|2) scs<][ |u|"> +e<][ |u|2> , 4-5)
BF(XJ) BZr(Xst) BZr(Xst)

where the constants only depend on n, €, ., A and K. In particular, lu|?=2/2Vu LIZOC(Q).

Proof. We start by assuming that A and B are smooth. Then the solution u to Lu = u; is smooth. We prove
the above inequalities have constants that do not depend on the smoothness of A or B. It follows then that
the smoothness assumption can be removed by a limiting argument; that is, A and B are approximated by
sequences of smooth functions for which (4-4) and (4-5) hold uniformly. This is done in detail in the
elliptic setting in [Dindo$ and Pipher 2019, Lemma 2.7] and a similar argument in the parabolic case is
shown in [Hofmann and Lewis 2001]. We skip further details as the argument is fairly standard.

To simplify notation, we suppress the argument of the ball B, (X, ¢). Let

§(r=2/2 <s <8,
ps(s) = {s(pz)/z .y (4-6)

The choice of cut-off function ps in this proof is inspired by [Langer 1999, p. 311; Cialdea and Mazya
2005, p. 1088]. We multiply Lu = u, by p§(|u|)u and integrate by parts to obtain

/BV(p§(|u|)u)AW=/Bp§<|u|)uut+f3 p§(|u|)B-w+/aB (p3 (lu)v- AVudo(y,s), (4-7)
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where v is the outer unit normal to B,. Consider E5 = {u > &}. Then the left-hand side of (4-7) is

/ V(p; (|u))u)AVu = 57~ f
B, B

and by the ellipticity of A on the open set B, N Es we have for some A" > 0

w-Aw+/ AV -V(|lulP~%u) (4-8)

V\ES B,NE;s

)J/ |u|”_2|Vu|2§/ AV -V(|u|P"2u). (4-9)
B,.NE;s B,NE;s

Our strategy is to let § — 0 and show all the integrals involving B, \ Es tend to 0.
First, we use the following result from [Langer 1999]. They proved if u € C%(B,) and u =0 on 8B,
then for g > —1

lim 34/ [Vul?> =0. (4-10)
§—0 Br\E8

To deal with the boundary integral in (4-7) we note that (4-7) to (4-9) remain valid for any enlarged
ball By, forl <a < %. We write (4-7) for every By, and then average in « over the interval [1, %] The
last term in (4-7) then turns into a solid integral over Bs,/4 \ B,. Therefore,

N/ |u|P~2|Vul|?
B,NE;

< sup / p3(|uluu; |+ sup / pi(|u)uB - Vu| + r_l/ p3(|uuv - AVu|+o(1)
ae[1,5/411J Bq, ae[1,5/411J Bq, Bsar/a\ By
=1+1+ I +o0(),

where o(1) contains the integral over B,, \ Es, which tends to 0 as § — 0. We bound I/ and III as
[Dindo$ and Pipher 2019]

I+ 11 < Car_Z/

lu|? + er/ IVul? + o(1).
Bs; 4 Bs; 4

Now we turn to / and use the same idea as the proof of (4-10) in [Langer 1999, (3.3)] to show [
converges as expected. By splitting the integral with the set Ej, using the fact 8772 < |u|”~2 on B, \ Es
(since p < 2), and the smoothness of #, which implies |u|P~2uu, € L' (B,,), we obtain

2 -2 -2
[t = [ o [
By, By NES Bor\Es

< / P, + / P uu,
By NES Bor\Es

5/ lP iy | < 0.
By

Therefore by the dominated convergence theorem

/ P (b, — / . (“-11)
Bo(r Bar
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We change from working with balls to integrating over parabolic cubes Q,, and denote by Q|5 the
cube Q,, restricted to the hypersurface {t = s}. Using the fundamental theorem of calculus, we obtain in

the limit that
/ |u|p_2uu,~/ i(|u|P)dde
Bor Bay 01

9 to+(ar)? d
5/ —(Iul”)dtdxzf — lu|P dX ds
or 8[ l‘()—(Otr)z dt Qozrlx
< [leell? + [lue]l? (4-12)

p p .
LX(Qar|t0+(ozr)2) Lx(Qar‘to,(a,)Z)

Observe that (4-12) holds for all time-restricted cubes Qg1+ (r)2 With @ € [1, 1.1]. Once again we
average over these cubes to show

1
/ P Puu, S — ul? dX dr.
Bar r

L.lar

Since Qi.14r C By, in the limit as § — 0
1
15— |u|? dX dr.
r By
Therefore grouping the estimates we have the bound

)J/ |u|p_2|Vu|2§C8r_2/ |u|P+arP—2/ IVul? +o(1). (4-13)
B,.NE;s B, B5r/4

We let § — 0 and proceed as [Dindos and Pipher 2019] to obtain (4-4) and (4-5) for smooth A and B.
Finally, since no constants depend on the smoothness of A or B, we can remove the smoothness assumption
by the same argument as in [Hofmann and Lewis 2001]. We suppose A is just elliptic and bounded,
and B satisfies (4-1). Then we approximate A and B by smooth matrices and vectors respectively. For
each smooth approximation, we have (4-4) and (4-5) and then passing to the limit we obtain analogous
estimates for Wll)’cz solutions u of Lu = u,, with the constants having the same dependence as before. []

It follows that the p-adapted square function S, , is well-defined. The paper [Dindo$ and Hwang
2018] also considered an area function and established in its Lemma 5.2 that the usual square function
can control this area function. The case 1 < p < 2 is significantly more complicated so for this reason we
focus only on nonnegative solutions u.

We fix a boundary point (Y, s) € d€2 and consider A, (Y, s). Clearly, the nontangential cone I', (Y, s)
can be covered by a nonoverlapping collection of Whitney cubes {Q;} with the properties:

(Y, s) C U Qi CToa(Y,s), ri=diam(Q;) ~dist(Q;, 92), 4Q; C €, (4-14)
i
and the cubes {2Q;} having only finite overlap. It follows that

[Apa¥, )17 Sy )" | g Pul ™ dX de
i Qi

52@»)2—"/ IV2u|?uP=2 + (\VA> + |B/»)|Vu?uP "2 dX dr. (4-15)
i Qi
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We need the following estimate on each Q;.

Lemma 4.4. Assume the ellipticity condition (1-2) and that the coefficients A and B of (1-1) satisfy the
conditions

IVAX, )| <K/5(X,t) and |B(X,t)|<K/5(X,1),

for some uniform constant K > 0. Then for all nonnegative solutions u of (1-1) and any parabolic cube
Q such that 4Q C 2 we have the estimate

/ |V2u|?uP~2dX dr < r_2/ |Vu|?uP~2dX dr, (4-16)
o 20
where r = diam(Q).

Proof. Since we assume differentiability of the matrix A in the spatial variables, we may also assume that
A is symmetric. Let us set W = (wy), where wy = dgu for k =0, 1, ..., n — 1. Differentiating (1-1) we
obtain the following PDE for each wy:

(wi)r —div(AVwy) = div((0g A)W) 4 0 (B - W). 4-17)

We multiply (4-17) by wru?~2¢?, integrate over 2Q and integrate by parts. Here 0 < ¢ < 1 is a smooth
cut-off function equal to 1 on Q, vanishing outside 2Q and satisfying r|V¢ | + r?|¢;] < C for some C > 0
independent of Q. This gives

/(wk)twkup_zgdedt—i—/ a;; (3 wi)d; (wuP ¢y dX dt
20 20

:_/ (Bkaij)wjai(wkup_zé’z)dth—f biw; o (weuP~2¢?)dX dt.  (4-18)
20 20

We rearrange and group similar terms together:

-2
1/ [(weu?’?10)?), dx dr — 2= wiu?3u,c* dX dr
2 )1 2 Jro

+f AV (wpOuP?Y  (V(weOHuP>~ 1y dX dr
20

+(p—2) / A e - (Vaywu?> ) dX dr
20

:f |wk|2up_2§§,dth+/ |wk|2u”_2AV§-V§dth—f biw; O (wil)uP~2¢ dX dr
20 20 20
—(p-2) / biwi (B wg? 20 )P/~ dX dr
20
—/ b,-w,-wkup_2§§kdth—/ (da; ) wjwruP 2 ¢ dX dt
20 20
— | Qraij)w; (d;wpl)uP ¢ dX de
20

—(p —2)/ (dea; Dw; (@u)weu?? 2y uP* ¢ dX dr. (4-19)
20
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All the terms after the equal sign are “error” terms since they either contain a derivative of ¢, or
coefficients VA or B. These will be handled using the Cauchy—Schwarz inequality and the estimates for
I[VA|, |B| < K/r. The four main terms are on the left-hand side of (4-19). The term that needs further

work is the second term, and we use the PDE (1-1) for u,. This gives
-2

N —— wiu?u, ¢ dX dt
2 Jo

-2 )
=P w,%up—-‘div(AW)gdedt—p—/ wiu? B -WerdX dr.  (4-20)
2 Ja 2 Ja

Again the second term will be an “error” term. For the first term, we observe the equality
uP=3div(AVu) = div(A(Vi)u?=3) — (p = 3)A(Vu)u?/*>72) - (Vu)uP*7?).
It follows (by integrating by parts) that

_p_—2 w,%u"’_3 div(AVu)c? dX dr
2 20
—(p-2) f A e - (Vaywpu?>2) dX di
2
iy 2iChad O} )2(3_” ) / AV weu??720) - (Vi weu??2) dX de. - (4-21)
20

We now group all main terms together; these are the first, second and fourth terms on the left-hand side
of (4-19) and the terms of (4-21). This gives

LHS of (4-19) = %/ [(wru?*'¢)?], dX dt
20
+/ ANV (wiuP?™ N - (V(weOuP/>~ Yy dX dr
20

+2(p—2)f AV (weOuP?™ Y - (Vu)wru/?>72¢) dX dr
20

n 2-pB-p
2 20

=3 /2 w102 ax ar

A((V)weuP?720) - (Vu)wu?> %) dX dr

+<1—ﬂ) / AV eu?’) - (V (g )u>1 dX dr

5 (,/ Y e R et 2t L NS 241)
- (,/ %[V(wmum—l] - W[m)wkum—zc]) ax di

—Da
> 1 [(weu??>710)?, dth-i—u/ IV (weOuP/>~ 112 dX dr. (4-22)
2 3— p 20

20
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Here we have first completed the square (using the symmetry of A), and then used the ellipticity of the
matrix A. The important point is that for all 1 < p < 2 the coefficient (p — 1)1/(3 — p) is positive.
We also we could have completed the square differently and, instead of (4-22), obtained the estimate
(p—D2—p /
2

2

LHS of (4-19)3% / [(weuP?>7 '), dX dr + |(Vu)weu?> 2> dX dt. (4-23)
20 0

It follows that we could average (4-22) and (4-23) and have both
/ IV (weOuP’> 112dX dr  and / |(Vu)weu?>2¢)? dX dt
20 20

in the estimate with small positive constants.
Now we briefly mention how all the error terms of (4-19), (4-20) and (4-22) can be handled. Some can
be immediately estimated from above by

r2 f |W|?uP~2dX dt,
20

where the scaling factor » 2 comes from the estimates on V¢, ¢;, |[VA| and |B|. For other terms (for
example the third term of fourth line of (4-19) or the term on the fifth line) we use Cauchy—Schwarz.

One of the terms in the product will be

172
(r2 / |W)2uP~2dX dt) ,
20
while the other term is one of

1/2 1/2
(/ |V(wk§)u”/2_1|2dth) or (/ |(Vu)wku”/2_2§|2dth> .
20 20

It follows using the e-Cauchy—Schwarz inequality that we can hide these on the left-hand side of (4-19).
Finally, we put everything together by summing over all £ and recalling that W = Vu. This gives for
some constant € = e(p, A,n) >0 withe - 0as p — 1,

sup/ |Vu|>uP=? dX+e/ IVZuPuP=2dx dt+e/ |Vul*uP~*dX d
T JON{r=t} 0 0
<Cr? / IVul?uP=2dX dr. (4-24)
In particular (4-16) holds. e Il
After using (4-16) in (4-15) we can conclude the following.

Lemma 4.5. Let u be a nonnegative solution of (1-1) with matrix A satisfying the ellipticity hypothesis
and the coefficients satisfying the bound |VA|, |B| < K /6. Then given a > 0 there exists a constant
C= (A, A, a, K, p,n) such that

Apa)(X,1) < CSprau)(X, 1). (4-25)
From this we have the global estimate

1A a2 rag < C21Spa@Ihra0)- (4-26)



1246 MARTIN DINDOS, LUKE DYER AND SUKJUNG HWANG

As far as the proof goes, the calculations above clearly work for solutions # with a uniform bound
u > ¢ > 0. Hence considering v, = u + ¢ and then taking the limit ¢ — 0+, using Fatou’s lemma
yields (4-25) for all nonnegative u, where we have used the convention that |Vu |>u?~? = 0 whenever
u =0 and Vu = 0 with a similar convention for the second gradient in A ,.

5. Bounding the p-adapted square function by the nontangential maximum function

We slightly abuse notation and only work on a Carleson region 7' (A,) in the upper half-space U even
though we formulate the following lemmas on any admissible domain €2. The equivalence of these
formulations via the pullback map p is discussed in Section 2C and [Dindo$ and Hwang 2018], and hence
we omit the details. We start with a local bound of the p-adapted square function by the nontangential
maximal function.
Lemma 5.1. Let Q be an admissible domain from Definition 2.10 with character (£,n, N,d). Let
1 < p <2 and u be a nonnegative solution of (1-1), with the Carleson conditions (1-7) and (1-8) on the
coefficients A and B. Then there exists a constant C = C(A, A, N, Cy) such that for any solution u with
boundary data f on any ball A, C 02 withr < min{d /4, d/(4Co)} we have

/ IVul?|ulP2xgdxodx dr < CA+ lulD(1+€3) | (N* (u))*dx dr. (5-1)

T(A,) Aoy
In addition, we have the following global result.

Lemma 5.2. Let Q2 be an admissible domain with smooth boundary 092. Let 1 < p < 2 and u be a weak
nonnegative solution of (1-1) satisfying (2-34), (2-35), (2-37) and (2-38) with Dirichlet boundary data
f € LP(0R2). Then there exist positive constants C| and C; independent of u such that for small ro > 0

we have

Cl ro/2 2 ro
—/ / |Vu|2|u|p_2xodxdtdxo+—// u? (xo, x, 1) dx dt dxg
2 Jo Jaa ro Jo Jaq

5/ up(ro,x,t)dxdt+/ u? 0, x, t)dx dr
FI9) P19
1/2 r
+ Co(llllc,2r + llp2llc,2r + ||IL2||C<2,)/ (N ()P dx dr.  (5-2)
EYo)

Proof of Lemmas 5.1 and 5.2. Let Q,(y, s) be a parabolic cube on the boundary with r < d and let ¢ be a
smooth cut-off function independent of the xp-variable. As long as there is no ambiguity we suppress
the argument of Q, and extensively use the Einstein summation convention. Let ¢ be supported in Q,,
equal 1 in Q, and satisfy the estimate r|V¢| 4 r2|¢;| < C for some constant C.

We start by estimating

r .
/ / |u|1’*2“i(a,»u)(aju)gzxo dx dr dxo, (5-3)
0 JQor aoo
where by ellipticity we have

)\‘ r r ..
—/ |Vu|2|u|p_2xodxdtdx0§ff 1P =2 5L (3,00 (8u) ¢ 20 dx dit dxg.
A Jo Jo, 0 JO, aoo
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Now we integrate by parts whilst noting that v = (1, 0, 0, .. ., 0) since the domain is {x¢ > 0}:
' —2 4ij 2
/ / |ue| P —=(3;u) (dju) ¢ “xo dx dt dx
0 JQa aoo

=l/ Ofa(m(rx HIP)re? dx dr — f/ 2 ey 9y0) 2o d dr g
Q2r Q

2 400

/f ( >|u|p ua;;9;u¢xo dx dt dxo —2 // 4y |u|!’ 2u(dju)¢ d; ¢ xo dx d dxg
2r aOO 2r

—f/ 20 1P~ 2u(dju)e dxdtdxo—// iai(|u|f’—2)u(aju)g2dxdzdxo
Q2r Q2r aOO

aoo

=I4+1+1+1IV+V4+VI (5-4)

Our strategy is to further estimate all these terms and then group similar terms together. First consider 1/;
we use that u is a solution to (1-1):

/f @luw 2uu, g dethdxo+// a_()()|u|p 2uby 8t xo dx dr dxg = 11y + 11,
Q2r Q2r

Using the identity 2xg = 80x3 we integrate by parts in xo to obtain

1 = ——// —|u|p 2uu, g2 E)oxodxdtdxo
02 400

=——/ —|u(r X, 0P 2ur, x, Ou, (r, x, t){zrzdxdt-i- /f
2 0, @ Qor

// a—lulp 280uut§ xodxdtdxo+ f/ a—lulp Zuaoatu; xodxdtdxo
0, 00 0, 400

< )|u|p 2uu, &% x3 dx dr dxg

=11+ +1h3+114.
Consider the boundary term /1, and we integrate by parts in #:

1
i, =—1 / —u(r, x, 0P8, (r, x, 1)) 2r* dx dt
4 Jo,, aoo

1
= l/ 8,(—>|u(r,x, OI1P2u*(r, x, t)g“2r2dxdt
4 Jo,,  \aoo

1 1
+—/ —|u(r,x,t)|p_2u2(r,x,t)§g‘,r2dx dr
apo

1 ) 2.2
+ 2= —u(r, x, D" ulr, x, Hu,(r, x, 1) r-dx de
4 Jo, aoo

=1l + 12+ 113.

Since p < 2,50 p —2 < 0, we can absorb [1;3 into /11| and save I, to bound later on.



1248 MARTIN DINDOS, LUKE DYER AND SUKJUNG HWANG

Considering 114, we swap the order of differentiation on dyd;u and integrate by parts in ¢ to show

== // —|u|P 2ud, dous>x dx dt dxg
Q2r aOO

= 9 L lu|P~2 _r—- P 2.2
= A ul u80u§ dxdtdxo |u| u,80u§ xg dx drdxg
2 0Jo, \doo 5 400

// —|u|p 2LtE)()M{{,xOdxdtdxo
QZ}

aoo
=114 +11ao+1143.

Observe that 1114 = — 1113 so these terms cancel. We bound //14; by
r
0,a
Iy = 1 // d Oolulp 2udousx3 dx dr dxo
2 Jo Jo,, ag

r 12/ or 12
g(// |A,|2|u|px8§2dxdtdxo) (ff |Vu|2|u|f'—2x0;2dxdzdxo) .
0 Q2r 0 Q2r

Two parts of 11; we have left to bound are 1/}, and I1143. Both of these integrals involve ¢ {; and therefore
if ¢ is a partition of unity, when we sum over that partition these terms sum to 0.
The terms I, and 111 are simply dealt with by

r 1/2 r 1/2
1125(// |B|2|u|"x0§2dxdtdxo) (/f |Vu|2|u|p2x0§2dxdtdxo> ,
0 er 0 Q2,
r 1/2 r 1/2
1115(// |VA|2|u|px0§2dxdtdxo> (// |Vu|2|u|p2xo§2dxdtdxo) .
0 er 0 er

The integral in the term IV contains the terms ¢ 0;¢{ and as before if ¢ is a partition of unity then after
summing this term cancels out. Therefore the terms that we have yet to estimate are I, V, and V1.

We consider V in the two cases j = 0 and j # O separately. Since ¢ is independent of xg by the
fundamental theorem of calculus

Vij=0 = //Q lu|P~2u(Bou)c? dxdtdxo_——//Q do(lu|P¢c?) dx dr dxg
2r 2r

=—/ lu(0, x, )| ¢? dxdt——/ lu(r, x, 1)|P¢? dx dr.
p QZV p Q2r

For the j # 0 case we use that dgxg = 1 and integrate this case by parts in xg:
1 (" ao;
V{j#O}:__/ / —jaj(|M|p)§2d)Cdtd.x0
P Jo Jo,, doo

:—lf/ ﬂaj(|u|p)§280xodxdtd)m
Qo

Q

=_l/ 61013 (Ju(r, x, t)|l’); rdx df + — // OJa 80(|M|p); xo dx dr dxg
Q2r er

p
+—// ao<ﬂ)aj(|u|l’); xo dx dr dxg
P Jo Jo,. ano

=Vi+V,+ Vs
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Since Vi = —I{;+q), they cancel out. For V, we integrate by parts in x;:

==Yy - / 20 s do(u(r,x, H17)¢%r dx dt
j;éo 0y @

__/f ( 0]>ao(|u|p)§ Xdedtde——// aoj 80(|M|P)§a ¢xo dx dr dxg
& 0, 4

= Vo1 + Voo + Vpa.

The terms Vy; and V3 are of the same type and can be estimated as /1] by

( )V(|u|p)§ xo dx dr dxg
QZr

5// lulP "V Vu||VA|?xo dx dr dxg
Q2r

r 12/ pr 1/2
5(/[ |VA|2|u|”§2x0dxdtdxo> (// |Vu|2|u|”_2§2xodxdtdxo) .
0 er 0 Q2r

The final term from (5-4) to estimate is VI:
r r .
—// 4T o (u|P~ Hu(d;u)¢ dxdtdxo_(Z—p)// “J|u|f’—2(a,-u)(aju);2dxdzdxo
Q2r aOO 0 QZr aOO

and since 2 — p < 1 we can hide VI in the left-hand side of (5-4).
We are now at the stage where we can group all the similar terms and estimate them. There are four
different types of terms:

J1 = Ij=oy + 1111 + Vij=0y + V2, Jr = I,
B=Ig+IL+11+Y Vo+Y Vs, li=Ihn+Ia+1V+) V.
J#0 J#0 j#0

We shall use the following standard result multiple times to deal with terms containing |V A|?, |4,
or | B|; a reference for this is [Stein 1993, p. 59]. Let u be a Carleson measure and U the upper half-space.
Then for any function u we have

f ul? de < Il IN GOIL gy (5-5)

with a local version holding on Carleson boxes as well.
First we consider J;, which consists of boundary terms at (0, x, #) and (r, x, 1):

3
7 :l/ ao(|u(r,x,z)|l’)g2rdxdt—lf 100
p Q2r 4

0 aoo

lu(r, x, )P 2u’(r, x, )¢ *r? dx dr

+l/ |u(o,x,z)|1’;2dxdz—l/ lu(r, x, 1)|P¢* dx dt
p Q2r p Q2r

-y - / 207 o, x. 1) dx dt.
/#0 0y @
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The second term in Jy, originating from I1;;;, has the bound

0:a
I = —%/ tzoolu(r, X, t)|p_2u2(r,x, t)§2r2 dx dt
02 Y
172
||/~’L2”C2
PN @I,

1

<5z | Al x, DIP¢*rrdxde <
Q2r

For the term J,, we have

r 1
J2:l// 80<—)|u|p_2uut§2x§dxdtdxo
2 Jo Jo,,  \aoo

1 r 12/ por 1/2
< —2(/ / VA u|Pxpc? dx dt dxo> (/ f qulzlulp_zxggzdx dt dxo)
2)\' 0 er 0 QZr

1 r ~ 1/2
5ﬁwmnmr||N’<u>||2’p(Q2,>>‘/2(/ f e ] ZxS;dedrdxo) .
0 Q2r

With a constant C3 = C3(A, A, n) we can bound J3 by

r 12/ pr 1/2
Jngg(// (xo|VA|2+x0|B|2+x3|A,|2)|u|Pg2dxdtdxo) (// |Vu|2|u|p2xo§2dxdtdxo)
0 er 0 Q2r

, 1/2
<C3((luillcartlmalle ) IN" @I o, )" ( f \Vul* |ulP~*xos > dx dz dxo) :
0

Q2r
Finally, J4 consists of terms of the types ¢9,¢ and ¢0;¢. Later we take ¢ to be a partition of unity and so
when we sum up over the partition, all the terms in J4 sum to 0.

Therefore after all these calculations

/ / 1P~ 2L (3,00 (8u) ¢ 20 dx dr dxg
0 JQo aoo

= Ji+h+J3+J4

A
<% [ auerxoierdxdes [ o,
Qo

Q2r
1/2
e 2dxdr+m|w’( P
o, ¢ 2 UWNLr ()

1 r B 1/2
+§<||m||c,zr||N’(u)||§,,<Q2,)>‘/2( / g |ue] P zx(‘;’g“zdxdtdxo)
0

QZr
, 1/2
+cg<<||m||c,zr+||m||c,2r>||Nr<u>||ip(Q2,))”2( / / |W|2|u|f’—2xo<:2dxdrdxo> +Js. (5-6)

0 Q2r

By assuming that 2 is smooth as well as an admissible domain (see Definition 2.10) there exists a
collar neighbourhood V of 3 in R"*! such that 2 NV can be globally parametrised by (0, ) x 92 for
some small » > 0; see Remark 2.20 and [Dindo$§ and Hwang 2018] for details. Using Definition 2.10,
there is a collection of charts covering €2 with bounded overlap, say by M. We consider a partition
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of unity of these charts ¢;, with ¢; having the same definition, support and estimates as ¢ before, and
> ; ¢j = 1 everywhere. Therefore, when we sum (5-6) over this partition of unity the term on the left-hand
side is bounded below by

l r
—/f lul”"2(AVu - Vu)xg dx dr dxo,
A Jo Joa

which is comparable to the truncated p-adapted square function ||S7, (u) ||’Z r(3g)- Lherefore, remembering
that after summing J4 = 0, for any ¢ > 0 we have

A r P p—2
XHS,,(M)”U@Q) Iul [Vu| xodx dt dxg

<T do(Ju(r, x, t)|p)rdxdt+/ Iu(O,x,t)Ipdxdt—/ lu(r, x, t)|P dx dr

02 02 a2
Milpall 5, lallcar o op
—”N ( )”Lp(ag) + W”N (”)”LP(E)Q)

lwtllc2r + limzllc,2r
de

+s// s P23 dx dr g + C IN" @I 0,

—i—s/f IVu|? |u|P~2xoz? dx dr dxo. (5-7)
0 JoQ

By applying Lemma 4.5 to the p-adapted area function in (5-7) we see that the p-adapted square
function on the right-hand side of (5-7) is always multiplied by ¢. By choosing ¢ small enough we can
absorb this p-adapted square function into the left-hand side yielding

clns;,(u)uip(mff do(|u(r, x, 1)]7)r dx dr +f
Q2

[u(0, x, 1)|? dx dt —f lu(r, x, t)|” dx dt
a0

a0
+C(lmilicar+Hlwmzlle, 2r+IIM2IIC SN () 17r@g) (5-8)

We integrate (5-8) in the r-variable, average over [0, ro] and use the identity (dp|u|”)xo = do(|u|P xo) — |u|?
to give

ro x2 2 ro
C1// (xo——0)|Vu|2|u|p_2dxdtdxo+—// lu(xg, x, 1)|P dx dr dxg
0 JaQ ro ro Jo Jaq

5/ Iu(ro,x,t)|pdxdl+/ [u(0, x, 1)|P dx dt
a0 90
+C2(||M1||c2r+||M2||c2r+||M2||C2,)||Nr(u)||Lp(3Q) (5-9)

Finally truncating the first integral on the left-hand side to [0, r¢/2] gives

ro/2 2 ro
- / |Vu|2|u|p2xodxdtdxo+—// lu(xo, x, 1)|P dx dr dxg
0 Q2 ro Jo Joag

5/ |u(r0,x,t)|pdxdt+/ [ (0, x, 1)|P dx dt
R R 12
+ Co(lleille2r + l2llc2r + ||l/«2||c,2r)||Nr(u)||l£p(ag)- (5-10)
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The local estimate for Lemma 5.1 is obtained (exactly as in [Dindo§ and Hwang 2018]) if we do not
sum over all the coordinate patches but instead use the estimates derived for a single boundary cube Q,
in (5-6). 0

We need to control the first integral on the right-hand side of (5-2) to achieve our goal of controlling
the p-adapted square function. Thankfully this has already been done for us in the proof of [Dindo$ and
Hwang 2018, Corollary 5.3], which we encapsulate below.

Lemma 5.3. Let 2 be as in Lemma 5.2 and u be a nonnegative solution to (1-1). For a small ro > 0

depending on the geometry of the domain 2, there exists a constant C such that for ¢ = |1l c.2r +
1/2
In2llc2r + Izl s,

2 [
/ u(rg, x, )P dxdr < —/ / u(xg, x, )P dx dr dx0+C8||Nr°(u)||i,,(aQ).
02 ro Jo Jaq

Combining Lemmas 5.2 and 5.3 gives us the desired result.

Corollary 5.4. Let Q2 be as in Lemma 5.2 and u be a nonnegative solution to (1-1). For a small
ro > 0 depending on the geometry of the domain 2, there exist constants C1, C, > 0 such that for

12
e = llmllcr + lln2lic2r + lln2ll¢ s,

ro/2
HS;O/Z(M)”]ZP({)Q) N/(; AQ |VM|2|M|p_2X()dxdt dxo

< C1/ (0, x, 1)|P dx dt+C28||Nr°(u)||’L7,,(aQ). (5-11)
Q

6. Bounding the nontangential maximum function by the p-adapted square function

Our goal in this section has been vastly simplified due to [Rivera-Noriega 2003] proving a local good-A
inequality. We use this to bound the nontangential maximum function by the p-adapted square function.
We first bound the nontangential maximum function by the usual L2-based square function S, (u) but a
simple argument from [Dindos et al. 2007, (3.41)] shows that for 1 < p <2 and any ¢ > 0 we have

155 llLre) < CellS, @ llLroe) +eIN" @ llLroo). (6-1)

with a local version of this statement holding as well.
The good-A inequality from [Rivera-Noriega 2003, p. 508] is expressed in the following lemma.

Lemma 6.1. Let v be a solution to (2-29) and v(X,t) = 0 for some point (X,t) € Q,. Let E =
{0, x,8) € Oy : S2.4(v) <A} and g > 2. Then

{0, x,1) € Qr : No(v) > M S {0, x, 1) € Q1 $24(v) > A} + /\iq/ $2,a(v)? dx dr. (6-2)
E

If p > 2 then the following lemma is immediate from [Dindo§ and Hwang 2018, Lemma 6.1], which
is an adaptation of [Rivera-Noriega 2003, Theorem 1.3 and Proposition 5.3].
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Lemma 6.2. Let v be a solution to (2-29) in U and the coefficients of (2-29) satisfy the Carleson
estimates (2-34), (2-35), (2-37) and (2-38) on all parabolic balls of size < ro. Then there exists a
constant C such that for any r € (0, ro/8)

/ Ngj12(v)?P dx dr < C(/ Ay 4 (v)P dx dr +f S2.4(v)? dx dt) +r”+1|v(AAr)|p, (6-3)
Qr 2r QZr

where A, is a corkscrew point of the boundary ball A,. That is, a point 2r? later in time than the centre
of A, and at a distance comparable to r from the boundary and r from the centre of the ball A,.

Proof. We first assume that v(X, ) =0 for some (X, ¢) € O, and then we have the good-X inequality (6-2).
The passage from this good-A inequality to a local L? estimate is standard in the spirit of [Fefferman and
Stein 1972]. We remove the assumption v(X, #) = 0 for the cost of adding the ptl [v(Aa,)|? term in the
same way as [Rivera-Noriega 2003; Dindo§ and Hwang 2018]. U

From this local estimate, we can obtain the following global L? estimate by the same proof as the
global L? estimate from [Dindo$ and Hwang 2018, Theorem 6.3].

Theorem 6.3. Let u be a solution to (1-1) and the coefficients of (1-1) satisfy the Carleson estimates (2-36)
and (2-39) then

IN"@)llroe) S 1S3 @)liLroe) + lullLroe) (6-4)
and by (6-1)

IN")lLroe) SIS, @ llLroe) + lullLe oo (6-5)

7. Proof of Theorem 1.1

We only consider the case 1 < p < 2 and use interpolation to obtain solvability for p > 2. First assume
either the stronger Carleson condition of (2-39), or (1-7) and (1-8) hold. Therefore the Carleson conditions
on the pullback coefficients (2-34), (2-35), (2-37) and (2-38) hold.

Without loss of generality, by Remark 2.20, we may assume that our domain is smooth. Consider
ft =max{0, f} and f~ = max{0, — f}, where f € Cyp(92), and denote the corresponding solutions
with these boundary data by u™ and u~ respectively. Hence we may apply Corollary 5.4 separately to u™
and #~. By the maximum principle, these two solutions are nonnegative. It follows that for any such
nonnegative u we have

1/2
1S5 GONL n oy < CIF IS nagy + CARNE? + IO INT @IL g

and Theorem 6.3 gives

||Nr(u)||zp(agz) = C”f”{p(agz) =+ C”Sl,z;r(“)”{p(ag)»

where ||| is the Carleson norm of (1-7) on Carleson regions of size < ry. As noted earlier, if, for
example, 2 is of VMO type then the size of x appearing in this estimate will only depend on the Carleson
norm of coefficients on €2, provided we only consider small Carleson regions. Hence we can choose rg
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small enough (depending on the domain €2) such that the Carleson norm after the pullback is only twice
the original Carleson norm of the coefficients over all balls of size < ry.

Since we are assuming ||i||c is small, clearly we also have ||u|¢c < C||,u||lc/2. By rearranging these
two inequalities and combining estimates for u™ and u~, we obtain, for 0 < r < r(/8,

1/2
IN"GO12 sy < CIENE nagy + CHLIEZINY @12 00

By a simple geometric argument in [Dindo§ and Hwang 2018] involving cones of different apertures,
Lemmas 3.4 and 3.7 show there exists a constant M such that

INY 1] 50y < MIN" @175 50- (7-1)

It follows that if CM || || lc/ 2 < % by combining the last two inequalities we obtain

IN"GON] pagy < 2C 11T pia0)s

which is the desired estimate (for the truncated version of nontangential maximum function). The result
with the nontruncated version of the nontangential maximum function N (u) follows as our domain is
bounded in space and hence (7-1) can be iterated finitely many times until the nontangential cones have
sufficient height to cover the whole domain.

Finally, we comment on how the Carleson condition (2-39) can be relaxed to the weaker condition (1-6).
The idea is the same as [Dindo§ and Hwang 2018, Theorem 3.1]. As shown there, if the operator £
satisfies the weaker condition (1-6), then it is possible (via mollification of coefficients) to find another
operator £ which is a small perturbation of the operator £ and £, satisfies (2-39). The solvability of
the L? Dirichlet problem in the range 1 < p < 2 for £; follows by our previous arguments. However,
as L is a small perturbation of the operator £; we have by the perturbation argument of [Sweezy 1998]
L? solvability of £ as well.

Finally, for larger values of p we use the maximum principle and interpolation to obtain solvability
results in the full range 1 < p < oo. O

Appendix: proofs of results from Section 2

Proof of Theorem 2.3. We begin by proving the equivalence of (3) and (6) using ideas from [Strichartz
1980] and write F' = D¢, where F is a tempered distribution. Let

k_ . ~
©" = X0,00,0) ~ X01(er)"
Thenfor 1l <k <n-—1

_jr n—1

_ 2sin’(&/2) 1—e 1 —e i
Ek iT itk li‘_j

. 2sin%(1/2) Ly P

PrE 1) = [[——

T izl léj

orE D)

’

(A-1)
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with @* (&, ) ~ & for small & and 1 <k <n — 1. We let
L elE0u

G ol
and denote by ¥ (x, r) the usual parabolic dilation by p, that is,

Yux, ) =p "ytx/p, 1/ p?).

It is worth noting that (¢ s ) o= (pﬁ * ;. Therefore we may rewrite (6.a), by Remark 2.4, as

n—1
! ’ k 2 dp
sup / / /(z//”*go * F)*— dudx dt ~ B.a). (A-2)
0, ; 10r1 Jo, Juesr—1Jo 7P 7P P 0
Similarly if we let
R o 00U _ 1
Y= (A-3)
" &, ol
then we may rewrite (6.b) as
1 ! u 2 dp
sup (lﬂn’p * F) —du dx dr ~ B(6.b)- (A—4)
0. 19r1 Jo, Jues-1Jo P

The functions ¢* % * and Y all satisfy the following conditions for some &; > 0:

/wmm:a
W0, DS G D171 for )l = a > 0, (AS)
W& OIS IE DI for 1€, D)l <1,

W& DI SIE DI for [[(§, DIl = 1.

Therefore if D¢ = F € BMO(R") then B(g.a) S ||[D¢||i and Beb) S |||D¢||i by [Strichartz 1980, Theo-
rem 2.1]; this shows (3) implies (6).
For the converse, we proceed via an analogue of the proof of [Strichartz 1980, Theorem 2.6]. Consider

0 1) =E DIEE, 1),

where ¢ € Cj°(R). Let HOI0 be the dense subclass of continuous H'! functions g such that g and all
its derivatives decay rapidly; see [Stein 1970, p. 225]. Via an analogue of [Fefferman and Stein 1972,
Theorem 3; Strichartz 1980, Lemma 2.7] by assuming (6.a) and (6.b) if g € Holo([R”) then for each
1<k<n-—1

00 d
Yk gk x F(x, 1)0, % g(x. 1) dx dt—2 du| < BY2 ligl . (A-6)
gn—l 0 R”’IXIR P p /0 ( )
” Y ok F(x,1)0, * andxmgﬁdu<<BUzH|| (A-7)
sn-1 Jo Rr-1xR G p ~ PenI8lH!
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Forl<k<n-—1let

m(E, 7) = / / T4 pE. — PP (—pE. — DI DIL(PIIE ) dp du,
sn-1 Jo (A-8)

m& 0= [ [ Tt =0l Dol E Dl dpdu.

All of these functions m; are homogeneous of degree zero, smooth away from the origin and the associated
Fourier multipliers My, for 1 < k < n, are Calderén—Zygmund operators that preserve the class Hol0 and
are bounded on H'.

The nondegeneracy condition from [Calderén and Torchinsky 1975] on the family of functions {m};_,
holds — that is, the property that ) _, [m(r€, r21)|? does not vanish identically in r for (&, T) # (0, 0).
Therefore by [Calderén and Torchinsky 1975; 1977] we can find smooth homogeneous functions uy_ ; (&, )
of degree zero and positive numbers r; such that for all (&, 7) # (0, 0)

nojo

DD mi G D € ) =1, (A-9)

k=1 j=1

where my ,; are as my but with r; p replacing p in the arguments of @”, @ and 17/}‘ in (A-8) (but not ¢).

Let My ; and Uy ; be the Fourier multiplier operators associated to their respective multipliers my. ,,
and ug j. Then Y Y My Uy jg = g for all g € Hy,. By [Fefferman and Stein 1972, Theorem 3;
Strichartz 1980, Lemma 2.7] there exists h; ; € BMO(R") such that ||hk,j||i S Bs.a) Or By, and
(hi,j, g) = (F, My ;g) forall g € Holo- If we replace g by U; xg € Hol0 in the previous identity and sum
over j and k we obtain (h, g) = (F, g) for all g € HOIO, where h = Zk’j U,j"jhk,j; furthermore by the
BMO condition on Ay, we have ||h ||i < B.a) + Bsv)- The identity (A-9) does not need to hold at the
origin; therefore h—F may be supported at the origin and hence F = h + p, where p is a polynomial.
Due to the assumption ¢ € Lip(l, %) clearly F must be a tempered distribution. Hence as in [Strichartz
1980] we may conclude F' = h € BMO(R"). This implies equivalence of (3) and (6).

Similarly we may prove the equivalence of (4) and (5) to (3). The changes needed are outlined below.

We first look at (5) <= (3). In this instance we replace the convolutions ¢* % y* by

ei(§,0)~u _2_ e—i(S,O)'u
&, ’

which corresponds to (5.a), and we keep the convolution v, as it is in (A-3). The same proof then goes

YiE ) =

through to give that (5) holds if and only if (3) holds with equivalent norms, as in (2-13).
We now consider (4) <= (3). This case is stated in [Rivera-Noriega 2003, Proposition 3.2]. Again the
proof proceeds as above with one convolution

ei(s,f)q,t —_2_ e—i(&,t)-u

VUE T) = . O
V6 I1E. ol

Proof of Theorem 2.8. Without loss of generality, we only consider the case n < 1. When n > 1 the

existence of an extension with |[D®||, < n+ £ requires a much simpler argument.
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telR

Oor

x e Rr1
Figure 1. The reflection and tiling of the cube Q, C Qg defined in (A-10).

By (2-20) there exists f € Cs such that |[Ve — f|l« 0., <2n and a scale 0 < ro =r¢(§) < d such that

“f”*,di,r() S 277

Let d’ = nmin(rg, r1)/2 and consider some r < d’ and Q, C Q4y. Find a natural number k such that
R =2%r and Rn/2 < r < Rn. By our choice of d’ the cube Q»g, which is an enlargement of Q, by a
factor 2K*1 is still contained in the original cube Qg,.

It follows that

V@I, 000 <1,
’t - ) 2
sup / LACT) ¢(2x 2 dr dt dx < %
Qs=Jsx I |Qs| |I_T|
0sCOar

Without loss of generality, we may now assume that the cube Q»r is centred at the origin (0, 0) and
that ¢ (0, 0) = 0, since the BMO norm is invariant under translation and ignores constants. We first define
$ as an extension in time via reflection and tiling of the cube Q,:

d(x, 1), t € [—r2, r2] + 4kr?,

A-10
o(x,2r>—1), telr?3r’)+4kr?, keZ. ( )

Plx, 1) = {
See Figure 1 for an illustration of this. Clearly é coincides with ¢ on Q,.
It follows that ¢ is a function ¢ : {|x|eo < 2R} x R — R and (VQNS)Qr = (V¢)o,. Consider a cut-off
function p such that
1 if |x|eo <71,
(x) = .
0 if |x]eo > 2R,
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and |Vp| < 1/R < n/r. Finally define

®=¢p+(1-p)x-(Vh)o,). (A-11)

Clearly ® is well-defined on R"~! x R as p = 0 outside the support of ¢. We claim that & satisfies
(1)—(@v) of Theorem 2.8, which we establish in a sequence of lemmas below. Observe also that from our
definition of ® we have

VO = (Vd— (V)g,)p+Vp(p—x-(Vd)o,) + (Vo)g,, (A-12)
completing the proof. U

We start with a couple of lemmas that allow us to reduce our claim to the dyadic case; this is to make
the geometry easier to handle.

Lemma A.1 ([Jones 1980, Lemma 2.3], see also [Strichartz 1980, Theorem 2.8]). Let f be defined on

R"* and
1
sup —/ |f = fol = cn), (A-13)
o 19l Jo
where the supremum is taken over all dyadic cubes Q C R". Further, assume that
sup | fo, — fo,| = c(m), (A-14)
01,02

where the supremum is taken over all dyadic cubes Q1, Q2 of equal edge length with a touching edge.
Then

£l S ).
Below [(Qy) = s denotes the radius of a parabolic cube.

Lemma A.2 [Jones 1980, Lemma 2.1 and pp. 44-45]. Let f € BMO(Q) and Qo C Q1 C Q. Then

1(Q1)
— <1 2 %0 A-15
| foo — fol S Og( +I(Qo)>”f” .0 ( )

Furthermore, the same proof in [Jones 1980] gives the following slightly stronger result:

1 1(Q1)
— | If=folZlo (2+ >|| ll+,0- (A-16)
00l Jo, '/ T TR 10e B H gy )1 e

If Qo, Q1 C Q and [(Qgp) < 1(Q1) but they are not necessarily nested then
1(Q1) dist(Qo, 01)
| fo, — fo,l S (10 <2+ )—l—lo |:2+ —])Il ls.0- (A-17)
foo — fo g 1(00) g 1(0)) S0
If the cubes Qq, Q1 and Q are dyadic then we may replace BMO by dyadic BMO.

There is a typo at the top of [Jones 1980, p. 45]. It should read /(Q) < [(Q;) (it currently reads the
converse).
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Claim A.3. Let ¢ be defined as in (A-10), |V ||« 0,x Sn, and let Q be dyadic withr <1(Q) <2R. Then

~

\Y% \VJ <, ¢, A-18
|Q|/|¢> Fo,1 <o 1! (A-18)

Proof of claim. Let N € N be such that [(Q) =2V1(Q,). Let {Q'} be the 2V ~D dyadic cubes that are
translations of Q, and partition Q N{|¢| < r?}. Then by Lemma A.2

. 20| 1 [ i3
— V¢ —V = — V¢ —V
|Q|/Q' #=Véo =2 =10 1g1 J,, V4~ V00!

QZN'Qi'( /| 6 — Voor + Voo — Vo |>
o \|Q'] o oYY
< (m+nlog2+R/r)) Sn+nlog(1+1/n) Sen' 8. O

Lemma A.4 [Stegenga 1976]. Let g, h e L}

loc*

1
—_— h—(¢gh h—nh A-19
|Q|/Q|g (g >Q|<|Q|f|g( >|+|Q|f|g %0l. (A-19)

Proof. This small reduction is from [Stegenga 1976, p. 582]. First observe

Then

—(gh)g = g(h—hg) +ho(g — go) + 8oho — (8h)o

and
1 1 1
ho — (gh)p| = | — hop — — h| < — h—hg)l.
0ho — (gh)ol ’|Q|/Qgg |Q|/Qg'f|g|/g'g( o)l
Hence
1
_ h— (oh 2— h—h A-20
%Ql/ng (sh)ol |Q|/|g sol| < |Q|/|g< ol (A-20)
completing the proof. 0

We can now prove (iii) of Theorem 2.8.

Lemma A.5. Let & : R" — R be defined as in (A-11) with |V ||« 0,x S - Then VP € BMO(R") and
forall 0 <e <1

VD[, e n' ¢ +ne. (A-21)

Proof. Recall Vd = (Ve — (V¢)Q, Yo+ Vp(p—x- (V¢)Q,) + (V(,b)Q,, we can ignore the constant term
as the BMO norm doesn’t see it. Let ¢ = V¢ — (Vqﬁ)Qr and ) = ¢ —x - (V¢)Q We want to bound
low |« and ||V 00||.. We first tackle the term || pyr|| .

Step 1: (A-14) holds; that is, SUpp, 0, [(p¥)o, — (pY),| < c(n) for Q1, Q> dyadic cubes of equal side
length and with a touching edge.

Since ¢~) is the extension in the time direction by reflection and tiling (see (A-10)), and Q;, Q> and Q,
are all dyadic cubes, we may assume that if [(Q) <r then Q1, Q> C {|t| < r?}, and if I(Q1) > r then
{ltl <r?} C Q1.
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If Q1, Q2 C Q2 then [(p¥)g, — (p¥)o,| S 1Y I« dyadic, 0.p- Therefore, if we show (A-13) for
f = py then by Lemmas A.2 and A.4 clearly

I()Ow)Q1 - (/01//')Q2| S, ”pw”*,dyadic, Qor =< ||w||*,dyadic, Qor =< ||V(]~5||*’ dyadic, Qar S n.

Now look at the other cases: Q1 C Qg and Q>N QOog =F,0r Orp C Q1 and o N QOrp = <. In
both cases, we wish to control [(p¥)g, |.

Step 1.a: Case Q1 C Qag, Q2N Qg =2 and [(Q1) < Rn/L.
Q; is small here and touches the boundary of Q»g. This means that [|p|lz~(0,) S 1(Q1)/R since p

is 0 outside Qg. Therefore we apply the trivial bound

[(Q1)
R

Step 1.b: Case Q1 C Qar, Q2N Qg =@ and Ry/€ S1(Q1) <2R.

Since Q1 C Qrr we have Rn/¢ < 1(Q1) < 2R. Q; is dyadic so there exists N € Z such that
1(Q1) =21(Q,).
Step L.b.i: N <0.

This means that /(Q;) < /(Q,) and so by the reflection and tiling in time, (A-10), we may assume
Q1 C {|t| <r?} and by Lemma A.2

[(e¥)oi | < lpll=nll¥ L= S £

1 1
oV)or| < 1Wlg, = @fQ V¢ — Voo, | < @/Q Vé — Voo, | + Vo, — Vo,

Sn+nlog(l+6) +nlog(1+1/n) Se n'~f +nlog(1+£).

Step 1.b.ii: N > 0.
By Claim A.3 we obtain

1 7 g l1—e¢
(P¥)o, | < Wlo, = @/Q IV$ — Vo, | Sen'.

Step 1.c: Case Q2r C Q1, 02N Qrr =T s0l(Q1) >2R.
Let N satisfy [(Q1) = 2N1(Q2r), the number of dyadic generations separating Q1 and Q»g. Then Q

overlaps Qo (and its dyadic translates in time) exactly 22V times. Therefore by Claim A.3,

22N - - 2N 1 - - )
(pWo =Wlo = == | IV —=Vdo,| = sy | IV — Vo Sen'™".
= =000 Jo 1T N 0ol Jo, et

Hence, modulo the unproved statement || oy ||+, dyadic, 0>z S 7 We have shown
(0o, — (0¥)0,] Se n'~° +nlog(1+0).

Step 2: (A-13) holds; that is, || oV ||+, dyadic S ¢(1).
To apply Lemma A.4 we need to control two terms,

1
sup ||,0||L°°(Q)@/Q|1//—¢Q|

Q dyadic
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1Yol
sup lo— pol.
Q dyadic |Q| (0]

and

Step 2.a: Estimating
1
sup ||p||Loo<Q>@f W — vol.
Q

Q dyadic
In all the following cases we bound ||p|| L~y < 1.

Step 2.a.i: Case [(Q) <.
As before, by the reflection and tiling in time, we may assume Q C {|t| < r?} and so V(fb =V¢ on Q.
Hence

1 1 - ~ 1
_ _ - Vo — (V = — Vo —(V <.
IQI/QW Yol IQI/Q| ¢ —(Vo)ol IQI/Q| ¢—(Vool S

Step 2.a.ii: Case r < [(Q) <2R.
Applying Claim A.3 gives
1 1—¢
— [ W =Yool <¥loZen —°.
101 Jo

Step 2.a.iii: Case 2R < [(Q).
From Step 1.c it follows that

1
- _ < lfe‘
|Q|/Q|w Yol <I¥lo Sem

1Yol
= Ip pol-
QdyddlC |Q|

We have the following three cases to consider.

Step 2.b.i: Case Q C Qar, [(Q) <r and Q C {|t]| <r?}.
Because the cube Q might not be touching the boundary we can’t follow Section 7 and bound

1
@fglp—pgl

by |l pllz=(g), which here is likely be 1. However, we can use the mean value theorem and get a better

Step 2.b: Estimating

bound. By the intermediate value theorem there exists (z, 7) € Q such that p(z) = pp and using that p is

independent of time and |Vp| < 1/R we have
1(Q) l(Q)
lo(x) = pol = p(x) — ()| < Vpll(Q) S —— R mat

Then applying Lemma A.2 gives

1Yol Q) 1 v

o | lo—pol S = V9~ Vdo| =
0 Y

0]
1(0)
<", ), <
STy og<+l(Q)> ~

l(Q)l/V_v
<= | 196 =Yoo
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Step 2.b.ii: Case Q C Qg and r < I(Q) <2R.
This case is a straightforward application of Claim A.3:

I¥ol
| O]

Step 2.b.iii: Case Qrr C Q so I[(Q) > 2R.
This follows similarly to Step 1.c; let N be defined as there and

5 e
0] Ql/? ,0Q|S|Q| ) é — Voo,,

Therefore by Lemma A.1, ||py |« <. n'=¢ 41 log(1+ ¢).

/ 10— ol < Vol <o 1.
0

2N

< W“V(ﬁ”*,gm =n.

It remains to tackle the harder piece V p6 = Vp(q3 —X -V&Qr). Recall that supp(Vp) ={r < |x|cc <2R}.
Step 3: (A-14) holds; that is, supp, .0, [(Vp)g, — (VpB)g,| < c(n), where Qy, QO are dyadic with a
touching edge and [(Q) =[(Q»).

There are two different cases to consider:

(1) Q1 Nsupp(Vp) # & and Q> Nsupp(Vp) # 2.

(2) Q1 Nsupp(Vp) # @ and Q2 Nsupp(Vp) = &
Again (1) is controlled by ||V p8||4, dyadic, 0, by Lemma A.2 so we only have to deal with (2) and bound
SUPg, dyadic [(Vpb)o,l.

Step 3.a: Case Q1 C Qar and [(Q1) S Rn/L.
In this case Q; touches the boundary of the support of Vp so we have the estimate ||V pllzx0,) S

1(Q1)/R? since |V?p| < 1/R%. Also ¢(0,0) =0 and ¢ € Lip(1, 3) so
lpCx, Dllo)) < 6, Dl Lx(0r) S ER.

Finally ||x - Vo, | L(0.) S £ R. Therefore

l(Q) 1 (Ql)
R; o |¢(x 1) —x- Vg, |dxdt <

Step 3.b: Case Q1 C Qg and Rn/¢ SI1(Q1) <2R.
By the fundamental theorem of calculus, we may write

[(VpB)o, | = IVpllLxonlPlo, S

N

1

d?(x,t)—qs(r'x—' ) / Vo(rx, 1) dr.
r/lx|

Therefore, we have

|(VpB)o,| = [Vpllflo,

1
IVpl‘d)(r— I)+x-/ (Vo(rx, 1) = Veo,) di +x - — Vo,

r/Ix| | |
x|’

0
1

R

R

1 - ~ nRE
< +=-— (/ |v¢()\x,z)—v¢Qr|d,\) dxdr + —.
L~y  RI101] R

r/lx|




PARABOLIC L? DIRICHLET BOUNDARY VALUE PROBLEM AND VMO-TYPE TIME-VARYING DOMAINS 1263

Since ¢ defined by (A-10) is tiled and reflected in time on cubes of scale r, and (rx/|x|, 0) € Q, we
control the first term above by

1] -~
‘ ( ) [,

Recall that r ~ nR, Rn/€ <1(Q1) <2R and r < |x|s < 2R so n/2 < A < 1. We apply Fubini to the
second term:

Lr
< —||¢ #(0,0)|IL=0,) S I S .

1 1
b (/ IVQS(Ax,t)—V&erd)\>dxdt< L/ |Vé(rx, 1) — Vo, | dx dt di.
|01 r/1x] 1011 Jy2

Let él be the set formed by Q) under the transformation (x, ¢t) — (Ax,t). We may further cover
Ql by ~ A2 translations of AQ; with |AQ|/] él | < A2. Therefore a similar proof to Claim A.3, using
Lemma A.2, gives

1
IV¢>()»X D=Veo,|dxdr = —~— IV¢ Vo, |

R
|01 IQI
~ ~ r V4
Vo—V <nlog(2 < plog(14+—
/SQ.| »—Voo,lSn og( +SZ(Q1)>N77 Og( +n2>

<)j2
Sen' F+nlog(1+0)

T IsQil

and hence after harmlessly integrating in A we can control the second term by

1
L
f nlog(l + ¥> dr <e '+ plog(l +£).
n/2

Step 3.c: Case [(Q1) > 2R.
As before in Step l.c, [(Vp0)g,| < [(Vp0)g,,|, which can be further controlled by cubes that tile

supp(V p). Therefore, this case is bounded as in Section 7.
Step 4: (A-13) holds; that is, ||V 00 ||«, dyadic <c().
Here we have three cases to consider:
(1) O C O2.
(2) Q CR"\'supp(Vp).
(3) Q2r C 0.
Case (2) is obvious. Case (3) reduces down to (1) by Step 1.c, the reflection and tiling of d3, and
supp(Vp).
Case (1): Using Lemma A.4 this reduces down to showing that

|Q|/V_v <
0] Vo= (Vp)ol S c(n),

_ 0—0,) <
<>|Q|f|w< o) < cn)

for Q dyadic and Q C Q»g.
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Step 4.a: (a) holds for Q dyadic and Q C Q»k.

Step 4.a.i: Case Q C Qog and [(Q) < Rn/L.
By the naive bounds in Step 3.a, |#|p < ¢R. If we use the mean value theorem for Vp similar to

Section 7 then

1(0)
Vp—(V < |V2pll(Q) < —=Z.
|Q|/| P= Vo)l SIVPIQ) S —r-
Therefore 0
'|QQ|'/|Vp (Vo)ol SR (Q)Nn

Step 4.a.ii: Case Q C Qog and Rn/¢ <I1(Q) <2R.
Here we apply the same technique as Section 7:

]
10|
Step 4.b: (b) holds for Q dyadic and Q C Q3k.

V(0 — <
|QI/|p( I RIQI/'

We split this into the now-usual cases.

Step 4.b.i: Case I(Q) < Rn/X.
By the intermediate and mean value theorems |p — ¢~SQ| SU(Q)¢ and |x — xg| SI(Q) so

/ Vo = (Vp)ol < 10101V ol <o n'* +nlog(1 +0).

—x-V \Y <—l <.
&G 1001 = igr |1 —do Vo + - Viadol < @ 5
Step 4.b.ii: Case Rn/¢ <1(Q) < 2R.

10— 6] < — |9| ,
RIQI/ ¢ e

and then applying the result from Section 7 gives
1
0l / Vo0 —60)| Se '~ +nlog(1 4 0).
Q

Therefore by Lemma A.1 we have shown V& € BMO(R") and the bound (A-21) holds. O
To finish proving Theorem 2.8 we need to establish (iv).

Lemma A.6. Let & : R"™! x R — R be defined in (A-11) with

1 1) — T2
sup 9D =0 O 41 gy g < (A-22)
o,=Jx1, 1Qsl Jo,Ji, [t — 7|
QsCQOgd, s=r
then @ satisfies
1 |D(x, 1) — D(x, 1)

su dr drdx < (A-23)
0,=Jx1, 19sl Jo, /1, |t — 72
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Proof. Trivially since ® is defined globally

D (x, 1) — D(x, 1) ‘ 2
//' 00 =20 O g grdr < sup /"W )= OF gy ar,
[t —7| 0,=J; x1I; |Qs| 0, It —7|

sup
Qs=Js x I |Qs|

where we interpret the value of qg where it is undefined as 0, i.e., ¢~)(x, t) =0 when (x,1) & supp(</3). It
remains to establish

7 iy 2 _ 2
q pi o, ) = o, O (4 < sup L/ lp(x.1) —(x, 7)|
|1 t—t]?

dr dr dx A-24
A P ap (A-24)

pointwise in x, where Q, = J, x I, and is used to define ® in (A-11). To simplify our notation, we drop
the dependence on the spatial variables in qNS and ¢. We also set A := I;. Recall from (A-10) that

() = {¢(r) t € [—r%, r?] +4kr,

dQ2rr—1), telr? 3r?]+4kr?,
fork e Z. Let I = [—r2, r2]+4kr? and J;, = [r2, 3r2] + 4kr? be intervals in time for k € Z. We partition
A into disjoint pieces A = Ul- LU j J; UA1UAj, where Ay and A, are pieces that don’t contain either
I,‘ or Jj.

If A=A, UA,, we may as well assume (by translation and reflection) that A| = [a, r?], A, = [r2, b].
Let 7/, b’ and A}, be the images of 7, b and A; respectively under the map t + 2r> — 7. Without loss of
generality we only consider the case |A|| > |As|. Since |t — 7| = |t — r?| + |t/ —r?| > |t — T'| we have
forte Ay, T € Ay

// |¢><z)—¢<r)|2 // lp(t) —p(x ’)|2d
' dt
e, -t ot —=Qr2 =12

//” |<1>(t)—<25(f/)|2d dt<// () — ()] dr'dr.
[t —1'|? AJA t_T|2
Therefore

90 —dOF (// // f/)|¢(z>—¢>( P )
+2 Tdr < p-.
|A|/ e Y=\ L L LT e AR

In the general case when A = UieI Ly jeg J; UA1UA; we write the double integral over A in terms

(1) — @I 91 — ()
Z/ 9T Zf o

i,kel i€l jeJ

of integrals

and integrals that involve sets A; or A, or both (those are handled similarly to the earlier calculation).
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Dealing with the first case, if i #k, t € I; and T € Iy then |t —t| ~r?|i —k|;if i =k then |t — 7| = |t/ —/|.
Therefore

7 _z 2
/ CORTGTS
Iy

¢ ()—¢(0)|? .
/ lowd dt+Z i k|2./ | (t)—@(r)|"drds

2
i,keT |t T| ieZ i,keT
l;r’:k
t 2 t 2
SZ/ lp(1)— ¢(ZT)| dH_Z / | (1)— ¢(2T)| dr dr
ieT Ih/ Iy |t—f| k€I|l_k| Iy |t fl
z;ék
)— 2
<17 ¢ (2) ¢(27)| dedr.
IyJ Iy |t—T|

In the second case

() — d(D)?
Z f/ i dr dr

i€, jeJ
o (1) — ¢ (1)]? 1
//10 |t — 1|2 T Z m/k)/ |¢(t)—¢(r)| dr dr

ieL,jeJ i€l jeJ
li—jl<l li—jl=2

) —ao(1))?
<qz+1on [ [ 2OZ2OF .

Iy Iy |t_T|2

Since |A| ~ (IZ] + |T1)|1o| and Iy is one of the time intervals considered in the supremum of (A-24),

1) — 2 1 ) — 2
/ o (1) ¢(2)| drdr ~ lop (1) ¢>(2T)| dr dr < n. 0
|Al It — 7] ol J1yJ1, |t —7]
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