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VOLUME COMPARISON WITH RESPECT TO SCALAR CURVATURE
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(1919 - 2019)

We investigate the volume comparison with respect to scalar curvature. In particular, we show the volume
comparison holds for small geodesic balls of metrics near a V -static metric. For closed manifolds, we
prove the volume comparison for metrics near a strictly stable Einstein metric. As applications, we give a
partial answer to a conjecture of Bray and recover a result of Besson, Courtois and Gallot, which partially
confirms a conjecture of Schoen about closed hyperbolic manifolds. Applying analogous techniques, we
obtain a different proof of a local rigidity result due to Dai, Wang and Wei, which shows it admits no
metric with positive scalar curvature near strictly stable Ricci-flat metrics.

1. Introduction

The volume comparison theorem is a fundamental result in Riemannian geometry. It is a powerful tool in
geometric analysis and frequently used in solving various problems.

The classic volume comparison theorem states that the volume of a complete manifold is upper bounded
by the round sphere if its Ricci curvature is lower bounded by a corresponding positive constant. A natural
question is whether we can replace the assumption on Ricci curvature by the one on scalar curvature.

In general, scalar curvature is not sufficient to control the volume. This is a straightforward consequence
of a result by Corvino, Eichmair and Miao [Corvino et al. 2013]. In order to state it, we need the following
fundamental concept, which was introduced in [Miao and Tam 2009].

Definition. Let (Mn, ḡ) be an n-dimensional Riemannian manifold. We say ḡ is a V-static metric if there
is a smooth function f ̸≡ 0 and a constant κ ∈ R that solve the V-static equation

γ ∗

ḡ f = ∇
2
ḡ f − ḡ1ḡ f − f Ricḡ = κ ḡ, (1-1)

where γ ∗

ḡ : C∞(M)→ S2(M) is the formal L2-adjoint of γḡ := DRḡ, the linearization of scalar curvature
at ḡ. We also say a quadruple (M, ḡ, f, κ) is a V-static space.
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MSC2010: primary 53C20; secondary 53C23, 53C24, 58J37.
Keywords: scalar curvature, volume comparison, V -static metric, stable Einstein metric, Bray’s conjecture, Schoen’s conjecture.

© 2023 MSP (Mathematical Sciences Publishers). Distributed under the Creative Commons Attribution License 4.0 (CC BY).
Open Access made possible by subscribing institutions via Subscribe to Open.

http://msp.org/apde/
https://doi.org/10.2140/apde.2023.16-1
https://doi.org/10.2140/apde.2023.16.1
http://msp.org
https://creativecommons.org/licenses/by/4.0/
https://msp.org/s2o/


2 WEI YUAN

Remark 1.1. A fundamental property of a V-static metric is that its scalar curvature Rḡ is a constant
for M connected; see Proposition 2.1 in [Corvino et al. 2013]. By taking the trace of (1-1), we can see
that f satisfies the linear elliptic equation

1ḡ f +
Rḡ

n−1
f +

nκ
n−1

= 0. (1-2)

In particular, f is an eigenfunction for the Laplacian if κ = 0.

Einstein metrics are in particular V-static, which can be easily seen by taking the function f to be a
constant. In this sense, we can view V-static metrics as a generalization of Einstein metrics. Another class
of special V-static metrics are vacuum static metrics when we take κ = 0. They can be used to construct
an important category of solutions to Einstein field equations in general relativity [Qing and Yuan 2013].
The classification of V-static spaces is a crucial problem in understanding the interplay between scalar
curvature and volume. For more results, please refer to [Baltazar and Ribeiro 2017; Barros et al. 2015;
Corvino et al. 2013; Miao and Tam 2009; 2012].

Now we state a deformation result associated with the concept of V-static metrics.

Theorem 1.2 (Corvino, Eichmair and Miao [Corvino et al. 2013]). Let (Mn, ḡ) be a Riemannian manifold
and � ⊂ M be a precompact domain with smooth boundary. Suppose (�, ḡ) is not V-static, i.e., the
V-static equation (1-1) only admits the trivial solution: f ≡ 0 and κ = 0 in C∞(�)× R. Then for any �0

compactly contained in �, there exists a constant δ0 > 0 such that for any (ρ, V ) ∈ C∞(M)× R with
supp(Rḡ − ρ)⊂�0 and

∥Rḡ − ρ∥C1(�,ḡ) + |V�(ḡ)− V |< δ0,

there exists a metric g on M such that supp(g − ḡ)⊂�, Rg = ρ and V�(g)= V.

This result suggests that for a non-V-static domain, the information of scalar curvature is not sufficient
to give a volume comparison: we can take either V > V�(ḡ) or V < V�(ḡ), but with ρ > Rḡ in �. In
either case, we can find a metric g realizing (ρ, V ) on � and it shows that no volume comparison holds
for non-V-static domains.

However, the volume comparison with respect to scalar curvature indeed holds for some special metrics.
For instance, Miao and Tam [2012] proved a rigidity result for the upper hemisphere with respect to
nondecreasing scalar curvature and volume. They also showed that a similar result holds for Euclidean
domains. Note that since all space forms are V-static, it is natural to ask whether all V-static spaces admit
such a volume comparison result.

Inspired by the rigidity of vacuum static metrics [Qing and Yuan 2016] and related work [Miao and
Tam 2012], we obtain a volume comparison theorem with respect to scalar curvature for sufficiently small
geodesic balls, if appropriate boundary conditions on induced metric g|T ∂Br (p) and mean curvature Hg

are posed.

Theorem A. For n ≥ 3, suppose (Mn, ḡ, f, κ) is a V-static space. For any p ∈ M with f (p) > 0, there
exist positive constants r0 and ε0 such that for any geodesic ball Br (p)⊂ M with radius r ∈ (0, r0) and
metric g on Br (p) satisfying
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• Rg ≥ Rḡ in Br (p),

• Hg ≥ Hḡ on ∂Br (p),

• g|T ∂Br (p) = ḡ|T ∂Br (p),

• ∥g − ḡ∥C2(Br (p),ḡ) < ε0,

the following volume comparison holds:

• if κ < 0, then
V�(g)≤ V�(ḡ),

• if κ > 0, then
V�(g)≥ V�(ḡ),

with equality holding in either case if and only if the metric g is isometric to ḡ.

Remark 1.3. If f (p) < 0, we only need to replace ( f, κ) by (− f,−κ), and the reversed volume
comparison follows.

Remark 1.4. If κ = 0, then V-static metrics are in particular vacuum static, and hence g is isometric to ḡ
according to [Qing and Yuan 2016]. Thus Theorem A is an extension for the rigidity of vacuum static
metrics.

In general, the function f may change its sign on a closed V-static manifold. For example, we can
take f := 1 + 2xn+1 on the unit sphere Sn, where xn+1 is the height-function of Sn ↪→ Rn+1. Hence the
volume comparison may not hold in this case. However, for some special V-static spaces, the volume
comparison with respect to scalar curvature might still hold for closed manifolds. Here and throughout
this article, we say a manifold is closed if it is compact without boundary.

Schoen [1989] proposed a well-known conjecture that the Yamabe invariant of a given closed hyperbolic
manifold is achieved by its canonical metric. This problem involves all possible metrics on a given
hyperbolic manifold and it is obviously very difficult to solve. However, it can be shown that this
conjecture is in fact equivalent to the following volume comparison problem.

Schoen’s conjecture. For n ≥ 3, let (Mn, ḡ) be a closed hyperbolic manifold. Then for any metric g
on M with

Rg ≥ Rḡ,

the volume comparison
VM(g)≥ VM(ḡ)

holds.

The equivalence of the aforementioned Schoen’s conjectures are known by experts. For the convenience
of readers, we include a proof in the appendix.

Schoen’s conjecture is known to hold for 3-manifolds due to works of Hamilton [1999] on nonsingular
Ricci flow and Perelman [2002; 2003] on geometrization of 3-manifolds (also see [Agol et al. 2007]
for a generalization). For higher dimensions, Besson, Courtois and Gallot [Besson et al. 1991] verified
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it for metrics C2-close to the canonical metric. They also proved that the volume comparison holds
without assuming g is close to ḡ if one replaces the assumption on scalar curvature by Ricci curva-
ture [Besson et al. 1995], which can be viewed as evidence that Schoen’s conjecture holds for higher
dimensions.

For the case of positive curvature, Bray proposed the following conjecture.

Bray’s conjecture. For n ≥ 3, there is a positive constant εn < 1 such that for any complete manifold
(Mn, g) with scalar curvature

Rg ≥ n(n − 1)

and Ricci curvature
Ricg ≥ εn(n − 1)g,

the volume comparison
VM(g)≤ VSn (g

Sn )

holds, where Sn is the unit round sphere and g
Sn is the canonical metric.

Remark 1.5. Unlike Schoen’s conjecture, there is an additional assumption on Ricci curvature in the
positive curvature case. In fact, this assumption is necessary; see [Bray 1997] for details.

For this conjecture, Bray [1997] verified it for three dimensional manifolds and gave an estimate for ε3.
Later, Gursky and Viaclovsky [2004] showed that ε3 ≤

1
2 , and Brendle [2012] proved the rigidity of

volume comparison for ε3 =
1
2 . For higher dimensions, Zhang [2019] gave a partial answer.

Before stating our result, we first recall the following well-known concept associated with an Einstein
metric.

Definition 1.6 (stability of Einstein metrics). For n ≥ 3, suppose (Mn, ḡ) is a closed Einstein manifold.
The metric ḡ is said to be stable if

min spec
TT
(−1

ḡ
E)= inf

0̸≡h∈STT
2 (M)

∫
M⟨h,−1ḡ

E h⟩ḡ dvḡ∫
M |h|

2
ḡ dvḡ

≥ 0, (1-3)

where 1ḡ
E :=1ḡ + 2 Rmḡ is the Einstein operator and

STT
2,ḡ(M) := {h ∈ S2(M) : δḡh = 0, trḡ h = 0}

is the space of transverse-traceless symmetric 2-tensors on (M, ḡ). Moreover, ḡ is called strictly stable if
the inequality in (1-3) is strict.

Stability is a crucial concept in the study of Einstein manifolds. There are several equivalent way to
define it, we adopt the one involving the Einstein operator for our convenience. For more information,
please refer to [Besse 1987; Dai et al. 2005; 2007; Kröncke 2013].

Our main result about volume comparison for Einstein manifolds is the following:

Theorem B. Suppose (Mn, ḡ) is a closed strictly stable Einstein manifold with

Ricḡ = (n − 1)λḡ,
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where λ ̸= 0 is a constant. There exists a constant ε0 > 0 such that for any metric g on M which satisfies

Rg ≥ n(n − 1)λ

and
∥g − ḡ∥C2(M,ḡ) < ε0,

the following volume comparison holds:

• if λ > 0, then
VM(g)≤ VM(ḡ),

• if λ < 0, then
VM(g)≥ VM(ḡ).

Moreover, the equality holds in either case if and only if the metric g is isometric to ḡ.

Remark 1.7. Suppose the reference metric ḡ is Kähler–Einstein with negative scalar curvature and all
infinitesimal complex deformations of its complex structure are integrable. Applying a delicate utilization
of the functional

K (g)=

∫
M

|Rg|
n/2 dvg

and the Yamabe functional

Y (g)=

∫
M Rg dvg

(VM(g))(n−2)/n ,

Dai, Wang and Wei proved that the volume comparison with respect to scalar curvature holds for metrics
near ḡ; see Theorem 1.5 in [Dai et al. 2007]. In fact, their result can be extended to strictly stable Einstein
metrics with negative scalar curvature.

Remark 1.8. The above volume comparison does not hold for Ricci-flat metrics: by taking g = c2ḡ for a
constant c > 0, we have the scalar curvature Rg = Rḡ = 0, but the volume VM(g) can be either larger or
smaller than VM(ḡ) depending on whether c > 1 or c < 1.

Remark 1.9. The stability assumption in the theorem is necessary. Macbeth constructed an example of an
Einstein manifold which shows the volume comparison fails if we lack stability (personal communication,
2019). See Proposition 5.9 for more details.

Remark 1.10. Our approach in fact works for other curvatures as well. Please see [Lin and Yuan 2022]
for a volume comparison theorem of Q-curvature for strictly stable positive Einstein manifolds.

It is well known that hyperbolic metrics are strictly stable as special Einstein metrics and hence
Theorem B provides a partial answer to Schoen’s conjectures, which recovers the following result.

Corollary A (Besson, Courtois and Gallot [Besson et al. 1991]). For n ≥ 3, let (Mn, ḡ) be a closed
hyperbolic manifold. There exists a constant ε0 > 0 such that for any metric g on M with scalar curvature

Rg ≥ Rḡ

and
∥g − ḡ∥C2(M,ḡ) < ε0,
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we have
VM(g)≥ VM(ḡ),

where equality holds if and only if the metric g is isometric to ḡ.

Similarly, the spherical metric is also strictly stable (Example 3.1.2 in [Kröncke 2013]), and we obtain
a partial answer to Bray’s conjecture.

Corollary B. For n ≥ 3, let (Sn, g
Sn ) be the unit round sphere. There exists a constant ε0 > 0 such that

for any metric g on Sn with scalar curvature

Rg ≥ n(n − 1)

and
∥g − g

Sn ∥C2(Sn,g
Sn )
< ε0,

we have
VSn (g)≤ VSn (g

Sn ),

where equality holds if and only if the metric g is isometric to g
Sn .

Remark 1.11. For metrics close to the canonical spherical metric, the assumption on Ricci curvature in
Bray’s conjecture holds automatically.

Remark 1.12. Corvino, Eichmair and Miao constructed a metric on the upper hemisphere which satisfies
the scalar comparison but has arbitrarily large volume; see Proposition 6.2 in [Corvino et al. 2013]. In
fact, by gluing a lower hemisphere, we can get a metric on the whole sphere with scalar curvature no less
than n(n − 1) but with larger volume.

In the research of scalar curvature, a fundamental question is whether a given manifold admits a metric
of positive scalar curvature. A well-known result due to Schoen and Yau [1979a; 1979b] and Gromov
and Lawson [1980; 1983] is the rigidity of tori, which states that there is no metric of positive scalar
curvature on tori. For an excellent survey, please refer to [Rosenberg 2007].

In [Dai et al. 2005], Dai, Wang and Wei studied the existence of metrics with positive scalar curvature
on a Riemannian manifold with nonzero parallel spinors. Through investigations of variational properties
for the first eigenvalue of the conformal Laplacian, they proved the local rigidity of scalar curvature near
the reference metric. Note that their proof can be applied to closed strictly stable Ricci-flat manifolds.

Applying techniques similar to the argument for Theorem B, we obtain the local rigidity of strictly
stable Ricci-flat manifolds, which generalizes a result of Fischer and Marsden [1975] about local rigidity
of tori with a different approach than in [Dai et al. 2005]:

Theorem C (Dai, Wang and Wei [Dai et al. 2005]). Suppose (Mn, ḡ) is a strictly stable Ricci-flat manifold.
Then there exists a constant ε0 > 0 such that for any metric g on M satisfying

Rg ≥ 0

and
∥g − ḡ∥C2(M,ḡ) < ε0,
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we have g is homothetic to ḡ. That is, we can find a constant c > 0 such that g = c2ḡ. In particular, there
is no metric with positive scalar curvature near ḡ.

Remark 1.13. Note that flat tori are merely stable, since the kernel of the Einstein operator is nontrivial
and in fact

dim ker1ḡ
E ≥

n(n+1)
2

− 1.

It will be interesting to see whether there is an example of closed stable Ricci-flat manifold which admits
a metric of positive scalar curvature near the reference metric.

Remark 1.14. Similar to Theorem B, our approach can also be applied to other curvatures. Please see
[Lin and Yuan 2022] for an analogous result for Q-curvature.

The article is organized as follow: In Section 2, we collect notation and conventions used frequently
in this article. In Section 3, we calculate some geometric variational formulas involved in the next two
sections. In Section 4, we study the volume comparison for geodesic balls in V-static spaces. In Section 5,
we investigate the volume comparison for non-Ricci-flat strictly stable Einstein manifolds and the rigidity
phenomenon of strictly stable Ricci-flat manifolds. In the Appendix, we present a proof for equivalence
of two conjectures proposed by Schoen.

2. Notation and conventions

In this section, we collect notation frequently used and conventions adopted in this article for the
convenience of readers. Please note that all calculations are performed in the reference metric ḡ.

Let (�n, ḡ) be an n-dimensional compact manifold possibly with C1-boundary 6 := ∂�:

(1) Indices of coordinates components:

• Greek indices run through 1, . . . , n;
• Latin indices run through 1, . . . , n − 1.

(2) Connections:

• connection on � with respect to ḡ: ∇ḡ;
• connection on 6 with respect to ḡ|T6 : ∇

6.

(3) Volume forms:

• volume form on � with respect to ḡ: dvḡ;
• volume form on 6 with respect to ḡ|T6 : dσḡ.

(4) Curvatures:

• Riemann curvature tensor Rmḡ: Rαβγ δ;
• Ricci curvature tensor Ricḡ: Rβγ = ḡαδRαβγ δ;
• scalar curvature Rḡ: Rḡ = ḡβγ Rβγ ;
• second fundamental form Aḡ: Aḡ

i j =
1
2∂νḡ ḡi j ;

• mean curvature Hḡ: Hḡ = ḡi jAḡ
i j .
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(5) Spaces:

• space of all smooth Riemannian metrics on �: M�;
• space of all smooth diffeomorphisms of �: D(�);
• a local slice through the metric ḡ: Sḡ;
• symmetric 2-tensors on �: S2(�);
• TT-tensors on (�, ḡ): STT

2,ḡ(�)= {h ∈ S2(�) : δḡh = 0, trḡ h = 0}.

(6) Operators:

• Multiplication and inner product of symmetric 2-tensors:

(h × k)αδ := ḡβγ hαβkγ δ and ⟨h, k⟩ḡ = h · k := ḡαδ(h × k)αδ = ḡαδ ḡβγ hαβkγ δ.

In particular,
(h2)αβ = ḡγ δhαγ hδβ and Ricḡ ·h := Rβγ hβγ.

• Riemann curvature tensor as an operator on symmetric 2-tensors:

(Rmḡ ·h)βγ := Rαβγ δhαδ and ⟨Rmḡ ·h, h⟩ḡ := Rαβγ δhαδhβγ.

• A combination involving curvature:

Rḡ(h, h) := ⟨Rmḡ ·h, h⟩ḡ + 2(Ricḡ ·h)(trḡ h)−
2Rḡ

n−1
(trḡ h)2.

• Formal L2-adjoint of covariant differentiation:

δḡ = − divḡ, (δḡh)β = −∇
α
ḡ hαβ .

• Einstein operator:
1

ḡ
E h =1ḡh + 2 Rmḡ ·h.

• Linearization of scalar curvature:

γḡh = −1ḡ(trḡ h)+ δ2
ḡh − Ricḡ ·h.

• Formal L2-adjoint of γḡ:
γ ∗

ḡ f = ∇
2
ḡ f − ḡ1ḡ f − f Ricḡ .

3. Geometric variational formulas

In this section, we give variational formulas for geometric functionals involved later in the argument.
Throughout this section, � is assumed to be a compact manifold possibly with C1-boundary 6 := ∂�. In
the case 6 ̸= ∅, let

{e1, . . . , en−1, en = νḡ}

be an orthonormal frame on 6 such that the {ei }
n−1
i=1 are tangent to 6 and νḡ is the outward normal vector

field of 6 with respect to the metric ḡ. We also denote the induced connection on 6 by ∇
6.
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We begin with recalling well-known variational formulas of scalar curvature; for detailed calculations,
please refer to [Fischer and Marsden 1975; Yuan 2015].

Lemma 3.1. The first and second variations of scalar curvature are

DRḡ · h = −1ḡ(trḡ h)+ δ2
ḡh − Ricḡ ·h, (3-1)

and

D2 Rḡ · (h, h)= −2γḡ(h2)−1ḡ|h|
2
ḡ −

1
2 |∇ḡh|

2
ḡ −

1
2 |d(trḡ h)|2ḡ

+ 2⟨h,∇2
ḡ(trḡ h)⟩ḡ − 2⟨δḡh, d(trḡ h)⟩ḡ + ∇αhβγ∇βhαγ (3-2)

for any h ∈ S2(�).

For the mean curvature, its variations for the fixed induced boundary metric are given as follow, which
was first shown in [Brendle and Marques 2011].

Lemma 3.2. The first and second variations of mean curvature are

DHḡ · h =
1
2 hnn Hḡ − ∇i h i

n +
1
2∇nh i

i (3-3)

and

D2 Hḡ · (h, h)=

(
−

1
4 h2

nn +

n−1∑
i=1

h2
in

)
Hḡ + hnn

(
∇i h i

n −
1
2∇nh i

i
)

(3-4)

for any h ∈ S2(�) with h|T ∂� ≡ 0.

For the volume functional, we provide a proof mainly based on a technique from linear algebra, which
would be useful in calculating higher order variational formulas.

Lemma 3.3. The first and second variations of volume are

DV�,ḡ · h =
1
2

∫
�

(trḡ h) dvḡ (3-5)

and
D2V�,ḡ · (h, h)=

1
4

∫
�

[(trḡ h)2 − 2|h|
2
ḡ] dvḡ (3-6)

for any h ∈ S2(�).

Proof. Let A be an n × n symmetric matrix. Its characteristic polynomial is given by

pA(λ)= det(λI − A)=

n∑
k=0

(−1)kσk(A)λn−k

= λn
− (tr A)λn−1

+
1
2((tr A)2 − tr A2)λn−2

+

n∑
k=3

(−1)kσk(A)λn−k,

where σk(A) is the k-th elementary symmetric polynomial associated to the matrix A.
We choosing normal coordinates with respect to ḡ centered at an interior point x ∈�, so that ḡαβ = δαβ

at x . From the linear algebra fact mentioned above, we have the expansion

det(ḡ + h)= 1 + (trḡ h)+ 1
2((trḡ h)2 − |h|

2
ḡ)+ O(|h|

3
ḡ),
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and hence √
det(ḡ + h)= 1 +

1
2(trḡ h)+ 1

8((trḡ h)2 − 2|h|
2
ḡ)+ O(|h|

3
ḡ).

Immediately, this implies

DV�,ḡ · h =
1
2

∫
�

(trḡ h) dvḡ and D2V�,ḡ · (h, h)=
1
4

∫
�

((trḡ h)2 − 2|h|
2
ḡ) dvḡ,

respectively. □

In the rest of this section, we calculate variational formulas for some particularly designed functionals
involving scalar curvature, mean curvature and volume.

Proposition 3.4. For any h ∈ S2(�) and f ∈ C∞(�),∫
�

(DRḡ ·h) f dvḡ =

∫
�

⟨h, γ ∗

ḡ f ⟩ḡ dvḡ +

∫
6

[−(∂νḡ (trḡ h)+⟨δḡh, νḡ⟩ḡ) f +(trḡ h)∂νḡ f −h(νḡ,∇ḡ f )] dσḡ.

Proof. It is straightforward to see that∫
�

(DRḡ ·h) f dvḡ =

∫
�

(−1ḡ(trḡ h)+δ2
ḡh−Ricḡ ·h) f dvḡ

=

∫
�

⟨h,γ ∗

ḡ f ⟩ḡ dvḡ +

∫
6

[−(∂νḡ (trḡ h)+⟨δḡh,νḡ⟩ḡ) f +(trḡ h)∂νḡ f −h(νḡ,∇ḡ f )] dσḡ,

using Lemma 3.1 and integration by parts. □

Proposition 3.5. For any h ∈ S2(�) and f ∈ C∞(�),∫
�

(D2 Rḡ ·(h, h)) f dvḡ

=

∫
�

[
−

1
2 |∇ḡh|

2
ḡ −

1
2 |d(trḡ h)|2ḡ +|δḡh|

2
−2⟨δḡh, d(trḡ h)⟩ḡ +2(trḡ h)(δ2

ḡh)+Rḡ(h, h)
]

f dvḡ

+

∫
�

[
2(trḡ h)

(
⟨h, γ ∗

ḡ f ⟩ḡ −2⟨δḡh, d f ⟩ḡ −
1

n−1
(trḡ h)(trḡ(γ

∗

ḡ f ))
)
−2⟨h, δḡh⊗d f ⟩ḡ −⟨γ ∗

ḡ f, h2
⟩ḡ

]
dvḡ

+

∫
6

[∂νḡ |h|
2
ḡ +⟨δḡ(h2), νḡ⟩ḡ +2h(νḡ, δḡh)+2h(νḡ,∇ḡ trḡ h)+2(trḡ h)⟨δḡh, νḡ⟩ḡ] f dσḡ

+

∫
6

[h2(νḡ,∇ḡ f )−|h|
2
ḡ∂νḡ f −2(trḡ h)h(νḡ,∇ḡ f )] dσḡ,

where

Rḡ(h, h) := ⟨Rmḡ ·h, h⟩ḡ + 2(Ricḡ ·h)(trḡ h)−
2Rḡ

n − 1
(trḡ h)2.

Proof. By Lemma 3.1, we have∫
�

(D2 Rḡ · (h, h)) f dvḡ =

∫
�

[−2γḡ(h2)−1ḡ|h|
2
ḡ + 2⟨h,∇2

ḡ(trḡ h)⟩ḡ + ∇αhβγ∇βhαγ ] f dvḡ

+

∫
�

[
−2⟨δḡh, d(trḡ h)⟩ḡ −

1
2 |∇ḡh|

2
ḡ −

1
2 |d(trḡ h)|2ḡ

]
f dvḡ.
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Integrating by parts,

−2
∫
�

(γḡ(h2)) f dvḡ

= −2
∫
�

⟨γ ∗

ḡ f, h2
⟩ḡ dvḡ − 2

∫
6

[(trḡ(h2))∂νḡ f − f ∂νḡ (trḡ(h2))− h2(νḡ,∇ f )− ⟨δḡ(h2), νḡ⟩ḡ f ] dσḡ

= −2
∫
�

⟨γ ∗

ḡ f, h2
⟩ḡ dvḡ + 2

∫
6

[(∂νḡ |h|
2
ḡ + ⟨δḡ(h2), νḡ⟩ḡ) f + h2(νḡ,∇ f )− |h|

2
ḡ∂νḡ f ] dσḡ

and

−

∫
�

(1ḡ|h|
2) f dvḡ = −

∫
�

(|h|
21ḡ f ) dvḡ −

∫
6

[ f ∂νḡ |h|
2
ḡ − |h|

2
ḡ∂νḡ f ] dσḡ.

Also,

2
∫
�

⟨h,∇2
ḡ(trḡ h)⟩ḡ f dvḡ

= 2
∫
�

[⟨δḡh, d(trḡ h)⟩ f − ⟨h, d(trḡ h)⊗ d f ⟩ḡ] dvḡ + 2
∫
6

h(νḡ,∇ḡ(trḡ h)) f dσḡ

= 2
∫
�

(trḡ h)[(δ2
ḡh) f − 2⟨δḡh, d f ⟩ḡ + ⟨h,∇2

ḡ f ⟩ḡ] dvḡ

+ 2
∫
6

[(h(νḡ,∇ḡ(trḡ h))+ (trḡ h)⟨δḡh, νḡ⟩ḡ) f − (trḡ h)h(νḡ,∇ḡ f )] dσḡ

= 2
∫
�

(trḡ h)[(δ2
ḡh) f − 2⟨δḡh, d f ⟩ḡ + ⟨h, γ ∗

ḡ f ⟩ḡ + (trḡ h)1ḡ f + (Ricḡ ·h) f ] dvḡ

+ 2
∫
6

[(h(νḡ,∇ḡ(trḡ h))+ (trḡ h)⟨δḡh, νḡ⟩ḡ) f − (trḡ h)h(νḡ,∇ḡ f )] dσḡ

and∫
�

[∇αhβγ∇βhαγ ] f dvḡ

= −

∫
�

h β
γ [∇α∇βhαγ f + ∇βhαγ∇α f ] dvḡ +

∫
6

[hβγ νḡα∇
βhαγ ] f dσḡ

= −

∫
�

h β
γ [(∇β∇αhαγ + R α

αβδ hδγ + R γ

αβδ hαδ) f + ∇βhαγ∇α f ] dvḡ +

∫
6

[hβγ νḡα∇
βhαγ ] f dσḡ

= −

∫
�

[−∇βh β
γ ∇αhαγ f − 2h β

γ ∇αhαγ∇β f − h β
γ hαγ∇β∇α f + (⟨Ricḡ, h2

⟩ḡ − ⟨Rmḡ ·h, h⟩ḡ) f ] dvḡ

+

∫
6

[(hβγ νḡα∇
βhαγ − hβγ νḡβ∇αhαγ ) f − hβγ hαγ νḡβ∇α f ] dσḡ

=

∫
�

[|δḡh|
2
ḡ f − 2⟨h, δḡh ⊗ d f ⟩ḡ + ⟨∇

2
ḡ f − f Ricḡ, h2

⟩ḡ + ⟨Rmḡ ·h, h⟩ḡ f ] dvḡ

−

∫
6

[(⟨δḡ(h2), νḡ⟩ḡ − 2h(νḡ, δḡh)) f + h2(νḡ,∇ḡ f )] dσḡ

=

∫
�

[|δḡh|
2
ḡ f − 2⟨h, δḡh ⊗ d f ⟩ḡ + ⟨γ ∗

ḡ f + ḡ1ḡ f, h2
⟩ḡ + ⟨Rmḡ ·h, h⟩ḡ f ] dvḡ

−

∫
6

[(⟨δḡ(h2), νḡ⟩ḡ − 2h(νḡ, δḡh)) f + h2(νḡ,∇ḡ f )] dσḡ.
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Combining the calculations above, we obtain∫
�

(D2 Rḡ ·(h, h)) f dvḡ

=

∫
�

[
−

1
2 |∇ḡh|

2
ḡ −

1
2 |d(trḡ h)|2ḡ +|δḡh|

2
ḡ −2⟨δḡh, d(trḡ h)⟩ḡ +⟨Rmḡ ·h, h⟩ḡ +2(trḡ h)(Ricḡ ·h)

]
f dvḡ

+

∫
�

[2(trḡ h)((δ2
ḡh) f +⟨h, γ ∗

ḡ f ⟩ḡ −2⟨δḡh, d f ⟩ḡ +(trḡ h)1ḡ f )−2⟨h, δḡh⊗d f ⟩ḡ −⟨γ ∗

ḡ f, h2
⟩ḡ] dvḡ

+

∫
6

[(∂νḡ |h|
2
ḡ +⟨δḡ(h2), νḡ⟩ḡ +2h(νḡ, δḡh)) f −|h|

2
ḡ∂νḡ f +h2(νḡ,∇ḡ f )] dσḡ

+2
∫
6

[(h(νḡ,∇ḡ(trḡ h))+(trḡ h)⟨δḡh, νḡ⟩ḡ) f −(trḡ h)h(νḡ,∇ḡ f )] dσḡ

=

∫
�

[
−

1
2 |∇ḡh|

2
ḡ −

1
2 |d(trḡ h)|2ḡ +|δḡh|

2
ḡ −2⟨δḡh, d(trḡ h)⟩ḡ +2(trḡ h)(δ2

ḡh)+Rḡ(h, h)
]

f dvḡ

+

∫
�

[
2(trḡ h)

(
⟨h, γ ∗

ḡ f ⟩ḡ −2⟨δḡh, d f ⟩ḡ −
1

n−1
(trḡ h)(trḡ(γ

∗

ḡ f ))
)
−2⟨h, δḡh⊗d f ⟩ḡ −⟨γ ∗

ḡ f, h2
⟩ḡ

]
dvḡ

+

∫
6

[∂νḡ |h|
2
ḡ +⟨δḡ(h2), νḡ⟩ḡ +2h(νḡ, δḡh)+2h(νḡ,∇ḡ(trḡ h))+2(trḡ h)⟨δḡh, νḡ⟩ḡ] f dσḡ

+

∫
6

[h2(νḡ,∇ḡ f )−|h|
2
ḡ∂νḡ f −2(trḡ h)h(νḡ,∇ḡ f )] dσḡ,

where we used the fact that

trḡ(γ
∗

ḡ f )= −(n − 1)
(
1ḡ f +

Rḡ

n − 1
f
)

and

Rḡ(h, h)= ⟨Rmḡ ·h, h⟩ḡ + 2(Ricḡ ·h)(trḡ h)−
2Rḡ

n − 1
(trḡ h)2. □

In particular, for V-static metrics we have the following identity.

Corollary 3.6. Suppose (�, ḡ, f, κ) is a V-static space. Then for any h ∈ ker δḡ with h|T6 ≡ 0,∫
�

(D2 Rḡ ·(h, h)) f dvḡ = −
1
2

∫
�

[
(|∇ḡh|

2
ḡ +|d(trḡ h)|2ḡ −2Rḡ(h, h)) f +2κ

(
|h|

2
ḡ +

2
n−1

(trḡ h)2
)]

dvḡ

−

∫
6

[
Ai j

ḡ hinh jn −

(
h2

nn −3
n−1∑
i=1

h2
in

)
Hḡ +4hnn

(
∇i h i

n −
1
2
∇nh i

i

)]
f dσḡ

−

∫
6

[(
2h2

nn +

n−1∑
i=1

h2
in

)
∂n f +2hnn

n−1∑
i=1

hin∂i f
]

dσḡ.

Proof. Applying Proposition 3.5 with our assumptions,∫
�

(D2 Rḡ · (h, h)) f dvḡ = −
1
2

∫
�

[
(|∇ḡh|

2
ḡ + |d(trḡ h)|2ḡ − 2Rḡ(h, h)) f + 2κ

(
|h|

2
ḡ +

2
n−1

(trḡ h)2
)]

dvḡ

+

∫
6

[
(∂νḡ |h|

2
ḡ + ⟨δḡ(h2), νḡ⟩ḡ + 2h(νḡ,∇ḡ(trḡ h))) f + h2(νḡ,∇ḡ f )

− |h|
2
ḡ∂νḡ f − 2(trḡ h)h(νḡ,∇ḡ f )

]
dσḡ.
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For the boundary integral, we will rewrite it in terms of the orthonormal frame chosen for the boundary.
Note that the identities

0n
i j = −Aḡ

i j , 0k
jn = Ak

j , 0i
in = Hḡ (3-7)

hold on 6. Since
δḡh = 0 and hi j = 0, i, j = 1, . . . , n − 1,

we have

⟨δḡ(h2), νḡ⟩ḡ = (δḡ(h2))n = −∇α(h α
β h β

n )= −h α
β ∇αh β

n = −hnn∇nhnn − h i
n ∇i hnn − h i

n ∇nhin,

∂νḡ |h|
2
ḡ = ∇n|h|

2
ḡ = 2hnn∇nhnn + 4h i

n ∇nhin

on 6. Thus,

∂νḡ |h|
2
ḡ + ⟨δḡ(h2), νḡ⟩ḡ + 2h(νḡ,∇ḡ(trḡ h))

= hnn∇nhnn + 3h i
n ∇nhin − h i

n ∇i hnn + 2hnn∇n(trḡ h)+ 2h i
n ∇i (trḡ h)

= 3hnn∇nhnn + 3h i
n ∇nhin − h i

n ∇i hnn + 2hnn∇nh i
i + 2h i

n ∇
6
i hnn

= −3hnn∇i h i
n − 3h i

n ∇ j h
j

i − h i
n ∇i hnn + 2hnn∇nh i

i + 2h i
n ∇

6
i hnn,

where we used the fact that
∇nhnα = −(δḡh)α − ∇i h i

α = −∇i h i
α .

Moreover, from
∇ j h

j
i = ∂ j h

j
i +0

j
jαh α

i −0αj i h
j

α = Aḡ
i j h

j
n + Hḡhin

and
∇i hnn = ∂i hnn − 20αinhαn = ∇

6
i hnn − 2Aḡ

i j h
j

n ,

we obtain

∂νḡ |h|
2
ḡ + ⟨δḡ(h2), νḡ⟩ḡ + 2h(νḡ,∇ḡ(trḡ h))

= −Ai j
ḡ hinh jn − 3Hḡ

n−1∑
i=1

h2
in + h i

n ∇
6
i hnn − 3hnn∇i h i

n + 2hnn∇nh i
i .

On the other hand,

h2(νḡ,∇ḡ f )− |h|
2
ḡ∂νḡ f − 2(trḡ h)h(νḡ,∇ḡ f )= −

(
2h2

nn +

n−1∑
i=1

h2
in

)
∂n f − hnn

n−1∑
i=1

hin∂i f.

Integrating by parts,∫
6

[(∂νḡ |h|
2
ḡ +⟨δḡ(h2), νḡ⟩ḡ +2h(νḡ,∇ḡ(trḡ h))) f + h2(νḡ,∇ḡ f )−|h|

2
ḡ∂νḡ f −2(trḡ h)h(νḡ,∇ḡ f )] dσḡ

= −

∫
6

[(
Ai j

ḡ hinh jn + 3Hḡ

n−1∑
i=1

h2
in

)
f +

(
2h2

nn +

n−1∑
i=1

h2
in

)
∂n f + 2hnn

n−1∑
i=1

hin∂i f
]

dσḡ

+

∫
6

(−hnn∇
6
i h i

n − 3hnn∇i h i
n + 2hnn∇nh i

i ) f dσḡ.
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Note that
∇i h i

n = ∂i h i
n +0i

iαh α
n −0αinh i

α

= ∇
6
i h i

n + Hḡhnn,

and hence∫
6

[(∂νḡ |h|
2
ḡ +⟨δḡ(h2), νḡ⟩ḡ +2h(νḡ,∇ḡ(trḡ h))) f + h2(νḡ,∇ḡ f )−|h|

2
ḡ∂νḡ f −2(trḡ h)h(νḡ,∇ḡ f )] dσḡ

= −

∫
6

[
Ai j

ḡ hinh jn −

(
h2

nn − 3
n−1∑
i=1

h2
in

)
Hḡ + 4hnn

(
∇i h i

n −
1
2∇nh i

i
)]

f dσḡ

−

∫
6

[(
2h2

nn +

n−1∑
i=1

h2
in

)
∂n f + 2hnn

n−1∑
i=1

hin∂i f
]

dσḡ. □

In particular, for a special class of V-static spaces we have the following.

Corollary 3.7. Suppose (Mn, ḡ) is a closed Einstein manifold with

Ricḡ = (n − 1)λḡ.

Then for any h ∈ STT
2,ḡ(M)⊕ (C∞(M) · ḡ) we have∫

M
(D2 Rḡ · (h, h)) dvḡ = −

1
2

∫
M

(
−⟨h,1ḡ

E h⟩ḡ +
n2

−2
n2

|d(trḡ h)|2ḡ − 2(n − 1)λ|h|
2
ḡ

)
dvḡ.

Proof. According to the V-static equation (1-1), it is obvious that the Einstein manifold (Mn, ḡ) is a
V-static space with f ≡ 1 on M and κ = −(n − 1)λ. By Corollary 3.6 we obtain∫

M
(D2 Rḡ ·(h, h)) dvḡ =

∫
M

[
−

1
2 |∇ḡh|

2
ḡ−

1
2 |d(trḡ h)|2ḡ+|δḡh|

2
ḡ+Rḡ(h, h)+2λ(trḡ h)2+(n−1)λ|h|

2
ḡ
]

dvḡ.

From our assumption,

δḡh = −
1
n

d(trḡ h),

and hence∫
M
(D2 Rḡ · (h, h)) dvḡ =

∫
M

[
−

1
2 |∇ḡh|

2
ḡ −

n2
−2

2n2
|d(trḡ h)|2ḡ +Rḡ(h, h)+2λ(trḡ h)2 + (n −1)λ|h|

2
ḡ

]
dvḡ.

Since

Rḡ(h, h)= ⟨Rmḡ ·h, h⟩ḡ + 2(Ricḡ ·h)(trḡ h)−
2Rḡ

n − 1
(trḡ h)2

= ⟨Rmḡ ·h, h⟩ḡ − 2λ(trḡ h)2,

we have∫
M
(D2 Rḡ · (h, h)) dvḡ = −

1
2

∫
M

(
−⟨h,1ḡ

E h⟩ḡ +
n2

−2
n2

|d(trḡ h)|2ḡ − 2(n − 1)λ|h|
2
ḡ

)
dvḡ. □
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4. Volume comparison for V-static spaces

In this section, we will investigate the volume comparison for geodesic balls in generic V-static spaces.
Let � be an n-dimensional compact domain in a V-static space (Mn, ḡ, f, κ) with C1-boundary

6 := ∂�. We define the functional

F�,ḡ[g] :=

∫
�

R(g) f dvḡ + 2
∫
6

H(g) f dσḡ − 2κV�(g), (4-1)

where

g ∈ M�,6,ḡ := {g ∈ M� : g|T6 = ḡ|T6}

is a Riemannian metric on � that induces the same metric as ḡ on the boundary 6.
This functional is particularly designed for a given V-static space. The information of both volume and

curvature is encoded in this single functional. It has excellent variational properties.

Proposition 4.1. The V-static metric ḡ is a critical point of the functional F�,ḡ[g]. That is,

DF�,ḡ · h = 0 (4-2)

for any h ∈ S2(�) with h|T ∂� ≡ 0.

Proof. Applying Proposition 3.4 together with Lemmas 3.2 and 3.3,

DF�,ḡ · h =

∫
�

(DRḡ · h) f dvḡ + 2
∫
∂�

(DHḡ · h) f dσḡ − 2κ(DV�,ḡ · h)

=

∫
�

[⟨h, γ ∗

ḡ f ⟩ḡ − κ(trḡ h)] dvḡ

+

∫
∂�

[−(∂n(trḡ h)+ (δḡh)n + 2∇i h i
n − ∇nh i

i − hnn Hḡ) f − h i
n ∂i f ] dσḡ,

where we used that trḡ h = hnn on ∂�. Since

∇i h i
n = ∂i h i

n +0i
iαh α

n −0αinh i
α = ∇

6
i h i

n + Hḡhnn,

we have

(δḡh)n = −∇αh α
n = −∇

6
i h i

n − ∇nhnn − Hḡhnn.

Therefore

DF�,ḡ · h =

∫
�

⟨h, γ ∗

ḡ f − κ ḡ⟩ḡ dvḡ −

∫
∂�

[(∇6
i h i

n ) f + h i
n ∂i f ] dσḡ = −

∫
∂�

∇
6
i (h

i
n f ) dσḡ = 0,

i.e., ḡ is a critical point of F�,ḡ[g]. □

The second variation that follows is a straightforward application of Lemmas 3.2 and 3.3 together with
Corollary 3.6.
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Proposition 4.2. For any h ∈ ker δḡ with h|T6 ≡ 0, we have

D2F�,ḡ · (h, h)= −
1
2

∫
�

[
(|∇ḡh|

2
ḡ + |d(trḡ h)|2ḡ − 2Rḡ(h, h)) f +

n+3
n−1

(trḡ h)2κ
]

dvḡ

−

∫
6

[(
Ai j

ḡ hinh jn −
1
2

(
h2

nn − 2
n−1∑
i=1

h2
in

)
Hḡ + 2hnn

(
∇i h i

n −
1
2
∇nh i

i

))
f
]

dσḡ

−

∫
6

[(
2h2

nn +

n−1∑
i=1

h2
in

)
∂n f + 2hnn

n−1∑
i=1

hin∂i f
]

dσḡ.

In general, geometric functionals are invariant under actions of diffeomorphisms and it would cause
degenerations on their second variations. In order to get rid of these degenerations, we need to find a
metric modulo diffeomorphisms. This is usually referred to be gauge fixing and it can be obtained by
applying basic elliptic theory and the implicit function theorem. For manifolds with boundary, this can be
achieved if one poses appropriate boundary conditions.

Lemma 4.3 [Brendle and Marques 2011, Proposition 11]. Suppose (�n, ḡ) is a compact Riemannian
manifold with boundary. Fix a real number p > n. Then there exists a constant ε1 > 0 such that for a
metric g on � with

g|T ∂� = ḡ|T ∂�

and
∥g − ḡ∥W 2,p(�,ḡ) < ε1,

there exists a diffeomorphism ϕ :�→� such that ϕ|
∂�

= id and h := ϕ∗g − ḡ ∈ ker δḡ. Moreover,

∥h∥W 2,p(�,ḡ) ≤ N∥g − ḡ∥W 2,p(�,ḡ)

for some constant N > 0 that depends only on (�, ḡ).

In particular, we take � to be a geodesic ball Br (p) at an interior point p ∈ M with radius r > 0.

Proposition 4.4. Suppose (Mn, ḡ, κ, f ) is a V-static space and p ∈ M is an interior point. Then there is
a constant ε1 > 0 such that for any metric g on Br (p) satisfying

• Rg ≥ Rḡ in Br (p),

• Hg ≥ Hḡ on ∂Br (p),

• g|T ∂Br (p) = ḡ|T ∂Br (p),

• ∥g − ḡ∥C2(Br (p),ḡ) < ε1,

we can find a diffeomorphism ϕ ∈ D(Br (p)) such that ϕ|∂Br (p) = id and

h := ϕ∗g − ḡ ∈ ker δḡ

satisfies |h|ḡ <
1
2 in Br (p), h|T ∂Br (p) ≡ 0 on ∂Br (p) and

∥h∥C2(Br (p),ḡ) ≤ N∥g − ḡ∥C2(Br (p),ḡ)
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for some constant N > 0 depending only on (Br (p), ḡ). Additionally, we have

• Rϕ∗g ≥ Rḡ in Br (p),

• Hϕ∗g ≥ Hḡ on ∂Br (p).

Proof. The existence of a constant ε1 and diffeomorphism ϕ is a straightforward application of Lemma 4.3.
Furthermore, we have

• Rϕ∗g = Rg ◦ϕ ≥ Rḡ in Br (p),

• Hϕ∗g = Hg ◦ϕ = Hg ≥ Hḡ on ∂Br (p),

because of the fact that the scalar curvature Rḡ is a constant on M (see Remark 1.1) and ϕ|
∂Br (p)

= id. □

Let ĝh = ḡ + h be a metric on Br (p), where h ∈ S2(Br (p)) satisfies |h|ḡ <
1
2 and h|T ∂Br (p) ≡ 0. From

Propositions 4.1 and 4.2, the remainder of the expansion for F�,ḡ up to second order can be written as

rBr (p),ḡ
[h] := FBr (p),ḡ[ĝh ] − FBr (p),ḡ[ḡ] − DFBr (p),ḡ · h −

1
2 D2FBr (p),ḡ · (h, h)

=

∫
Br (p)

(Rĝh
− Rḡ) f dvḡ − 2κ(VBr (p)(ĝh )− VBr (p)(ḡ))+ IBr (p)[h] + I∂Br (p)[h], (4-3)

where

IBr (p)[h] :=
1
4

∫
Br (p)

[
(|∇ḡh|

2
ḡ + |d(trḡ h)|2 − 2Rḡ(h, h)) f +

n+3
n−1

(trḡ h)2κ
]

dvḡ

and

I∂Br (p)[h] :=

∫
∂Br (p)

[
2(Hĝh

− Hḡ)+
1
2

Ai j
ḡ hinh jn −

1
4

(
h2

nn −2
n−1∑
i=1

h2
in

)
Hḡ +hnn

(
∇i h i

n −
1
2
∇nh i

i

)]
f dσḡ

+

∫
∂Br (p)

[(
h2

nn +
1
2

n−1∑
i=1

h2
in

)
∂n f + hnn

n−1∑
i=1

hin∂i f
]

dσḡ.

The estimate for the remainder rBr (p),ḡ[h] plays a key role in our proof. It mainly relies on estimates for
lower bounds of integrals IBr (p) and I∂Br (p).

The estimate for a lower bound of interior integral IBr (p) is essentially due to the solution of the
variational problem

µ(�, ḡ)= inf

{∫
�
|∇ḡh|

2
ḡ dvḡ∫

�
|h|

2
ḡ dvḡ

: h ∈ S2(�), h ̸≡ 0 and h|T ∂� ≡ 0

}
.

A basic estimate was obtained by Qing and the author in [Qing and Yuan 2016, Lemma 3.7]:

Lemma 4.5. Suppose (Mn, ḡ) is a Riemannian manifold with dimension n ≥ 3 and Br (p) is a geodesic
ball of radius r centered at any interior point p ∈ M. Then there are positive constants r̄ and c0 such that

µ(Br (p), ḡ)≥
c0
r2 (4-4)

for all 0< r < r̄ .

From this, we are ready to obtain an estimate for a lower bound of IBr (p).
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Proposition 4.6. Suppose p ∈ M is an interior point with f (p) > 0. Then there is a constant r1 > 0 such
that

f (x) > 0

for all x ∈ Br1(p)⊆ M. Furthermore, for all r ∈ (0, r1) and any h ∈ S2(Br (p)) with h|T ∂Br (p) ≡ 0,

IBr (p)[h] ≥
1
8

(
inf

Br (p)
f
)
∥h∥

2
W 1,2(Br (p),ḡ)

. (4-5)

Proof. By continuity, we can choose a constant r ′

1 > 0 such that f (x) > 0 for all x ∈ Br ′

1
(p).

It is straightforward to see that

|Rḡ(h, h)| =

∣∣∣∣⟨Rmḡ ·h, h⟩ḡ + 2(Ricḡ ·h)(trḡ h)−
2Rḡ

n − 1
(trḡ h)2

∣∣∣∣ ≤3r ′

1
|h|

2
ḡ

on Br ′
1
(p), where 3r ′

1
= 3(n, ḡ, ∥Rmḡ∥C0(Br ′

1
(p),ḡ)) is a positive constant independent of h. Thus for

any r < r ′

1 and h ∈ S2(Br (p)) with h|T ∂Br (p) ≡ 0, we have

IBr (p)[h] ≥
1
4

∫
Br (p)

[(|∇ḡh|
2
ḡ − 2|Rḡ(h, h)|) f − 3n|κ||h|

2
ḡ] dvḡ

≥
1
4

∫
Br (p)

[(
inf

Br (p)
f
)
|∇ḡh|

2
ḡ −

(
23r ′

1

(
sup
Br (p)

f
)
+ 3n|κ|

)
|h|

2
ḡ
]

dvḡ

=
1
8

(
inf

Br (p)
f
)
∥h∥

2
W 1,2(Br (p),ḡ)

+
1
8

(
inf

Br (p)
f
) ∫

Br (p)
[|∇ḡh|

2
ḡ −µr |h|

2
ḡ] dvḡ,

where

µr :=
43r ′

1
(supBr (p) f )+ (infBr (p) f )+ 6n|κ|

infBr (p) f
≤

(43r ′

1
+ 1)(supBr ′

1
(p) f )+ 6n|κ|

infBr ′
1
(p) f

:= µ̄r ′

1
.

Applying Lemma 4.5, we can choose a positive constant r1 < r ′

1 sufficiently small such that∫
Br (p)

|∇ḡh|
2
ḡ dvḡ ≥ µ̄r ′

1

∫
Br (p)

|h|
2
ḡ dvḡ

for all r ∈ (0, r1). Therefore
IBr (p)[h] ≥

1
8

(
inf

Br (p)
f
)
∥h∥

2
W 1,2(Br (p),ḡ)

for any r ∈ (0, r1). □

For a lower bound estimate for the boundary integral I∂Br (p) we have the following.

Proposition 4.7. Suppose p ∈ M is an interior point with f (p) > 0. Then there is a constant r2 > 0 such
that

f (x) > 0

for all x ∈ Br2(p)⊆ M. Furthermore, for all r ∈ (0, r2) and any metric ĝh := ḡ + h in Br (p) satisfying

• h ∈ S2(Br (p)) with |h|ḡ <
1
2 and h|T ∂Br (p) ≡ 0,

• Hĝh
≥ Hḡ on ∂Br (p),



VOLUME COMPARISON WITH RESPECT TO SCALAR CURVATURE 19

we have
I∂Br (p)[h] ≥ −C0

(
sup
Br (p)

f
)
∥h∥C1(Br (p),ḡ)∥h∥

2
W 1,2(Br (p),ḡ)

, (4-6)

where C0 > 0 is a constant depending only on (Br (p), ḡ).

Proof. By continuity, we can choose a constant r ′

2 > 0 such that f (x) > 0 for all x ∈ Br ′

2
(p).

As observed in [Brendle and Marques 2011], for all r ∈ (0, r ′

2) and any metric ĝh = ḡ + h satisfying
h ∈ S2(Br (p)) with |h|ḡ <

1
2 and h|T ∂Br (p) ≡ 0, we have

hnn(Hĝh
− Hḡ)=

1
2 h2

nn Hḡ − hnn
(
∇i h i

n −
1
2∇nh i

i
)
+ Fḡ(h)

due to Lemma 3.2, where the tail term Fḡ(h) satisfies

|Fḡ(h)|ḡ ≤ C̃1|h|
2
ḡ(|∇ḡh|ḡ + |Aḡ|ḡ|h|ḡ),

and C̃1 > 0 is a constant depending only on the dimension n. From this,

I∂Br (p)[h] =

∫
∂Br (p)

[
(2 − hnn)(Hĝ − Hḡ)+

1
2

Ai j
ḡ hinh jn +

1
4

(
h2

nn + 2
n−1∑
i=1

h2
in

)
Hḡ

]
f dσḡ

+

∫
∂Br (p)

[(
h2

nn +
1
2

n−1∑
i=1

h2
in

)
∂n f + hnn

n−1∑
i=1

hin∂i f
]

dσḡ + F̃ḡ(h),

where the tail term F̃ḡ(h) satisfies

|F̃ḡ(h)| ≤ C̃2
(

sup
Br (p)

f
) ∫

∂Br (p)
|h|

2
ḡ(|∇ḡh|ḡ + |Aḡ|ḡ|h|ḡ) dvḡ

for a constant C̃2 > 0 depending only on the dimension n.
For r > 0 sufficiently small, it is well known that the second fundamental form and mean curvature of

the geodesic sphere ∂Br (p) behave similarly to round spheres in Euclidean space (see Exercise 1.123 in
[Chow et al. 2006]):

Aḡ
i j =

1
r

ḡi j + O(r) and Hḡ =
n−1

r
+ O(r)

on ∂Br (p). Thus we can choose r ′′

2 ∈ (0, r ′

2) such that

Aḡ
i j ≥

1
2r

ḡi j and Hḡ ≥
n−1
2r

for any geodesic sphere ∂Br (p) with r < r ′′

2 .
For r ∈ (0, r ′′

2 ), we have

I∂Br (p)[h] ≥
1
2

∫
∂Br (p)

[
1
4r

(
(n − 1)h2

nn + 2n
n−1∑
i=1

h2
in

)
f −

(
3h2

nn + n
n−1∑
i=1

h2
in

)
|∇ḡ f |ḡ

]
dσḡ + F̃ḡ(h)

=
1
2

∫
∂Br (p)

[
3
(

n − 1
12r

−
|∇ḡ f |ḡ

f

)
h2

nn + n
(

1
2r

−
|∇ḡ f |ḡ

f

) n−1∑
i=1

h2
in

]
f dσḡ + F̃ḡ(h).
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Since f is positively lower bounded and |∇ḡ f |ḡ is upper bonded on Br ′′

2
(p), we can pick a constant

r2 ∈ (0, r ′′

2 ) such that
|∇ḡ f |ḡ

f
≤ min

{
n − 1
12r

,
1
2r

}
holds in Br (p) for any r ∈ (0, r2) and hence

I∂Br (p) ≥ F̃ḡ(h)≥ −C̃3
(

sup
Br (p)

f
)
∥h∥C1(∂Br (p),ḡ)∥h∥

2
L2(∂Br (p),ḡ)

for any r ∈ (0, r2), where C̃3 > 0 is a constant depending only on n and r .
Recall the Sobolev trace inequality

∥h∥
2
L2(∂Br (p),ḡ)

≤ θ0 ∥h∥
2
W 1,2(Br (p),ḡ)

,

where θ0 > 0 is a constant depending only on (Br (p), ḡ). Therefore the estimate

I∂Br (p) ≥ −C0
(

sup
Br (p)

f
)
∥h∥C1(Br (p),ḡ)∥h∥

2
W 1,2(Br (p),ḡ)

holds for any r ∈ (0, r2), where C0 := θ0C̃3 > 0 is a constant depending only on (Br (p), ḡ). □

Now we are ready to prove the main theorem in this section.

Proof of Theorem A. Let
r0 := min{r1, r2}> 0,

where r1 and r2 are given by Propositions 4.6 and 4.7.
For all r ∈ (0, r0), applying Proposition 4.4, we can find a constant ε1 > 0 such that for any metric g

on Br (p)⊂ M satisfying

• Rg ≥ Rḡ in Br (p),

• Hg ≥ Hḡ on ∂Br (p),

• g|T ∂Br (p) = ḡ|T ∂Br (p),

• ∥g − ḡ∥C2(Br (p),ḡ) < ε1,

there is a diffeomorphism ϕ ∈ D(Br (p)) such that ϕ|∂Br (p) = id and

h := ϕ∗g − ḡ ∈ ker δḡ

satisfies |h|ḡ <
1
2 in Br (p), h|T ∂Br (p) ≡ 0 on ∂Br (p) and

∥h∥C2(Br (p),ḡ) ≤ N∥g − ḡ∥C2(Br (p),ḡ)

for some constant N > 0 depending only on (Br (p), ḡ). Additionally, we have

• Rϕ∗g ≥ Rḡ in Br (p),

• Hϕ∗g ≥ Hḡ on ∂Br (p).
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Fix an r ∈ (0, r0) and assume the contrary of the claimed volume comparison:

κ(VBr (p)(g)− VBr (p)(ḡ))≤ 0, (4-7)

which implies
κ(VBr (p)(ϕ

∗g)− VBr (p)(ḡ))≤ 0.

By Propositions 4.6 and 4.7, the lower bound estimate for the remainder is

rBr (p),ḡ
[h] = FBr (p),ḡ[ϕ

∗g] − FBr (p),ḡ[ḡ] − DFBr (p),ḡ · h −
1
2 D2FBr (p),ḡ · (h, h)

=

∫
Br (p)

(Rϕ∗g − Rḡ) f dvḡ − 2κ(VBr (p)(ϕ
∗g)− VBr (p)(ḡ))+ IBr (p)[h] + I∂Br (p)[h]

≥
( 1

8

(
inf

Br (p)
f
)
− C0

(
sup
Br (p)

f
)
∥h∥C1(Br (p),ḡ)

)
∥h∥

2
W 1,2(Br (p),ḡ)

.

On the other hand, if we write

τr := max
{

sup
Br (p)

f, sup
Br (p)

|∇ḡ f |ḡ
}
,

then the upper bound of the remainder can be estimated using Taylor’s formula:

rBr (p),ḡ
[h] =

1
6 D3FBr (p),ḡ+ξh · (h, h, h)

≤ C1τr

∫
Br (p)

|h|ḡ(|∇ḡh|
2
ḡ + |h|

2
ḡ) dvḡ + C2τr

∫
∂Br (p)

|h|
2
ḡ(|∇ḡh|ḡ + |Aḡ|ḡ|h|ḡ) dvḡ

≤ C1τr∥h∥C0(Br (p),ḡ)∥h∥
2
W 1,2(Br (p),ḡ)

+ C3τr∥h∥C1(Br (p),ḡ)∥h∥
2
L2(∂Br (p),ḡ)

,

where ξ ∈ (0, 1) is a constant and C1,C2,C3 are positive constants depending only on (Br (p), ḡ). Recall
again the Sobolev trace inequality

∥h∥
2
L2(∂Br (p),ḡ)

≤ θ0 ∥h∥
2
W 1,2(Br (p),ḡ)

,

where θ0 > 0 is a constant depending only on (Br (p), ḡ). From this we obtain

rBr (p),ḡ
[h] ≤ C ′

0τr∥h∥C1(Br (p),ḡ)∥h∥
2
W 1,2(Br (p),ḡ)

,

where C ′

0 = C1 + θ0C3 is a positive constant depending only on (Br (p), ḡ).
Combining both lower and upper bound estimates of rBr (p),ḡ

, we obtain( 1
8

(
inf

Br (p)
f
)
−

(
C0

(
sup
Br (p)

f
)
+ C ′

0τr
)
∥h∥C1(Br (p),ḡ)

)
∥h∥

2
W 1,2(Br (p),ḡ)

≤ 0. (4-8)

Take
ε0 :=

1
N

min
{
ε1,

1
8

(
C0

(
sup
Br (p)

f
)
+ C ′

0τr
)−1( inf

Br (p)
f
)}
.

Then for the metric g satisfying
∥g − ḡ∥C2(Br (p),ḡ) < ε0

we have

∥h∥C1(Br (p),ḡ) ≤ N∥g − ḡ∥C2(Br (p),ḡ) < Nε0 <
1
8

(
C0

(
sup
Br (p)

f
)
+ C ′

0τr
)−1( inf

Br (p)
f
)
.
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According to inequality (4-8), we see h vanishes identically on Br (p) and hence ϕ∗g = ḡ, which shows
that ϕ : Br (p)→ Br (p) has to be an isometry. Therefore the reverse of inequality (4-7) holds:

κ(VBr (p)(g)− VBr (p)(ḡ))≥ 0. (4-9)

That is, the following volume comparison holds:

• if κ < 0, then
VBr (p)(g)≤ VBr (p)(ḡ);

• if κ > 0, then
VBr (p)(g)≥ VBr (p)(ḡ);

with equality holding in either case if and only if the metric g is isometric to ḡ. □

5. Volume comparison for closed Einstein manifolds

Suppose (Mn, ḡ, f, κ) is a closed V-static manifold. Then the functional FM,ḡ introduced in the previous
section can be simplified as

FM,ḡ[g] =

∫
M

R(g) f dvḡ − 2κVM(g). (5-1)

According to Proposition 4.1, the metric ḡ is still a critical point of FM,ḡ. However, it is obvious
that this functional is not compatible with actions of dilations, which would cause subtle issues in its
second variation. Geometrically speaking, dilations introduce additional degeneracy besides actions of
diffeomorphisms, since they make no essential change to the geometry of the manifold. In order to obtain
volume comparison for closed manifolds, we need to construct a new functional instead, which is invariant
under dilations.

Definition 5.1. Suppose (Mn, ḡ, f, κ) is an n-dimensional closed V-static manifold. We define the
functional

GM,ḡ[g] := (VM(g))2/n
∫

M
R(g) f dvḡ (5-2)

for any Riemannian metric g on M.

Obviously, this functional is dilation-invariant:

GM,ḡ[c2g] = (VM(c2g))2/n
∫

M
R(c2g) f dvḡ = GM,ḡ[g]

for any constant c ̸= 0.
Now we focus on a special type of V-static metrics: Einstein metrics. According to the V-static

equation (1-1), we get
γ ∗

ḡ 1 = − Ricḡ = κ ḡ

by taking the function f to be constantly 1 on M. This means (Mn, ḡ, 1, κ) is a V-static space if and only
if the metric ḡ is an Einstein metric with scalar curvature Rḡ = −nκ . Moreover, if we write

λ :=
Rḡ

n(n − 1)
, (5-3)
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then the Ricci curvature tensor is given by

Ricḡ = (n − 1)λḡ

and
κ = −(n − 1)λ.

As a functional designed for V-static metrics, GM,ḡ shares analogous variational properties with FM,ḡ.

Proposition 5.2. Suppose (Mn, ḡ) is a closed Einstein manifold with Ricci curvature tensor

Ricḡ = (n − 1)λḡ.

Then the metric ḡ is a critical point of the functional GM,ḡ.

Proof. From Proposition 3.4 and Lemma 3.3,

DGM,ḡ · h = (VM(ḡ))2/n
∫

M
(DRḡ · h) dvḡ +

2
n
(VM(ḡ))(2/n)−1(DVM,ḡ · h)

∫
M

Rḡ dvḡ

= (VM(ḡ))2/n
[∫

M
(γ ∗

ḡ 1) dvḡ +
1
n

Rḡ

∫
M
(trḡ h) dvḡ

]
= −(VM(ḡ))2/n

∫
M

⟨Ricḡ −(n − 1)λḡ, h⟩ḡ dvḡ = 0,

for any h ∈ S2(M). □

For the second variation, we have the following.

Proposition 5.3. Suppose (Mn, g) is an Einstein manifold with Ricci curvature tensor

Ricḡ = (n − 1)λḡ.

Then

D2GM,ḡ·(h, h)= −
1
2
(VM(ḡ))2/n

∫
M

[
−⟨hTT,1

ḡ
E hTT⟩ḡ+

(n−1)(n+2)
n2

(|d(trḡ h)|2ḡ−nλ(trḡ h−trḡ h)2)
]

dvḡ

for any h = hTT +
1
n (trḡ h)ḡ ∈ STT

2,ḡ ⊕ (C∞(M) · ḡ).

Proof. From Lemmas 3.1 and 3.3 and Corollary 3.7 we obtain

D2GM,ḡ · (h, h)

=
2
n
(VM(ḡ))(2/n)−1(D2VM,ḡ · (h, h))

∫
M

Rḡ dvḡ +
4
n
(VM(ḡ))(2/n)−1(DVM,ḡ · h)

∫
M
(DRḡ · h) dvḡ

−
2(n−2)

n2
(VM(ḡ))(2/n)−2(DVM,ḡ · h)2

∫
M

Rḡ dvḡ + (VM(ḡ))2/n
∫

M
(D2 Rḡ · (h, h)) dvḡ

= −
1
2
(VM(ḡ))2/n

∫
M
(−⟨h,1ḡ

E h⟩ḡ +
n2

−2
n2

|d(trḡ h)|2ḡ − (n − 1)λ(trḡ h)2) dvḡ

−
(n−1)(n+2)

2n
λ(VM(ḡ))2/n

∫
M
(trḡ h)2 dvḡ.
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Now the decomposition
h = hTT +

1
n
(trḡ h)ḡ

implies

(D2GM,ḡ) · (h, h)

= −
1
2
(VM(ḡ))2/n

∫
M

[
−⟨hTT,1

ḡ
E hTT⟩ḡ +

(n−1)(n+2)
n2 (|d(trḡ h)|2ḡ − nλ(trḡ h − trḡ h)2)

]
dvḡ. □

As a key step of the proof for our volume comparison theorem, we need to give a characterization
of the second variation of the functional GM,ḡ at ḡ. This is closely related to spectrum problems of two
operators: one is about the Einstein operator and can be characterized by the stability of Einstein metrics,
the other is about the Laplace–Beltrami operator whose eigenvalue estimate is given by the well-known
Lichnerowicz–Obata theorem; see Theorem 5.1 in [Li 2012].

Lemma 5.4 (Lichnerowicz–Obata’s eigenvalue estimate). Suppose (Mn, ḡ) is an n-dimensional closed
Riemannian manifold with Ricci curvature tensor

Ricḡ ≥ (n − 1)λḡ,

where λ > 0 is a constant. Then for any function u ∈ C∞(M) that is not identically a constant, we have∫
M

|du|
2 dvḡ ≥ nλ

∫
M
(u − ū)2 dvḡ, (5-4)

where equality holds if and only if (Mn, ḡ) is isometric to the round sphere Sn (r) with radius r = 1/
√
λ

and u is a first eigenfunction of the Laplace–Beltrami operator.

Applying this to Proposition 5.3, immediately we get the nonpositive definite property of the second
variation of GM,ḡ at ḡ.

Proposition 5.5. Suppose (Mn, ḡ) is a closed stable Einstein manifold with Ricci curvature tensor

Ricḡ = (n − 1)λḡ.

Then
D2GM,ḡ · (h, h)≤ 0

for any h ∈ STT
2,ḡ(M)⊕ (C∞(M) · ḡ). Moreover, equality holds if and only if

• h ∈ Rḡ ⊕ ker1ḡ
E , when (M, ḡ) is not isometric to the round sphere up to a rescaling of the metric,

• h ∈ (R ⊕ Enλ)ḡ, when (M, ḡ) is isometric to the round sphere Sn(r) with radius r = 1/
√
λ,

where
Enλ := {u ∈ C∞(Sn(r)) :1Sn(r)u + nλu = 0}

is the space of first eigenfunctions for the spherical metric.

Proof. Recall that the Einstein metric ḡ is stable if and only if (−1ḡ
E) is a nonnegative operator. Then the

conclusion follows by applying this fact and Lemma 5.4 to Proposition 5.3. □
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Intuitively speaking, a slice is a subset of metrics in the space of all Riemannian metrics which is
transverse to the orbit of diffeomorphism actions. The following refined version of the slice theorem
reveals the local structure of Einstein metrics in the space of all metrics. To the best of the author’s
knowledge, it does not appear in the literature. We hope it can be useful in problems involving Einstein
metrics. The proof is standard; please refer to [Brendle and Marques 2011; Viaclovsky 2016].

Theorem 5.6 (Ebin–Palais slice theorem). Suppose (Mn, ḡ) is a closed n-dimensional Einstein manifold
with Ricci curvature tensor

Ricḡ = (n − 1)λḡ,

where λ ∈ R is a constant. Let M be the space of all Riemannian metrics on M. There exists a local
slice Sḡ though ḡ in M. That is, for a fixed real number p > n, one can find a constant ε1 > 0 such that,
for any metric g ∈ M with ∥g − ḡ∥W 2,p(M,ḡ) < ε1, there is a diffeomorphism ϕ ∈ D(M) with ϕ∗g ∈ Sḡ.
Moreover, for a smooth local slice Sḡ, we have the decomposition

S2(M)= TḡSḡ ⊕ (TḡSḡ)
⊥,

where the tangent space of Sḡ at ḡ and its L2-orthogonal complement are given by

TḡSḡ = STT
2,ḡ(M)⊕ (C∞(M) · ḡ)

and
(TḡSḡ)

⊥
= {Lḡ(X) : ⟨X,∇ḡu⟩L2(M,ḡ) = 0 for all u ∈ C∞(M)}

when (Mn, ḡ) is not isometric to the round sphere Sn(r) up to a scaling, and

TḡSḡ = STT
2,ḡ(M)⊕ (E⊥

nλ · ḡ)

and
(TḡSḡ)

⊥
= {Lḡ(X) : ⟨X,∇ḡu⟩L2(M,ḡ) = 0 for all u ∈ E⊥

nλ}

when (Mn, ḡ) is isometric to the round sphere Sn(r) with r = 1/
√
λ. Here

Enλ = {u ∈ C∞(Sn(r)) :1Sn(r)u + nλu = 0}

is the space of first eigenfunctions for the spherical metric.

Now we restrict the functional GM,ḡ on a local slice Sḡ and denote it by

G S
M,ḡ := GM,ḡ|S .

In order to investigate the local behavior of G S
M,ḡ near ḡ, we need the following Morse lemma on Banach

manifolds.

Lemma 5.7 (Morse lemma [Fischer and Marsden 1975]). Let P be a Banach manifold and F : P → R

a C2-function. Suppose Q ⊂ P is a submanifold, F = 0 and d F = 0 on Q and that there is a smooth
normal bundle neighborhood of Q such that if Ex is the normal complement to TxQ in TxP then d2 F(x)
is weakly negative definite on Ex (i.e., d2 F(x)(v, v)≤ 0 with equality only if v= 0). Let ⟨ · , · ⟩x be a weak
Riemannian structure with a smooth connection and assume that F has a smooth ⟨ · , · ⟩x -gradient, Y (x).
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Assume DY (x) maps Ex to Ex and is an isomorphism for x ∈ Q. Then there is a neighborhood U of Q
such that y ∈ U and F(y)≥ 0 implies y ∈ Q.

Applying it to our case, we obtain the following local rigidity result.

Proposition 5.8. Suppose (Mn, ḡ) is a strictly stable Einstein manifold and Sḡ is a local slice through ḡ.
Then there is a neighborhood Uḡ of ḡ in Sḡ such that for any metric ĝS ∈ Uḡ satisfying

G S
M,ḡ[ĝS ] ≥ G S

M,ḡ[ḡ],

there is a constant c > 0 such that ĝS = c2ḡ.

Proof. Let
Q̃ḡ := {gS ∈ Sḡ : gS is Einstein}

be the subset of the local slice Sḡ consisting of Einstein metrics near the reference metric ḡ. By [Koiso
1980, Corollary 3.4], strict stability implies that ḡ is rigid. That is, we can find a neighborhood Ũḡ ⊆ Sḡ

of ḡ such that
Qḡ := Q̃ḡ ∩ Ũḡ = {gS ∈ Ũḡ : gS = c2ḡ, c > 0}.

In particular, the tangent space of Qḡ at ḡ is given by

TḡQḡ = Rḡ

and its L2-orthogonal complement in TḡSḡ can be expressed as

Eḡ := (TḡQḡ)
⊥

= STT
2,ḡ(M)⊕ (9ḡ(M) · ḡ)

due to Theorem 5.6, where

9ḡ(M)=

{
u ∈ E⊥

nλ :

∫
M

u dvḡ = 0
}

if ḡ is spherical and

9ḡ(M)=

{
u ∈ C∞(M) :

∫
M

u dvḡ = 0
}

otherwise.
Consider a weak Riemannian structure on the local slice Sḡ,

⟨⟨ · , · ⟩⟩gS
: TgS

Sḡ × TgS
Sḡ → R for all gS ∈ Sḡ,

which is defined to be

⟨⟨h, k⟩⟩gS
:=

∫
M

[⟨∇gS
h,∇gS

k⟩gS
+ ⟨h, k⟩gS

] dvgS
=

∫
M

⟨(−1gS
+ 1)h, k⟩gS

dvgS

for any h, k ∈ TgS
Sḡ. According to [Ebin 1970] it has a smooth connection. The ⟨⟨ · , · ⟩⟩gS

-gradient
of G S

M,ḡ is given by

Y (gS )= PgS
(−1gS

+ 1)−1
[
(VM(gS ))

2/n
(
γ ∗

gS
fgS

+
1
n

gS (VM(gS ))
−(n+2)/nGM,ḡ[gS ]

)]
,
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where PgS
is the orthogonal projection on TgS

Sḡ and fgS
is a smooth function on M with dvḡ = fgS

dvgS
.

Obviously, Y (gS ) is a smooth vector field on Sḡ. For simplicity, we write

Z(gS ) := (VM(gS ))
2/n

(
γ ∗

gS
fgS

+
1
n

gS (VM(gS ))
−(n+2)/n GM,ḡ[gS ]

)
.

It is straightforward to see that Z(ḡ)= 0 and the linearization of Z at ḡ is given by

(DZ ḡ) · h =
1
2
(VM(ḡ))2/n

(
1

ḡ
E hTT +

(n−1)(n+2)
n2

ḡ(1ḡ + nλ)(trḡ h − trḡ h)
)

= D2GM,ḡ · (h, · )

for any h = hTT +
1
n (trḡ h)ḡ ∈ Eḡ. Thus

(DYḡ) · h = Pḡ(−1ḡ + 1)−1(D2GM,ḡ · (h, · ))

and DYḡ is an isomorphism on Eḡ due to the fact that D2G S
M,ḡ is strictly negative definite on Eḡ from

Proposition 5.5.
Since the functional G S

M,ḡ is dilation-invariant, applying Lemma 5.7, we can find a neighborhood
Uḡ ⊆ Sḡ of ḡ such that for any ĝS ∈ Uḡ satisfying

G S
M,ḡ[ĝS ] ≥ G S

M,ḡ[ḡ],

we have ĝS ∈ Qḡ. That is, ĝS = c2ḡ for some constant c > 0. □

Now we can prove the volume comparison of Einstein manifolds with respect to scalar curvature.

Proof of Theorem B. According to Theorem 5.6, we can find a local slice Sḡ through the reference metric ḡ.
Moreover, there exists a constant ε0 > 0 such that for any metric g̃ with

∥g̃ − ḡ∥C2(M,ḡ) < ε0,

we can find a diffeomorphism ψ ∈ D(M) with the property that ψ∗g̃ ∈ Uḡ ⊆ Sḡ, where the subset Uḡ is
given by Proposition 5.8.

For λ ̸= 0, suppose g is a metric on M with scalar curvature

Rg ≥ n(n − 1)λ
and

∥g − ḡ∥C2(M,ḡ) < ε0.

In addition, we assume the reverse inequality of the claimed volume comparison:

λ(VM(g)− VM(ḡ))≥ 0. (5-5)

This implies there is a diffeomorphism ϕ ∈ D(M) such that ϕ∗g ∈ Uḡ ⊆ Sḡ and

G S
M,ḡ[ϕ

∗g] = VM(ϕ
∗g)2/n

∫
M
(Rg ◦ϕ) dvḡ ≥ VM(ḡ)2/n

∫
M

Rḡ dvḡ = G S
M,ḡ[ḡ],

due to our assumptions and the fact that Rḡ = n(n − 1)λ is a constant. According to Proposition 5.8,
there exists a constant c > 0 such that ϕ∗g = c2ḡ.

From our assumptions,
Rϕ∗g = c−2 Rḡ ≥ Rḡ = n(n − 1)λ,
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and hence
λ(1 − c)≥ 0.

However, inequality (5-5) suggests that

0 ≤ λ(VM(ϕ
∗g)− VM(ḡ))= λ(cn

− 1)VM(ḡ),

which implies that λ(1 − c)≤ 0. Therefore, we conclude c = 1 and hence ϕ∗g = ḡ. That is, (Mn, g) is
isometric to (Mn, ḡ), and this concludes the theorem. □

With analogous techniques, we can prove the local rigidity of Ricci-flat manifolds.

Proof of Theorem C. Similar to the proof of Theorem B, we can find a constant ε0 > 0 such that for any
metric g̃ satisfying

∥g̃ − ḡ∥C2(M,ḡ) < ε0,

there exists a diffeomorphism ϕ ∈ D(M) such that ϕ∗g ∈ Uḡ ⊆ Sḡ, where Uḡ is given in Proposition 5.8.
Suppose g is a Riemannian metric with scalar curvature

Rg ≥ 0

and
∥g − ḡ∥C2(M,ḡ) < ε0.

Then there is a diffeomorphism ϕ ∈ D(M) such that

G S
M,ḡ[ϕ

∗g] = VM(ϕ
∗g)2/n

∫
M
(Rg ◦ϕ) dvḡ ≥ 0.

However,

G S
M,ḡ[ḡ] = VM(ḡ)2/n

∫
M

Rḡ dvḡ = 0,

and hence there is a constant c > 0 such that ϕ∗g = c2ḡ due to ḡ being strictly stable Ricci-flat and
Proposition 5.8. The conclusion follows. □

According to Proposition 5.3, the second variation of GM,ḡ at an unstable Einstein metric ḡ is indefinite
and hence ḡ is a saddle point instead of a local maximum. This suggests that the volume comparison
may fail for unstable Einstein manifolds and counterexamples can be constructed. It is well known that
a product of positive Einstein manifolds with identical Einstein constants is still Einstein but unstable;
see [Kröncke 2013]. Due to this reason and its simple structure, it can be our first choice.

The following example is constructed by Macbeth (personal communication, 2019), which shows the
stability assumption is necessary for our volume comparison theorem.

Proposition 5.9. There is a family of metrics {gt }t∈[0,1) on S2
× S2 such that

• g0 is the canonical product metric on S2
× S2,

• Rgt = Rg
S2×S2

= 4 for all t ∈ [0, 1),

• VM(gt) > VM(g
S2×S2 ) for all t ∈ (0, 1).
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Proof. Let
gt = (1 + t)−1g1

S2
+ (1 − t)−1g2

S2

with t ∈ [0, 1), where gi
S2

is the canonical metric on the i-th S2 factor, i = 1, 2. It is easy to see that their
scalar curvature is given by

Rgt = 2(1 + t)+ 2(1 − t)= 4

for all t ∈ [0, 1). However, its volume is

VS2×S2(gt)= (1 − t2)−1VS2×S2(ḡ) > VS2×S2(ḡ). □

It is straightforward to generalize this example to more general product cases. It would be interesting
to see whether we can find an explicit example of an unstable Einstein manifold which is not of this type
but where the volume comparison fails.

Appendix: Equivalence of Schoen’s conjectures

In this appendix, we show that two well-known conjectures proposed by Schoen [1989] on hyperbolic
manifolds actually are equivalent to each other. We believe the proof is known to experts. Unfortunately,
we could not find an appropriate reference. Thus we present a proof here for interested readers.

We start with a well-known concept in conformal geometry; see [Viaclovsky 2016].

Definition A.1. For n ≥ 3, let (Mn, g) be a connected closed n-dimensional Riemannian manifold. The
Yamabe constant of the conformal class [g] is defined to be

Y (Mn, [g]) := inf
g∈[g]

∫
M Rg dvg

(VM(g))(n−2)/n .

Moreover, we can define a min-max invariant

Y (Mn) := sup
[g]

Y (Mn, [g])

called the Yamabe invariant or σ -invariant.

It is well known that
Y (Mn)≤ Y (Sn)

for any closed smooth manifold Mn and the canonical spherical metric achieves the Yamabe invariant
of Sn. For a given closed hyperbolic manifold with dimension at least three, its hyperbolic metric is
unique up to a dilation due to the well-known Mostow rigidity theorem; see Theorem C.0 in [Benedetti
and Petronio 1992]. Similar to the spherical case, Schoen [1989] conjectures that its Yamabe invariant is
achieved by the canonical hyperbolic metric.

Conjecture A (Schoen’s hyperbolic Yamabe invariant conjecture). For n ≥ 3, suppose (Mn, ḡ) is an
n-dimensional closed hyperbolic manifold. Then

Y (Mn)= Y (Mn, [ḡ]),

i.e., the Yamabe invariant is achieved by its canonical hyperbolic metric.
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Another conjecture about closed hyperbolic manifolds concerns volume comparison, which is also
referred to as Schoen’s conjecture.

Conjecture B (Schoen’s hyperbolic volume comparison conjecture). For n ≥ 3, suppose (Mn, ḡ) is an
n-dimensional closed hyperbolic manifold. Then for any metric g on M with scalar curvature

Rg ≥ Rḡ,

its volume satisfies
VM(g)≥ VM(ḡ).

Obviously, Conjecture A involves all metrics on the given hyperbolic manifold and in general it is
difficult to solve. Conjecture B only involves the comparison of a special metric with the reference metric,
which seems easier to solve than Conjecture A. However, Conjectures A and B are in fact equivalent
to each other and hence they are equally difficult in this sense. The bright side of this equivalence is
that we only need to solve Conjecture B, then Conjecture A will hold automatically. This seems to be a
promising approach to Conjecture A.

In the rest of the appendix, we will show the equivalence of Conjectures A and B.
We first show Conjecture A implies Conjecture B. In order to do this, we need the following lemma

adapted from an observation of Kobayashi [1987].

Lemma A.2. Let (Mn, g) be a closed manifold and Y (Mn, [g]) be the Yamabe constant of the conformal
class [g]. Then

−

(∫
M

|R−

g |
n/2 dvg

)2/n

≤ Y (Mn, [g])≤

(∫
M

|R+

g |
n/2 dvg

)2/n

,

where R+
g := max{Rg, 0} and R−

g := max{−Rg, 0}.

Proof. By the conformal transformation law of scalar curvature,

Y (Mn, [g])= inf
u>0

∫
M(a|∇gu|

2
g + Rgu2) dvg(∫

M u2n/(n−2) dvg
)(n−2)/n ,

where a := 4(n − 1)/(n − 2). Then we have

Y (Mn, [g])≥ inf
u>0

∫
M Rgu2 dvg(∫

M u2n/(n−2) dvg
)(n−2)/n ≥ − inf

u>0

∫
M R−

g u2 dvg(∫
M u2n/(n−2) dvg

)(n−2)/n ,

since Rg = R+
g − R−

g . By Hölder’s inequality,∫
M

R−

g u2 dvg ≤

(∫
M

|R−

g |
n/2 dvg

)2/n(∫
M

u2n/(n−2) dvg

)(n−2)/n

,

and hence

Y (Mn, [g])≥ −

(∫
M

|R−

g |
n/2 dvg

)2/n

.

Similarly,

Y (Mn, [g])≤

∫
M Rgdvg

(VM(g))(n−2)/n ≤

∫
M R+

g dvg

(VM(g))(n−2)/n .
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By Hölder’s inequality, ∫
M

R+

g dvg ≤

(∫
M

|R+

g |
n/2 dvg

)2/n

(VM(g))(n−2)/n,

and hence

Y (Mn, [g])≤

(∫
M

|R+

g |
n/2 dvg

)2/n

. □

Immediately, this implies the following conformal volume comparison.

Proposition A.3. Suppose (Mn, ĝ) is a closed Riemannian manifold with strictly negative constant scalar
curvature Rĝ. Then for any metric g ∈ [ĝ] with scalar curvature

Rg ≥ Rĝ,

we have

VM(g)≥ VM(ĝ).

Proof. Since Rĝ is a strictly negative constant, then its Yamabe constant satisfies

Y (Mn, [ĝ]) < 0,

and hence ĝ is a Yamabe metric in the conformal class [ĝ] due to the uniqueness of the Yamabe metric of
negative Yamabe constant. Thus,

Y (Mn, [ĝ])= Rĝ(VM(ĝ))2/n.

By Lemma A.2,(
min

M
Rg

)
(VM(g))2/n

−

(∫
M

|R−

g |
n/2dvg

)n/2

≤ Y (Mn, [ĝ])= Rĝ(VM(ĝ))2/n.

Therefore,
Rĝ(VM(g))2/n

≤
(
min

M
Rg

)
(VM(g))2/n

≤ Rĝ(VM(ĝ))2/n,

and hence
VM(g)≥ VM(ĝ). □

Proposition A.4. Conjecture A =⇒ Conjecture B.

Proof. Let (Mn, ḡ) be a closed hyperbolic manifold. Suppose g is a metric on M with scalar curvature

Rg ≥ Rḡ.

We are going to show
VM(g)≥ VM(ḡ),

assuming ḡ achieves its Yamabe invariant Y (Mn).
From Conjecture A, the Yamabe constant of the conformal class [g] satisfies

Y (Mn, [g])≤ Y (Mn)= Y (Mn, [ḡ]) < 0.
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Let ĝ ∈[g] be the unique Yamabe metric in [g] which is normalized such that Rĝ = Rḡ. By Proposition A.3,
we have

VM(g)≥ VM(ĝ).

On the other hand,

RĝVM(ĝ)2/n
= Y (Mn, [g])≤ Y (Mn)= Y (Mn, [ḡ])= RḡVM(ḡ)2/n,

which implies
VM(ĝ)≥ VM(ḡ).

Therefore
VM(g)≥ VM(ĝ)≥ VM(ḡ),

and hence Conjecture B holds. □

Proposition A.5. Conjecture B =⇒ Conjecture A.

Proof. Let (Mn, ḡ) be a closed hyperbolic manifold. We will show that its Yamabe invariant satisfies

Y (Mn)= Y (Mn, [ḡ]),

assuming the volume comparison holds.
We first recall a classic result of Gromov and Lawson [1983, Corollary A] which states that there is no

metric with nonnegative scalar curvature on a compact hyperbolic manifold. That means the Yamabe
invariant satisfies

Y (Mn)≤ 0,

and there is no metric on M with identically vanishing scalar curvature. Thus for any metric g on M, the
Yamabe constant of the conformal class [g] is strictly negative:

Y (Mn, [g]) < 0.

Let ĝ be the Yamabe metric in the conformal class [g] with Rĝ = Rḡ < 0. According to Conjecture B,

VM(ĝ)≥ VM(ḡ).

Therefore, the Yamabe constant of [g] satisfies

Y (Mn, [g])=

∫
M Rĝ dvĝ

(VM(ĝ))(n−2)/2 = Rĝ(VM(ĝ))2/n
≤ Rḡ(VM(ḡ))2/n

= Y (Mn, [ḡ]).

Since g is arbitrary, we conclude

Y (Mn)= sup
[g]

Y (Mn, [g])= Y (Mn, [ḡ]),

and hence Conjecture A holds. □

In summary, we have the equivalence of Schoen’s Conjectures A and B.

Theorem A.6. Conjecture A ⇐⇒ Conjecture B.
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WANDERING DOMAINS ARISING FROM LAVAURS MAPS WITH SIEGEL DISKS

MATTHIEU ASTORG, LUKA BOC THALER AND HAN PETERS

The first example of polynomial maps with wandering domains was constructed in 2016 by the first and
last authors, together with Buff, Dujardin and Raissy. In this paper, we construct a second example with
different dynamics, using a Lavaurs map with a Siegel disk instead of an attracting fixed point. We prove
a general necessary and sufficient condition for the existence of a trapping domain for nonautonomous
compositions of maps converging parabolically towards a Siegel-type limit map. Constructing a skew-
product satisfying this condition requires precise estimates on the convergence to the Lavaurs map, which
we obtain by a new approach. We also give a self-contained construction of parabolic curves, which are
integral to this new method.

1. Introduction

Rational functions do not have wandering domains, a classical result due to [Sullivan 1985]. Recently
in [Astorg et al. 2016] it was shown that there do exist polynomial maps in two complex variables with
wandering Fatou components. The maps constructed in [Astorg et al. 2016] are polynomial skew products
of the form

.z; w/ 7! .fw.z/; g.w//;

where g.w/ and fw.z/ D f .z; w/ are polynomials in respectively one and two variables. While the
construction holds for families of maps with arbitrarily many parameters, the constructed examples are
essentially unique: they all arise from similar behavior and cannot easily be distinguished in terms of the
geometry of the components or qualitative behavior of the orbits in the components. The goal in this
paper is to modify the construction in [Astorg et al. 2016] to obtain quite different examples of wandering
Fatou components. Our construction requires much more precise convergence estimates, forcing us to
revisit and clarify the original proof, obtaining a better understanding of the methodology.

The maps considered in [Astorg et al. 2016] are of the specific form

P W .z; w/ 7!
�
f .z/C �2

4
w; g.w/

�
; (1)

where f .z/D zC z2CO.z3/ and g.w/D w�w2CO.w3/. Recall that the constant �
2

4
is essential to

guarantee the following key result in [Astorg et al. 2016]:
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Proposition A. As n!C1, the sequence of maps

.z; w/ 7! P ı2nC1.z; gın
2

.w//

converges locally uniformly in Bf �Bg to the map

.z; w/ 7! .Lf .z/; 0/:

Throughout this paper Bf and Bg refer to the parabolic basins of, respectively, f and g, and Lf refers
to the Lavaurs map of f with phase 0; see for example [Lavaurs 1989; Shishikura 2000]. By carefully
choosing the higher-order terms of f , one can select Lavaurs maps with desired dynamical behavior.

In Proposition B of [Astorg et al. 2016] it was shown that Lf can have an attracting fixed point. The
fact that P has a wandering Fatou component is then a quick corollary of Proposition A. It seems very
likely that one can similarly construct wandering domains when Lf has a parabolic fixed point, using the
refinement of Proposition A presented here.

We will construct wandering domains arising when Lf has a Siegel fixed point: an irrationally indifferent
fixed point with Diophantine rotation number. Compositions of small perturbations of Lf behave so
subtly that it is far from clear that Lavaurs maps with Siegel disks can produce wandering domains.

In order to control the behavior of successive perturbations, we prove a refinement of Proposition A
with precise convergence estimates, showing that the convergence towards the Lavaurs map is “parabolic”.
Moreover, we study the behavior of nonautonomous systems given by maps converging parabolically to a
limit map with a Siegel fixed point. We introduce an easily computable index characterizing the behavior
of the nonautonomous systems.

In the next section we give more precise statements of our results, and prove how the combination of
these results provides a new construction of wandering domains.

2. Background and overview of results

2A. Polynomial skew products and Fatou components. There is more than one possible interpretation
of Fatou and Julia sets for polynomial skew products; see for example [Jonsson 1999] for a thorough
discussion. When we discuss Fatou components of skew products here, we consider open connected sets
in C2 whose orbits are uniformly bounded, which of course implies equicontinuity. Since the degrees
of f and g in (1) are at least 2, the complement of a sufficiently large bidisk is contained in the escape
locus, which is connected; all other Fatou components are therefore bounded and have bounded orbits.

Given a Fatou component U of P, normality implies that its projection onto the second coordinate
�w.U / is contained in a Fatou component of g, which must therefore be periodic or preperiodic. Without
loss of generality we may assume that this component of g is invariant, and thus either an attracting basin,
a parabolic basin or a Siegel disk.

The behavior of P inside a Siegel disk of g may be very complicated and has received little attention
in the literature, but see [Peters and Raissy 2019] for the treatment of a special case.

There have been a number of results proving the nonexistence of wandering domains inside attracting
basins of g. The nonexistence of wandering domains in the superattracting case was proved in [Lilov
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2004], but it was shown in [Peters and Vivas 2016] that the arguments from Lilov cannot hold in the
geometrically attracting case. The nonexistence of wandering domains under progressively weaker
conditions was proved in [Peters and Smit 2018; Ji 2020].

Here, as in [Astorg et al. 2016], we will consider components U for which �w.U / is contained in a
parabolic basin of g. We assume that the fixed point of g lies at the origin, and that g is of the form
g.w/D w�w2C h.o.t., so that orbits approach 0 tangent to the positive real axis. We will in fact make
the stronger assumption g.w/D w�w2Cw3C h.o.t.

2B. Fatou coordinates and Lavaurs’ theorem. Consider a polynomial f .z/D z� z2Caz3Ch.o.t. For
r > 0 small enough we define incoming and outgoing petals

P �f D fjzC r j< rg and P of D fjz� r j< rg:

The incoming petal P �
f

is forward invariant, and all orbits in P �
f

converge to 0. Moreover, any orbit which
converges to 0 but never lands at 0 must eventually be contained in P �

f
. Therefore we can define the

parabolic basin as
Bf D

[
f �nP �f :

The outgoing petal P o
f

is backwards invariant, with backwards orbits converging to 0.
On P �

f
and P o

f
one can define incoming and outgoing Fatou coordinates ��

f
WP �
f
!C and �o

f
WP o
f
!C

solving the functional equations

��f ıf .z/D �
�
f .z/C 1 and �of ıf .z/D �

o
f .z/C 1;

where ��
f
.P �
f
/ contains a right half-plane and �o

f
.P o
f
/ contains a left half-plane. By the first functional

equation the incoming Fatou coordinates can be uniquely extended to the attracting basin Bf . On the
other hand, the inverse of �o

f
, denoted by  o

f
, can be extended to the entire complex plane, still satisfying

the functional equation
f ı of .Z/D  

o
f .zC 1/:

The fact that the exceptional set of f is empty implies that  o
f
W C! C is surjective. We note that

both incoming and outgoing Fatou coordinates are (on the corresponding petals) of the form Z D

�1=zC b log.z/C o.1/, where the coefficient b vanishes when aD 1. This is one reason for working
with maps f of the form f .z/D zC z2C z3C h.o.t.

Let us now consider small perturbations of the map f . For � 2 C we write f�.z/D f .z/C �2, and
consider the behavior as �! 0. The most interesting behavior occurs when � approaches 0 tangent to the
positive real axis.

Lavaurs’ theorem [1989]. Let �j ! 0, nj 2 N and ˛ 2 C satisfy

nj �
�

�j
! ˛ as j !1:

Then
f
nj
�j ! Lf .˛/D  of ı �˛ ı�

�
f ;

where �˛.Z/DZC˛.
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The map Lf .˛/ is called the Lavaurs map, and ˛ is called the phase. In this paper we will only
consider phase ˛ D 0, and write Lf instead of Lf .0/.

2C. Propositions A and B. The construction of wandering domains in [Astorg et al. 2016] follows
quickly from two key propositions, the aforementioned Propositions A and B. In this paper we will prove
a variation to Proposition B, and a refinement to Proposition A, which we will both state here.

Our main technical result is the following refinement of Proposition A. As before we write P.z;w/D�
f .z/C �2

4
w; g.w/

�
, with f .z/D zC z2C z3C bz4C h.o.t., and g.w/D w�w2Cw3C h.o.t.

Proposition A0. There exists a holomorphic function h W Bf �Bg ! C such that

P 2nC1.z; gn
2

.w//D .Lf .z/; 0/C
�
h.z; w/

n
; 0

�
CO

�
logn
n2

�
;

uniformly on compact subsets of Bf �Bg . The function h.z; w/ is given by

h.z; w/D
L0
f
.z/

.��
f
/0.z/

� .C C��f .z/��
�
g.w//;

where the constant C 2 C depends on b.

Proposition A0 will be proved in Section 5; see Theorem 5.33.
Proposition B in [Astorg et al. 2016] states that the Lavaurs map Lf of a polynomial f .z/ D

z C z2 C az3 CO.z4/ has an attracting fixed point for suitable choices of the constant a 2 C. We
recall very briefly the main idea in the proof of Proposition B: For aD 1 the “horn map” has a parabolic
fixed point at infinity. By perturbing a ' 1, the parabolic fixed point bifurcates, and for appropriate
perturbations this guarantees the existence of an attracting fixed point for the horn map, and thus also for
the Lavaurs map.

In this paper we will consider a more restrictive family of polynomials of the form f .z/D zC z2C

z3CO.z4/, which means that we cannot use the above bifurcation argument. Using a different line
of reasoning, using small perturbations of a suitably chosen degree-7 real polynomial, we will prove a
variation to Proposition B, namely Proposition B0 below. The proof of Proposition B0 will be given in
Section 6.

Before stating the proposition we recall that a fixed point z0 D Lf .z0/ is said to be of Siegel type if
�D L0

f
.z0/D e

2�i�, where � 2RnQ is Diophantine, i.e., if there exist c; r > 0 such that j�n�1j � cn�r

for all integers n > 0. Recall that neutral fixed points with Diophantine rotation numbers are always
locally linearizable:

Theorem 2.1 [Siegel 1942]. Let p.z/D e2�i�zCO.z2/ be a holomorphic germ. If � is Diophantine
then there exist a neighborhood of the origin �p and a biholomorphic map ' W�p!Dr.0/ of the form
'.z/D zC a2z

2CO.z3/ satisfying

'.p.z//D e2�i�'.z/:
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Proposition B0. There exist polynomials of the form f .z/D zC z2C z3CO.z4/ for which the Lavaurs
map Lf has a Siegel fixed point z0, with �D L0

f
.z0/. Moreover we can guarantee that

L00
f
.z0/.�

�
f
/0.z0/

�.1��/
� .��f /

00.z0/¤ 0: (2)

Condition (2) is necessary to guarantee the existence of wandering domains; see the discussion of the
index � later in this section, and the discussion in Section 5C.

A more precise description of the derivatives � for which p is locally linearizable was given in [Bruno
1971; 1972; Yoccoz 1995]. As we are only concerned with constructing examples of maps with wandering
Fatou components, we find it convenient to work with the stronger Diophantine condition. Proposition B0

will be proved in Section 6.

2D. Perturbations of Siegel disks. A key element in our study is the following question:

Let f1; f2; : : : be a sequence of holomorphic germs, converging locally uniformly to a holomorphic
function f having a Siegel fixed point at 0. Under which conditions does there exist a trapping region?

By a trapping region we mean the existence of arbitrarily small neighborhoods U; V of 0 and n0 2 N

such that
fm ı � � � ıfn.z/ 2 V

for all z 2 U and m� n� n0. In other words, any orbit .zn/n�0 that intersects U for sufficiently large n
will afterwards be contained in a small neighborhood of the origin. Note that this in particular guarantees
normality of the sequence of compositions fm ı � � � ı f0 in a neighborhood of z0, which is the reason for
our interest in trapping regions.

We are particularly interested in the case where the differences fn�f are not absolutely summable,
i.e., when X

n�n0

kfn�f kU D1

for any n0 and U. In this situation one generally does not expect a trapping region. However, motivated
by Proposition A0, we will assume that fn� f is roughly of size 1=n, and converges to zero along some
real direction. More precisely, we assume that

fn.z/�f .z/D
h.z/

n
CO

�
1

z1C�

�
; (3)

where h is a holomorphic germ, defined in a neighborhood of the origin.

Theorem 2.2. There exists an index �, a rational expression in the coefficients of f and h, such that the
following hold:

(1) If Re.�/D 0, then there is a trapping region, and all limit maps have rank 1.

(2) If Re.�/ < 0, then there is a trapping region, and all orbits converge uniformly to the origin.

(3) If Re.�/ > 0, then there is no trapping region. In fact, there can be at most one orbit that remains in
a sufficiently small neighborhood of the origin.
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Theorem 2.2 holds under more general assumptions regarding the convergence towards the limit map,
but the above statement is sufficient for our purposes. An example of a more general statement is given
in Remark 3.15. An explicit formula for the index � is given in Section 3, which contains the proof of
Theorem 2.2.

Remark 2.3. The nonautonomous dynamics of the functions fn satisfying (3) is closely related to the
autonomous dynamics of the quasiparabolic map

F.z;w/D .f .z/Cwh.z/CO.w2/; w�w2CO.w2//:

The case Re.�/ < 0 in Theorem 2.2 corresponds to F being dynamically separating and parabolically
attracting, using the terminology of [Bracci and Zaitsev 2013]; by Corollary 6.3 of that work the map F
has a connected basin of attraction at the origin. In particular this implies the existence of a trapping
region for the sequence .fn/.

2E. Parabolic curves. An important idea in the proof of Lavaurs’ theorem is that in a sufficiently small
neighborhood of the origin, the function f� D f C �2 can be interpreted as a near-translation in the
“almost Fatou coordinates”: functions that converge to the ingoing and outgoing Fatou coordinates as
�!1. This idea is especially apparent in the treatment given in [Bedford et al. 2017]. The almost Fatou
coordinates are defined using the pair of fixed points �˙.�/ “splitting” from the parabolic fixed point.

When iterating two-dimensional skew products P.z;w/D .fw.z/; g.w// it does not make sense to
base the almost Fatou coordinates on the pair of fixed points of the maps fw.z/D f .z/C �2

4
w, as the

parameterw changes after every iteration of P. Instead, the natural idea would be to base these coordinates
on a pair of invariant curves fz D �˙.w/g, so-called parabolic curves, defined over a forward-invariant
parabolic petal in the w-plane. The invariance of these parabolic curves is equivalent to the functional
equations

�˙.g.w//D fw.�˙.w//:

In [Astorg et al. 2016], it is asked whether such parabolic curves exists. Instead, in that work it was
shown that there exist almost parabolic curves, approximate solutions to the above functional equation
with explicit error estimates. The proof of Proposition A relies to a great extent on these almost parabolic
curves, and the fact that these are not exact solutions causes significant extra work.

In [López-Hernanz and Rosas 2020] it is shown that the parabolic curves indeed exist, in fact, the
authors prove the existence of parabolic curves for any characteristic direction for diffeomorphisms in
two complex dimensions. However, to be used in the proof of Proposition A, it is necessary to also obtain
control over the domain of definition of the two parabolic curves. The result from [López-Hernanz and
Rosas 2020] does not give the needed control.

In Section 4, Proposition 4.1, we give an alternative proof of the existence of parabolic curves, with
control over the domains of definition. The availability of these parabolic curves forms an important
ingredient in the proof of Proposition A0. The method of proof is a variation to the well-known graph
transform method, and can likely be used to prove the existence of parabolic curves in greater generality.
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2F. Wandering domains. Let us conclude this section by proving how Propositions A0 and B0 together
imply the existence of wandering Fatou components. As before we let

P.z;w/D
�
f .z/C �2

4
w; g.w/

�
;

where g.w/D w �w2Cw3C h.o.t. and the function f .z/D zC z2C z3C h.o.t. is chosen such that
Lf has a neutral fixed point z0 with Diophantine rotation number. The existence of such f is given by
Proposition B0.

Proposition A0 states that

P 2nC1.z; gn
2

.w//D .Lf .z/; 0/C
�
h.z; w/

n
; 0

�
CO

�
logn
n2

�
;

uniformly on compact subsets of Bf �Bg .
Recall from Proposition A0 that the function h.z; w/ is given by

h.z; w/D
L0
f
.z/

.��
f
/0.z/

� .C C��f .z/��
�
g.w//;

from which it follows directly that the index � depends affinely on ��g.w/, although it is conceivable that
the multiplicative constant in this dependence vanishes.

As will be explained in detail in Section 5C, the index � is independent from w if and only if, denoting
the fixed point of Lf again by z0, we have

L00
f
.z0/.�

�
f
/0.z0/

�.1��/
� .��f /

00.z0/D 0; (4)

in which case � is constantly equal to C1. The second statement in Proposition B0 therefore implies
that f can be chosen in order to obtain an inequality in (4), which implies that the affine dependence of �
on ��g.w/ is nonconstant.

It follows that there exists an open subset of Bg where the w-values are such that Re.�/ is strictly
negative. Let D2 � Bg be a small disk contained in this open subset, so that Re.�/ is negative for all
w 2D2.

Let D1 be a small disk centered at z0, the Siegel-type fixed point of Lf . We claim that, for n 2N large
enough, the open set D1 �gn

2

.D2/ is contained in a wandering Fatou component.
Indeed, it follows from Proposition A0 that the nonautonomous one-dimensional system given by

compositions of the maps z 7! �z ıP
2nC1.z; gn

2

.w// satisfies case (2) of Theorem 2.2, where �z is the
projection onto the z-coordinate. Thus Theorem 2.2 implies that

Pm
2�n2.z; w/! .z0; 0/

uniformly for all .z; w/ 2D1 �gn
2

.D2/. The remainder of the proof follows the argument from [Astorg
et al. 2016]. Since the complement of the escape locus of P is bounded, it follows that the entire
orbits Pm.z; w/ must remain uniformly bounded, which implies normality of .Pm/ on D1 �gn

2

.D2/,
which is therefore contained in a Fatou component, say U. The fact that on an open subset of U the
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subsequence Pm
2�n2 converges to the constant .z0; 0/ implies convergence of this subsequence to .z0; 0/

on all of U, since limit maps of convergent subsequences are holomorphic. But if U was periodic or
preperiodic, the limit set would have been periodic. The point .z0; 0/ is however not periodic: its orbit
converges to .0; 0/. Thus U is wandering, which completes the proof.

Remark 2.4. From the above discussion we can conclude that all possible limit maps of the convergent
subsequence P nj jU are points. In fact these points form (the closure of) a bi-infinite orbit of .z0; 0/,
converging to .0; 0/ both under backward and forward iteration.

We note however that there are fibers fw D w0g, with w0 2 Bg , for which Re.�/D 0. Let D1 again
be a sufficiently small disk centered at z0, the Siegel-type fixed point of Lf . Proposition A0 together with
case (1) of Theorem 2.2 implies that for sufficiently large n the disk D1�fgn

2

.w0/g is a Fatou disk for P,
i.e., the restriction of the iterates P n to the disk form a normal family. For this Fatou disk the sequence of
iterates Pm

2�n2 converges to a rank-1 limit map, whose image is a holomorphic disk containing .z0; 0/.
All the limit sets together form (the closure of) a bi-infinite sequence of disks, converging under backward
and forward iteration to the point .0; 0/.

3. Perturbations of Siegel disks

3A. Notation. The following conventions will be used throughout this section:

(i) Given a holomorphic function f , we will write Of for the nonlinear part of f .

(ii) For a sequence of constants �n 2 C we will write

�n;m D

nY
jDmC1

�j and �.n/D �n;0 D

nY
jD1

�j ;

and similarly for a sequence of functions .fn/

fn;m D fn ı � � � ıfmC1:

(iii) Given two sequences of holomorphic functions .fn/ and .gn/ defined on some uniform neighborhood
of the origin, we will write fn � gn if the norms of the sequence of differences .fn�gn/ is summable
on some uniform neighborhood of the origin.

3B. Preparation. In this section we introduce nonautonomous analogies of attracting, repelling, and
locally linearizable indifferent fixed points and make a few initial observations. In the next subsection we
introduce the index � and show that the local behavior of the nonautonomous systems we consider can be
deduced from the real part of the index.

Definition 3.1. Two sequences of functions .fn/ and .gn/ are said to be nonautonomously conjugate if
there exist a uniformly bounded sequence of local coordinate changes . n/n�n0 , all defined in a uniform
neighborhood of the origin, satisfying

fn ı n D  nC1 ıgn

for all n� n0.
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Definition 3.2. A sequence of functions .fn/ is said to be nonautonomously linearizable if there exists a
sequence .�n/n�n0 in C n f0g and a sequence of coordinate changes . n/n�n0 , defined and uniformly
bounded in a uniform neighborhood of the origin, and with derivative  0n.0/ uniformly bounded away
from zero, so that

fn ı n.z/D  nC1.�n � z/

for all n � n0. If the sequence j�.n/j is bounded, both from above and away from 0, then we say that
.fn/ is rotationally linearizable.

Definition 3.3. A sequence of functions .fn/ is said to be collapsing if there is a neighborhood of the
origin U and an n0 2 N such that fn;m! 0 on U as n!1 for any m� n0.

An example of a collapsing sequence is given by a sequence of functions fn converging to a function f
with an attracting fixed point at the origin.

Definition 3.4. We say that sequence .fn/ is expulsive if there exists r > 0 such that for every m � 0
there exists at most one exceptional point Oz such that for every z 2 Dr.0/ n fOzg there exist n > m for
which fn;m.z/ …Dr.0/. Here Dr.0/ denotes the disk of radius r centered at the origin.

An example of an expulsive sequence can be obtained by considering a sequence of maps .fn/
converging locally uniformly to a map with a repelling fixed point. Since f maps a small disk around
the origin to a strictly larger holomorphic disk, the same holds for sufficiently small perturbations. A
nested sequence argument shows that, starting at a sufficiently large time n0, there is a unique orbit which
remains in the small disk.

Lemma 3.5. Consider a sequence .fn/ of univalent holomorphic functions, defined in a uniform neigh-
borhood of the origin. Suppose the compositions fn;0 are all defined in a possibly smaller neighborhood
of the origin, and form a normal family. Then the sequence .fn/ is either rotationally linearizable, or
there exist subsequences .nj / for which fnj ;0 converges to a constant.

Proof. By normality the orbit fn;0.0/ stays bounded. By nonautonomously conjugating with a sequence
of translations we may therefore assume that fn.0/D 0 for all n. Note that normality is preserved under
nonautonomous conjugation by bounded translations.

Write �n D f 0n.0/. Normality implies that j�.n/j is bounded from above. The functions

 nC1.z/ WD fn;0.�.n/
�1
� z/

are tangent to the identity, and they satisfy the functional equation

f ı n.z/D  nC1.� � z/:

If the sequence j�.n/j is bounded away from the origin then the maps  n are uniformly bounded, and the
sequence .f .n// is rotationally linearizable. Suppose that the sequence �.n/ is not bounded from below,
in which case there is a subsequence �.nj / converging to 0. By the Hurwitz theorem the sequence of
maps fnj ;0 converges to a constant. �
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Lemma 3.6. If the sequence .fn/ is rotationally linearizable, and .�n/ is a sequence of absolutely
summable holomorphic functions, i.e., X

k�nkDr .0/ <1

for some r > 0, then the sequence .fnC �n/ is also rotationally linearizable.

Proof. Write gnDfnC�n. We consider the errors due to the perturbations in linearization coordinates, i.e.,

 �1nC1 ıgn ı n.z/� 
�1
nC1 ıfn ı n.z/D  

�1
nC1 ıgn ı n.z/��n � z:

By the definition of the nonautonomous linearization, it follows that after restricting to a smaller neighbor-
hood of the origin the derivatives of the maps  n and their inverses are uniformly bounded. It follows that
the above errors are also absolutely summable, which guarantees normality of the sequence  �1nC1ıgn;0 in
a small neighborhood of the origin, and hence normality of the sequence gn;0. It follows from Lemma 3.5
that .fnC �n/ is either rotationally linearizable or has subsequences converging to the origin. It follows
from the summability of the errors that the latter is impossible. �

3C. Introduction of the index. Let f .z/D�zCb2z2CO.z3/ be a holomorphic function with �D e2�i�

and � 2 RnQ Diophantine. Let h.z/ D c0 C c1z C O.z
2/ be a holomorphic function defined in a

neighborhood of the origin. Let .�n.z// be a sequence of holomorphic functions that is defined and
absolutely summable on some uniform neighborhood of the origin. We consider the nonautonomous
dynamical system given by compositions of the maps

fn.z/D f .z/C
1

n
h.z/C �n.z/:

We introduce the index �, depending rationally on the two-jet of f at the origin and the one-jet of h at
the origin, by

� WD
2b2c0

�.1��/
C
c1

�
: (5)

We claim that the index � is invariant under local autonomous changes of coordinates, i.e., when all the
maps fn are conjugated by a single analytic transformation. One easily observes that the index is invariant
under affine changes of coordinates and is unaffected by terms of order 3 and higher. It is therefore
sufficient to only consider local changes of the form z 7! zC˛z2. It is clear that � and c0 are unaffected
by such a coordinate change, while computation shows that b2 is replaced by b2C˛��˛�2 and c1 is
replaced by c1�˛�c0. Indeed, � is invariant under these changes.

Since � is Diophantine, the function f is linearizable. Let us write �.z/D zCh:o:t: for the linearization
map of f , i.e., f ı�.z/D �.�z/.

We define
�n.z/ WD zC

1

n

c0

1��
:

Lemma 3.7. With the above definitions we can write

fn WD ��1 ı ��1nC1 ıfn ı �n ı� D � � e
�=n
� zC

1

n

1X
kD2

dkz
k
C �n.z/; (6)
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where .�n/ is a sequence of holomorphic functions that are defined and whose norms are summable on a
uniform neighborhood of the origin.

Proof. First observe that

��1nC1 ıfn ı �n � f

�
zC

1

n

c0

1��

�
C
1

n
h

�
zC

1

n

c0

1��

�
�

1

nC 1

c0

1��

� f .z/Cf 0.z/
1

n

c0

1��
C
1

n
h.z/�

1

nC 1

c0

1��
:

Using the power series expansions of f 0 and h we can therefore write

��1nC1 ıfn ı �n � f .z/C

�
1

n

�c0

1��
C
1

n
c0�

1

nC 1

c0

1��

�
C
1

n

�
2b2c0

1��
C c1

�
zC

1

n

1X
kD2

ˇkz
k

� f .z/C
c0

1��

�
1

n
�

1

nC 1

�
C
1

n
��zC

1

n

1X
kD2

ˇkz
k

� f .z/C
1

n
��zC

1

n

1X
kD2

ˇkz
k :

It follows that

fn���1.f .�.z///C.��1/0.f .�.z///
�
1

n
���.z/C

1

n

1X
kD2

ˇk�.z/
k

�
��

�
1C

�

n

�
zC

1

n

1X
kD2

dkz
k

��e�=nzC
1

n

1X
kD2

dkz
k :

For the last equality we used that

1C
�

n
D e�=nCO

�
1

n2

�
: �

Corollary 3.8. If Re.�/ < 0 the sequence fn is collapsing.

Proof. Observe that f 0n.z/� �e
�=nCO.z=n/ and note that there is a small disk Dr.0/ such that for n

sufficiently large
kf 0nkDr .0/ < e

Re.�/=.2n/;

and thus
jfn.z/� fn.w/j � eRe.�/=.2n/

jz�wj: (7)

Since Re.�/ < 0 it follows that
Q
n�1 e

Re.�/=.2n/ D 0.
Let us write

'n.z/D � � e
�=n
� zC Ofn.z/;

i.e., we drop the term �n from fn. By decreasing the radius r if necessary we can choose m0 such thatX
j�m0

k�j kDr .0/ <
1
2
r:



46 MATTHIEU ASTORG, LUKA BOC THALER AND HAN PETERS

By increasing m0 if necessary we can also guarantee that 'n;m.z/ 2 Dr=2.0/ for all z 2 Dr=4.0/ and
m�m0. Using (7) it follows by induction on n that whenever z 2Dr=4.0/ and m�m0 we have

kfn;m.z/�'n;m.z/k �
nX

jDm

� nY
kDjC1

eRe.�/=.2k/
�
k�j kDr .0/:

Indeed, the inequality is trivially satisfied for nDm, and assuming the inequality holds for some n�m
implies

kfnC1;m.z/�'nC1;m.z/k D kfnC1 ı fn;m.z/� fnC1 ı'n;m.z/C �nC1.'n;m.z//k

�

nC1X
jDm

� nC1Y
kDjC1

eRe.�/=.2k/
�
k�j kDr .0/:

Note that
nX

jDm

� nY
kDjC1

eRe.�/=.2k/
�
k�j kDr .0/! 0

as n!1; hence the fact that the sequence .'n/ collapses implies the sequence .fn/ collapses as well. �

Since the sequence .fn/ collapses, it follows immediately that the sequence .fn/ collapses as well,
concluding the case Re.�/ < 0.

Corollary 3.9. If Re.�/ > 0, the sequence fn is expulsive.

Proof. Note that there are r; n0 > 0 such that for every z; w 2Dr.0/ and every n > n0 we have

jfn.z/� fn.w/j D jz�wj �
ˇ̌̌
e�=nC

1

n
O.z;w/

ˇ̌̌
> eRe.�/=.2n/

jz�wj:

Expulsion of all but one orbit follows immediately. �

Again it follows that .fn/ is expulsive, completing the case Re.�/ > 0.

3D. Rotationally linearizable case .Re.�/D 0/. Let us define

Ln.z/D e
� logn

� z:

We obtain
gn D L

�1
nC1 ı fn ıLn

D �zC e�� log.nC1/ 1

n

1X
`D2

d`e
�` lognz`CL�1nC1 ı �n ıLn

� �zC
1

n

1X
`D2

d`e
�.`�1/ lognz`:

Since Re.�/D 0, the maps Ln are rotations; hence it is sufficient to prove that the sequence .gn/ is
rotationally linearizable.
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By Lemma 3.6 we may ignore the absolutely summable part of gn; hence with slight abuse of notation
we may assume that

gn D �zC
1

n

1X
`D2

d`e
�.`�1/ lognz`:

Recall that �D e2�i�, where � is Diophantine.

Lemma 3.10. There exist constants C; r > 0 such that for every integer `� 1 and for every 0 < m <N
we have ˇ̌̌̌ NX

jDm

� j̀
ˇ̌̌̌
< C`r :

Proof. Since � is assumed to be Diophantine, there exist c; r > 0 such that j�n�1j � cn�r for all n. This
gives the boundˇ̌̌̌ NX

jDm

� j̀
ˇ̌̌̌
D

ˇ̌̌̌ NX
jDm

�`.jC1/�� j̀

�`� 1

ˇ̌̌̌
D

ˇ̌̌̌
1

�`� 1

NX
jDm

.�`.jC1/�� j̀ /

ˇ̌̌̌
<

ˇ̌̌̌
2

�`� 1

ˇ̌̌̌
< C`r : �

Lemma 3.11. There exist eC ; r > 0 such that for all integers n; ` > 0 we haveˇ̌̌̌ 1X
kDn

e�` logk

k
�k`

ˇ̌̌̌
<
eC`rC1
n

:

Proof. Summation by parts gives

NX
kDn

e�` logk

k
�k` D

e�` logN

N

NX
kDn

�k`�

N�1X
kDn

�
e�` log.kC1/

kC 1
�
e�` logk

k

� kX
jDn

�j`

D
e�` logN

N

NX
kDn

�k`�

N�1X
kDn

e�` logk
�
1C �l=kCO.1=k2/

kC 1
�
1

k

� kX
jDn

�j`:

Observe that
1C �`=kCO.1=k2/

kC 1
�
1

k
DO

�
1

k2

�
is absolutely summable; hence using Lemma 3.10 we obtainˇ̌̌̌ NX

kDn

e�` logk

k
�k`

ˇ̌̌̌
<
1

N

ˇ̌̌̌ NX
kDn

�k`
ˇ̌̌̌
C

N�1X
kDn

ˇ̌̌̌
1C �`=kCO.1=k2/

kC 1
�
1

k

ˇ̌̌̌ ˇ̌̌̌ kX
jDn

�j`
ˇ̌̌̌

<
C`r

N
CC`r

N�1X
kDn

ˇ̌̌̌
`� � 1

k.kC 1/
CO

�
1

k3

�ˇ̌̌̌

<
eC`rC1
n

: �
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Let us introduce one more change of coordinates

SnC1.z/D z��
�1
1X
`D2

�.nC1/.1�`/d`z
`
1X

kDnC1

e�.`�1/ logk

k
�k.`�1/:

Lemma 3.12. Writing Sn.z/D zC ySn.z/ we obtain

ySnC1.�z/D � ySn.z/C Ogn.z/:

Proof. Computing ySnC1.�z/� Ogn.z/ gives

���1
1X
`D2

�.nC1/.1�`/d`�
`z`

1X
kDnC1

e�.`�1/ logk

k
�k.`�1/�

1

n

1X
`D2

e�.`�1/ lognd`z
`

D�

1X
`D2

�n.1�`/d`z
`
1X

kDnC1

e�.`�1/ logk

k
�k.`�1/�

1X
`D2

e�.`�1/ logn

n
�n.`�1/�n.1�`/d`z

`

D�

1X
`D2

�n.1�`/d`z
`
1X
kDn

e�.`�1/ logk

k
�k.`�1/ D � ySn.z/: �

Lemma 3.13. The maps Sn satisfy Sn D zCO.1=n/, with uniform bounds.

Proof.

j ySn.z/j D

ˇ̌̌̌
��1

1X
`D2

�n.1�`/d`z
`
1X
kDn

e�.`�1/ logk

k
�k.`�1/

ˇ̌̌̌
<
eC
n

1X
`D2

jd`z
`
j.`� 1/rC1: �

Let us define

hn WD S
�1
nC1 ıgn ıSn:

Lemma 3.14. The maps hn are of the form

hn D �zCO.n
�2/:

Proof. The definition of hn immediately gives that hn.z/D �zCO.1=n/,

gn ıSn D SnC1 ı hn;

and thus

�zC� ySn.z/C Ogn.zC ySn/D �zC Ohn.z/C ySnC1.�zC Ohn/;

which gives

� ySn.z/C Ogn.z/C Og
0
n.z/
ySn.z/CO. yS

2
n/D

Ohn.z/C ySnC1.�z/C yS
0
nC1.�z/

OhnCO. Oh
2
n/:

Hence by Lemma 3.12 we obtain

Og0n.z/
ySn.z/CO. yS

2
n/D

Ohn.z/.1C yS
0
nC1.�z//CO.

Oh2n/:
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Since Ogn DO.1=n/ and ySn DO.1=n/, we get

Ohn.z/.1C yS
0
nC1.�z//CO.

Oh2n/DO

�
1

n2

�
:

Since hn.z/D �zCO.1=n/, it follows that Ohn.z/DO.1=n2/. �

Lemma 3.6 implies that the sequence .hn/ is rotationally linearizable; hence the same holds for .gn/,
.fn/ and finally .fn/, which completes the proof of Theorem 2.2.

Remark 3.15. The proof of Theorem 2.2 also works for more general perturbations, for example

fn.z/� f .z/C
1

n
h1.z/C

logn
n
h2.z/;

where h1 and h2 are holomorphic around the origin. In this case we have two indexes �j , j 2 f1; 2g, that
can be computed using (5), where constants c0 and c1 are the coefficients of the linear part of the Taylor
series of hj at the origin. The following is a general version of Theorem 2.2:

(1) If Re.�2/ > 0 then the sequence .fn/ is expulsive.

(2) If Re.�2/ < 0 then the sequence .fn/ is collapsing.

(3) If Re.�2/D 0 and:

(a) Re.�1/ > 0, then the sequence .fn/ is expulsive.

(b) Re.�1/ < 0, then the sequence .fn/ is collapsing.

(c) Re.�1/D 0, then the sequence .fn/ is rotationally linearizable; hence all limit maps have rank 1.

4. Existence of parabolic curves

The purpose of this section is to prove the following proposition.

Proposition 4.1. Let P.z;w/ WD
�
f .z/C �2

4
w; g.w/

�
, with f .z/D zC z2C bz3CO.z4/ and g.w/D

w�w2CO.w3/. Then P has at least three parabolic curves: one is contained in the invariant fiberwD 0
and is an attracting petal for f ; the other two are graphs over the same petal P in the parabolic basin Bg .
Moreover they are of the form

�˙.w/D˙c1
p
wC c2w˙ c3w

3=2
CO.w2/;

where c1 D �
2
i and c2 D �2

8
b� 1

4
.

Proposition 4.1 gives a positive answer to a question posed in [Astorg et al. 2016]. We note that the
result does not follow from the results [Hakim 1998], as the two characteristic directions we consider are
degenerate, in the language used by Hakim. The existence of three parabolic curves can be derived from
[López-Hernanz and Rosas 2020]. However, their proof gives no guarantee that the parabolic curves �˙

are graphs over the same petal in Bg , which is crucial for our purpose.
Let us start by observing that P is semiconjugate to a map Q, holomorphic near the origin, given by

Q.z; �/D
�
f .z/C �2

4
�2; �� 1

2
�3CO.�5/

�
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(with �2 Dw). The map Q has three characteristic directions: � D 0, z D �
2
i� and z D��

2
i�. It is clear

that there is a parabolic curve tangent to the characteristic direction � D 0, namely the attracting petal
for f in the invariant fiber f� D 0g. We call this parabolic curve the trivial curve. For the existence of the
two other parabolic curves we will use a graph transform argument.

Let us write Q.z; �/ D .f�.z/; Qg.�//, so that f�.z/ D f .z/C �2

4
�2 and Q� WD Qg.�/ D

p
g.�2/ D

� � 1
2
�3CO.�5/. We are looking for parabolic curves of the form �! .�.�/; �/, hence satisfying the

equation
Q.�.�/; �/D .�.Q�/; Q�/: (8)

Equivalently we are looking for a function �, defined for � in a parabolic petal of Qg, satisfying the
functional equation

�. Qg.�//D f�.�.�//:

We will prove that Q has two parabolic curves �˙, corresponding to the characteristic directions
zD˙�

2
i�, which are graphs over the same attracting petal of Qg in the right half-plane. This will complete

the proof of Proposition 4.1, since these two parabolic curves can be lifted to parabolic curves of P
satisfying the desired properties.

The key idea in proving the existence of �.�/ is to start with sufficiently high-order jets �1.�/ of the
formal solution to (8), and then apply a graph transform argument, starting with �1. By starting with
higher-order jets, we obtain higher-order error estimates, but the constants in those estimates are likely to
deteriorate. However, these estimates can be controlled by dropping the order of the error estimates by 1,
and working with j�j < ı, with ı depending on the order of the jets. It turns out that starting with jets
of order 20 is sufficient to obtain convergence of the graph transforms. We do not claim that 20 is the
minimal order for which convergence can be obtained, only that the order suffices for our purposes.

Lemma 4.2. For every integer n > 0 there exists �1.�/D c1�C c2�2C c3�2C� � �C cn�n and ı > 0 such
that j�1.Q�/�f�.�1.�//j< j�jn for all j�j< ı. Moreover we have c1 D˙�2 i and c2 D �2

8
b� 1

4
.

Proof. Recall from [Astorg et al. 2016] that by choosing �1.�/ D c1� C c2�
2, with c1 D ˙�2 i and

c2 D
�2

8
b� 1

4
, we obtain

j�1.Q�/�f�.�1.�//j<O.j�j
4/:

Now suppose that c1; : : : ; cn are found such that for �.�/D c1�C � � �C cn�n we have

j�1.Q�/�f�.�1.�//j<O.j�j
nC2/:

Let En.�/ WD f�.�1.�//� �1.Q�/. For cnC1 2 C, let

EnC1.�/ WD f�.�1.�/C cnC1�
nC1/� �1.Q�/� cnC1 Q�

nC1
I

we shall prove that there exists some cnC1 such that EnC1 DO.�nC3/. Indeed,

f�.�1.�/C cnC1�
nC1/D f�.�1.�//Cf

0.�n.�//cn�
nC1
CO.�2nC2/

D f�.�1.�//C .1C 2c1�/cnC1�
nC1
CO.�nC3/:
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On the other hand, we have cnC1 Q�nC1 D cnC1�nC1CO.�nC3/; so

EnC1.�/DEn.�/C 2c1cnC1�
nC2
CO.�nC3/:

Since En.�/DO.�nC2/ (and c1 ¤ 0), we may therefore find some value of cnC1 for which EnC1.�/D
O.�nC3/.

We conclude that if ı is small enough then j�1.Q�/�f�.�1.�//j< j�jn for all j�j< ı. �

Remark 4.3. The choice of parabolic curve is determined by the choice of c1. From now on we will
assume that c1 D �

2
i ; for the case c1 D��2 i the proofs are essentially the same.

For R 2 C we write HR D
˚
Z 2 C W arg.Z �R/ 2

�
�
�
2
� �0;

�
2
C �0

�	
for some �0 > 0, and

Pı D
˚
� 2 C W ��2 2 Hı�2 and Re.�/ > 0

	
:

For ı > 0 sufficiently small the petal Pı is forward-invariant under Qg, i.e., Qg.Pı/ � Pı . Recall the
existence of Fatou coordinates on Pı : the function Qg is conjugate to the translation T1 WZ 7!ZC 1 via a
conjugation of the form

Z D
1

�2
C˛ log.�/C o.1/;

where the constant ˛ depends on g. All forward orbits in Pı converge to 0 tangent to the positive real
axis, and the conjugation gives the estimates

jRe. Qgk.�//j<
C
p
k

and jIm. Qgk.�//j<
C

k
(9)

for a uniform C > 0 depending on ı. We note that by choosing ı sufficiently small, the constant C can
be chosen arbitrarily small as well.

Lemma 4.4. Let n > 0 and �1.�/ be as in Lemma 4.2. There exist ı; A > 0 such that for every j�j< ı we
have

jf �1.f .�1.�//C 3�
4/� �1.�/j � Aj�j

4:

Proof. The Taylor series expansion of f gives

jf �1.f .�1.�//C 3�
4/� �1.�/j �

1X
iD1

ˇ̌̌̌
.f �1/.i/.f .�1.�///

i Š

ˇ̌̌̌
3i j�4ji ;

and the desired estimate follows immediately. �

Lemma 4.5. Let n > 0 and �1.�/ be as in Lemma 4.2, A> 0 and ı > 0 sufficiently small. Let .�k.�// be
any sequence of holomorphic functions defined on Pı and satisfying

j�k.�/� �1.�/j< Aj�j
4:

Then there exists C1 > 0, depending on �1, such thatˇ̌̌̌ kY
sD`

f 0.�s. Qg
kC1�s.�///

ˇ̌̌̌�1
< C1 � .kC 1� `/

for all � 2 Pı and every 0 < `� k.
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Proof. Let us write xk D Re. Qgk.�// > 0 and yk D Im. Qgk.�//. Estimates (9) imply
1X
kD0

j Qgk.�/j3 <K <1 for all � 2 Pı : (10)

Since by assumption j�s.�/� �1.�/j<Aj�j4 for every s � 1, it follows that �s.�/D c1�C c2�2CO.�3/
and

jf 0.�s.�//�f
0.�1.�//j< Bj�

4
j;

where B > 0 depends only on �1 and A.
Observe that f 0.z/D 1C 2zC 3bz2CO.z3/D e2zC.3b�2/z

2CO.z3/; hence we obtain

f 0.�s.�//D e
�i�C. 1

2
�2.1�b/� 1

2
/�2CO.�3/;

where the bound O.�3/ is uniform with respect to s.
Therefore we can find C1 > 0 such thatˇ̌̌̌ kY
sD`

f 0.�s. Qg
kC1�s.�///

ˇ̌̌̌
>
ˇ̌
e
Pk
sD` Re .�i QgkC1�s.�/C. 1

2
�2.1�b/� 1

2
/. QgkC1�s.�//2/CO.. QgkC1�s.�//3/ˇ̌

>
1

C1

ˇ̌
e
Pk
sD`��ykC1�sC.

1
2
�2.1�Re.b//� 1

2
/x2
kC1�s

ˇ̌
>

1

C1

ˇ̌
e�

Pk
sD` 1=.kC1�s/

ˇ̌
>

1

C1.kC 1� `/
:

In the first inequality we used the fact that jezj D eRe.z/. The second inequality follows from estimates
(9) and (10). The third inequality depends on the constant C from (9) being sufficiently small, which can
be guaranteed by taking sufficiently small ı. �

Remark 4.6. Note that the estimates in Lemmas 4.2, 4.4 and 4.5 hold regardless of the choice of n in the
definition of �1. If n is increased, then all estimates hold, with the same constants, for ı sufficiently small.
It turns out that it will be sufficient for us to work with nD 20, and we will work with this choice from
now on.

Lemma 4.7. There exists sufficiently small ı > 0 such that for every k � 2 and every � 2 Pı we have

j Qgk.�/j19kCj Qgk.�/j39.k� 1/C

k�1X
`D2

j QgkC1�`.�/j23.k� `/

.`� 1/4
C
j Qg.�/j23

.k� 1/4
<
4j�j12

k2
:

Proof. We will prove that each of the four terms in the left-hand summation is bounded by j�j12=k2. It
follows from (9) that for every 0� `� 19 we have

j Qgk.�/j19k <
C 19k

jkC 1=�2j19=2
<
C 19j�j`k

k.19�`/=2
:
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If we choose `D 13 and assume that ı is small enough, then we get

j Qgk.�/j19k <
j�j12

k2

for � 2 Pı . The desired bound for a second term follows immediately from the inequality

j Qgk.�/j39.k� 1/ < j Qgk.�/j19k:

Next observe that for every k � 2 we have

j Qg.�/j23

.k� 1/4
<

22j�j23

.2.k� 1/2/2
<
j�j12

k2
;

where the last inequality holds for sufficiently small ı. Finally, for the third term in the summation we
use (9) to obtain

k�1X
`D2

j QgkC1�`.�/j23.k� `/

.`� 1/4
<

k�1X
`D2

C 10j�j13.k� `/

.kC 1� `/5.`� 1/4
< C 10j�j

k�1X
`D2

j�j12

.k� `/4.`� 1/4
:

In order to obtain the desired bound it suffices to prove that
k�1X
`D2

1

.k� `/4.`� 1/4
<
44

k2
:

First observe that
1

.`� 1/.k� `/
�
4

k

for every k � 3 and 2� `� k� 1. To see this let us set s D `� 1 and t D k� 1. The above inequality
now translates to

1

s.t � s/
�

4

t C 1

for t � 2 and 1� s � t � 1, and hence to

pt .s/ WD 4s
2
� 4tsC t C 1� 0:

Observe that pt .1/ < 0 and that roots of pt .s/ lie outside the closed interval Œ1; t � 1�. Therefore we
obtain

k�1X
`D2

1

.k� l/4.`� 1/4
<

k�1X
`D2

44

k4
<
44

k2
;

and hence for ı sufficiently small

k�1X
`D2

j QgkC1�`.�/j23.k� `/

.`� 1/4
<
j�j12

k2
: �

Proof of Proposition 4.1. As we remarked at the beginning of this section, it is enough to prove that Q
has two parabolic curves �˙ corresponding to the characteristic directions z D ˙�

2
i�, both curves
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graph over the same attracting petal of Qg in the right half-plane. By Lemma 4.2 there exist ı > 0 and
�1.�/D c1�C c2�

2C � � � C c20�
20 such that j�1.Q�/� f�.�1.�//j < j�j20 for j�j < ı. Let A > 0 be as in

Lemma 4.4, and let C1 > 0 be the constant defined in Lemma 4.5.
We will show that the sequence of functions defined inductively by

�kC1.�/ WD f
�1
� .�k.Q�//

is convergent and that the limit satisfies the functional equation (8). Let us define

Ek.�/ WD �k.Q�/�f�.�k.�//

and observe that
�kC1.�/D f

�1
� .�k.Q�//D f

�1
� .f�.�k.�//CEk.�//

and hence

f�.�kC1.�//D f�.�1.�//C

kX
`D1

E`.�/:

Note that we can replace f� by f on both sides, giving

�kC1.�/D f
�1

�
f .�1.�//C

kX
`D1

E`.�/

�
;

and hence

�kC1.�/D �1.�/C

1X
iD1

.f �1/.i/.f .�1.�///

i Š

� kX
`D1

E`.�/

�i
:

We will prove that jEk.�/j< j�j4=jk� 1j2 for every k � 2 on some small petal Pı . This will imply
that the sequence �kC1 converges to a parabolic curve � on Pı for sufficiently small ı.

We claim there exists ı >0 such that for every � 2Pı and every k >1 the following two statements hold:

Ik.1/: j�k.�/� �1.�/j< Aj�j4, and

Ik.2/: jEk.�/j< 4j�j12=jk� 1j2 < j�j4=jk� 1j2.

We will prove these two statements simultaneously by induction on k.

Step 1: First we prove I2.1/. By definition

�2 D �1.�/C

1X
iD1

.f �1/.i/.f .�1.�///

i Š
.E1.�//

i
I

hence by Lemma 4.4 we obtain the desired inequality.
Next we prove that I2.2/. Observe that for sufficiently small ı we get

jE2.�/j<

ˇ̌̌̌
E1.Q�/

f 0.�1.Q�//

ˇ̌̌̌
CC2jE1.Q�/j

2 < C1j Qg.�/j
20
CC2j�jj Qg.�/j

40

< C1j�jj Qg.�/j
19
CC2j�jj Qg.�/j

39 < 4j�j12:

Here C1 is the constant introduced in Lemma 4.5.
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Step 2: Now let us assume that I`.1/ and I`.2/ hold for every 2� `� k. Observe that

j�kC1.�/� �1.�/j<

1X
iD1

ˇ̌̌̌
.f �1/.i/.f .�1.�///

i Š

ˇ̌̌̌ ˇ̌̌̌ kX
`D1

E`.�/

ˇ̌̌̌i
:

Since jE`.�/j< j�j4=j`� 1j2 for `� 2 and jE1.�/j< j�j4, we getˇ̌̌̌ kX
`D1

E`.�/

ˇ̌̌̌
< 3j�j4I

hence by Lemma 4.4 inequality IkC1.1/ holds.
Observe that

EkC1.�/D �kC1.Q�/�f�.�kC1.�//D �kC1.Q�/� �k.Q�/

D f �1
Q� .fQ�.�k.Q�//CEk.Q�//� �k.Q�/

D f �1.f .�k.Q�//CEk.Q�//� �k.Q�/

D .f �1/0.f .�k.Q�/// �Ek.Q�/CO.Ek.Q�/
2/;

where the constant in the order can be chosen independently from k. It follows that there exists C2 > 0
independent of k such that

jEkC1.�/j<

ˇ̌̌̌
Ek.Q�/

f 0.�k.Q�//

ˇ̌̌̌
CC2jEk.Q�/j

2: (11)

Using the inequality (11) successively we obtain

jEkC1.�/j<

ˇ̌̌̌
Ek. Qg.�//

f 0.�k. Qg.�///

ˇ̌̌̌
CC2jEk. Qg.�//j

2

<

ˇ̌̌̌
Ek�1. Qg

2.�//

f 0.�k�1. Qg
2.�/// �f 0.�k. Qg.�///

ˇ̌̌̌
CC2

jEk�1. Qg
2.�//j2

jf 0.�k. Qg.�///j
CC2jEk. Qg.�//j

2

<
jE1. Qg

k.�//jQk
`D1 jf

0.�`. Qg
kC1�`.�///j

CC2

k�1X
`D1

jE`. Qg
kC1�`.�//j2Qk

sD`C1 jf
0.�s. QgkC1�s.�///j

CC2jEk.Q�/j
2: (12)

Combining (12) and Lemma 4.5 gives

jEkC1.�/j

<C1j Qg
k.�/j20kCC1C2j Qg

k.�/j40.k�1/C16C1C2

k�1X
`D2

j QgkC1�`.�/j24.k�`/

.`�1/4
C16C1

j Qg.�/j24

.k�1/4

<C1j�jj Qg
k.�/j19kCC1C2j�jj Qg

k.�/j39.k�1/C16C1C2j�j

k�1X
`D2

j QgkC1�`.�/j23.k�`/

.`�1/4
C16C1j�j

j Qg.�/j23

.k�1/4
:

If ı is sufficiently small this last inequality together with Lemma 4.7 implies

jEkC1.�/j<
4j�j12

k2
<
j�j4

k2
;
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completing the proof of IkC1.2/ and thus the induction argument. We emphasize that throughout the
proof ı can be chosen dependently of k.

To summarize, the equation

�kC1.�/D f
�1

�
f .�1.�//C

kX
`D1

E`.�/

�
implies that for sufficiently small ı the sequence �k converges on Pı to a parabolic curve � satisfying
�.Q�/D f�.�.�//. Recall that we have only proven the existence of a parabolic curve for c1 D �

2
i . For

c1D�
�
2
i we can use same arguments as above, but we might get a different value for ı. Since the parabolic

petals are nested and forward invariant, both parabolic curves are graphs over the petal with minimal ı. �

From the proof it follows that

�˙.�/D˙c1�C c2�
2
˙ c3�

3
CO.�4/;

where c1 D �
2
i and c2 D �2

8
b� 1

4
.

5. Estimates on convergence towards Lavaurs map

5A. Preliminaries. The goal of this section is to obtain explicit estimates for one of the main objects to
appear in our arguments: the functions A.�; z/ and A0.z/, which measure how much the dynamics differ
from a translation after a certain change of coordinates. The key difference between this section and the
corresponding computations in [Astorg et al. 2016] is that we now know that we have two exactly invariant
parabolic curves �˙, instead of invariant jets. This is used crucially in the proof of Proposition 5.5.

Definition 5.1. Let fw.z/ WD f .z/C �2

4
w, where f .z/D zCz2Cz3CO.z4/ is a degree-d polynomial.

Let g.w/D w�w2CO.w3/ be a degree-d polynomial.

In what follows, we set � WD
p
w, working throughout with the branch that takes positive values on the

positive real axis. We note that this branch is well-defined on the parabolic basin of the polynomial g.
Abusing notation, we write f�.z/ WD f .z/C �2

4
�2 and �˙.�/D˙i �

2
�C c2�

2CO.�3/, where �˙ are
the parabolic curves constructed in the preceding section. Let Qg.�/ WD

p
g.�2/ D � � 1

2
�3 CO.�5/

( Qg is analytic near � D 0).
Let us first record here the following lemma for later use:

Lemma 5.2. Let w0 2 Bg and let �j WD
p
gn

2Cj .w0/. For 1� j � n, we have

�j D
1

n
�

j

2n3
�
��g.w0/

2n3
C o

�
1

n3

�
:

Proof. Let us write wn2Cj WD g
n2Cj .w0/. We have

�g.wn2Cj /D �
�
g.w0/Cn

2
C j D

1

wn2Cj
C o.1/
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(note that we assume here g.w/D w�w2Cw3CO.w4/). Therefore

wn2Cj D
1

n2C j C��g.w0/C o.1/
;

and

�j D
p
wn2Cj D

1

n

�
1C

j C��g.w0/

n2
C o

�
1

n2

���1=2
D
1

n

�
1�

1

2

j C��g.w0/

n2
C o

�
1

n2

��
: �

Definition 5.3. Let

 ��.z/ WD
1

i�
log
�
�C.�/� z

z� ��.�/

�
C 1;

 o� .z/ WD
1

i�
log
�
�C.�/� z

z� ��.�/

�
� 1;

where log is the principal branch of the logarithm.

Note with that choice of branch,  is defined on CnL�, where L� is the real line through �C.�/
and ��.�/ minus the segment Œ��.�/; �C.�/�. In particular,  �� and  o� are both defined in a disk centered
at z D 0 whose radius is of order �.

It will also be useful to note that

. �=o� /�1.Z/D
�C.�/� e˙i�Z��.�/

1� e˙i�Z
D�

�

2
� cot

�
˙
�Z

2

�
CO.�2/: (13)

Definition 5.4. Let

(1) A.�; z/ WD  �=o
Qg.�/
ıf�.z/� 

�=o
� .z/� �,

(2) A0.z/ WD �1=f .z/C 1=z� 1.

Note that the formula for A.�; z/ does not depend on whether the ingoing or outgoing coordinate  � is
used, and is therefore well-defined.

Proposition 5.5. We have

(1) A0 is analytic near zero,

(2) there exists r > 0 such that for all � ¤ 0 in a neighborhood of zero, A.�; � / is analytic on D.0; r/.

Proof. (1) A quick computation shows that

A0.z/D
f .z/� z� zf .z/

zf .z/
D

O.z2/

1CO.z/
;

from which the conclusion easily follows.
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For (2), note that

A.�; z/D
1

i�
log
�
�C. Qg.�//�f�.z/

f�.z/� ��. Qg.�//
W
�C.�/� z

z� ��.�/

�
� �

D
1

i�
log
�
f�.�

C.�//�f�.z/

�C.�/� z
W
f�.z/�f�.�

�.�//

z� ��.�/

�
� �:

From the above expression we see that the singularities at z D �˙.�/ are in fact removable, unless one of
the points coincides with a critical point of f . The fact that these critical points are bounded away from
zero completes the proof. �

Lemma 5.6. Let K be a compact subset of C�. There exists C D CK > 0 such that, for all z 2K,ˇ̌̌̌
z� �C.�/

z� ��.�/
�

�
1�

i�

z
��

�2

2z2
�2
�ˇ̌̌̌
� C�3:

Proof. For z 2K, we have

�C.�/� z

z� ��.�/
D

�C.�/

z� ��.�/
�

z

z� ��.�/

D
�C.�/

z

�
1

1� ��.�/=z

�
�

1

1� ��.�/=z

D
�C.�/

z

�
1C

��.�/

z
CO.�2/

�
�

�
1C

��.�/

z
C

�
��.�/

z

�2
CO.�3/

�

D
c1�C c2�

2�
c21
z
�2

z
� 1�

�c1�C c2�
2

z
�
c21�

2

z2
CO.�3/

D�1C
2c1

z
��

2c21
z2
�2CO.�3/

D�1C
i�

z
�C

�2

2z2
�2CO.�3/: �

Lemma 5.7. Let K be a compact subset of C�. Then

f�.z/�f�.�
C.�//

f�.z/�f�.��.�//
D 1�

i�

f .z/
��

�2

2f .z/2
�2CO.�3/:

As in the previous lemma the constant in the O depends on K.

Proof. The invariance of the parabolic curves gives

f�.z/�f�.�
C.�//

f�.z/�f�.��.�//
D
f�.z/� �

C. Qg.�//

f�.z/� ��. Qg.�//
D 1�

i�

f�.z/
Qg.�/C

�2

2f�.z/2
Qg.�2/CO.�3/

D 1�
i�

f .z/
�C

�2

2f .z/2
�2CO.�3/:

The last equality uses the fact that Qg.�/D �CO.�3/. �
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Proposition 5.8. There exists a constant C0 2 C (depending only on f and g) such that

A.�; z/D �A0.z/C �
3C0CO.�

4; �3z/;

where the constants in the O are uniform for .z; �/ 2 C2 near .0; 0/ (with Re.�/ > 0).

Proof. Let K be a compact of C�. Then by the two previous lemmas, we have

A.�; z/D
1

i�
log
�
z� ��.�/

z� �C.�/
�
f�.z/�f�.�

C.�//

f�.z/�f�.��.�//

�
� �

D�
1

i�
log
�
1�

i�

z
��

�2

2z2
�2CO.�3/

�
C

1

i�
log
�
1�

i�

f .z/
��

�2

2f .z/2
�2CO.�3/

�
� �

D
�

z
�

�

f .z/
� �CO.�3/D �A0.z/CO.�

3/:

Here the constant in the O still depends on K � C�. Let ��.z/ WD .A.�; z/ � �A0.z//=�
3. By

Proposition 5.5, �� is holomorphic on D.0; r/. We have proved that for all compact K � C�, for
all z 2 K, and for all small � ¤ 0 with Re.�/ > 0, we have j��.z/j � CK . By taking K D

˚
jzj D 1

2
r
	

we therefore obtain the same estimate j��.z/j � CK for all jzj � 1
2
r because of the maximum modulus

principle. This gives the desired uniformity. �

Lemma 5.9. If �˙.�/D˙�
2
i�C c2�

2C c˙3 �
3CO.�4/ and f .z/D zC z2C z3C bz4CO.z5/, then

C0 D
�3b�3C 2�3C 12c2� C 12i.c

�
3 � c

C
3 /

12�
:

Proof. By repeating the computations from Lemmas 5.6 and 5.7 with one additional order of significance,
one obtains

z� �C.�/

z� ��.�/
D 1�

i�

z
��

�2

2z2
�2C

�
c�3 � c

C
3

z
�
i�c2

z2
C
i�3

4z3

�
�3CO.�3/;

f�.z/�f�.�
C.�//

f�.z/�f�.��.�//
D 1�

i�

f .z/
��

�2

2f 2.z/
�2C

�
i�3

4f 2.z/
C
c�3 � c

C
3

f .z/
�
i�c2

f 2.z/
C

i�3

4f 3.z/

�
�3CO.�4/:

Plugging these two equations into the formula for A.�; z/, and using the power series expansions of
1=f .z/j for j D 1; : : : ; 3, one notices again that all terms involving negative powers of z cancel, either
by the argument used in the proof of the previous proposition, or by lengthy computations using

c2 D
�2

8
�
1

4
:

Summing the terms that do not depend on z gives the desired result. �

Lemma 5.10. We have

cC3 D�c
�
3 D

1

i�

�
3

16
C
5�4

64
�
b�4

16
�
�2

4

�
:

We will omit the proof, which is a long but direct computation, starting from the functional equation
f� ı �

˙.�/D �˙ ı Qg.�/ and identifying coefficients in powers of �.
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In particular, it follows that

C0 D�
b�2

4
�
1

4
C
7�2

24
C

�
b�2

8
C
1

2
�
5�2

32
�

3

8�2

�
D
�b�2

8
C
13�2

96
�

3

8�2
C
1

4
:

5B. Convergence result. For the rest of Section 5 we fix a compact subset K �K 0 � Bf �Bg and a
point .z0; w0/ 2K �K 0. Moreover we assume that n is sufficiently large so that gn

2

.K 0/ is contained in
a petal P from Proposition 4.1. Unless otherwise stated, all the constants appearing in estimates depend
only on the compact K �K 0, but not on the point .z0; w0/ nor the integer n.

Let fj .z/ WD f .z/C �2

4
wn2Cj , where wn2Cj WD g

n2Cj .w0/. Let zj WD fj ıfj�1 ı � � � ıf1.z0/. Let
Fm;p WD fm ı � � � ıfpC1, and let �j WD

p
wn2Cj .

The strategy of the proof of Theorem 5.33 is as follows: we will use approximate Fatou coordinates ��=on
and prove that on some appropriate domains ��=on converges locally uniformly to ��=o

f
(with a known error

term of order 1=n). Moreover, we will compute ��n.z0/ and �on.z2nC1/, again at a precision of order 1=n.
This will allow us to compare accurately z2nC1 and Lf .z0/D .�of /

�1 ı ��
f
.z0/. This approach differs

from [Astorg et al. 2016] in that approximate Fatou coordinates in that work were only used at small
scale near 0, while here they are defined on a whole petal: this simplifies the comparison with the actual
Fatou coordinates ��=o

f
. The approach used here is strongly inspired by [Bedford et al. 2017].

Definition 5.11. Let

Z
i=o
j WD  �=o�j .zj /D

1

i�
log

�C.�j /� zj

zj � ��.�j /
˙ 1:

Observe that by definition of A.�; z/,

A.�j ; zj /DZ
i
jC1�Z

i
j � �j : (14)

Proposition 5.12. We have

 �=o�j .z0/D�
�j

z0
CO

�
1

n3

�
:

Proof. This follows from computations similar to those appearing in the proof of Proposition 5.5 (recall
as well that �j DO.1=n/). �

We now introduce approximate incoming Fatou coordinates:

Definition 5.13. Let

��n.z0/ WD
1

�n
Zn�

1

�n

n�1X
jD1

�j :

Let D� be the disk of radius 1
2
j�C.�/� ��.�/j centered at 1

2
.�C.�/C ��.�//. Let S.�; r/ be the union

of the two disks of radius r that both contain the points �C.�/; ��.�/ on their boundary. Here r will be
a sufficiently small number, to be fixed in the paragraph before Lemma 5.14. The definition of S.�; r/ of
course only makes sense when the distance between �C.�/ and ��.�/ is less than 2r , which once r is fixed
will be satisfied for � sufficiently small. We note that the choice of r will depend on the map f , but not on �.
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� 0

�C.�/

��.�/

0
� 1 � 1

� 0 � 2

w 7!
log.w/
i�
C1z 7! �C.�/�z

z���.�/

Figure 1. The sets D� � S.�; r/ and their images under  ��.

The line L� through �C.�/ and ��.�/ cuts the complex plane into the left half-plane H �
� and the

right half-plane H o
� . We define S�=o.�; r/ WD S.�; r/\H �=o

� . The map  �� maps the disk D� to the strip�
1
2
; 3
2

�
� iR. The image of S�.�; r/ is bounded by two vertical lines, intersecting the real line in a point of

the form 0CO.�/ and in the point 1; see Figure 1. In particular we can find 0 < ˛ < ˇ such that

Œˇ�; 1�� iR�  ��.S
�.�; r//� Œ˛�; 1�� iR

for all �. We define S�.0; r/ WD D.�r; r/.
Recall that A.�; � / is analytic on a small disk D.0; R/ centered at the origin. Moreover there exists

R> 0 such that jA.�; z/j � 1
12
j�j for all z 2D.0; R/ and � in the petal Pı defined in Section 4. By taking

smaller R if necessary we my assume that f is 1-Lipschitz on D.�R;R/.
Now let us assume that r �R is sufficiently small so that S.�; r/� D.0; R/ for all � > 0, and note

that for every compact set K � Bf there exist n0; �0 > 0 so that f n.K/ � S�.�; r/\D.�R;R/ for all
n� n0 and all � � �0. We now fix this r .

Lemma 5.14. Let K � K 0 � Bf � Bg be a compact set. There exist n0; m0 > 0 such that for all
.z0; w0/ 2K �K

0 and all n > n0 we have

(1) zj 2 S�.�j ; r/[D�j for all m0 � j � n� 1,

(2) zj 2D�j for all 2
3
n� j � n� 1,

(3) If zk 2 S.�k; r/ for all m0 � k � j , then jIm. ��jC1.zjC1//j< 1,

where �j WD
p
wn2Cj D 1=nCO.j=n

3/.

Proof. There exists m0 > 0 so that f m0.K/ � S �.0; r/. Let n0 be sufficiently large so that for all
.z0; w0/ 2K �K

0 we have:

(i) ˇj�m0 j< Re. ��m0 .zm0// <
1
6

.

(ii) jIm. ��m0 .zm0//j<
1
2

.

(iii) j�j j< 2Re.�j / < R for 0� j � 2nC 1.

Indeed, (i) and (ii) follow from the equality  ��.z/D��=zCO.�
3/ and (iii) follows from the fact that

�j D 1=nCO.j=n
3/. Note that the constants in O depend only on the compact K�K 0 and not on n or j .
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Recall that by our assumption S�.�j ; r/ � D.0; R/ for all j and that jA.�j ; z/j � 1
12
j�j j for all

z 2 D.0; R/. By (i) we have zm0 2 S�.�m0 ; r/ and observe that for zj 2 S�.�j ; r/ we have

5

6
Re.�j / < Re. ��jC1.zjC1/� 

�
�j
.zj // <

7

6
Re.�j /:

It follows that

ˇj�m0 jC
5

6

j�1X
kDm0

Re.�k/ < Re. ��j .zj // <
1

6
C
7

6

j�1X
kDm0

Re.�k/; (15)

and since Re.�k/D 1=nCO.k=n3/ we have

ˇj�m0 j< Re. ��j .zj // <
3

2

for all m0 � j � n� 1 as long as n is sufficiently large. This proves (1).
For (2) observe that

�
1

2
< �1C

5

6

j�1X
kD0

Re.�k/

for all 2
3
n� j � n� 1 as long as n is sufficiently large.

Finally for (3) observe that (15) implies that zk 2 S.�k; r/ for all 0� k � j can only hold for some
j < 3n. By (ii) and (iii) we have

Im.�j /�
1

6
Re.�j / < Im. ��jC1.zjC1/� 

�
�j
.zj // < Im.�j /C

1

6
Re.�j /

for zj 2 S�.�j ; r/; hence

�
1

2
C

j�1X
kDm0

Im.�k/�
1

6
Re.�k/ < Im. �j .zj // <

1

2
C

j�1X
kDm0

Im.�k/C
1

6
Re.�k/:

Since Im.�k/DO.k=n3/ we can conclude that .3/ holds as long as n is sufficiently large. �

Lemma 5.15. For 0� j � n� 1 we have

zj �f
j .z0/DO

�
j

n2

�
:

Proof. Let m0 be as in Lemma 5.14. Since m0 is independent from n it is easy to see that for all
0� j �m0 we have

zj �f
j .z0/D

�2

4

j�1X
kD0

�
�2kCO

�
1

n3

��
DO

�
j

n2

�
:

Let V� WD fz 2 S�.�; r/ W jIm. ��.z//j < 1g and observe that V�nD� � D.�R;R/ for all sufficiently
small �. Since by our assumption f is 1-Lipschitz on D.�R;R/, it follows by (1) in Lemma 5.14 that
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for all m0 < j < 2
3
n we have

jzj �f
j .z0/j< jzj�1�f

j�1.z0/jC
�2

4
�2j�1

< jzm0 �f
m0.z0/jC

�2

4

j�1X
kDm0

�2k D
�2

4

j�1X
kD0

�
1

n2
CO

�
1

n3

��
DO

�
j

n2

�
:

Finally for 2
3
n� j � n�1, by item .2/ of Lemma 5.14, we have zj 2D�j , and in particular zj DO.1=n/.

It follows that

zj �f
j .z0/DO

�
1

n
;
1

j

�
DO

�
j

n2

�
;

where the last equality follows from the fact that 2
3
n� j � n� 1. �

Lemma 5.16. We have
n�1X
jD0

A0.zj /�A0.f
j .z0//D .b� 1/

n�1X
jD0

z2j �f
j .z0/

2
CO

�
logn
n2

�
:

Proof. Recall that f .z/D zC z2C z3C bz4CO.z5/ and A0.z/D�1=f .z/C 1=z� 1. An elementary
computation gives A0.0/D A00.0/D 0 and A000.0/D 2.b� 1/.

To simplify the notation, let yj WD f j .z0/. We have

A0.zj /�A0.yj /D A
0
0.yj /.zj �yj /C

1
2
A000.yj /.zj �yj /

2
CO..zj �yj /

3/

D .yjA
00
0.0/CO.y

2
j //.zj �yj /C

1
2
.A000.0/CO.yj //.zj �yj /

2
CO..zj �yj /

3/:

By Lemma 5.15 we have zj �yj DO.j=n2/; hence

A0.zj /�A0.yj /D yjA
00
0.0/.zj �yj /C

1
2
A000.0/.zj �yj /

2
CO

�
1

jn2
;
j

n4
;
j 3

n6

�
D .b� 1/.2yj .zj �yj /C .zj �yj /

2/CO

�
1

jn2
;
j

n4
;
j 3

n6

�
D .b� 1/.z2j �y

2
j /CO

�
1

jn2
;
j

n4
;
j 3

n6

�
:

It follows that
n�1X
jD0

A0.zj /�A0.yj /D .b� 1/

n�1X
jD0

z2j �y
2
j CO

�
logn
n2

�
: �

Lemma 5.17. For 0� j � n� 1, let


j WD j C

j�1X
kD0

A0.f
k.z0// and xj WD

j�1X
kD0

�kCA.�k; zk/: (16)

Then

xj D

j

n
CO

�
j 2

n3

�
D
j

n
CO

�
1

n

�
:
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In particular, there exists k 2 N independent from n such that for all k � j � n� k

j̨ WD cot
�
�

2
xj

�
is well-defined and strictly positive.

Proof. According to Lemma 5.15, for 0� j � n� 1 we have that zj �f j .z0/DO.j=n2/. In particular,
zj DO.1/. By Proposition 5.8, we have for every 0� k � n� 1

A.�k; zk/D �kA0.zk/CO.�
3
k; zk�

3
k/D �kA0.zk/CO

�
1

n3

�
(17)

(indeed, by Lemma 5.15, zk D f k.z0/ C O.k=n
2/, so in particular zk D O.1/). By Lemma 5.2,

�k D 1=nCO.k=n
3/; hence

xj D

j�1X
kD0

�kCA.�k; zk/D

j�1X
kD0

1

n
C
1

n
A0.zk/CO

�
k

n3

�

D
j

n
C
1

n

j�1X
kD0

A0.f
k.z0//CO

�
k

n2
; A00.f

k.z0//.zk �f
k.z0//

�

D
j

n
C
1

n

j�1X
kD0

A0.f
k.z0//CO

�
k

n2
;
1

k
�
k

n2

�
D

j

n
CO

�
j 2

n3

�
:

Since 
j D j CO.1/, we also have

j

n
D
j

n
CO

�
1

n

�
:

Finally, the last assertion follows from the preceding equality and the fact that, for x2
�
0; �
2

�
, cot.x/>0. �

Lemma 5.18. Let

u.x/ WD
2

�
tan
�
�

2
x

�
; ˆ.x/ WD

x2�u.x/2

x2u.x/2
and ǰ WD

2n

� j̨
:

We have

2j �ˇ

2
j


2j ˇ
2
j

D
1

n2
ˆ.xj /CO

�
1

jn2

�
:

Proof. We have

2j �ˇ

2
j


2j ˇ
2
j

D
n2

n4

.
2j =n
2/�u.xj /

2

u.xj /2.

2
j =n

2/
:

Now recall that by Lemma 5.17, 
j =nD xj CO.j 2=n3/, so that 
2j =n
2 D x2j CO.j

3=n4/. So


2j �ˇ
2
j


2j ˇ
2
j

D
1

n2

x2j �u.xj /
2CO.j 3=n4/

u.x2j /.x
2
j CO.j

3=n4//
D

1

n2

x2j �u.xj /
2

u.x2j /.x
2
j CO.j

3=n4//
CO

�
j 3

x2j u.xj /
2n6

�
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and note that
1

x2j u.xj /
2
DO

�
1

x4j

�
DO

�
n4

j 4

�
:

Therefore

2j �ˇ

2
j


2j ˇ
2
j

D
1

n2

x2j �u.xj /
2

u.x2j /.x
2
j CO.j

3=n4//
CO

�
1

jn2

�

D
1

n2

x2j �u.xj /
2

u.x2j /x
2
j .1CO.j

3=.n4x2j ///
CO

�
1

jn2

�
D
ˆ.xj /

n2

�
1CO

�
j

n2

��
CO

�
1

jn2

�
D
ˆ.xj /

n2
CO

�
1

jn2

�
:

Note that in the last line, we used the fact that ˆ has only removable singularities at x D 0 and x D 1, so
that ˆ.xj /DO.1/. �

Proposition 5.19. There exists a universal constant C1 2 R such that

n�1X
jD0

A0.zj /�A0.f
j .z//D

C1.b� 1/

n
CO

�
logn
n2

�
:

More precisely, C1 WD
R 1
0 ˆ.x/ dx D

1
4
.4��2/.

Proof. We have, for 0� j � n� 1,

zj D  
�1
�j
.Z�j /D�

�

2n
cot
�
�

2
Z�j

�
CO

�
1

n2

�
and

Z�j DZ
�
0C

j�1X
kD0

�kCA.�k; zk/:

Recalling the notation xj WD
Pj�1

kD0
�kCA.�k; zk/ and j̨ WD cot..�=2/xj / from Lemma 5.17, and using

the trigonometric formula

cot.aC b/D
cot a cot b� 1
cot aC cot b

;

we therefore obtain

zj D�
�

2n

cot..�=2/Z�0/ j̨ � 1

j̨ C cot..�=2/Z�0/
CO

�
1

n2

�
: (18)

Let k be as in Lemma 5.17, so that j̨ > 0 for k � j � n� k. We have

cot
�
�

2
Z�0

�
D�

2n

�
z0CO

�
1

n

�
;
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so that

zj D�
�

2n

cot..�=2/Z�0/ j̨
j̨ C cot..�=2/Z�0/

CO

�
1

n2

�
D

z0 j̨

j̨ � z0.2n=�/
CO

�
1

n2

�
: (19)

Finally, with ǰ WD 2n=.� j̨ /, we get

zj D�
1

�1=z0C ǰ
CO

�
1

n2

�
: (20)

On the other hand, from the definition of A0 it follows that
Pj�1

kD0
A0.f

k.z0//D 1=z0� 1=f
j .z0/� j ,

which we may rewrite as

f j .z0/D�
1

�1=z0C 
j
: (21)

Therefore

zj �f
j .z0/D

ǰ � 
j

.�1=z0C ǰ /.�1=z0C 
j /
CO

�
1

n2

�
: (22)

Now note that j DO. ǰ /; indeed,

1

ǰ
DO

�
cot.j�=nCO.1=n//

n

�
DO

�
n=j

n

�
DO

�
1

j

�
:

Therefore
1

.�1=z0C 
j /.�1=z0C ǰ /
D

1

.
j CO.1//. ǰ CO.1//

D
1


j ǰ CO. ǰ /
D

1


j ǰ
CO

�
1


2j ǰ

�
:

Thus, setting yj WD f j .z0/,

z2j �y
2
j D .zj �yj /.zj Cyj /

D

�
ǰ � 
j

ǰ 
j
CO

�
ǰ � 
j


2j ǰ

���
�

ǰ C 
j

ǰ 
j
CO

�
ǰ C 
j


2j ǰ

��

D

2j �ˇ

2
j

ˇ2j 

2
j

CO

�
ˇ2j � 


2
j

ˇ2j 

3
j

�
D

1

n2
ˆ.xj /CO

�
1

jn2

�
by Lemma 5.18:

Therefore by Lemma 5.16,

n�1X
jD0

A0.zj /�A0.yj /D

�
b� 1

n2

n�1X
jD0

ˆ.xj /

�
CO

�
logn
n2

�

D
b� 1

n

Z 1

0

ˆ.x/ dxCO

�
logn
n2

�
:
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In the last equality, we recognize a Riemann sum with subdivision .xj /0�j�n�1. Finally, we haveZ 1

0

ˆ.x/ dx D
�

2

Z �
2

0

cot2 t � 1

t2
dt D�

�

2

h�
cot t � 1

t

�
C t

i�
2

0
D 1�

�2

4
: �

5B1. Incoming part. The following error estimate is one of the two crucial estimates that we will obtain
in this section: it measures accurately how close ��n is to the incoming Fatou coordinate ��

f
. This estimate

differs from those obtained in [Astorg et al. 2016] in that we compare ��n with ��
f

on a definite region
of Bf (independent from n), instead of comparing the two at small scale near the origin, compare with
[Astorg et al. 2016, Property 1, p. 10]. Moreover, the point of Proposition 5.20 is to push the precision of
the estimate further and obtain the first error term E�.z0/=n, which cannot be easily obtained from the
computations in [Astorg et al. 2016].

Proposition 5.20. We have

��n.z0/D �
�
f .z0/C

E�.z0/

n
CO

�
logn
n2

�
;

where E�.z/ WD C0C .C1� 1/.b� 1/C 1
2
��.z0/.

Proof. Recall that by definition,

��f .z/D lim
n!1

�
1

f n.z/
�nD lim

n!1
�
1

z
C

n�1X
jD0

A0.f
j .z//:

Similarly, we have
n�1X
jD0

A.�j ; zj /D

n�1X
jD0

Z�jC1�Z
�
j � �j DZ

�
n�Z

�
0�

n�1X
jD0

�j ;

and thus

��n.z0/D
Z�n
�n
�
1

�n

n�1X
jD0

�j D
Z�0
�n
C
1

�n

n�1X
jD0

A.�j ; zj /:

Therefore
��n.z0/��

�
f .z0/DE1CE2CE3; (23)

where

E1 WD
Z�0
�n
C
1

z0
;

E2 WD
1

�n

n�1X
jD0

A.�j ; zj /�

n�1X
jD0

A0.f
j .z0//;

E3 WD �

1X
jDn

A0.f
j .z0//:

We will now estimate each of the error terms Ei separately. For j 2 N, we set yj WD f j .z0/.

Lemma 5.21. We have
E1 D�

1

2nz0
CO

�
1

n2

�
:
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Proof of lemma. We have

Z�0
�n
D
1

�n
 �0.z0/D�

�0

�nz0
CO

�
�30
�n

�
.by Proposition 5.12/

D�
1

z0

s
n2CnCO.1/

n2CO.1/
CO

�
1

n2

�
D�

1

z0
�

1

2nz0
CO

�
1

n2

�
: �

Lemma 5.22. We have

E2 D
1

n

�
1

2z0
C
1

2
��f .z0/CC0CC1.b� 1/

�
CO

�
logn
n2

�
:

Proof of lemma. Recall that we have

A.�; z/D �A0.z/CC0�
3
CO.z�3; �4/;

so that

E2 D
1

�n

n�1X
jD0

A.�j ; zj /�

n�1X
jD0

A0.yj /

D
1

�n

n�1X
jD0

�jA0.zj /CC0�
3
j CO

�
zj

n3

�
� �nA0.yj /:

Therefore

E2 D

�n�1X
jD0

�j

�n
A0.zj /�A0.yj /

�
C

�n�1X
jD0

C0
�3j

�n
CO

�
zj

n2

��
and

n�1X
jD0

C0
�3j

�n
CO

�
zj

n2

�
D C0

n�1X
jD0

1

n2
CO

�
1

n2j

�
D
C0

n
CO

�
logn
n2

�
:

On the other hand, we have

n�1X
jD0

�j

�n
A0.zj /�A0.yj /D

n�1X
jD0

�
�j

�n
� 1

�
A0.zj /C

n�1X
jD0

A0.zj /�A0.yj /: (24)

Now note that
n�1X
jD0

�
�j

�n
� 1

�
A0.zj /D

n�1X
jD0

�
�j

�n
� 1

�
A0.yj /C

n�1X
jD0

�
�j

�n
� 1

�
.A0.zj /�A0.yj //;

and thatˇ̌̌̌n�1X
jD0

�
�j

�n
� 1

�
.A0.zj /�A0.yj //

ˇ̌̌̌
� max
0�j�n�1

ˇ̌̌̌
1�

�j

�n

ˇ̌̌̌
�

n�1X
jD0

jA0.zj /�A0.yj /j DO

�
1

n2

�
;
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by Lemma 5.2 and Proposition 5.19. Another consequence of Lemma 5.2 is that

�j

�n
� 1D

1

2n

�
1�

j

n
CO

�
1

n

��
: (25)

Therefore, by (24), (25) and Proposition 5.19,

n�1X
jD0

�j

�n
A0.zj /�A0.yj /D

C1.b� 1/

n
C

1

2n

n�1X
jD0

A0.yj /CO

�
logn
n2

�

D
C1.b� 1/

n
C

�
1=z0C�

�
f
.z0/

2n

�
CO

�
logn
n2

�
:

Therefore, as announced, we have

E2 D
1

n

�
1

2z0
C
1

2
��f .z0/CC0CC1.b� 1/

�
CO

�
logn
n2

�
: �

Lemma 5.23. We have

E3 D
1� b

n
CO

�
1

n2

�
:

Proof. By explicit computations, A0.z/D .b� 1/z2CO.z3/, so that A0.yj /D .b� 1/j�2CO.j�3/.
Therefore

E3 D .1� b/

1X
jDn

j�2CO.j�3/

and
1X
jDn

j�3 DO

�Z 1
n

dx

x3

�
DO

�
1

n2

�
:

Similarly,
1X
jDn

j�2 �

Z 1
n

dx

x2
D
1

n
;

so that E3 D .1� b/=nCO.1=n2/. �

Finally, putting together the three preceding lemmas, the proof of Proposition 5.20 is finished. �

5B2. Outgoing part. We will now work to obtain estimates for the outgoing part of the orbit, that is, for
n� j � 2nC 1. The method is largely similar to the incoming case. Recall that the estimates we obtain
only depend on the chosen compact set K � Bf .

We will first need a rough preliminary estimate on the boundedness of z2nC1. Of course, by [Astorg
et al. 2016], we know that z2nC1 converges to L.z0/, and we could deduce this preliminary estimate
from there. However, we prefer to present here a direct argument, so that the proof of Theorem 5.33
remains self-contained.

Proposition 5.24. There exists k 2 N (independent from n) such that z2nC1�k belongs to a repelling
petal D.r; r/ for f . In particular, z2nC1 DO.1/.
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Proof. Recall that by Proposition 5.20, we have that

��n.z/ WD
Z�n
�n
�
1

�n

n�1X
jD0

�j D �
�.z0/C o.1/DO.1/:

In particular,

Z�n D

�n�1X
jD0

�j

�
CO.�n/D 1CO

�
1

n

�
and therefore Zon D�1CO.1=n/.

LetRn denote the rectangle defined by the conditions�1�C=n�Re.Z/��3=n and�1� Im.Z/�1,
where C > 0 is a constant chosen large enough that Zon 2Rn. Let

jn WDmaxfk � 2nC 1 WZok 2Rng: (26)

Recall that for j � 2n, we have ZojC1 DZ
o
j CA.�j ; zj /, and that by Proposition 5.8, we have

A.�k; zk/D �kA0.zk/CO.�
3
k; �

3
kzk/DO.�kz

2
k/: (27)

Moreover, for n� j � jn, we have

Zoj D�
�

2n
cot
�
�

2
Zoj

�
CO

�
1

n2

�
;

and therefore there exists a constant C > 0 such that, for all n� j � jn,

jA.�j ; zj /j �
C 0

n3

ˇ̌̌̌
cot
�
�

2
Zoj

�ˇ̌̌̌2
�

C

jZj j2n3
; (28)

and thus ˇ̌̌̌
Zoj �Z

o
n �

j�1X
kDn

�k

ˇ̌̌̌
�
C

n3

j�1X
kDn

1

jZkj
2
: (29)

From (29), we can prove inductively on j that, for n� j � jn,ˇ̌̌̌
Zoj �Z

o
n �

j�1X
kDn

�k

ˇ̌̌̌
DO

�
1

n

�
and hence jn D 2nCO.1/.

Let r > 0 be small enough such that D.r; r/ is a repelling petal for f . By the argument above and the
definition of Rn, we have that Zojn DO.1=n/, so that

z2nC1�k D�
�

2
cot
�
�

2
Zo2nC1�k

�
CO

�
1

n2

�
D

1

kCO.1/
:

Therefore, we can find some k bounded independently from n such that z2nC1�k 2 D.r; r/. �

We now introduce approximate outgoing Fatou coordinates:
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Definition 5.25. For n�m� 2nC 1, let

�on.zm/ WD
Zon
�n
C
1

�n

m�1X
jDn

�j :

Lemma 5.26. We have

�on.zm/D
Zom
�n
�
1

�n

m�1X
jDn

A.�j ; zj /:

Proof. We have
m�1X
jDn

A.�j ; zj /D

m�1X
jDn

ZojC1�Z
o
j � �j DZ

o
m�Z

o
n �

m�1X
jDn

�j

so that

Zon
�n
C
1

�n

m�1X
jDn

�j D �
o
n.zm/D

Zom
�n
�
1

�n

m�1X
jDn

A.�j ; zj /: �

Proposition 5.27. Let k 2 N be the integer from Proposition 5.24. Let y2nC1�k WD z2nC1�k and
y2nC1 D f

k.y2nC1�k/. For n� j � 2n we define

yj WD f
�.2nC1�j /.y2nC1/;

where f �1 is the local inverse of f fixing 0: f �1.z/D z� z2C z3� bz4CO.z5/. We have

2nX
jDn

A0.zj /�A0.yj /D
C1.b� 1/

n
CO

�
logn
n2

�
:

Proof. The proof mirrors the incoming case, so we will only sketch it and leave the details to the reader.
Recall that y2nC1 DO.1/ by Proposition 5.24 and that z2nC1�k belongs to a repelling petal for f for
some k 2 N independent from n, so that the .yj /n�j�2nC1 are well-defined.

By a straightforward adaptation of Lemma 5.15,

zj �yj DO

�
2nC 1� j

n2

�
for n� j � 2nC1. More precisely, this applies for n� j � 2nC1�k; but it is clear from the definition of
the yj that for 2nC1�k � j � 2nC1 we have zj �yj DO.1=n2/. Therefore the proof of Lemma 5.16
can be repeated to yield that

2nX
jDn

A0.zj /�A0.yj /D .b� 1/

2nX
jDn

z2j �y
2
j CO

�
logn
n2

�
: (30)
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Next, we have, for n� j � 2n,

zj D . 
o
�j
/�1.Zoj /D . 

o
�j
/�1

�
Zo2nC1�

2nX
kDj

�kCA.�k; zk/

�
D�

�

2n
cot
�
�

2
Zo2nC1�

�

2

2nX
kDj

�kCA.�k; zk/

�
CO

�
1

n2

�
:

Through computations similar to those appearing in the proof of Proposition 5.19, we deduce that

zj D�
1

�1=z2nC1� ǰ
CO

�
1

n2

�
; (31)

with

ǰ WD
2n

�
tan
�
�

2
xj

�
D
2n

�
tan
�
�

2

2nX
kDj

�kCA.�k; zk/

�
:

On the other hand,

�
1

yj
D�

1

y2nC1
�

2nX
kDj

A0.yj /;

from which it follows that

yj D�
1

�1=y2nC1� 
j
;

with 
j WD
P2n
kDj A0.yj /. Then, again, similar computations show that

z2j �y
2
j D

1

n2
ˆ.xj /CO

�
1

n2.2nC 1� j /

�
;

and xj D .2n� j CO.1//=n for n� j � 2n. Therefore, we finally obtain

2nX
jDn

A0.zj /�A0.yj /D
b� 1

n

Z 1

0

ˆ.x/ dxCO

�
logn
n2

�
D
C1.b� 1/

n
CO

�
logn
n2

�
: �

In what follows, a slight technical complication comes from the fact that the expected endpoint of
the orbit, z2nC1, needs not lie in a small enough repelling petal in which �o

f
is well-defined. In order to

overcome this issue, we stop a few iterations short and work instead with z2nC1�k .
We now come to the main proposition of this subsection:

Proposition 5.28. We have

�on.z2nC1�k/D �
o
f .z2nC1�k/C

Eo.z2nC1�k/

n
CO

�
logn
n2

�
;

where Eo.z/D�1
2
�o
f
.z/�C0� .C1� 1/.b� 1/.
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Proof. We proceed similarly to the proof of Proposition 5.20. We have, for z in a small enough repelling
petal,

�of .z/D�
1

z
�

1X
jD1

A0.f
�j .z//; (32)

where f �1 is the inverse branch of f fixing 0. With the same notation as in Proposition 5.27, we set

yj WD f
j�.2nC1�k/.z2nC1�k/:

We have

�on.z2nC1�k/��
o
f .z2nC1�k/D

Zo
2nC1�k

�n
C

1

z2nC1�k
C

2n�kX
jDn

�
1

�n
A.�j ;zj /CA0.yj /C

n�1X
jD�1

A0.yj /

DE1CE2CE3; (33)

where

E1 D
Zo
2nC1�k

�n
C

1

z2nC1�k
;

E2 D

2n�kX
jDn

�
1

�n
A.�j ; zj /CA0.yj /;

E3 D

n�1X
jD�1

A0.yj /:

(34)

Lemma 5.29. We have

E1 D
1

n

1

2z2nC1�k
CO

�
1

n2

�
:

Proof of the lemma. By Proposition 5.12, we have

Zo2nC1�k D�
�2nC1�k

z2nC1�k
CO

�
1

n3

�
so that

E1 D
1

z2nC1�k
�
�2nC1�k

�n

1

z2nC1�k
CO

�
1

n2

�
D

1

z2nC1�k

�
1�

r
n2CnCO.1/

n2C 2nCO.1/

�
CO

�
1

n2

�
D
1

n

1

2z2nC1�k
CO

�
1

n2

�
: �

Lemma 5.30. We have

E2 D
1

n

�
�

1

2z2nC1�k
�
1

2
�of .z2nC1�k/�C0�C1.b� 1/

�
CO

�
logn
n2

�
:
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Proof of the lemma. We have

E2 D

2n�kX
jDn

A0.yj /�
1

�n
A.�j ; zj /

D

�2n�kX
jDn

A0.yj /�
�j

�n
A0.zj /

�
�

�2n�kX
jDn

C0�
3
j CO.zj �

3
j /

�
:

As before, we have

1

�n

2n�kX
jDn

C0�
3
j CO.zj �

3
j /D

C0

n
CO

�
1

n2

�
:

On the other hand, we have

2n�kX
jDn

A0.yj /�
�j

�n
A0.zj /D

2n�kX
jDn

�
1�

�j

�n

�
A0.zj /C

2n�kX
jDn

A0.yj /�A0.zj /:

Now note that
2n�kX
jDn

�
1�

�j

�n

�
A0.zj /D

2n�kX
jDn

�
1�

�j

�n

�
A0.yj /C

2n�kX
jDn

�
1�

�j

�n

�
.A0.zj /�A0.yj //;

and thatˇ̌̌̌2n�kX
jDn

�
1�

�j

�n

�
.A0.zj /�A0.yj //

ˇ̌̌̌
� max
n�j�2n�k

ˇ̌̌̌
1�

�j

�n

ˇ̌̌̌
�

2n�kX
jDn

jA0.zj /�A0.yj /j DO

�
1

n2

�
;

by Proposition 5.27. Therefore, as in the proof of Proposition 5.20,

2n�kX
jDn

A0.yj /�
�j

�n
A0.zj /D�

C1.b� 1/

n
C

1

2n

2n�kX
jDn

A0.yj /CO

�
logn
n2

�

D�
1

n

�
C1.b� 1/C

1

2z2nC1�k
C
1

2
�of .z2nC1�k/

�
CO

�
logn
n2

�
from which the lemma follows. �

Lemma 5.31. We have

E3 D
b� 1

n
CO

�
1

n2

�
:

Proof of the lemma. The proof is the same as in the incoming case: it follows from the fact that
A0.y/D .b� 1/y

2CO.y3/ and

yj D
1

2n� j
CO

�
1

.2n� j /2

�
: �

This completes the proof of Proposition 5.28. �
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5B3. Conclusion.

Proposition 5.32. We have

1

�n

�� 2nX
jD0

�j

�
� 2

�
D�

1

n

�
1

2
C��g.w0/

�
CO

�
1

n2

�
:

Proof. We have
2nX
jD0

�j D

2nX
jD0

1
p
n2C j C��g.w0/C o.1/

D

2nX
jD0

1

n

�
1�

j

2n2
�
��g.w0/

2n2
C o

�
1

n2

��

D 2C
1

n
�
��g.w0/

n2
C o

�
1

n2

�
�

1

2n3

2nX
jD0

j

D 2C
1

n
�
��g.w0/

n2
C o

�
1

n2

�
�

1

2n3
2n.2nC 1/

2

D 2�
��g.w0/

n2
�

1

2n2
C o

�
1

n2

�
:

On the other hand
1

�n
D

p
n2CnCO.1/D n

�
1C

1

2n
CO

�
1

n2

��
D nC

1

2
CO

�
1

n

�
;

and therefore
1

�n

�� 2nX
jD0

�j

�
� 2

�
D

�
�
��g.w0/

n2
�

1

2n2
C o

�
1

n2

���
nC

1

2
CO

�
1

n

��
D�

1

n

�
1

2
C��g.w0/

�
CO

�
1

n2

�
: �

We are now finally ready to prove the following theorem:

Theorem 5.33 (Lavaurs’ theorem with an error estimate). Let K � Bf �Bg be a compact set. For all
.z0; w0/ 2K and all sufficiently large n we have

z2nC1 D Lf .z0/C
h.z0; w0/

n
CO

�
logn
n2

�
;

where

h.z; w/D
L0
f
.z/

.��
f
/0.z/

�
2C0C 2.C1� 1/.b� 1/�

1
2
C��f .z/��

�
g.w/

�
is holomorphic on Bf �Bg and the constant in O..logn/=n2/ is independent of the point .z0; w0/ and
the integer n.

Proof. We have, by definition

�on.z2nC1�k/D
1

�n
ZonC

1

�n

2n�kX
jDn

�j D
Z�n
�n
�
2

�n
C
1

�n

2n�kX
jDn

�j D �
�
n.z0/�

2

�n
C
1

�n

2n�kX
jD0

�j ;
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and therefore

�of .z2nC1�k/C
Eo.z2nC1�k/

n
D ��f .z0/C

E�.z0/

n
�
��g.w0/C

1
2

n
�
1

�n

2nX
jD2n�k

�j CO

�
logn
n2

�
;

by Propositions 5.20, 5.28 and 5.32.
On the other hand, we have

1

�n

2nX
jD2n�k

�j D
1

1=n� 1=.2n2/CO.1=n3/

�
k

n
� k

2n

2n3
CO

�
1

n3

��
.by Lemma 5.2/

D

�
1C

1

2n
CO

�
1

n2

���
k�

k

n
CO

�
1

n2

��
D k�

k

2n
CO

�
1

n2

�
:

Therefore

�of .z2nC1�k/C kC
Eo.z2nC1�k/�

1
2
k

n
D ��f .z0/C

E�.z0/

n
�
��g.w0/C

1
2

n
CO

�
logn
n2

�
:

Recall that the outgoing Fatou coordinate �o
f

has a well-defined inverse  f W C ! C satisfying the
functional equation  f .ZC 1/D f ı f .Z/. Observe that since k DO.1/, we have

 f .�
o
f .z2nC1�k/C k/D f

k.z2nC1�k/CO

�
1

n2

�
D z2nC1CO

�
1

n2

�
:

Therefore, composing on both sides by  f and setting Eo.z2nC1/ WDEo.z2nC1�k/� 1
2
k, we get

z2nC1 D .�
o
f /
�1

�
��f .z0/C

E�.z0/�E
o.z2nC1/�

1
2
���g.w0/

n
CO

�
logn
n2

��
D Lf .z0/C ..�of /

�1/
0
.��f .z0//

�
E�.z0/�E

o.z2nC1/�
1
2
���g.w0/

n

�
CO

�
logn
n2

�
D Lf .z0/C

L0
f
.z0/

.��
f
/0.z0/

�
E�.z0/�E

o.z2nC1/�
1
2
���g.w0/

n

�
CO

�
logn
n2

�
:

In particular, we have proved that z2nC1 D Lf .z0/CO.1=n/. From there, we deduce that

�of .z2nC1�k/C k D �
o
f .z0/CO

�
1

n

�
:

Plugging this into the expression for Eo.z2nC1/, we finally obtain

z2nC1 D Lf .z0/C
1

n

L0
f
.z0/

.��
f
/0.z0/

�
2C0C 2.C1� 1/.b� 1/�

1
2
C��f .z0/��

�
g.w0/

�
CO

�
logn
n2

�
: �
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5C. Choice of index. Assume that z0 is a Siegel fixed point for the Lavaurs map Lf , and let � be its
multiplier. Denote by �z0 the index from Theorem 2.2: it is given by the formula

�z0 D
2b2c0

�.1��/
C
c1

�
;

with 2b2 D L00
f
.z0/, c0 D h.z0/, c1 D h0.z0/, and

h.z/ WD
L0
f
.z/

.��
f
/0.z/

�
2C0C 2.C1� 1/.b� 1/�

1
2
C��f .z/��

�
g.w0/

�
: (35)

The function h is the error term computed in the previous section.
A straightforward computation gives us that

�z0 D 1C
C C��

f
.z0/��

�
g.w0/

..��
f
/0.z0//2

�L00
f
.z0/.�

�
f
/0.z0/

�.1��/
� .��f /

00.z0/

�
(36)

for some universal constant C 2 R.
Observe that Re.�z0/ is independent from w0 if and only if

L00
f
.z0/.�

�
f
/0.z0/

�.1��/
� .��f /

00.z0/D 0: (37)

If condition (37) is satisfied, then �z0 D 1, and accordingly, Theorem 2.2 implies that there are no
wandering domains for P converging to the bi-infinite orbit of .z0; 0/, since we are then in the expulsion
scenario of the trichotomy.

On the other hand, if the equality (37) is not satisfied, then w0 7! �z0.w0/ is a nonconstant holomorphic
function (defined on the parabolic basin Bg ) of the form w0 7! a��g.w0/Cb, with a; b 2 C (independent
from w0) and a ¤ 0. Therefore, the condition for Re.�z0.w0// to be negative is equivalent to ��g.w0/
belonging to some half-plane, but ��g.Bg/ contains a domain of the form

U WD fW 2 C W Re.W / > R� kjIm.W /jg

for some R > 0 and k 2 .0; 1/; see, e.g., [Shishikura 2000, Proposition 2.2.1, p. 330]. Since U intersects
any open half-plane, if condition (37) is not satisfied, then there exists some open subset U0 � U for
which Re.�z0.w0// < 0, and so by Theorem 2.2 there is a wandering domain accumulating on .z0; 0/.

6. A Lavaurs map with a Siegel disk

The goal of this section is to construct a polynomial f of the form f .z/D zC z2C z3CO.z4/, whose
Lavaurs map has a Siegel fixed point with Diophantine multiplier �, which does not satisfy equality (37).
The outline of the argument is as follows:

� We start by finding a degree-7 real polynomial whose Lavaurs map has a superattracting fixed point,
and for which a suitable reformulation of (37) does not hold.
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� We perturb that polynomial to get an attracting but not superattracting fixed point, in a way that
equality (37) still does not hold.

� We apply quasiconformal surgery to get a multiplier arbitrarily close to 1.

� We show that in the limit, we get a polynomial whose Lavaurs map has a parabolic fixed point that
does not exit the parabolic basin.

� We perturb that last polynomial to get a Siegel fixed point, leaving the family of real polynomials;
we prove that condition (37) does not hold for that last polynomial.

Recall that in [Astorg et al. 2016], there are two constructions of a Lavaurs map with an attracting
fixed point. One is based on a residue computation near infinity in the Ecalle cylinder and makes use of
the fact that in the family fa.z/ WD zC z2C az3, the multiplier of the horn map ea of fa at the ends of
the Ecalle cylinder is a nonconstant holomorphic function of a. This method cannot be used in a family
of polynomials of the form f .z/D zC z2C z3CO.z4/, where those fixed points for the horn map are
persistently parabolic. This is why we adapt the second strategy for the first two steps described above.

Remark. From now on we will be using slightly different notation than in previous sections. Namely
we will drop the subscript f from the Fatou coordinates and the Lavaurs map in order to have space for
other indexes in the subscript. It will be clear from the context to which function the Fatou coordinates or
Lavaurs maps correspond.

Let �� be the incoming Fatou coordinate, and  o the outgoing Fatou parametrization. Recall that
the Lavaurs map is given by LD  o ı �� W Bf ! C, the lifted horn map is E D �� ı o W V ! C, with
V � C containing fZ W jIm.Z/j > Rg for R large enough. We have E ı �� D �� ıL, and E.ZC 1/ D
E.Z/C 1, so E descends to a self-map of C=Z. Conjugating by the isomorphism Z 7! e2i�Z, we obtain
a map e W U � f0;1g! C�, where U is an open set containing 0 and1. The map extends to U, and
fixes 0 and1. Since we consider polynomials with f .z/D zC z2C z3CO.z4/, both of those fixed
points have multiplier 1.

6A. Construction a polynomial. Let f .z/D zCz2CO.z3/ be a polynomial and �DL.�/ a fixed point
of its Lavaurs map, with multiplier �.

Definition 6.1. If � … f0; 1g we say that the pair .f; �/ is degenerate if and only if

L00.�/.��/0.�/
�.1��/

� .��/00.�/D 0: (38)

Lemma 6.2. We have

L00.�/.��/0.�/
�.1��/

� .��/00.�/D
�

1��

�
. o/00.��.�//.��/0.�/

. o/0.��.�//2
C .��/00.�/

�
: (39)

Proof. Since LD  o ı�� we obtain

L0.z/D . o/0.��.z//�0.z/;

L00.z/D . o/00.��.z//�0.z/2C . o/0.��.z//.��/00.z/:
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Recalling that L0.�/D � it follows that

�0.�/

�
D

1

. o/0.��.�//
;

and so
L00.�/�0.�/

�
D
. o/00.��.�//.��/0.�/2

. o/0.��.z//
C .��/00.�/:

It follows that

L00.�/.��/0.�/
�.1��/

� .��/00.�/D
1

1��

�
. o/00.��.�//.��/0.�/2

. o/0.��.�//
C .��/00.�/

�
� .��/00.�/

D
. o/00.��.�//.��/0.�/2

.1��/. o/0.��.�//
C .��/00.�/

�

1��

D
�

1��

�
. o/00.��.�//.��/0.�/

. o/0.��.�//2
C .��/00.�/

�
: �

For the rest of the paper we shall set

F.f; �/ WD
. o/00.��.�//.��/0.�/

. o/0.��.�//2
C .��/00.�/; (40)

where  o and �� are the Fatou parametrization and coordinates associated to f . Note that for � … f0; 1g
the pair .f; �/ is degenerate if and only if F.f; �/D 0.

We record here for later use the following lemma:

Lemma 6.3. Let f .z/D zCz2Caz3CO.z4/ and let �� denote its incoming Fatou coordinate. Let c be
a critical point in the parabolic basin of f . Then we have .��/00.c/D 0 if and only if either c is multiple
critical point of f , or if the orbit of c meets another critical point of f .

Proof. The sequence of functions

�n.z/ WD �
1

f n.z/
�n� .1� a/ logn

converges locally uniformly on the parabolic basin to

��.z/ WD lim
n!1

�n.z/:

Therefore .��/00.c/ equals limn!1 �00n.c/. Moreover, �0n.z/D .f
n/0.z/=Œf n.z/�2 and

�00n.c/D
d

dz

ˇ̌̌
zDc

.f n/0.z/

Œf n.z/�2

D
.f n/00.c/Œf n.c/�2� 2Œ.f n/0.c/�2f n.c/

Œf n.c/�4

D
.f n/00.c/

Œf n.c/�2
D f 00.c/

Qn�1
kD1 f

0.f k.c//

Œf n.c/�2
:
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For the third and fourth equalities we used the fact that f 0.c/D 0. Since c is in the parabolic basin
of f , we have Œf n.c/�2 � 1=n2. Moreover, for k � k0 with k0 large enough, f 0.f k.c//¤ 0 and

f 0.f k.c//D 1�
2

k
CO

�
log k
k2

�
D exp

�
�
2

k
CO

�
log k
k2

��
:

Therefore
n�1Y
kDk0

f 0.f k.z//D

n�1Y
kDk0

exp
�
�
2

k
CO

�
log k
k2

��
D

exp.O.1//
n2

:

In particular,

lim
n!1

Qn�1
kDk0

f 0.f k.c//

Œf n.c/�2
¤ 0;

so .��/00.c/D 0 if and only if f 00.c/D 0 or .f k/0.c/D 0, which concludes the proof. �

For t 2 R, a real polynomial P.z/D zC z2C z3CO.z4/ and n > degP odd, let

ft .z/D P.z/�
P 0.t/

ntn�1
zn:

Note that f 0t .t/D 0; the choice of this family ensures that we have a marked critical point in R. By Lt
we denote the Lavaurs map of phase 0 for the polynomial ft .

Proposition 6.4. Assume that there exists P; n and t1 < 0 as above such that:

(1) ft1.t1/D 0.

(2) .d=dt/jtDt1ft .t/ < 0.

(3) ft1 has negative leading coefficient.

(4) There exists x > 0 in the repelling petal of ft1 that escapes to infinity.

Then there is a sequence tn! t1 such that Ltn.tn/D tn.

Proof. We will rely on the following two claims:

Claim 1. For t 2 .t1; t1C �/ with � > 0 small enough, the critical point t is in the parabolic basin of ft .

Proof of the claim. It is enough to show that there is r > 0 such that .�r; 0/ is in the parabolic basin of ft
for all t close enough to t1. Indeed, by (1) and (2), we have that for all r > 0 there exists � > 0 such that
ft .t/ 2 .�r; 0/ for all t 2 .t1; t1C �/. Let

rt WD supfr > 0 W for all y 2 .�r; 0/; 0 < ft .y/=y < 1g:

For all y 2 .�rt ; 0/, we have t < ft .y/ < 0; hence y is in the parabolic basin of ft . Finally, t 7! rt is
continuous and rt1 > 0. �

Claim 2. There exists a sequence Qtn! t1 (with Qtn > t1) such that LQtn.Qtn/D f
n
Qtn
.x/.
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Proof of the claim. We adapt here the argument from [Astorg et al. 2016]. The desired equality LQtn.Qtn/D
f n
Qtn
.x/ is equivalent to

 o
Qtn
ı��
Qtn
.Qtn/D  Qton .�

o
Qtn
.x/Cn/:

In particular, it is enough to find Qtn such that ��
Qtn
.Qtn/D �

o
Qtn
.x/Cn. We look for Qtn under the form

Qtn D t1�
˛

nCu
; with ˛ D

1

d
dc

ˇ̌
cDt1

fc.c/
:

By the preceding claim, it is in the parabolic basin for n large enough.
We have �o

Qtn
.x/CnD nC�ot1.x/C o.1/ since the map t 7! �ot is continuous. Additionally,

��
Qtn
.Qtn/D �

�
Qtn
.fQtn.

Qtn//� 1

D�
1

fQtn.
Qtn/
� 1C o.1/ .according to the asymptotic expansion of ��/

D nCu� 1C o.1/:

Therefore, we have reduced the problem to solving the equation u � 1C o.1/ D �ot1.x/ for u 2 R,
where the o.1/ term is a continuous function of u. By the intermediate value theorem there is a solution
uD un 2 .�

o
t1
.x/; �ot1.x/C2/. We can take QtnD t1�˛=.nCun/, and since .un/n2N is bounded from

below, the sequence .tn/ is well-defined for n large enough and converges to t1. �

We now come back to the proof of Proposition 6.4. For n large enough, GQtn.x/ > 0 (by continuity
of the Green’s function G). Therefore LQtn.Qtn/D f

n
Qtn
.x/ tends to1, and more precisely, C1 or �1

depending on the parity of n, thanks to condition (3). Therefore the continuous function F.t/ WDLt .t/� t
alternates sign between two consecutive Qtn, so by the intermediate value theorem must have a zero tn
between them. �

Proposition 6.5. Let P.z/ WD zCz2Cz3C 23
7
z4C 17

7
z5, let t1 WD�1 and let n WD 7. Then P, n and t1

satisfy conditions (1)–(4) in Proposition 6.4.

Proof. Observe that ft1.t1/D 0 and P 0.t1/D 1. That second property implies that ft1 has negative
leading coefficient. Therefore, conditions .1/ and .3/ are satisfied.

Let us check that condition .2/ is also satisfied. We have

d

dt

ˇ̌̌
tDt1

ft .t/D
d

dt

ˇ̌̌
tDt1

P.t/�
t

n
P 0.t/D

n� 1

n
P 0.t1/�

t1

n
P 00.t1/D

6
7
C
1
7
P 00.�1/D�50

49
< 0:

Finally, condition .4/ is satisfied for x WD 1. Indeed, recall here that if f .z/D
Pn
kD0 akz

k is a complex
polynomial and

RDmax
�
1;
1Cja0jC � � �C jan�1j

janj

�
then for all jzj>R we have jf .z/j � jzjn=R; hence if an orbit at any point leaves the disk of radius R,
then it must converge to infinity. Observe that for our polynomial ft1 we have R D 68 and that a
straightforward computation yields ft1.1/D

60
7

and jf 2t1.1/j> 68.
This proves rigorously that x WD 1 has unbounded orbit under ft1 . �
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Lemma 6.6. For �0 > 0 small enough, there exists t > �1 such that the following properties hold for ft :

(1) Lt has a fixed point xt with multiplier �0 ¤ 0.

(2) F.ft ; xt/¤ 0.

(3) ft has four real critical points, ordered from left to right, c1; c2; c3; c4, with t D c2, and two nonreal
complex conjugate critical points c0 and Nc0.

(4) The critical points c1 and c4 lie in the basin of infinity; the critical points c2 and c3 are in the
parabolic basin.

(5) There is a unique repelling fixed point � 2 .c1; c2/, and the intersection of R and the immediate basin
of attraction of 0 is .�; 0/.

(6) There is a unique y 2 .�; c2/ such that ft.y/D c2.

Proof. We will find t by taking a perturbation of one of the tn0 constructed above, with n0 large enough.
First, note that properties (3)–(6) hold for

f WD ft1 W z 7! zC z2C z3C 23
7
z4C 17

7
z5� z7

7
I

we leave the details to the reader; see Figure 2. Therefore, for n0 large enough, properties (3)–(6) still
hold for ftn0 , as these properties are clearly open (in R) near t D t1. To lighten the notation, we let
f WD ftn0 and c2 WD tn0 .

We now claim that F is well-defined at .f; c2/, and that F.f; c2/¤ 0. According to Lemma 6.3, since
f satisfies conditions (3)–(6), we have .��/00.c/¤ 0. Indeed, c2 is a simple critical point of f , and we
claim that the forward orbit of c2 does not meet any other critical point of f . To see this, note that the
critical point c2 is simple for f , and real. Since c0 and Nc0 are not real, the orbit of c2 cannot land on
either of them. Since the critical points c1 and c4 do not belong to the parabolic basin, the orbit of c2
cannot land on them either. Finally, since f .c2/ > c3, and since f .c2/ belongs to a small attracting petal
in which the sequence of iterates .f n.c2//n2N is increasing, the orbit of c2 cannot land on c3 either.

Now that we have proved that .��/00.c2/¤ 0, it is sufficient to prove that

. o/00.��.c2//.�
�/0.c2/

. o/0.�.c2//2
D 0:

In fact, since .��/0.c2/ D 0, it is suffices to prove that . o/0.��.c2// ¤ 0. Recall that for any Z 2 C,
. o/0.Z/ D 0 if and only if there exists n � 1 such that . o/0.Z � n/ is a critical point for f ; here,
Z D ��.c2/ and  o ı ��.c2/ D c2, so we must prove that for all n � 1 and any critical point ci of f ,
f n.ci /¤ c2. Since c1 and c4 escape, neither of their orbits can land on c2, and since c2 is not periodic
under f , its own orbit cannot land on itself either. Since c3 is in the immediate parabolic basin, the orbit
.f n.c3//n2N is increasing, and so does not contain c2 since c3 > c2.

Finally, it remains to argue that the orbits of the two nonreal critical points c0 and Nc0 do not eventually
land on c2. To see that it cannot be the case, note that since the horn map e of f has two parabolic
fixed points at 0 and1 corresponding to the ends of the Ecalle cylinder, each of those fixed points must
attract singular values of e distinct from themselves; see [Astorg et al. 2016]. The singular values of e are
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Figure 2. The graph of f WD ft1 (blue), with the line y D x in red. We have c1 ��2:8,
c2D�1, c3��0:4, and c4� 4. The critical values f .c1/ and f .c4/ are out of the picture.

the fixed points at 0 and1, as well as the �.ci /, where ci are the critical points of f in the parabolic
basin and �.z/D e2i��

�.z/. If f n.c0/D c2 for some n� 1, then by real symmetry we would also have
f n. Nc0/D c2, and so �.c0/D �. Nc0/D �.c2/; but then �.c3/ would be the only nonfixed singular value
of e, which is impossible.

Therefore f has no critical relation, and so . o/0.��.c2//¤ 0, and F.f; c2/¤ 0 as announced.
To summarize, we have proved that for n0 large enough, the polynomial ftn0 satisfies properties (2)–(6).

Since tn0 is a superattracting fixed point of Ltn0 but persistently fixed, for �0>0 small enough, there exists t
close to tn0 such that ft satisfies (1), and by openness, if �0 is small enough, ft still satisfies (2)–(6). �

The next step is to use quasiconformal deformations to construct an immersed disk D in parameter
space passing through ft , made of polynomials pu, whose Lavaurs map has an attracting fixed point of
multiplier e2i�u, u 2H. We purposely use the notation pu instead of ft to emphasize the fact that except
for ft , the polynomials pu do not a priori belong to the family .ft /t2R� .

Proposition 6.7. Let p WD ft and �0>0 be as in Lemma 6.6. There exists a holomorphic mapˆ WH!P7
such that:

(1) ˆ.u0/D p for some u0 2 H with e2i�u0 D �0.

(2) For all u 2 H, the Lavaurs map of ˆ.u/DW pu has a fixed point zu of multiplier e2i�u 2 D�, and
u 7! zu is holomorphic.

(3) All the maps pu are quasiconformally conjugated to p, the conjugacy being holomorphic outside of
the grand orbit under p of the attracting basin of zu0 WD xt .

(4) If e2i�u 2 .0; 1/, then the conjugacy preserves the real line.

(5) The set ˆ.H/ is relatively compact in P7.

Proof. Let e W U ! P1 be the horn map of g; since L has an attracting fixed point zu0 WD xt , so does e
(since they are semiconjugated). Denote this attracting fixed point by x.
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Let u 2 H and � be a Beltrami form invariant by e (i.e., e�� D �) such that the corresponding
quasiconformal homeomorphism h� conjugates e to some holomorphic map e� with an attracting fixed
point of multiplier e2i�u: h� ı e D e� ı h� and e0�.h�.x// D e2i�u. We recall here briefly how to
construct such a Beltrami form, and refer the reader to [Branner and Fagella 2014] for more details. If �
is a linearizing coordinate for the horn map e near x, i.e., a holomorphic map defined near p satisfying
the functional equation � ı e D �0� , we set

�D �.u/ WD ��
�
u�u0

uCu0

z

Nz

d Nz

dz

�
; (41)

where u0 2 H is any point such that e2i�u0 D �0. Notice that u 7! �.u/ is holomorphic. In the rest of
the proof, we fix u 2 H and just use the notation � instead of �.u/.

We choose the normalization of h� so that it fixes 0; 1 and1. Let E.z/ WD e2i�z and T1.z/ WD zC 1.
We define

(1) � WDE�� so that � D T �1 �, and � D E��,

(2) � WD ��� so that � D g�� and � D L�� ,

(3) the quasiconformal homeomorphisms h� and h� associated to �; � respectively.

Since � D T �1 �, the map h� ıT1 ı h�1� W C! C is holomorphic; since it is conjugated to T1, it is also a
translation (distinct from the identity), and we choose the normalization of h� so that h�ıT1ıh�1� DT1 and
h�.0/D 0. Similarly, since � D g�� , the map pu WD h� ıpıh�1� is holomorphic, and hence a polynomial
(since it has the same topological degree as f ); it also has a parabolic fixed point with one attracting
petal at the origin. We choose the unique normalization of h� such that pu.z/D zC z2CO.z3/. We
set ˆ.u/ WD pu; the holomorphic dependence u 7! �.u/ and the parametric version of the Ahlfors–Bers
theorem imply that ˆ is holomorphic on H.

We now define

(1) �� WD h� ı� ı h�1� W h� .B/! C, where B is the parabolic basin of f ,

(2)  � WD h� ı ı h�1� W C! C.

Lemma 6.8. The map �� is an incoming Fatou coordinate for pu, and the map  � is an outgoing Fatou
parametrization for pu.

Proof of the lemma. We start with �� . First, note that since � D ���, the map �� is holomorphic on
B� WD h� .B/, which is exactly the parabolic basin of pu. Then, note that

�� ıpu D h� ı� ı h
�1
� ıpu D h� ı� ıg ı h

�1
�

D h� ıT1 ı� ı h
�1
� D T1 ı h� ı� ı h

�1
� D T1 ı�� :

So �� conjugates pu on the whole parabolic basin to a translation, which means it is a Fatou coordinate.
The proof is completely analogous for  � : first, to prove that  � is holomorphic, note that � D  �� .

Indeed, � D E�� D  ���� D  �� . To conclude, one can check directly that  � ıT1 D pu ı � . �
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As a consequence of the lemma, E� WD h� ıE ıh�1� is a lifted horn map of pu, and L� WD h� ıLıh�1�
is a Lavaurs map of pu, and they have the same phase. The phase could a priori be a nonzero, but we
will prove that it is not the case. In order to do that, first we will prove that E ı E� D e� ıE, i.e., that e�
is a horn map that lifts to E� .

Since � DE��, the map E� WD h� ıE ıh�1� W C! C� is holomorphic. Moreover, since E W C! C�

is a universal cover, so is E� . So E� is of the form E�.z/D �e
˛z, and with our choices of normalizations

we find E�.z/D e2i�z DE.z/. So E ı h� D h� ıE.
From this, we deduce

E ı E� DE ı h� ı E ı h�1� D h� ıE ı E ı h
�1
�

D h� ı e ıE ı h
�1
� D h� ı e ı h

�1
� ıE D e� ıE:

Finally, it remains to observe that since e� is topologically conjugated to e, it also has two parabolic fixed
points at 0 and1 respectively, each of multiplier 1. Recall that the horn map of phase 0 of a parabolic
polynomial f .z/D zC z2C az3CO.z4/ has multipliers at 0 and1 both equal to e2�

2.1�a/, and that
the horn map of phase ' 2C=Z is obtained from the horn map e of phase 0 by multiplication by e2i�'. In
particular, its multipliers at 0 and1 are respectively e2�

2.1�a/C2i�' and e2�
2.1�a/�2i�'. In this case,

since both multipliers are equal to 1, we must have aD 1 and ' D 0. Therefore, L� is the Lavaurs map
of phase 0 of pu, and pu.z/D zC z2C z3CO.z4/.

Finally, if �� .z/ WD e2i��� .z/, then �� ıL� D e� ı�� , and �� is locally invertible near zu WD h� .zu0/,
and �� .zu/D h�.x/. Therefore, zu as a fixed point of L� has the same multiplier e2i�u as h�.x/. This
proves claims (1)–(3) of the proposition.

To prove claim (4), note that if e2i�u 2 .0; 1/ then the Beltrami form

u�u0

uCu0

z

Nz

d Nz

dz

has real symmetry (since then .u � u0/=.uC u0/ 2 R). We claim that this implies that � has real
symmetry. Indeed, since g.R/D R, its Lavaurs map L maps a small interval I � R centered at xt into
itself. Moreover, the map � ı� semiconjugates L to the multiplication by �0 > 0; so � ı� maps I into R,
which means that the holomorphic map � ı� is real: � ı�. Nz/D � ı�.z/ for all z in the parabolic basin
of g. Therefore

� D .� ı�/�
�
u�u0

uCu0

z

Nz

d Nz

dz

�
has real symmetry; hence h� restricts to a real homeomorphism.

Finally, ˆ W H! P7 is bounded in the space of polynomials of degree 7. Indeed, by [Bassanelli and
Berteloot 2011, Proposition 4.4] the set of polynomials of given degree with given values of the Green’s
function at the critical points is bounded, and since the conjugacy between the pu and p is analytic
outside of the parabolic basin, their Green’s functions have the same values at critical points. �

Proposition 6.9. With the same notation as before, there exists p0 in the closure of ˆ.H/ such that the
Lavaurs map of p0 has a parabolic fixed point of multiplier 1.
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Proof. Applying Proposition 6.7 with un D i=n, we get a sequence of polynomials pun such that
pun.z/D zCz

2Cz3CO.z4/, and the Lavaurs map Ln of pun has a fixed point xn of multiplier e�2�=n.
Each of the pun are quasiconformally conjugate to the real polynomial ft from Lemma 6.6 by a

homeomorphism whose restriction to the real line is real and increasing, so the pun still satisfy the
properties (3)–(6) from Lemma 6.6.

By item (5) in Proposition 6.7, the sequence .pun/n2N is bounded in the space of degree-7 polynomials.
So up to extracting, we may assume that:

(1) pun converges to a degree 7 polynomial p0.

(2) The critical points ci;n of pun converge to critical points ci of p0.

(3) The repelling fixed point �n converges to a nonattracting fixed point � of p0.

(4) xn converges to x 2 R and yn to y 2 R.

We denote by L the Lavaurs map of p0. If we can prove that x lies in the parabolic basin of p0, then we
will get that L.x/Dx and L0.x/D 1. To do that, it is enough to prove that x 2 .�; 0/. But for all n, we have

�n < yn < xn < c2;n < 0I

hence � < y � x � c2 < 0. The inequality � < y is strict because as a limit of repelling fixed points, we
have jf 0.�/j � 1, so we cannot have y D � , for otherwise we would have � D f .�/D f .y/D c2 and so
f 0.�/D 0, a contradiction. Similarly, we cannot have c2 D 0 since p00.0/D 1¤ 0. So x 2 .�; 0/ and �
is in the parabolic basin of f , and so L0.x/D 1 and L.x/D x. Therefore p0 has the desired property. �

Proposition 6.10. There exists a polynomial g.z/D zC z2C z3CO.z4/ of degree 7 such that

(1) L has a Siegel fixed point � with Diophantine multiplier, and

(2) the pair .g; �/ is nondegenerate.

Proof. Recall that P7 denotes the space of degree-7 polynomials of the form f .z/D zCz2Cz3CO.z4/,
and let V D f.f; �/ 2 P7 �C W � 2 Bf g. V may be identified with an open set in C5. Finally, we consider
F WD f.f; �/ 2 V W L.�/D �g, which is an analytic hypersurface of V .

We consider the functions � W F ! C and F W F ! C defined as �.f; �/D L0.�/ and

F.f; �/D
. o/00.��.�//.��/0.�/

. o/0.��.�//2
C .��/00.�/;

where �� and  o are the Fatou coordinate and parametrization of f . The function � is analytic on F, and
F is meromorphic on F and analytic on ��1.C�/, since . o/0.��.z//D 0 implies that L0.z/D 0.

Let ˆ W H! P7 be the map defined in Proposition 6.7, and let ê W H! F be the map given by
ˆ.u/ D .pu; zu/, where zu is the fixed point of the Lavaurs map of pu with multiplier e2i�u. Then
D WD ê.H/ is contained in one irreducible component F0 of F.

Let p0 be the polynomial given by Proposition 6.9 such that its Lavaurs map has a parabolic fixed
point z0. By Proposition 6.9, .p0; z0/ is in the closure of D in V ; therefore .p0; z0/ 2 F0.

Assume for a contradiction that all pairs .f; �/ 2 F0 for which L0.�/ has modulus 1 and Diophantine
argument are degenerate. Then by the density of Diophantine numbers on the real line, we must have
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F.f; �/ D 0 on ��1.S1/\F0. Since for all u 2 H, we have � ı ê.u/ D e2i�u, the analytic map � is
nonconstant on F0. In particular, ��1.S1/ is a real-analytic subset of F0 of real codimension 1, nonempty
since �.p0; z0/ D 1. By Proposition 6.7, D contains .ft ; xt/, where ft is the polynomial given by
Lemma 6.6, and such that F.ft ; zt/ ¤ 0. So the analytic map F is not identically zero on F0, and
therefore it cannot vanish identically on ��1.S1/\F0, a contradiction. �
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GAUSSIAN ANALYTIC FUNCTIONS OF BOUNDED MEAN OSCILLATION

ALON NISHRY AND ELLIOT PAQUETTE

We consider random analytic functions given by a Taylor series with independent, centered complex
Gaussian coefficients. We give a new sufficient condition for such a function to have bounded mean
oscillation. Under a mild regularity assumption this condition is optimal. We give as a corollary a
new bound for the norm of a random Gaussian Hankel matrix. Finally, we construct some exceptional
Gaussian analytic functions which in particular disprove the conjecture that a random analytic function
with bounded mean oscillation always has vanishing mean oscillation.

1. Introduction

Functions with random Fourier (or Taylor) coefficients play an important role in harmonic and complex
analysis, e.g., in the proof of de Leeuw, Kahane, and Katznelson [de Leeuw et al. 1977] that Fourier
coefficients of continuous functions can majorize any sequence in ℓ2. A well-known phenomenon is that
series with independent random coefficients are much “nicer” than an arbitrary function would be. For
example, a theorem of [Paley and Zygmund 1930, Chapter 5, Proposition 10] (see also [Kahane 1985])
states that a Fourier series with square summable coefficients and random signs almost surely represents
a subgaussian function on the circle.

In this paper we choose to focus on one particularly nice model of random analytic functions, the
Gaussian analytic functions (GAFs). A GAF is given by a random Taylor series

G(z) =

∞∑
n=0

anξnzn, (1)

where {ξn}n≥0 is a sequence of independent standard complex Gaussian random variables (i.e., with
density 1

π
e−|z|2 with respect to the Lebesgue measure on the complex plane C) and where {an}n≥0 is

a sequence of nonnegative constants. Many of the results we cite can be extended to more general
probability distributions, and it is likely that our results can be similarly generalized, but we will not
pursue this here. For recent accounts of random Taylor series, many of which focus on the distributions
of their zeros, see for example [Hough et al. 2009; Nazarov and Sodin 2010]. A classical book on this
and related subjects is [Kahane 1985].

We are interested in properties of the sequence {an} that imply various regularity and finiteness
properties of the function G represented by the series (1). One of the central spaces of analytic functions

MSC2010: primary 30B20; secondary 30H35, 47B80.
Keywords: function theory on the disc, bounded mean oscillation, Gaussian analytic functions, Bloch, probability.
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is H p, those functions F on the unit disk D that satisfy

sup
0<r<1

∫ 1

0
|F(Re(θ))|p dθ < ∞,

where e(θ) = e2π iθ for θ ∈ R (see [Duren 1970] for background). This is a class of analytic functions
whose nontangential boundary values on T = {z : |z| = 1} exist Lebesgue a.e. and are in L p(T) [Duren
1970, Theorem 2.2]. An important early effort is the aforementioned paper [Paley and Zygmund 1930],
in which it was established that G is almost surely in

⋂
0<p<∞

H p if and only if {an} ∈ ℓ2. One should
compare this result with the well-known fact that a nonrandom analytic function belongs to H 2 if and
only if the sequence of its Taylor coefficients is square summable. The related question of when G is
almost surely in H∞, the bounded analytic functions on the unit disk, is substantially more involved (see
[Marcus and Pisier 1978]).

To fix ideas, let us make for a moment a few simplifying assumptions about the coefficients {an} of the
series (1). We assume a0 = 0, and denote by

σ 2
k =

2k+1
−1∑

n=2k

a2
n, k ∈ {0, 1, 2, . . . },

the total variance of the dyadic blocks of coefficients. We say that the sequence {an} (or equivalently G)
is dyadic-regular if the sequence {σk} is decreasing as k → ∞. It is known (see [Kahane 1985, Chapters 7
and 8]) that if G is dyadic-regular, then G is almost surely in H∞ if and only if

∞∑
k=0

σk < ∞, i.e., {σk} ∈ ℓ1. (2)

Moreover, if the series in (2) converges, then G is almost surely continuous on the closed disk D. Hence,
a bounded random series gains additional regularity.

For a space S of analytic functions on the unit disk, let SG be the set of coefficients {an} for which a
GAF G ∈ S almost surely. If S ⊊ T and SG = TG , then we say that GAFs have a regularity boost from T
to S, e.g., CG = H∞

G . This regularity boost can be viewed as a manifestation of a general probabilistic
principle: a Borel probability measure on a complete metric space tends to be concentrated on a separable
subset of that space.1

Clearly there is a gap between (2) and the Paley–Zygmund condition {σk} ∈ ℓ2. A well-known function
space that lies strictly between H∞ and

⋂
0<p<∞

H p is the space of analytic functions of bounded mean
oscillation or BMOA (e.g., see [Girela 2001, Equation (5.4)]). For an interval I ⊆ R/Z and any f ∈ L1(T),
put

MI ( f ) := /
∫

I

∣∣∣∣ f (e(θ)) − /
∫

I
f
∣∣∣∣ dθ, where /

∫
I

f :=
1
|I |

∫
I

f (e(θ)) dθ. (3)

1Under the continuum hypothesis, by the main theorem of [Marczewski and Sikorski 1948], any Borel probability measure
on a metric space with the cardinality of the continuum is supported on a separable subset.
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Define the seminorm on H 1

∥F∥∗ = sup
I⊆R/Z

MI (F). (4)

The restriction of F ∈ H 1 is necessary for F to have nontangential boundary values in L1 on the unit
disk. On the subspace of H 1 in which F(0) = 0, this becomes a norm. We may take BMOA to be the
(closed) subspace of H 1 for which ∥ · ∥∗ is finite.

Fefferman and Stein [1972] show the space BMOA is the dual space of H 1 with respect to the bilinear
form on analytic functions of the unit disk given by

(F, G) = lim
r→1

∫ 1

0
F(Re(θ))G(Re(θ)) dθ,

and in many aspects it serves as a convenient “replacement” for the space H∞. However, BMOA is not
separable (see [Girela 2001, Corollary 5.4]).

One of our main results is the following.

Theorem 1.1. A dyadic-regular Gaussian analytic function G that satisfies the Paley–Zygmund condition
{σk} ∈ ℓ2 almost surely belongs to VMOA, the space of analytic functions of vanishing mean oscillation.

The space VMOA is the closure of polynomials (or continuous functions) in the norm ∥ · ∥∗, and hence
it is separable. It can alternatively be characterized as the subspace of H 1 for which lim|I |→0 M1

I (F) = 0.
In fact, we show that a dyadic-regular GAF with square-summable coefficients almost surely belongs to a
subspace of VMOA, which we attribute to Sledd [1981].

1A. The Sledd Space SL. Sledd [1981] introduced a function space, which is contained in BMOA and
is much more amenable to analysis. Define the seminorm for F ⊂ H 1

∥F∥
2
S(T ) = sup

|x |=1

∞∑
n=0

|Tn ⋆ F(x)|2, (5)

where ⋆ denotes convolution on T and {Tn} is a certain sequence of compactly supported bump functions
in Fourier space, so that T̂n = 1 for modes from [2n, 2n+1

] (see (15) for the explicit definition of {Tn}).
We let SL denote the subspace of H 1 with finite ∥ · ∥S(T ) norm; [Sledd 1981] showed that SL ⊊ BMOA.2

Sledd proved the following result.

Theorem I [Sledd 1981, Theorem 3.2]. If {
√

kσk} ∈ ℓ2, then G ∈ VMOA almost surely.

Remark 1.2. Sledd proved the result for series with random signs, but his method works also in our
setting. In fact his theorem shows that G is almost surely in VMOA ∩ SL.

We extend the analysis of the ∥ · ∥S(T ) seminorm, and in particular find a better sufficient condition for
the finiteness of ∥G∥S(T ).

2The function IF =
∑

∞
n=0|Tn ⋆ F(x)|2 is essentially what appears in Littlewood–Paley theory. For each 2

3 < p < ∞,
finiteness of the p-norm of IF is equivalent to being in H p; see [Stein 1966, Theorem 5]. Thus, in some sense SL could be
viewed as a natural point in the hierarchy of H p spaces.
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Theorem 1.3. If
∑

∞

k=1 supn≥k{σ
2
n } < ∞, then G ∈ SL almost surely.

In particular, if G is dyadic-regular and {σk} ∈ ℓ2, then G ∈ SL. The latter condition is necessary for G
to have well-defined boundary values, and so we see that under the monotonicity assumption, a GAF G
which has boundary values in L2 is in BMOA . We also note that the condition in Theorem 1.3 is strictly
weaker than the one in Theorem I (see Lemma 4.9).

The Sledd space SL is nonseparable (see Proposition 3.3). The proof of Theorem I is based on a stronger
condition than ∥G∥S(T ) < ∞, that in addition implies that a function is in the space SL ∩ VMOA.3 We
show that this is unnecessary, as a GAF which is in SL has a regularity boost.

Theorem 1.4. If G ∈ SL almost surely, then G ∈ VMOA almost surely.

Theorems 1.4 and 1.3 imply Theorem 1.1.
This could raise suspicion that there is also a regularity boost from BMOA to VMOA, which is perhaps

the most natural separable subspace of BMOA. Indeed, [Sledd 1981] asks whether it is possible to
construct a non-VMOA random analytic function in BMOA.

1B. Exceptional Gaussian analytic functions. Sledd [1981, Theorem 3.5] gives a construction of a
random analytic function with square summable coefficients which is not in BMOA, and moreover is
not Bloch (this construction can be easily adapted to GAFs). The Bloch space, B, contains all analytic
functions F on the unit disk for which

∥F∥B := sup
|z|≤1

((1 − |z|2)|F ′(z)|) < ∞. (6)

See [Anderson et al. 1974; Girela 2001] for more background on this space. Gao [2000] provides a
complete characterization of which sequences of coefficients {an} give GAFs in B.

The space B is nonseparable, suggesting that GAFs in B could concentrate on a much smaller space.
Finding this space is a natural open question and does not seem obvious from the characterization in [Gao
2000]. It is known that BMOA ⊂ B (see, e.g., [Girela 2001, Corollary 5.2]), and, a priori, it could be that
GAFs which are in H 2

∩B are automatically in BMOA. However, our following result disproves this,
and also answers the aforementioned question of Sledd.

Theorem 1.5. We have

SLG ⊊ VMOAG ⊊ BMOAG ⊊ (H 2
∩B)G . (7)

Remark 1.6. From Theorem 1.3 and standard results on boundedness of Gaussian processes, we may
add that H∞

G ⊊ SLG . From the example in [Sledd 1981], it also follows that (H 2
∩B)G ⊊ H 2

G .

We leave open the question of the existence of a natural separable subspace S of BMOA such that
BMOAG = SG .

3Specifically, [Sledd 1981] shows that under the condition in Theorem I,
∑

∞
n=0 sup|x |=1|Tn ⋆ F(x)|2 is finite, which implies

F ∈ SL ∩ VMOA .
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1C. Some previously known results. Billard [1963] (see also [Kahane 1985, Chapter 5]) proved that a
random analytic function with independent symmetric coefficients is almost surely in H∞ if and only if
it almost surely extends continuously to the closed unit disk.

A complete characterization of Gaussian analytic functions which are bounded on the unit disk was
found by Marcus and Pisier [1978] in terms of rearrangements of the covariance function (see also [Kahane
1985, Chapter 15]). Moreover, they show the answer is the same for Steinhaus and Rademacher random
series (where the common law of all {ξn} is taken uniform on the unit circle and on {±1}, respectively).
Their criterion can be seen to be equivalent to the finiteness of Dudley’s entropy integral for the process
of boundary values of G on the unit circle.

The best existing sufficient conditions that we know for the sequence {an} to belong to BMOAG are
due to [Sledd 1981]. The more recent paper of [Wulan 1994] treats a more general problem, which in the
particular case of VMOA gives another proof of Theorem I.

1D. Norms of random Hankel matrices. A Hankel matrix A is any n × n matrix with the structure
Ai j = (ci+ j−2) for some sequence {ck}

∞

0 . The function φ(z) =
∑

∞

k=0 ckzk+1 is referred to as the symbol
of A. We will consider the case that n ∈ N, and we will also consider the infinite case. We denote by B
the Hankel operator with the same symbol on ℓ2, which may well be unbounded. Then by a combination
of results of Fefferman and Nehari (see [Peller 2003, Chapter 1] and [Holland and Walsh 1986, Part III]),
there is an absolute constant M such that

1
M

∥φ∥∗ ≤ ∥B∥ ≤ M∥φ∥∗, (8)

with ∥B∥ the operator norm of B.
If we take cm = am+1ξm+1 for all m ≥ 0 with {ξm} i.i.d. NC(0, 1) and with am ≥ 0 for all m, then φ is

exactly the GAF G. Moreover, by combining Theorem 3.1, Remark 3.7 and Lemma 4.8, we have that
there is an absolute constant C > 0 such that

E∥φ∥
2
∗
≤ C

∞∑
k=1

sup
m≥k

{σ 2
m}.

Note that for any n × n Hankel matrix A with symbol φ(z) =
∑

∞

k=0 ckzk+1, if B is the infinite Hankel
operator with finite symbol φn(z) =

∑2n
k=0 ckzk+1, then ∥A∥ ≤ ∥B∥ as A is the n × n upper-left corner

of B. Hence, using (8),

∥A∥ ≤ ∥B∥ ≤ M∥φn∥∗,

and we arrive at the following corollary.

Theorem 1.7. There is an absolute constant C > 0 such that if A is an n×n Hankel matrix with symbol G
(see (1)) and L is the smallest integer greater than or equal to log2(2n), then

E∥A∥
2
≤ C

L∑
k=0

sup
k≤m≤L

σ 2
m .
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We emphasize that by virtue of (8) the problem of estimating the norm of a random Gaussian Hankel
matrix is essentially equivalent to the problem of estimating the ∥ · ∥∗ norm of a random Gaussian
polynomial.

This is particularly relevant as random Hankel and Toeplitz matrices4 have appeared many times in the
literature and have numerous applications to various statistical problems. See the discussion in [Bryc et al.
2006] for details. The particular case of Hankel matrices with symbol G =

∑
∞

k=0 Re(ξk)zk+1, i.e., Hankel
matrices with i.i.d. Gaussian antidiagonals, is particularly well studied. In that case, [Meckes 2007] and
[Nekrutkin 2013] give proofs that E∥A∥ ≤ c

√
n log n. Finer results for the symmetric Toeplitz case are

available in [Sen and Virág 2013].
Furthermore, Meckes [2007] gives a matching lower bound, and his method can be applied to show

that (deterministically)

∥A∥ ≥ sup
|z|=1

∣∣∣∣2(n−1)∑
j=0

(
1 −

|n − 1 − j |
n

)
a jξ j z j

∣∣∣∣.
Fernique’s theorem [Kahane 1985, Chapter 15, Theorem 5] can then be used to show that Theorem 1.7 is
sharp up to multiplicative numerical constant, at least when a j = j−α for α ∈ R.

Some results for more general random symbols exist; in particular, [Adamczak 2010, Theorem 4]
shows that in the setting of Theorem 1.7,

E∥A∥
2
≤ C(log n)

L∑
m=0

σ 2
m, (9)

which is always larger than the bound in Theorem 1.7; in the case that σ 2
m is monotonically decreasing

and summable, (9) differs substantially from the condition in Theorem 1.7. Note that in Theorem 1.7, the
entries of the n ×n Hankel matrix are independent standard complex Gaussian random variables, whereas
[Adamczak 2010, Theorem 4] holds for non-Gaussian symbols as well.

Organization. In Section 2, we give some background theory for working with GAFs and random
series. In Section 3, we give some further properties of the space SL and we give some equivalent
characterizations for G ∈ SL. We also prove Theorem 1.4. In Section 4, we give a sufficient condition
for G to be in SL; in particular, we prove Theorem 1.3. Finally, in Section 5 we construct exceptional
GAFs, and we show the inclusions in (7) are strict.

Notation. We use the expression numerical constant and absolute constant to refer to fixed real numbers
without dependence on any parameters. We make use of the notation ≲ and ≳ and ≍. In partic-
ular, we say that f (a, b, c, . . . ) ≲ g(a, b, c, . . . ) if there is an absolute constant C > 0 such that
f (a, b, c, . . . ) ≤ Cg(a, b, c, . . . ) for all a, b, c, . . . . We use f ≍ g to mean f ≲ g and f ≳ g.

4A Toeplitz matrix A has the form Ai j = wi− j for some (wk)∞
−∞

. The symbol for such a matrix is again
∑

wk zk. By
reordering the rows, it can be seen that a Toeplitz matrix with symbol

∑n
−n wk zk has the same norm as the Hankel matrix with

symbol
∑2n

0 wk−nzk.



GAUSSIAN ANALYTIC FUNCTIONS OF BOUNDED MEAN OSCILLATION 95

2. Preliminaries

Some of our proofs will rely on the so-called contraction principle.

Proposition 2.1 (contraction principle). For any finite sequence (xi ) in a topological vector space V,
any continuous convex F : V → [0, ∞], any i.i.d., symmetrically distributed random variables (ϵi ), and
any (αi ) real numbers in [−1, 1]:

(i) E F
(∑

i αiϵi xi
)
≤ E F

(∑
i ϵi xi

)
.

(ii) If F is a seminorm, then P
[
F

(∑
i αiϵi xi

)
≥ t

]
≤ 2P

[
F

(∑
i ϵi xi

)
≥ t

]
for all t > 0.

This is essentially [Ledoux and Talagrand 1991, Theorem 4.4], although we have changed the formula-
tion slightly. For convenience we sketch the proof.

Proof. The mapping

(α1, α2, . . . , αN ) 7→ E F
(∑

i

αiϵi xi

)
is convex. Therefore it attains its maximum on [−1, 1]

N at an extreme point, i.e., an element of {±1}
N. By

the symmetry of the distributions, for all such extreme points, the value of the expectation is E F
(∑

i ϵi xi
)
,

which completes the proof of the first part.
For the second part, we may without loss of generality assume that α1 ≥ α2 ≥ · · · ≥ αN ≥ αN+1 = 0

by relabeling the variables and using the symmetry of the distributions of {ϵi }. Letting Sn =
∑n

k=1 ϵi xi

for any 1 ≤ n ≤ N, we can use summation by parts to express∑
i

αiϵi xi =

∑
i

αi (Si − Si−1) =

∑
i

(αi − αi+1)Si .

Hence, as F is a seminorm,

F
(∑

i

αiϵi xi

)
≤ α1 max

1≤i≤N
F(Si ) ≤ max

1≤i≤N
F(Si ).

Using the reflection principle, it now follows that for any t ≥ 0,

P
[

max
1≤i≤N

F(Si ) ≥ t
]
≤ 2P[F(SN ) ≥ t],

which completes the proof (see [Ledoux and Talagrand 1991, Theorem 4.4] for details). □

We also need the following standard Gaussian concentration inequality.

Proposition 2.2. Suppose that X = (X j )
n
1 are i.i.d. standard complex Gaussian variables, and suppose

F : Cn
→ R is a 1-Lipschitz function with respect to the Euclidean metric. Then E|F(X)| < ∞ and, for

all t ≥ 0,
P[F(X) − E F(X) > t] ≤ e−t2

.

Proof. This follows from the real case (see [Ledoux and Talagrand 1991, (1.5)]). The real and imaginary
Gaussian random variables have variance 1

2 , for which reason the exponent is e−t2
. □
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Approximation of seminorms. Let ∥ · ∥ be a densely defined seminorm on H 2 which dominates the
H 2 norm. We will say that ∥ · ∥ is approximable if there exists a sequence of polynomials {pn} with
supn, j ∥z j ⋆ pn(z)∥ ≤ 1 such that for all F ∈ H 2,

sup
n

∥F ⋆ pn∥ < ∞ ⇐⇒ ∥F∥ < ∞ and sup
n

∥F ⋆ pn∥ = 0 ⇐⇒ ∥F∥ = 0. (10)

Let V be the quotient space of {F ∈ H 2
: ∥F∥ < ∞} by the space {F ∈ H 2

: ∥F∥ = 0}. Then both ∥ · ∥

and supn∥ · ⋆ pn∥ make V into Banach spaces with equivalent topologies, by the hypotheses. Hence (10)
is equivalent to

there exists C > 0 such that 1
C

sup
n

∥F ⋆ pn∥ ≤ ∥F∥ ≤ C sup
n

∥F ⋆ pn∥ for all F ∈ H 2, (11)

as the inclusion map from one of these Banach spaces to the other is continuous and hence bounded.

Remark 2.3. While approximable seminorms could be formulated in greater generality, we work in
the H 2 setting to appeal to general concentration of measure theory.

We say that G is an H 2-GAF if {ak} ∈ ℓ2.

Proposition 2.4. Let G be an H 2-GAF. Let ∥ · ∥ be any approximable seminorm. Then the following are
equivalent:

(i) ∥G∥ < ∞ a.s.

(ii) E∥G∥ < ∞.

(iii) E∥G∥
2 < ∞.

Remark 2.5. We remark that these equivalences hold in great generality for a Gaussian measure in a
separable Banach space, due to a theorem of Fernique [Ledoux 1996, Theorem 4.1]. As the spaces
BMOA and B are not separable, we instead will appeal to this notion of approximable.

Remark 2.6. A priori it is not clear that a seminorm being finite is a measurable event with respect to the
product σ -algebra generated by the Taylor coefficients of G. However, for an approximable seminorm,
measurability is implied by the equivalence in (10), since supn ∥G ⋆ pn∥ is clearly measurable; cf. [Kahane
1985, Chapter 5, Proposition 1].

Proof. The implications (iii) =⇒ (ii) =⇒ (i) are trivial, and so it only remains to show that (i) =⇒ (iii).
Let {pm} be the polynomials making ∥ · ∥ approximable. Define

Gm = G ⋆ pm, where G(z) =

∞∑
k=0

akξkzk.

Without loss of generality, we may assume that ∥a∥
2
ℓ2

=
∑

∞

k=0 a2
k = 1. For any m ∈ N, let km = deg(pm),

and define the function on Ckm

Fm(x) = Fm(x0, x1, . . . , xkm ) =

∥∥∥∥( km∑
j=0

a j x j z j
)

⋆ pm(z)
∥∥∥∥.
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Then for any complex vectors x = (x j )
km
0 and y = (y j )

km
0 , by changing coordinates one at a time and

using supn, j ∥z j ⋆ pn(z)∥ ≤ 1,

|Fm(x) − Fm(y)| ≤

km∑
j=0

a j |x j − y j | ≤ ∥a∥ℓ2∥x − y∥ℓ2 .

For any ℓ ∈ N, the function max1≤m≤ℓ Fm(x) is again 1-Lipschitz. So define for any ℓ ∈ N

Hℓ := max
1≤m≤ℓ

∥Gm∥.

Therefore, by Proposition 2.2, we have that, for all t ≥ 0 and all ℓ ∈ N,

P[|Hℓ − E Hℓ| ≥ t] = P
[∣∣Fm(ξ0, ξ1, . . . , ξkm ) − E( max

1≤m≤ℓ
Fm(ξ0, ξ1, . . . , ξkm ))

∣∣ ≥ t
]
≤ 2e−t2

. (12)

Hence there is an absolute constant C > 0 such that for all ℓ ∈ N,

|med(Hℓ) − E(Hℓ)| ≤ C, (13)

where med(X) denotes any median of the random variable X .
Suppose that ∥G∥<∞ a.s. By (10), supm ∥Gm∥= supℓ Hℓ <∞ a.s. Therefore there is a constant M >0

such that P(supℓ Hℓ > M) < 1
2 , and so med(Hℓ) ≤ M for all ℓ ∈ N. By monotone convergence and (13),

E sup
m

∥Gm∥ = E sup
ℓ

Hℓ = sup
ℓ

E Hℓ ≤ M + C.

Using (11), there is another absolute constant C such that

E∥G∥ ≤ C E sup
m

∥Gm∥ < ∞.

Using (11) and (12), Var(supm ∥Gm∥) < ∞, and therefore

E∥G∥
2
≤ C E(sup

m
∥Gm∥

2) ≤ Var(sup
m

∥Gm∥) + (E sup
m

∥Gm∥)2 < ∞. □

Both ∥ · ∥∗ and ∥ · ∥B are approximable with {pn} given by the analytic part of the Fejér kernel

K A
n (z) =

n∑
k=0

(
1 −

k
n + 1

)
zk.

See [Holland and Walsh 1986, Theorems 1 and 4]. In fact, it is elementary to observe the following.

Lemma 2.7. For any f ∈ H1(T), supn∥K A
n ⋆ f ∥∗ = ∥ f ∥∗ and supn∥K A

n ⋆ f ∥B = ∥ f ∥B.

Proof. We show the first of these claimed identities. For any fixed interval I ⊆ R/Z,

lim
n→∞

MI ( f ⋆ K A
n ) = MI ( f ),

and hence, supn∥K A
n ⋆ f ∥∗ ≥ ∥ f ∥∗. On the other hand, for any fixed ω ∈ T, fω := z 7→ f (ωz) has that

∥ fω∥∗ = ∥ f ∥∗. Hence by comparing to the Fejér kernel (see (14)), which is positive, for any n ≥ 0,

∥ f ⋆ K A
n ∥∗ = ∥ f ⋆ Kn∥∗ =

∥∥∥∥∫
fe(θ)Kn(e(θ))dθ

∥∥∥∥
∗

≤ sup
ω∈T

∥ fω∥∗ = ∥ f ∥∗,
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where the inequality follows as ∥ · ∥∗ is convex and the Fejér kernel Kn(z) is the density of a probability
measure on T. □

Corollary 2.8. Let F be an H 2-GAF. Then ∥F∥∗ < ∞ a.s. if and only if E∥F∥∗ < ∞, and ∥F∥B < ∞

a.s. if and only if E∥F∥B < ∞.

We also have that the probability that a GAF is in BMOA, VMOA, or B is either 0 or 1.

Proposition 2.9. For any H 2-GAF G, the events {G ∈ BMOA}, {G ∈ VMOA}, {G ∈ B} all have
probability 0 or 1.

Proof. Take the decomposition G = G≤n + G>n , where G≤n is the n-th Taylor polynomial of G at 0.
Then as G≤n is a polynomial, ∥G≤n∥∗ < ∞ almost surely. Hence ∥G∥∗ < ∞ if and only if ∥G>n∥∗ < ∞,
up to null events. Therefore, ∥G∥∗ < ∞ differs from a tail event of {ξn : 1 ≤ n < ∞} by a null event, and
so the statement follows from the Kolmogorov 0-1 law. The same proof shows that P[G ∈ B] ∈ {0, 1}.

For VMOA, as G≤n is a polynomial,

lim
|I |→0

sup
I

M1
I (G≤n) = 0 a.s.,

and the same reasoning as above gives the 0-1 law. □

3. The Sledd space

Let Kn for n ∈ N be the n-th Fejér kernel, which for |z| = 1 is given by

Kn(z) =

n∑
k=−n

(
1 −

|k|

n + 1

)
zk

=
1

n + 1
·
|1 − zn+1

|
2

|1 − z|2
. (14)

This kernel has the two familiar properties: ∥Kn∥1 = 1 and Kn(z) ≤ 4/(n + 1) · (1/|1 − z|2).
For a function F : T → C with a Laurent expansion on T, let F̂ : Z → C be its Fourier coefficients, i.e.,

let F̂(k) be the k-th coefficient of its Laurent expansion.
We let Tn be the dyadic trapezoidal kernel

T0(z) = 1 +
1
2 z +

1
2 z−1

Tn = 2K2n+2 − K2n+1 + K2n−1 − 2K2n , n ≥ 1.
(15)

The kernel Tn satisfies that T̂n is supported in [2n−1, 2n+2), has |T̂n(K )| ≤ 1 everywhere, has T̂n(K ) = 1
for K ∈ [2n, 2n+1

], and satisfies
∞∑

n=0

T̂n(K ) = 1

for all integers K ≥ 0. Further, ∥Tn∥1 ≤ 6 for all n ≥ 0. Also,

|Tn(z)| ≤ 20 · 2−n
|1 − z|−2. (16)
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Recall that in terms of the kernels {Tn}, we defined the seminorm (in (5)) as

∥F∥
2
S(T ) = sup

|x |=1

∞∑
n=0

|Tn ⋆ F(x)|2. (17)

In [Sledd 1981], it is shown that this norm is related to ∥ · ∥∗ in the following way.

Theorem 3.1. If F ∈ H 1, then there is an absolute constant C > 1 such that

∥F∥∗ ≤ C∥F∥S(T ).

Sledd also gives a sufficient condition for F to be in VMOA, though we observe that there is a stronger
one that follows directly from Theorem 3.1.

Theorem 3.2. If F ∈ H 1 and if

lim
k→∞

sup
|x |=1

∞∑
n=k

|Tn ⋆ F(x)|2 = 0,

then F ∈ VMOA.

Proof. The space VMOA is the closure of continuous functions in the BMOA norm. Hence it suffices
to find, for any ϵ > 0, a decomposition G = G1 + G2 with G1 continuous and ∥G2∥BMOA ≤ ϵ. For any
ϵ > 0, we may by hypothesis pick k sufficiently large such that

sup
|x |=1

∞∑
n=k

|Tn ⋆ G(x)|2 ≤ ϵ.

Using Theorem 3.1, it follows that if we take the decomposition

G = G1 + G2, where G1 =

k−1∑
n=0

Tn ⋆ G and G2 =

∞∑
n=k

Tn ⋆ G,

then G1 is a polynomial and is in particular continuous. From the properties of the Fourier support of {Tn},

Tn ⋆ G2 =


Tn ⋆ G if n ≥ k + 2,∑k+3

p=k Tn ⋆ Tp ⋆ G if k − 2 ≤ n ≤ k + 1,

0 if n ≤ k − 3.

(18)

Thus we have, for any n ∈ [k − 2, k + 1] by using ∥Tn∥1 ≤ 6 and convexity of the square, that

∥Tn ⋆ G2∥
2
∞

≲ sup
n≥k

∥Tn ⋆ G∥
2
∞

≤ sup
|x |=1

∞∑
n=k

|Tn ⋆ G(x)|2 ≤ ϵ.

Applying Theorem 3.1 to G2 and using the properties derived in (18),

∥G2∥
2
∗
≲ sup

|x |=1

∞∑
n=0

|Tn⋆G2(x)|2 = sup
|x |=1

∞∑
n=k

|Tn⋆G2(x)|2 ≤ sup
|x |=1

∞∑
n=k+2

|Tn⋆G(x)|2+

k+1∑
n=k−2

∥Tn⋆G2∥
2
∞
≲ϵ. □

Proposition 3.3. The Sledd space SL is nonseparable.
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Sketch of the proof. We sketch the construction of an uncountable family of analytic functions in SL
whose pairwise distances in ∥ · ∥S(T ) are uniformly bounded below. Put

G j (z) =
1

2 j + 1
z2 j+1

K2 j (ze(1/j)), j ≥ 1.

Notice that Ĝ j is supported in [2 j , 2 j+2
] and that G j has the following properties:

(1) |G j (e(−1/j))| = 1.

(2) |G j (e(θ))| ≤ 1 for all θ .

(3) |G j (e(−1/j + θ))| ≲ 2− j when c2− j/2
≤ |θ | ≤ π .

For any A ⊂ 5N let HA =
∑

n∈A Gn . By the above properties all these functions belong to SL and are
uniformly separated from each other. □

Remark 3.4. The construction above gives an example of functions in SL which are not continuous on
the boundary of the disk.

GAFs and the Sledd space. We shall be interested in applying Sledd’s condition to GAFs, for which
purpose it is possible to make some simplifications. For any n ≥ 0, let Rn be the kernel defined by

R̂n(K ) =

{
1 if K ∈ [2n, 2n+1),

0 otherwise.

In short, for a GAF, (and more generally any random series with symmetric independent coefficients) we
may replace the trapezoidal kernel Tn by Rn; specifically:

Theorem 3.5. Suppose G is an H 2-GAF. Then the following are equivalent:

(i) limk→∞ sup|x |=1
∑

∞

n=k |Tn ⋆ G(x)|2 = 0 a.s.

(ii) limk→∞ E
[
sup|x |=1

∑
∞

n=k |Tn ⋆ G(x)|2
]
= 0.

(iii) limk→∞ E
[
sup|x |=1

∑
∞

n=k |Rn ⋆ G(x)|2
]
= 0.

(iv) limk→∞ sup|x |=1
∑

∞

n=k |Rn ⋆ G(x)|2 = 0 a.s.

Proof of Theorem 3.5. We begin with the equivalence of (ii) and (iii), and the implication that (iii)
implies (ii). For any n ≥ 0 and any j ∈ {1, 2, 3, 4} define Rn, j = Tn ⋆ Rn+ j−1. Then Tn =

∑4
j=1 Rn, j .

Using convexity, we can bound

sup
|x |=1

∞∑
n=k

|Tn ⋆ G(x)|2 ≲
4∑

j=1

sup
|x |=1

∞∑
n=k

|Rn, j ⋆ G(x)|2.

Since R̂n, j is supported in [2n, 2n+1) and has ∥R̂n, j∥∞ ≤ 1, the contraction principle implies that, for any
0 ≤ k ≤ m < ∞,

E sup
|x |=1

m∑
n=k

|Rn, j ⋆ G(x)|2 ≤ E sup
|x |=1

m∑
n=k

|Rn ⋆ G(x)|2 ≤ E sup
|x |=1

∞∑
n=k

|Rn ⋆ G(x)|2.
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Sending m → ∞ and using monotone convergence implies that

E sup
|x |=1

∞∑
n=k

|Rn, j ⋆ G(x)|2 ≤ E sup
|x |=1

∞∑
n=k

|Rn ⋆ G(x)|2,

from which the desired convergence follows.
Conversely, to see that (ii) implies (iii), we begin by bounding

sup
|x |=1

∞∑
n=k

|Rn ⋆ G(x)|2 ≤

4∑
j=1

sup
|x |=1

∞∑
n≥k

n∈4N+ j

|Rn ⋆ G(x)|2.

Then by the contraction principle and monotone convergence, for any j ∈ {1, 2, 3, 4},

E sup
|x |=1

∞∑
n≥k

n∈4N+ j

|Rn ⋆ G(x)|2 ≤ E sup
|x |=1

∞∑
n≥k

n∈4N+ j

|Tn ⋆ G(x)|2 ≤ E sup
|x |=1

∞∑
n≥k

|Tn ⋆ G(x)|2,

which completes the proof of the desired implication.
We turn to showing the equivalence of (i) and (ii). From Markov’s inequality, (ii) implies that

sup
|x |=1

∞∑
n=k

|Tn ⋆ G(x)|2
P

k→∞
−−−→ 0.

As the sequence sup|x |=1
∑

∞

n=k |Tn ⋆ G(x)|2 is monotone and therefore always converges, it follows that
it converges almost surely to 0.

Define for each k ∈ N the seminorms

∥ · ∥S(R),k : H 1
→ [0, ∞], where ∥ f ∥

2
S(R),k := sup

|x |=1

∞∑
n=k

|Rn ⋆ f (x)|2,

∥ · ∥S(T ),k : H 1
→ [0, ∞], where ∥ f ∥

2
S(T ),k := sup

|x |=1

∞∑
n=k

|Tn ⋆ f (x)|2.

In preparation to use Proposition 2.4, we make the following claim.

Claim 3.6. The seminorms {∥ · ∥S(R),k, ∥ · ∥S(T ),k} are approximable.

We shall return to the proof of this claim after completing the proof of Theorem 3.5. We now show the
equivalence of (iii) and (iv). The proof of the equivalence of (i) and (ii) is the same. From (iii) it follows
from Markov’s inequality that

sup
|x |=1

∞∑
n=k

|Rn ⋆ G(x)|2
P

k→∞
−−−→ 0.

By monotonicity sup|x |=1
∑

∞

n=k |Rn ⋆ G(x)|2 converges almost surely, and so it converges almost surely
to 0. From (iv) and by Claim 3.6, there exists a k0 such that

E sup
|x |=1

∞∑
n=k0

|Rn ⋆ G(x)|2 < ∞.
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As a consequence, it is possible to take k0 = 0. By dominated convergence,

lim
k→∞

E

[
sup
|x |=1

∞∑
n=k

|Rn ⋆ G(x)|2
]

= 0. □

Proof of Claim 3.6. Let pm be the polynomial of degree 2m+1
− 1 whose nonzero coefficients are all 1.

Then, for any m > k,

∥pm ⋆ f ∥
2
S(R),k = sup

|x |=1

m∑
n=k

|Rn ⋆ f (x)|2 m→∞
−−−→ ∥ f ∥

2
S(R),k .

Let qm(z) be the sum of the analytic part of
∑m

k=0 Tk(z). Then, for analytic f in the disk,

qm ⋆ f =

m∑
k=0

Tk ⋆ f.

Moreover, using (15) the sum
∑m

k=0 Tk can be represented by a sum of a finite number of Fejér kernels with
cardinality bounded independent of m. Therefore there is an absolute constant C > 0 such that, for all m,

∥qm ⋆ f ∥∞ ≤

∥∥∥∥ m∑
k=0

Tk

∥∥∥∥
1
∥ f ∥∞ ≤ C∥ f ∥∞. (19)

Using that q̂m( j) = 1, for 0 ≤ j ≤ 2m
− 1,

∥qm ⋆ f ∥
2
S(T ),k ≥ sup

|x |=1

m−2∑
n=k

|Tn ⋆ f (x)|2 m→∞
−−−→ ∥ f ∥

2
S(T ),k,

and so if supm∥qm ⋆ f ∥
2
S(T ),k < ∞, this means ∥ f ∥

2
S(T ),k < ∞ also. Conversely, if ∥ f ∥

2
S(T ),k < ∞, then

supn≥k ∥Tn ⋆ f ∥∞ < ∞, and hence, with the same C as in (19),

max
m−1≤n≤m+2

∥qm ⋆ Tn ⋆ f ∥∞ ≤ C∥ f ∥S(T ),k .

So

∥qm ⋆ f ∥
2
S(T ),k ≤ sup

|x |=1

m−2∑
n=k

|Tn ⋆ f (x)|2 +

m+2∑
n=m−1

∥qm ⋆ Tn ⋆ f ∥
2
∞

≤ (1 + 4C2)∥ f ∥
2
S(T ),k < ∞. □

Remark 3.7. In reviewing the proof of Theorem 3.5, one also sees that under the same assumptions the
following are equivalent:

(i) sup|x |=1
∑

∞

n=0|Tn ⋆ G(x)|2 < ∞ a.s.

(ii) E
[
sup|x |=1

∑
∞

n=0|Tn ⋆ G(x)|2
]
< ∞.

(iii) E
[
sup|x |=1

∑
∞

n=0|Rn ⋆ G(x)|2
]
< ∞.

(iv) sup|x |=1
∑

∞

n=0|Rn ⋆ G(x)|2 < ∞ a.s.

Moreover, the proof gives that there is an absolute constant C > 0 such that

1
C

E∥G∥
2
S(R) ≤ E∥G∥

2
S(T ) ≤ C E∥G∥

2
S(R).
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Finally, we show that for a GAF, finiteness of ∥G∥S(R) in fact implies G ∈ VMOA.

Theorem 3.8. If G is an H 2-GAF for which

∥G∥
2
S(R) = sup

|x |=1

∞∑
n=0

|Rn ⋆ G(x)|2 < ∞ a.s.,

then

lim
k→∞

sup
|x |=1

∞∑
n=k

|Rn ⋆ G(x)|2 = 0 a.s.

Furthermore, ∥G∥S(R) < ∞ implies G is in VMOA.

We will need the following result [Kahane 1985, Chapter 5, Proposition 12].

Proposition 3.9. Let u1, u2, . . . be a sequence of continuous functions on the unit circle such that
lim supk→∞ ∥uk∥∞ > 0, and let θ1, θ2, . . . be a sequence of independent random variables uniformly
distributed on [0, 1]. Then almost surely there exists a t ∈ R/Z such that lim supk→∞ |uk(e(t − θk))| > 0.

Proof of Theorem 3.8. Let vn := |Rn ⋆ G|
2 for all n ≥ 1. Suppose to the contrary that

V := lim
k→∞

sup
|x |=1

∞∑
n=k

vn(x)

is not almost surely 0. Then as V is tail-measurable, there is a δ ∈ (0, 1) so that V >δ a.s. By monotonicity,
it follows that, for all k,

sup
|x |=1

∞∑
n=k

vn(x) > δ a.s.

Furthermore, deterministically,

lim
m→∞

sup
|x |=1

m∑
n=k

vn(x) = sup
|x |=1

∞∑
n=k

vn(x).

By continuity of measure,

lim
m→∞

P

(
sup
|x |=1

m∑
n=k

vn(x) > δ

)
= P

(
lim

m→∞
sup
|x |=1

m∑
n=k

vn(x) > δ

)
= 1.

Thus there is a sequence m1 < m′

1 < m2 < m′

2 < · · · such that if uk :=
∑m′

k
n=mk vn, then

P(∥uk∥∞ > δ) > δ.

By Borel–Cantelli,
P

(
lim sup

k→∞

∥uk∥∞ > δ
)
= 1.

Let θk be i.i.d. uniform variables on [0, 1] which are also independent of G. Therefore by conditioning
on G and using Proposition 3.9 there is almost surely a t ∈ R/Z such that

lim sup
k→∞

vk(e(t − θk)) > 0.
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Because {vn(xe(θk))} has the same distribution as {vn(x)}, it follows there is almost surely a s ∈ R/Z

such that
lim sup

k→∞

vk(e(s)) > 0.

Therefore ∥G∥
2
S(R) ≥ V = ∞ a.s., which concludes the first part of the proof.

Using Theorem 3.2, Theorem 3.5 and Remark 3.7, the second conclusion follows. □

4. Sufficient condition for a GAF to be Sledd

In this section we will give a sufficient condition on the coefficients of the GAF to be in SL . Recall that a
standard complex Gaussian random variable is one with density on C given by 1

π
e−|z|2. A vector (H1, H2)

is a centered complex Gaussian vector if it has the same distribution as a linear image of the i.i.d. standard
complex Gaussian random variables (ξ j : j ∈ N), or equivalently if it is the linear image of some pair
of independent standard complex Gaussian random variables (Z1, Z2). We begin with the following
preliminary calculation.

Lemma 4.1. Let (H1, H2) be a centered complex Gaussian vector with E|H1|
2

= E|H2|
2

= 1 and
|E[H1 H 2]| = ρ ∈ [0, 1]. Then for all |λ| < (1 − ρ2)−1/2,

Eeλ(|H1|
2
−|H2|

2)
=

1
1 − λ2(1 − ρ2)

.

Proof. We may assume without loss of generality that E[H1 H 2] = ρ ≥ 0. Hence, we may write(
H1

H2

)
= A

(
Z1

Z2

)
:=

(
1 0
ρ

√
1 − ρ2

) (
Z1

Z2

)
,

where Z = (Z1, Z2) are independent standard complex normals, considered as a column vector. Therefore,

|H1|
2
− |H2|

2
= Z∗ A∗

(
1 0
0 −1

)
AZ .

It follows that
Eeλ(|H1|

2
−|H2|

2)
=

1
det

(
Id −λA∗

( 1 0
0 −1

)
A
) =

1
1 − λ2(1 − ρ2)

. □

We shall apply this equality to the complex Gaussian process Qn(θ) := Rn ⋆ G(e(θ)). Then

σ 2
n = E|Qn|

2 and define ρn := ρn(θ1 − θ2) := σ−2
n |E[Qn(θ1) Qn(θ2)]| ∈ [0, 1].

In the case that σ 2
n = 0, we may take any value in [0, 1] for ρn . From Lemma 4.1, we have, for any

|λ|
2 < (1 − ρ2

n)−1σ−4
n ,

E exp(λ(|Qn(θ1)|
2
− |Qn(θ2)|

2)) =
1

1 − λ2(1 − ρ2
n)σ 4

n
. (20)

While we would like to use σ 4
n (1 − ρ2

n(θ1 − θ2)) as a distance, it does not obviously satisfy the triangle
inequality, for which reason we introduce

1n(θ) := E
∣∣|Qn(θ)|2 − |Qn(0)|2

∣∣, (21)
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which defines a pseudometric on R/Z through 1n(θ1, θ2) := 1n(θ1 − θ2). While 1n may not obviously
control the tails of |Qn(θ)|2, we observe the following lemma.

Lemma 4.2. There is a numerical constant C > 1 such that, for all choices of {ak} and any n ≥ 0 and
all θ ∈ [0, 1],

1
C

σ 2
n

√
1 − ρ2

n(θ) ≤ 1n(θ) ≤ Cσ 2
n

√
1 − ρ2

n(θ).

Proof. From (20), it follows that

E(|Qn(θ)|2 − |Qn(0)|2)2
= 2σ 4

n (1 − ρ2
n),

E(|Qn(θ)|2 − |Qn(0)|2)4
= 24σ 8

n (1 − ρ2
n)2.

Hence by Cauchy–Schwarz,

12
n(θ) ≤ 2σ 4

n (1 − ρ2
n).

On the other hand, by the Paley–Zygmund inequality,

(|Qn(θ)|2 − |Qn(0)|2)2
≥ σ 4

n (1 − ρ2
n)

with probability at least 1
4 ·

2
24 which gives a lower bound for 1n of the same order. □

We now define two pseudometrics on [0, 1] in terms of {1n}:

d∞(θ1, θ2) := d∞(θ1 − θ2) := sup
n≥0

1n(θ1 − θ2),

d2
2 (θ1, θ2) := d2

2 (θ1 − θ2) :=

∑
n≥0

12
n(θ1 − θ2).

(22)

Using Lemma 4.1, we can also now give a tail bound for differences of

F(θ) :=

∞∑
n=0

|Qn(θ)|2. (23)

Lemma 4.3. Let θ1, θ2 ∈ [0, 1]. There is a numerical constant C > 1 such that, for all t ≥ 0,

P[F(θ1) − F(θ2) ≥ t] ≤ exp
(
−C min

{
t

d∞(θ1 − θ2)
,

t2

d2
2 (θ1 − θ2)

})
.

Proof. The desired tail bound follows from estimating the Laplace transform of F(θ1)−F(θ2). Specifically
we use the following estimate.

Lemma 4.4. Suppose that there are λ0, σ > 0 and X a real-valued random variable for which

EeλX
≤ eλ2σ 2/2 for λ2

≤ λ2
0.

Then, for all t ≥ 0,

P[X ≥ t] ≤ exp
(
− min

{
λ0t
2

,
t2

2σ 2

})
.
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Proof. Applying Markov’s inequality, for any t ≥ 0 and 0 < λ ≤ λ0,

P[X ≥ t] ≤ exp(−λt + λ2σ 2/2).

Taking λ = t/σ 2, if possible, gives one of the bounds. Otherwise, for λ0 ≤ t/σ 2, taking λ = λ0 gives the
other bound. □

We return to estimating the Laplace transform of F(θ1) − F(θ2). Recalling (20), for any

|λ|
2 < λ2

⋆ := inf
n∈N

(1 − ρ2
n)−1σ−4

n ≤
C2

d∞(θ1 − θ2)2 ,

where C is the numerical constant from Lemma 4.2, we have

E exp(λ(F(θ1) − F(θ2))) =

∞∏
n=1

1
1 − λ2(1 − ρ2

n)σ 4
n
. (24)

Therefore, for all |λ|
2 < λ2

⋆/2,

E exp(λ(F(θ1) − F(θ2))) ≤

∞∏
n=1

1
1 − λ2(1 − ρ2

n)σ 4
n

≤ exp
(

2λ2
∞∑

n=1

(1 − ρ2
n)σ 4

n

)
, (25)

using (1 − x)−1
≤ e2x for 0 ≤ x ≤

1
2 . The desired conclusion now follows from Lemmas 4.2 and 4.4. □

We now recall the technique of Talagrand for controlling the supremum of processes. We let T = [0, 1].
Define, for any metric d on T and any α ≥ 1,

γα(d) = inf sup
t∈T

∑
k≥0

d(t, Ck)2k/α, (26)

where the infimum is taken over all choices of finite subsets (Ck)k≥0 of T with cardinality |Ck | = 22k

for k ≥ 1 and |C0| = 1.

Theorem 4.5 (see [Talagrand 2001, Theorem 1.3]). Let d∞ and d2 be two pseudometrics on T and
let (X t)t∈T be a process so that

P[|Xs − X t | ≥ u] ≤ 2 exp
(
− min

{
u

d∞(s, t)
,

u2

d2
2 (s, t)

})
.

Then there is a universal constant C > 0 such that

E sup
s,t∈T

|Xs − X t | ≤ C(γ1(d∞) + γ2(d2)).

Hence, as an immediate corollary of this theorem and of Lemma 4.3, we have:

Corollary 4.6. There is a numerical constant C > 0 such that

E sup
θ

F(θ) ≤ C(γ1(d∞) + γ2(d2)) +

√∑
a2

n .

Finally, we give some estimates on the quantities γ1 and γ2 for the metrics we consider. We begin with
an elementary observation that shows 1n(θ) must decay for sufficiently small angles (when |θ | ≤ 2−n).
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Lemma 4.7. There is a numerical constant C > 1 such that, for all θ ∈ [−1, 1],

1 − ρ2
n(θ) ≤ C22n

|θ |
2 and 1n(θ) ≤ Cσ 2

n 2n
|θ |.

Proof. We begin by observing that ρn can always be bounded by

ρn ≥ σ−2
n

2n+1
−1∑

k=2n

|ak |
2 cos(2πk(θ)) ≥ 1 − 2π222n+2θ2.

The proof now follows from Lemma 4.2. □

We now show that E∥G∥
2
S(R) has the desired control. For any k ≥ 0, let

τ 2
k = sup

n≥k
σ 2

n .

Lemma 4.8. There is an absolute constant C > 0 such that

E∥G∥
2
S(R) ≤ C

∑
τ 2

k .

This lemma proves Theorem 1.3.

Proof. From Corollary 4.6,
E∥G∥

2
S(R) ≲ γ1(d∞) + γ2(d2) +

∑
τ 2

k .

We will choose Ck to be the dyadic net {ℓ2−2k
: 1 ≤ ℓ ≤ 22k

}. Then using Lemma 4.7 it follows that for
any t ∈ [0, 1],

d∞(t, Ck) = d∞(2−2k
) ≲ sup

n≥0
{1n(2−2k

)σ 2
n } ≲ sup

n≥0
{2−(n−2k)−σ 2

n },

d2
2 (t, Ck) = d2

2 (2−2k
) ≲

∞∑
n=0

12
n(2

−2k
)σ 4

n ≲
∞∑

n=0

{2−2(n−2k)−σ 4
n }.

(27)

In the previous equations, x− := − min{x, 0}.
This leads to the following estimates on γ1 and γ2:

γ1(d1) ≤

∞∑
k=0

{
sup
n≥0

{2−(n−2k)−σ 2
n }

}
· 2k, (28)

γ2(d2) ≤

∞∑
k=0

√{∑
n≥0

2−2(n−2k)−σ 4
n

}
· 2k/2. (29)

We show that

γ1(d1) + γ2(d2) ≲
∞∑

k=0

τ 2
k . (30)

To control γ1(d1), we begin by applying Cauchy condensation:

γ1(d1) ≲
∞∑

k=0

{
sup
n≥0

{2−(n−k)−σ 2
n }

}
. (31)
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We then estimate

sup
n≥0

{2−(n−k)−σ 2
n } ≤

k∑
n=0

2n−kσ 2
n + τ 2

k .

Applying this bound and changing the order of summation for the first, it follows that γ1(d1) ≲
∑

k τ 2
k .

To control γ2(d2), we again begin by applying Cauchy condensation which results in

γ2(d2) ≤

∞∑
k=0

√{∑
n≥0

2−2(n−k)−σ 4
n

}
·

1
k
. (32)

We then split the sum to get

γ2(d2) ≤

∞∑
k=0

√{ ∑
0≤n≤k

22(n−k)τ 4
n

}
·

1
k

+

∞∑
k=0

√{∑
n≥k

τ 4
n

}
·

1
k
. (33)

To the first term we apply the subadditivity of
√

· , which produces

∞∑
k=0

√{ ∑
0≤n≤k

22(n−k)τ 4
n

}
·

1
k
≲

∞∑
k=0

1
√

k
·

{ ∑
0≤n≤k

2n−kτ 2
n

}
≲

∞∑
n=0

1
√

n
· τ 2

n ,

where the second sum follows from changing the order of summation. To the second term in (33) we
again apply Cauchy condensation:

∞∑
k=0

√∑
n≥k

τ 4
n ·

1
k
≲

∞∑
k=0

√{∑
j≥k

τ 4
2 j · 2 j

}
· 2k/2 ≲

∞∑
k=0

{∑
j≥k

τ 2
2 j · 2 j/2

}
· 2k/2 ≲

∞∑
j=0

τ 2
2 j · 2 j,

where the penultimate inequality follows from subadditivity of
√

· and the final inequality follows by
changing the order of summation. From another application of Cauchy condensation, (30) follows. □

We remark that sequences for which
∑

∞

k=0 τ 2
k = ∞ but which are square summable necessarily have

some amount of lacunary behavior.

Lemma 4.9. Suppose
∑

∞

k=0 τ 2
k = ∞ but

∑
∞

n=0 σ 2
n < ∞. Then for any C > 1 there is a sequence { jk}

tending to infinity with jk+1/jk > C for all k such that

∞∑
k=1

σ 2
jk · jk = ∞.

Proof. Using Cauchy condensation, we have that, for any m ∈ N with m > 1,

∞∑
j=1

τ 2
m j · m j

= ∞ =

∞∑
k=0

τ 2
k .

Let { j∗

k } be the subsequence of {m j
} at which τm j >τm j+1. Picking jk as an ℓ in [ j∗

k , mj∗

k ) that maximizes σ 2
ℓ

produces the desired result, after possibly passing to the subsequence { j2k} or { j2k+1}. □
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5. Exceptional GAFs

In this section, we construct GAFs with exceptional properties. In particular, we show the strict inclusions
in (7).

5A. H2–Bloch GAFs are not always BMO GAFs. Both lacunary and regularly varying H 2-GAFs are
VMOA. Sledd [1981, Theorem 3.5] constructs an example of an H 2 random series that is not Bloch, and
so is not BMOA. This leaves open the possibility that once an H 2-GAF is Bloch, it additionally is BMO.
We give an example that shows there are H 2-GAFs that are Bloch but not BMO.

Recall (3), that for an interval I ⊆ R/Z, any p ≥ 1, and any Lp(T) function f ,

M p
I ( f ) := /

∫
I

∣∣∣∣ f (e(θ)) − /
∫

I
f
∣∣∣∣p

dθ, where /
∫

I
f (e(θ)) dθ :=

1
|I |

∫
I

f (e(θ)) dθ.

Lemma 5.1. For every R > 0, there exists n0 = n0(R) such that for any n > n0 there is a polynomial
f (z) :=

∑m
k=n akξkzk with the following properties:

(i)
∑

k a2
k = 1.

(ii) E∥ f ∥∗ ≥ R.

(iii) E∥ f ∥B ≤ C, where C > 0 is an absolute constant.

We can then use this lemma to construct the desired GAF.

Theorem 5.2. There exists an H 2, Bloch, non-BMOA GAF.

Proof. Let {βi } and {Ri } be two positive sequences with {βi } ∈ ℓ1 and βi Ri → ∞. Let fi be a sequence
of independent random Gaussian polynomials given by Lemma 5.1 having

E∥ fi∥∗ ≥ Ri and E∥ fi∥B ≤ C.

The function f =
∑

i βi fi satisfies, for all θ ∈ R/Z,

E| f (e(θ))|2 =

∞∑
i=1

β2
i < ∞,

and so f is in L2. The Bloch norm satisfies

E∥ f ∥B ≤

∞∑
i=1

Eβi∥ fi∥B < ∞.

Finally, by the contraction principle (Proposition 2.1),

E∥ f ∥∗ ≥ βi E∥ fi∥∗ ≥ βi Ri → ∞,

as i → ∞. Therefore ∥ f ∥∗ = ∞ a.s. by Corollary 2.8. □

Remark 5.3. It is possible to choose the polynomial { fi } to have disjoint Fourier support, although it is
not necessary for the proof, as we have picked them to be independent.
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Proof of Lemma 5.1.

Construction of f . Let r ∈ N be some parameter to be fixed later (sufficiently large). Let

{λi, j : i, j ∈ {1, 2, . . . , r}} ∪ {1}

be real numbers that are linearly independent over the rationals and that satisfy

λi, j ∈ [2i , 2i
+ 4−r

]. (34)

By Kronecker’s theorem, for every ω ∈
{
0, 1

2

}r×r there is an m = m(ω) such that

|{mλi, j } −ωi, j | ≤ 4−r for all i, j = 1, . . . , r, (35)

where as usual {x} = x − ⌊x⌋ is the fractional value.
Let n0 = 4r (maxω m(ω) + 1), and let n > n0 be arbitrary. Define

ak =

{ 1
r if k = ⌊nλi, j⌋ for some i, j = 1, . . . , r,
0 otherwise.

For brevity, write ζi, j = ξ⌊nλi, j ⌋ for any i, j = 1, . . . , r . Note that the ζi, j are independent and we can
write

f (z) =
1
r

r∑
i, j=1

ζi, j z⌊nλi, j ⌋. (36)

Lower bound for E∥ f ∥∗. Define a random variable ω ∈
{
0, 1

2

}r×r by

ωi, j =

{
0 if Reζi, j ≥ 0,
1
2 if Reζi, j < 0.

Let I be the interval of length 1/n centered around m(ω)/n.
We will show that E M2

I ( f ) is large. To do so, we give an effective approximation for Re f on I .
Define

g(θ) :=

r∑
i=1

4i cos(2π · 2i nθ) where 4i :=
1
r

r∑
j=1

|Reζi, j |.

Notice that g is 1/n-periodic and therefore

M2
I (g) = /

∫
I
|g(θ)|2 dθ =

1
2

r∑
i=1

42
i .

Hence Em2
I (g) ≥ Cr for some absolute constant C > 0, and so it remains to approximate f by g.

Claim 5.4. There is a sine trigonometric polynomial h such that with

E = E(θ) := Re f
(

e
(m(ω)

n
+ θ

))
− g(θ) − h(nθ)

and, for |θ | ≤ 1/n,
|E(θ)| ≤ 3 · 4−r

∑
i, j

|ζi, j |.
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Proof. By (35),

d
(m(ω)

n
⌊nλi, j⌋ −ωi, j , Z

)
≤ 4−r

+
m(ω)

n
≤ 2 · 4−r.

By (34), ⌊nλi, j⌋ ∈ [n2i , n2i
+ n4−r

], and so for |θ | ≤ 1/n,

|θ⌊nλi, j⌋ − θn2i
| ≤ 4−r.

Combining these two estimates, for |θ | ≤ 1/n and for all i, j = 1, 2, . . . , r ,∣∣∣Re
(
ζi, j e

((m(ω)

n
+ θ

)
⌊nλi, j⌋

))
− Re(ζi, j e(ωi, j + 2i nθ))

∣∣∣ ≤ 3 · 4−r
|ζi, j |.

Using that e
(
θ +

1
2

)
= −e(θ), the claim follows by applying the previous estimate term by term to (36). □

We now bound the oscillation M2
I ( f ) as follows. Using /

∫
I g = /

∫
I h = 0 and the orthogonality of g

and h on I , [
/
∫

I

∣∣∣∣ f (e(θ))− /
∫

I
f
∣∣∣∣2

dθ

]1/2

≥

[
/
∫

I

∣∣∣∣Re f (e(θ))− /
∫

I
Re f

∣∣∣∣2

dθ

]1/2

≥

[
/
∫

I
|g(θ)+h(θ)|2 dθ

]1/2

−

[
/
∫

I
|E(θ)|2 dθ

]1/2

≥

[
/
∫

I
|g(θ)|2 dθ

]1/2

−3·4−r
∑
i, j

|ζi, j |

≥

[
1
2

r∑
i=1

42
i

]1/2

−3·4−r
∑
i, j

|ζi, j |

Using [Girela 2001, Proposition 4.1], there is a constant C2 ≥ 1 such that

E∥ f ∥∗ ≥
1

C2
E

([
/
∫

I

∣∣∣∣ f (e(θ)) − /
∫

I
f
∣∣∣∣2

dθ

]1/2)
≥

√
r

C
− C · 4−rr2

for some sufficiently large absolute constant C > 0.

Upper bound for E∥ f ∥B. We begin by computing

f ′(z) =
1
r

∑
i, j

ζi, j⌊nλi, j⌋z⌊nλi, j ⌋−1,

with the sum over all i, j in {1, 2, . . . , r}. Let 2i =
1
r

∑
j |ζi, j |. Then, for t = |z| < 1,

(1 − |z|)| f ′(z)| ≤
1−t

r

∑
i, j

|ζi, j |n2i+1tn2i
−1

≤
(
max

i
2i

)
(1 − t)

∑
i

n2i+1tn2i
−1

≤ 2
(
max

i
2i

)
(1 − t)

∞∑
i=1

t i−1
≤ 2

(
max

i
2i

)
.
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Using the Pythagorean property of subgaussian norms [Vershynin 2018, Proposition 2.6.1], the random
variables 2i have subgaussian norm C/

√
i , and hence using standard estimates,

sup
r∈N

[
E max

i=1,2,...,r
2i

]
< ∞.

This concludes the proof of Lemma 5.1. □

5B. BMO GAFs are not always VMO GAFs. We answer a question of [Sledd 1981], showing that there
are GAFs which are in BMOA but not in VMOA. We begin by defining a new seminorm on BMOA

∥ f ∥∗,n := sup
I :2−n≤|I |≤2−(n−1)

M1
I ( f ),

where the supremum is over intervals I ⊂ R/Z.

Lemma 5.5. There is a constant c > 0 and an m ∈ N such that, for all integers n ≥ m and for all
polynomials p with coefficients supported in [2n, 2n+1

],

∥p∥∗ ≥ ∥p∥∗,n−m ≥ c∥p∥∞ ≥ c∥p∥∗.

Proof. The first inequality is trivial. The last inequality is [Girela 2001, Proposition 2.1]. Thus it only
remains to prove the second inequality. Recall Tn , the dyadic trapezoidal kernel from (15), which satisfies
for all n ∈ N that

T̂n( j) = 1 for j ∈ [2n, 2n+1
], T̂n(0) = 0, and ∥Tn∥∞ ≤ 10 · 2n

(see (14) and (15) — this follows by bounding ∥Kn∥∞ = n + 1 and using the positivity of K ). From
the condition on the support of the coefficients, p ⋆ Tn = p. As the constant coefficient of Tn vanishes,
1 ⋆ Tn = 0, and therefore we have the identity that for any I ⊆ R/Z and any φ ∈ R/Z,

p(e(φ)) =

((
p − /

∫
I

p
)

⋆ Tn

)
(e(φ))

=

∫ 1

0

(
p(e(θ)) − /

∫
I

p
)

Tn(e(φ − θ)) dθ.

(37)

Fix m ∈ N. Let I be the interval around φ of length 2 · 2m−n. Then, for n ≥ m + 1,

|p(e(φ))| ≤

∫
I∪I c

∣∣∣p(e(θ)) − /
∫

I
p
∣∣∣|Tn(e(φ − θ))| dθ

≤ ∥Tn∥∞

∫
I

∣∣∣p(e(θ)) − /
∫

I
p
∣∣∣ dθ + 2∥p∥∞

∫
I c

|Tn(e(φ − θ))| dθ. (38)

The first summand we control as follows (using the length of |I | and ∥Tn∥∞ ≤ 10 · 2n):

∥Tn∥∞

∫
I

∣∣∣p(e(θ)) − /
∫

I
p
∣∣∣ dθ ≤ 20 · 2m /

∫
I

∣∣∣p(e(θ)) − /
∫

I
p
∣∣∣ dθ

≤ 20 · 2m
∥p∥∗,n−m−1. (39)
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For the second summand, using (16),

2∥p∥∞

∫
I c

|Tn(e(φ − θ))| dθ ≤ 4∥p∥∞

∫ 1/2

2m−n
|Tn(e(θ))| dθ

≤ 80 · 2−n
∥p∥∞

∫ 1/2

2m−n
|1 − e(θ)|−2 dθ

≤ 20 · 2−n
∥p∥∞

∫
∞

2m−n
θ−2 dθ

≤ 20 · 2−m
∥p∥∞. (40)

Applying (39) and (40) to (38),

∥p∥∞ ≤ 20 · 2m
∥p∥∗,n−m−1 + 20 · 2−m

∥p∥∞.

Taking m = 5, we conclude
∥p∥∞ ≤ 211

∥p∥∗,n−6. □

The previous lemma allows us to estimate ∥ · ∥∗ for polynomials supported on dyadic blocks efficiently
in terms of the supremum norm. Hence, we record the following simple observation.

Lemma 5.6. For any n ≥ 2, let fn be the Gaussian polynomial

fn(z) =
1

√

n log n

2n−1∑
k=n

ξkzk.

Then there is an absolute constant C > 0 such that

C−1 < E∥ fn∥∞ < C.

Further, for all t ≥ 0,
P[|∥ fn∥∞ − E∥ fn∥∞| > t] ≤ 2e−(log n)t2

.

Proof. Observe that the family { fn(e(k/n)) : 0 ≤ k < n} consists of i.i.d. complex Gaussian random
variables of variance 1/log n. Hence,

E∥ fn∥∞ ≥ E max
0≤k<n

| fn(e(k/n))| ≥ C

for some constant C > 0 (see [Vershynin 2018, Exercise 2.5.11]). Conversely, there is an absolute constant
such that for any polynomial p of degree 2n (e.g., see [Rakhmanov and Shekhtman 2006]),

∥p∥∞ ≤ C max
0≤k≤4n

|p(e(k/(4n)))|.

Hence using that each fn(e(k/(4n))) is complex Gaussian of variance 1/log n, we conclude that there is
another constant C > 0 so that

E∥ fn∥∞ ≤ C

(see [Vershynin 2018, Exercise 2.5.10]). The concentration is a direct consequence of Proposition 2.2. □
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Let {nk} be a monotonically increasing sequence of positive integers, to be chosen later. Let fk be
independent Gaussian polynomials as in Lemma 5.6 with n = 2nk. Let {ak} be a nonnegative sequence.
Define g =

∑
∞

k=1 ak fk . Under the condition that
∑

∞

k=1 a2
k /nk < ∞, we have that g is an H 2-GAF.

Lemma 5.7. Let n1 = 1 and define nk+1 = 3nk for all k ≥ 0. If the sequence {ak} is bounded, then g is in
BMOA almost surely. Furthermore, if limk→∞ ak = 0, then g is in VMOA almost surely.

Proof. Without loss of generality we may assume all ak ≤ 1. Observe that

∥g∥∗ = sup
ℓ∈N

∥g∥∗,ℓ.

Therefore, if supℓ∈N ∥g∥∗,ℓ < ∞ a.s., then g is in BMOA. If, furthermore, limℓ→∞ ∥g∥∗,ℓ = 0 a.s., then g
is in VMOA almost surely.

Put g j = a j f j for all j ∈ N. Fix ℓ ∈ N and let k be such that nk−1 − m ≤ ℓ ≤ nk − m, where m is the
constant from Lemma 5.5, and take the decomposition g = g<k−1 + gk−1 + gk + g>k . Then

∥g>k∥∗,ℓ ≤ 2ℓ/2
∥g>k∥2 ≤ 2nk/2

∥g>k∥2,

which follows from Cauchy–Schwarz applied to M1
I (g>k) for an interval |I | ≥ 2−ℓ. On the other hand,

∥g<k∥∗,ℓ ≤ 2−ℓ+1
∥g′

<k∥∞ ≤ 2−ℓ+12nk−2+1
∥g<k∥∞ ≤ 2−nk−1+nk−2+m+2

∥g<k∥∞,

where the penultimate inequality is Bernstein’s inequality for polynomials. We conclude that

∥g∥∗,ℓ ≤ 2−nk−1+nk−2+m+2
∥g<k∥∞ + 2∥gk∥∞ + 2∥gk−1∥∞ + 2nk/2

∥g>k∥2.

Using Lemma 5.6 and Borel–Cantelli,

D := sup
k

∥ fk∥∞ < ∞ a.s.

In particular,
∥g<k∥∞ ≤ k D.

Meanwhile, the family {∥ f j∥
2
2 · 2 · 2n j log(2n j )} consists of independent χ2 random variables with 2n j +1

degrees of freedom, respectively. Hence,

R := sup
j

{∥g j∥2
√

n j } < ∞ a.s.

Therefore,

∥g>k∥
2
2 =

∑
j>k

∥g j∥
2
2 ≤ R2

∑
j>k

1
n j

≤
3R2

nk+1
.

Finally, we have

∥g∥∗,ℓ ≤ 2−nk−1+nk−2+m+2k D + 2(ak−1 + ak)D +
√

3 · 2nk/2 R
√

nk+1
.

By our choice of nk (recalling k = k(ℓ)), the last expression is uniformly bounded in ℓ almost surely. In
addition, if ak → 0, then

lim sup
ℓ→∞

∥g∥∗,ℓ ≤ lim sup
k→∞

2(ak−1 + ak)D = 0. □
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Remark 5.8. A more careful analysis of ∥ f>k∥∗,ℓ reveals that it suffices to have nk+1/nk > c > 1 for
some c to bound ∥ f>k∥∗,ℓ uniformly over all ℓ. We will not pursue this here.

We now turn to proving the existence of the desired GAF.

Theorem 5.9. There is a BMO GAF which is almost surely not a VMO GAF.

Proof. We let g be as in Lemma 5.7 with ak = 1 for all k. By making t sufficiently small and using the
contraction principle (Proposition 2.1), Lemma 5.5 and Lemma 5.6, for all k ∈ N,

2P(∥g∥∗,nk−m > t) ≥ P(∥ fk∥∗,nk−m > t) ≥ P(∥ fk∥∞ > ct) ≥
1
2 .

Therefore by the reverse Fatou lemma,

P
(
lim sup

k→∞

∥g∥∗,nk−m > t
)
≥ lim sup

k→∞

P(∥g∥∗,nk−m > t) ≥
1
4 .

This implies, by Proposition 2.9, that g is not in VMOA a.s. □

Finally, we show there is a VMO GAF which is not Sledd.

Lemma 5.10. There is an absolute constant c > 0 such that for all ϵ > 0 there is an n0(ϵ) sufficiently
large such that, for all n ≥ n0 and for all intervals I ⊂ R/Z with |I | = ϵ,

P
(
there exists J ⊂ I an interval with |J | = c/n such that min

x∈J
| fn(x)| > 1

4

)
≥

1
3 ,

where fn is as in Lemma 5.6.

Proof. We again use the observation that the family { fn(e(k/n)) : 0 ≤ k < n} consists of i.i.d. complex
Gaussian random variables of variance 1/log n. Let I be an interval as in the statement of the lemma.
Let I ′ be the middle third of that interval. Then for any n, there are at least nϵ/4 many k such that k/n
are in I ′. For any such k and any t ,

P[| fn(e(k/n))| > t] = e−(log n)t2
.

Hence, if we define n0 so that n3/4
0 ϵ = 4 log(3), then for all n ≥ n0,

P
[
for all k : k/n ∈ I ′, | fn(e(k/n))| ≤

1
2

]
≤ e−n3/4ϵ/4

≤
1
3 .

Using Bernstein’s inequality and Lemma 5.6, there is an absolute constant such that

∥ f ′

n∥∞ ≤ 2n∥ fn∥∞ ≤ Cn,

except with probability 1/n. Hence, if we let J be the interval of length c/n around a point in I ′ where
| fn(e(k/n))| > 1

2 , then minx∈J | fn(x)| ≥
1
4 except with probability 2

3 . □

Theorem 5.11. There exists a GAF that is almost surely in VMOA and which is almost surely not Sledd.

Proof. We let g be as in Lemma 5.7 with ak → 0 to be defined, so that g is almost surely in VMOA.
We define a nested sequence of random intervals {Jℓ}. Let J0 = R/Z. Define a subsequence nkℓ

inductively by letting nkℓ
be the smallest integer bigger than n0(c/nkℓ−1) for ℓ > 1 and n0(c) for ℓ = 1.

Let ankℓ
= 1/

√
ℓ, and let a j = 0 if j is not in {nkℓ

}.
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We say that an interval Jℓ succeeds if there is a subinterval J ′ of length c/nkℓ−1 such that minx∈J ′ | fkℓ
|> 1

4 .
If the interval Jℓ succeeds, we let Jℓ+1 = J ′, and otherwise we let Jℓ+1 be the interval of length c/nkℓ−1

that shares a left endpoint with Jℓ. The nested intervals J ℓ decrease to a point x , and

∥ f ∥
2
S(R) ≥

∞∑
ℓ=1

1
ℓ
| fkℓ

(x)|2 ≥

∞∑
ℓ=1

1
16ℓ

1{Jℓ succeeds}.

From Lemma 5.10, the family {1{Jℓ succeeds}} consists of independent Bernoulli random variables with
parameter at least 1

3 . Then by [Kahane 1985, Chapter 3, Theorem 6], this series is almost surely infinite. □
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1. Introduction

1A. Hamiltonian dynamics. Let M be a compact boundaryless Riemannian Gρ smooth manifold of
dimension n ≥ 2, and let P(x, ξ)∈ C∞(T ∗M) be a completely integrable Hamiltonian with P(x, ξ)→ ∞

as |ξ |→∞. Complete integrability is the assumption that there exist n functionally independent conserved
quantities of the Hamiltonian flow that are pairwise in involution.

The Liouville–Arnold theorem asserts that we can locally choose symplectomorphisms

χ : Tn
× D → T ∗M (1A.1)

such that the transformed Hamiltonian

H 0(θ, I )= (P ◦χ)(θ, I ) (1A.2)

is independent of θ . It follows that the Hamiltonian flow is quasiperiodic and constrained to n-dimensional
Lagrangian tori, given in local coordinates by

İ = 0, θ̇ = ∇ H(I ). (1A.3)

Under the Kolmogorov nondegeneracy condition det(∇2
I H) ̸= 0, we can locally index the invariant

Lagrangian tori 3ω by the frequency ω = ∇I H of their quasiperiodic motion.
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If we now consider a smooth one-parameter family of perturbed Hamiltonians given by H(θ, I ; t)
in action-angle coordinates with H(θ, I ; 0)= H 0(I ), a natural question is whether or not an invariant
tori 3ω with quasiperiodic motion of frequency ω still exists in the perturbed Hamiltonian dynamics.

This question was resolved positively by Kolmogorov [1954], Arnold [1983], and Moser [1966]. In
particular, they established that the Lagrangian invariant tori corresponding to all but an o(1)-symplectic-
measure subset of frequencies survive this perturbation as the size of the perturbation tends to zero.

In particular persisting tori are those with frequencies ω in a set �κ determined by the Diophantine
condition (3B.2), where τ > n − 1 is fixed and the choice of κ then dictates the measure of the union of
preserved tori.

Popov [2004b] used a local version of the KAM theorem to construct a Birkhoff normal form for Gevrey
class Hamiltonians H about 3. This normal form generalises the notion of “action-angle” variables of
a completely integrable Hamiltonian as discussed in [Arnold 1989]. As a consequence of the normal
form construction, Popov obtained an effective stability result for the Hamiltonian flow near the union
of remaining invariant tori. The natural setting for the estimates is that of Gevrey regularity. This work
generalises earlier work in [Popov 2000a; 2000b], where a Birkhoff normal form is constructed for
real-analytic Hamiltonians.

1B. Quantum ergodicity. We now consider the quantisation of a KAM Hamiltonian system given by a
family of self-adjoint and uniformly elliptic semiclassical pseudodifferential operators

Ph(t)=

m∑
j=0

Pj (x, h D; t)h j , (1B.1)

with real-valued full symbol in the Gevrey class Sℓ(T ∗M) from Definition B.5, analytic in the parameter t ,
where ℓ = (ρ, µ, ν), with ρ(τ + n)+ 1 > µ > ρ ′

= ρ(τ + 1)+ 1 and ν = ρ(τ + n + 1). Furthermore,
we assume Ph(t) acts on half-densities in C∞(M;�1/2) with principal symbol P0(x, ξ ; t) completely
integrable and nondegenerate at t = 0, and with vanishing subprincipal symbol. The operator Ph(t) then
has an orthonormal basis of eigenfunctions u j (t; h) and corresponding real eigenvalues E j (t; h)→ ∞

for each fixed t, h.
The Bohr correspondence principle asserts that aspects of the classical dynamics should be reflected in

the spectral theory of Ph(t) in the semiclassical limit h → 0. A rigorous manifestation of this correspon-
dence principle is the celebrated quantum ergodicity theorem, due to [Shnirelman 1974; Colin de Verdière
1985; Zelditch 1987], which asserts that billiards with ergodic geodesic flow have eigenfunctions satisfying
a quantum notion of equidistribution, made precise using the machinery of pseudodifferential operators.

We work with a semiclassical formulation of quantum ergodicity. Let dµE denote the measure on the
energy surface 6E = p−1(E) induced by the symplectic measure |dξ ∧ dx | on T ∗M by

|dµE ∧ d E | = |dξ ∧ dx |. (1B.2)

If a Hamiltonian p(x, ξ) ∈ C∞(T ∗M) generates an ergodic Hamiltonian flow on every energy surface 6E

with E ∈ [a, b] and dp|p−1([a,b]) ̸= 0, then for any semiclassical pseudodifferential operator A of
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semiclassical order 0, the quantum ergodicity theorem states that

hn
∑

E j (h)∈[a,b]

∣∣∣∣⟨Ahu j (h), u j (h)⟩ −
1

µE j (6E j )

∫
6Ej

σ(A) dµE j

∣∣∣∣2

→ 0. (1B.3)

The quantum ergodicity theorem is originally due to Shnirelman [1974], Zelditch [1987], and Colin
de Verdière [1985]. The semiclassical formulation of the quantum ergodicity theorem (1B.3) is a
straightforward consequence of the sharper formulation in [Helffer et al. 1987], or [Dyatlov and Guillarmou
2014], in which the statement is localised to O(h) energy bands. From (1B.3), a standard diagonal
argument introduced in [Colin de Verdière 1977] shows that

lim
h→0

∣∣∣∣⟨Ahu j (h), u j (h)⟩ −
1

µE j (6E j )

∫
6Ej

σ(A) dµE j

∣∣∣∣ = 0 (1B.4)

uniformly for a family 3(h)⊂ {E j (h) ∈ [a, b]} of full density, in the sense that

#3(h)
#{E j (h) ∈ [a, b]}

→ 1. (1B.5)

We say that a semiclassical pseudodifferential operator of the form (1B.1) is quantum ergodic if its
eigenfunctions satisfy (1B.3).

In the appendix to [Marklof and O’Keefe 2005], Zelditch raises the question of converse quantum
ergodicity: to what extent is it possible for nonergodic Hamiltonian systems such as those in the KAM
regime to have quantum ergodic quantisations? In the extreme situation of quantum complete integrability,
rigorous results on eigenfunction microlocalisation onto unions of Lagrangian tori have been established
in [Toth and Zelditch 2003], which clearly rules out quantum ergodicity. In the intermediate regimes
between complete integrability and ergodicity, fewer rigorous results on the question of converse quantum
ergodicity are known. In the appendix to [Marklof and O’Keefe 2005], Zelditch shows that the “pimpled
spheres”, which are S2 with a metric deformed polar cap, are not quantum ergodic, exploiting the
periodicity of the flow in a strong way. In [Gutkin 2009] it is shown that the “racetrack billiard” is
quantum ergodic but not ergodic, with phase space splitting into two disjoint invariant sets of equal
measure.

As KAM dynamics are far from ergodic dynamics in character, the Bohr correspondence principle
suggests that Ph(t) is typically not quantum ergodic, and that under generic conditions on the perturbation,
there could exist sequences of eigenfunctions for Ph(t) with semiclassical mass entirely supported on
individual invariant tori.

This localisation was proven for quasimodes in [Popov 2004a], where semiclassical Fourier inte-
gral operators were used to construct a quantum Birkhoff normal form for a class of semiclassical
pseudodifferential operators Ph(t). This quantum Birkhoff normal form is used to obtain a family of
quasimodes microlocalised near the union of KAM Lagrangian tori of a Hamiltonian associated to Ph . A
similar construction was previously made in [Colin de Verdière 1977], which establishes the existence of
quasimodes microlocalised near the Lagrangian tori of a completely integrable Hamiltonian on a compact
smooth manifold.
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As pointed out in [Zelditch 2004], however, the passage from quasimode microlocalisation statements
to microlocalisation statements for genuine eigenfunctions typically requires information on the spectral
concentration of the operator in question.

One way in which this information can be obtained is by considering the spectral flow of Ph(t) in an
analytic parameter t as in this paper. The Hadamard variational formula allows us to rule out spectral
concentration for full measure t , given suitable information on the expectation of the quantum observable

⟨∂tPh(t)u j (t; h), u j (t; h)⟩, (1B.6)

which can be obtained from conditions like (1B.4). One can then draw conclusions about eigenfunction
microlocalisation from those about quasimode microlocalisation.

In [Hassell 2010], this technique was exploited to obtain the existence of a sequence of Laplacian
eigenfunctions on the Bunimovich stadium that does not equidistribute, at least for a full-measure set of
aspect ratios. This strategy was also exploited in [Gomes 2018], where the author establishes a weak
form of Percival’s conjecture for the mushroom billiard.

It is the purpose of this paper to use the same technique to show that quantisations of KAM Hamiltonian
systems in the sense of (1B.1) are typically not quantum ergodic, at least for full measure t ∈ (0, δ).

We follow [Popov 2004a] in working in the category of Gevrey regularity for our Hamiltonian P, due to
the availability of explicit and full details of the quantum Birkhoff normal form construction in this setting.

1C. Statement of results. The following is the main result of this paper.

Theorem 1.1. Suppose M is a compact boundaryless Gρ manifold and Ph(t) is a family of self-adjoint
elliptic semiclassical pseudodifferential operators acting on C∞(M;�1/2) with fixed positive differential
order such that:

(i) The operator Ph(t) has full symbol real-valued, analytic in t , and in the Gevrey class Sℓ(T ∗M) from
Definition B.5, where ℓ= (ρ, µ, ν), with ρ(τ+n)+1>µ>ρ ′

= ρ(τ+1)+1 and ν = ρ(τ+n +1).

(ii) The principal symbol P0(x, ξ ; t) lies in Gρ,1(T ∗M × (−1, 1)).

(iii) P0(x, ξ ; 0) is a completely integrable and nondegenerate Hamiltonian.

(iv) The subprincipal symbol of Ph(t) vanishes.

(v) In an action-angle variable coordinate patch Tn
×D for the unperturbed Hamiltonian P0(x, ξ ; 0), the

KAM Hamiltonian can be written as H(θ, I ; t)= P0( · , · ; t)◦χ , and we define H 0(I ) := H(θ, I ; 0).

(vi) The KAM perturbation is such that ∫
Tn
∂t H(θ, I ; 0) dθ

is nonconstant on some regular energy surface {I ∈ D : H 0(I )= E} in the action-angle coordinate
patch.

Then for any regular energy band P−1
0 ([a, b]) with E ∈ (a, b) for the energy surface in condition (vi),

there exists δ > 0 such that the family of operators Ph(t) is not quantum ergodic in [a, b] for full
measure t ∈ (0, δ).
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Remark 1.2. Though we choose to work with Gevrey class Hamiltonians, it should be noted that we only
require quasimodes for Ph(t) of order O(h(3n+2)/2) to carry out the arguments in Section 2. In particular
this implies that Theorem 1.1 should hold in the C∞ setting, where O(h∞) quasimodes are constructed
in [Colin de Verdière 1977].

Remark 1.3. The condition (vi) is a rather mild one. Indeed for Hamiltonian perturbations of the form
H 0(I )+ t H 1(θ, I ), it is equivalent to the functional independence of H 0(I ) and

∫
Tn H 1(θ, I ) dθ . This

holds for generic choice of H 1.

1D. Examples. The broad class of operators satisfying the assumptions of Theorem 1.1 are perturbations
of completely integrable Schrödinger-type operators

Ph = −h21g + V (x). (1D.1)

In particular, Theorem 1.1 applies to the case of the semiclassical Laplace–Beltrami operator (V =0) on
a manifold with perturbed metric (M, gt), where (M, g0) has completely integrable and nondegenerate
geodesic flow.

The model example of a completely integrable geodesic flow is that of the flat torus

Tn
= Rn/Zn. (1D.2)

The Hamiltonian that generates the geodesic flow on Tn can be written as |I |2, where I ∈ Rn is dual to
the spatial variable θ ∈ Tn. This is clearly a nondegenerate and completely integrable Hamiltonian system.
Similarly, in [Knörrer 1980], it is shown that the geodesic flow on an n-axial ellipsoid E is completely
integrable and nondegenerate. Thus the Laplace–Beltrami operator for metric perturbations of both of
these manifolds is covered by Theorem 1.1, provided the generic condition (vi) is satisfied.

For an explicit family of examples, one can consider T2, equipped with the metric

g = dθ2
1 + dθ2

2 + tχ(θ1, θ2) dθ1 dθ2

for t > 0 small and χ ∈ C∞(T2) arbitrary. The Hamiltonian corresponding to −h21g is

H(θ, I )= I 2
1 + I 2

2 + tχ(θ1, θ2)I1 I2,

and we have that ∫
T2
∂t H(θ, I ) dθ = I1 I2

∫
T2
χ(θ) dθ (1D.3)

is nonconstant over any energy surface |I | = E > 0; thus condition (vi) of Theorem 1.1 is satisfied.

1E. Outline of paper. In Section 3A, we introduce some definitions and notations that are prevalent
throughout the paper.

In Section 2, we prove Theorem 1.1 by contradiction. We now outline the strategy of the proof. In
Section 2B, under the assumptions of (vi) in Theorem 1.1, Proposition 2.5 makes use of the calculation in
Section 3E to obtain an upper bound for the flow speed of a positive density family of the quasieigenvalues
constructed in Section 4C. On the other hand, the assumption of quantum ergodicity of Ph(t) for large
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measure t yields an estimate for the variation of a large density subset of exact eigenvalues in (2B.22).
The results in this section establish a gap (2B.23) between the flow speed of these quasieigenvalues and
exact eigenvalues that ensures that individual eigenvalues cannot spend large measure t ∈ (0, δ) within
O(hn+1) distance of any of the quasieigenvalues. This is formalised in Section 2C, where it is deduced
that there exists t∗ ∈ (0, δ) at which there are very few actual eigenvalues within O(hn+1) distance of the
union of quasieigenvalue windows. An elementary spectral theory contradiction is arrived at from this
spectral nonconcentration, completing the proof.

In Section 3, we construct a Gevrey class Birkhoff normal form for the family of Hamiltonians
P(x, ξ ; t). The construction is that of [Popov 2004b], with our only additional concern being establishing
the regularity of this Birkhoff normal form construction in the parameter t . In Section 3E, we compute
the derivative of the integrable term K (I ; t) of the Birkhoff normal form in the parameter t . This is
done by applying two KAM iterations to P(x, ξ ; t) prior to the application of the Birkhoff normal form
construction of Theorem 3.10.

In Section 4, we recall the quantum Birkhoff normal form construction of [Popov 2004a], formulated
in Theorem 4.1. This construction yields a Gevrey family of quasimodes microlocalising on the KAM
Lagrangian tori of the Hamiltonian P(x, ξ ; t). For the spectral flow arguments in Section 2C we require
that the associated quasieigenvalues are smooth in t , which is a statement entirely about the symbols of
this quantum Birkhoff normal form.

In Appendix A, we introduce the anisotropic classes of Gevrey functions that are used throughout this
paper as well as some of their basic properties.

In Appendix B, we introduce the semiclassical pseudodifferential calculus for Gevrey class symbols.
In Appendix C, we collect two elementary assertions about analytic functions.
In Appendix D, we state and prove a version of the Whitney extension theorem for the anisotropic

class of Gevrey functions.

2. Proof of Theorem 1.1

2A. Introduction. We begin by assuming that Ph(t) is a family of operators satisfying the assumptions
of Theorem 1.1.

Condition (vi) in Theorem 1.1 implies that there exists a nonresonant frequency ω0 ∈ �̃κ with associated
Lagrangian torus 3ω0 such that the average of ∂t P0(x, ξ ; 0) over the torus 3ω0 differs from the average
of ∂t P0(x, ξ ; 0) over the associated energy surface

{(x, ξ) ∈ T ∗M : P0(x, ξ ; 0)= H 0(I (ω0))}. (2A.1)

Moreover, we can ensure that 3ω0 lies in an arbitrarily small energy window [a, b] about the regular
energy E from the condition (vi). Without loss of generality, the hypotheses of Theorem 1.1 thus guarantee
the existence of what we shall call a slow torus.

Definition 2.1. A slow torus in the energy band [a, b] for the unperturbed Hamiltonian

H(θ, I ; 0)= H 0(I ), (2A.2)
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written in action-angle coordinates, is a Lagrangian invariant torus 3ω0 with nonresonant frequency
ω0 ∈ �̃κ and energy H 0(I (ω0)) ∈ (a, b) in the notation of Theorem 3.10 that satisfies

(2π)−n
∫

Tn
∂t H(θ, I (ω0); 0) dθ < inf

E∈[a,b]

1
µE(6E)

∫
6E

∂t P0(x, ξ ; 0) dµE (2A.3)

at t = 0.

We call such a torus a slow torus to draw intuition from the special case where ∂tPh(t) is a positive
operator. In this case, as t evolves, the quasieigenvalues associated to such a torus increase as t evolves at
a slower rate than the typical increase of eigenvalues at the same energy. The intuition behind this stems
from the Hadamard variational formula (2B.8), and the fact that the associated quasimodes microlocalise
onto 3ω0 . This intuition is confirmed in Section 3E, by a more careful analysis of the leading-order
behaviour as t → 0 of the integrable term in the Birkhoff normal form established in Theorem 3.10.
Under the assumption of quantum ergodicity, this analysis implies a discrepancy (2B.23) in the spectral
flow of genuine eigenvalues and quasieigenvalues attached to slow tori. Consequently, we obtain the
spectral nonconcentration statement Proposition 2.10.

We begin by using the slow torus condition and choosing c > 0 sufficiently small so that

(2π)−n
∫

Tn
∂t H(θ, I (ω0; 0); 0) dθ < inf

E∈[a,b]

1
µE(6E)

∫
6E

∂t P0(x, ξ ; 0) dµE − 3c (2A.4)

is satisfied.
As the quantum ergodicity condition (1B.3) is preserved upon passing to energy subintervals, we can

assume that [a, b] is an arbitrarily small energy window containing H 0(I (ω0; 0)). In particular, we can
scale our interval [a, b] by a small factor λ to ensure that the condition

sup
E∈[a,b]

1
µE(6E)

∫
6E

∂t P0 dµE − inf
E∈[a,b]

1
µE(6E)

∫
6E

∂t P0 dµE =: Q+(0)− Q−(0) < ϵ < c (2A.5)

is satisfied for any particular ϵ < c. From the regularity of P0, one can achieve this by taking

λ= O(ϵ). (2A.6)

Through the course of this section, we will track the size of various small quantities in terms of this ϵ,
which we will eventually take small in the proof of Proposition 2.10.

Proposition 3.14 applies to H, and we obtain a family of symplectomorphisms

χ ∈ Gρ,ρ′,ρ′(
Tn

× D ×
(
−

1
2 ,

1
2

)
,Tn

× D
)

(2A.7)

and a family of diffeomorphisms

ω ∈ Gρ′,ρ′(
D ×

(
−

1
2 ,

1
2

)
, �

)
(2A.8)

such that

H(χ(θ, I ; t); t)= K (I ; t)+ R(θ, I ; t), (2A.9)



126 SEÁN GOMES

where ∂αI R(θ, I ; t) = 0 for nonresonant actions I ∈ Eκ(t). Using the diffeomorphism (2A.8), we can
define an action map I ∈ Gρ′,ρ′(

�×
(
−

1
2 ,

1
2

))
implicitly by

ω̃ = ω(I (ω̃; t); t) (2A.10)

and we can use this map to specify the action coordinates of a nonresonant torus with fixed frequency at
any t ∈

(
−

1
2 ,

1
2

)
in the Birkhoff normal form furnished by χ( · , · ; t).

We first obtain a positive-measure family of slow tori near 3ω0 .

Proposition 2.2. There exists r > 0 and δ > 0 such that for any ω ∈ � := B(ω0, r) ∩ �̃κ , the torus
3ω = χ(Tn

× {I (ω, t)}) has energy

K (I (ω; t), t) ∈ [a, b] (2A.11)

for all t ∈ (0, δ).
In particular, the family of tori

3(t) :=

⋃
ω∈�

3ω (2A.12)

is a positive-measure family of KAM tori entirely contained within the energy band [a, b].
Moreover, r and δ can be chosen small enough to ensure

(2π)−n
∫

Tn
∂t H(θ, I (ω; t); t) dθ < (2π)−n

∫
Tn
∂t H(θ, I (ω; 0); t) dθ + ϵ

< inf
t∈(0,δ)

Q−(t)− 2c (2A.13)

for each ω ∈� and each t ∈ (0, δ).
We can also choose δ > 0 small enough to ensure that

Q+ − Q− := sup
t∈(0,δ)

Q+(t)− inf
t∈(0,δ)

Q−(t) < 2ϵ. (2A.14)

In particular r, δ can be taken to be O(ϵ), with constant independent of t and h.

Proof. From the regularity of χ , I , and K established in Theorem 3.10, it follows that we can take
r = O(λ) to ensure that (2A.11) is satisfied at t = 0, where λ= O(ϵ) is as in (2A.6). Similarly, we can
ensure that

(2π)−n
∫

Tn
∂t H(θ, I ; 0) dθ < (2π)−n

∫
Tn
∂t H(θ, I (ω0); t) dθ + ϵ/2 (2A.15)

holds for |I − I (ω0)| = O(λ). Since (2A.4) is satisfied at t = 0, it follows that

(2π)−n
∫

Tn
∂t H(θ, I (ω; 0); 0) dθ < Q−(0)− 3c + ϵ/2 (2A.16)

for all ω ∈�= B(ω0, r)∩ �̃κ upon taking r = O(λ).
The regularity of χ , I and K in the parameter t then allows us to deduce that (2A.11) and (2A.13)

are satisfied for t ∈ (0, δ), for sufficiently small δ > 0 and for each ω ∈ �. In particular, we can take
δ = O(λ)= O(ϵ).
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Finally, the estimate (2A.14) for small δ follows from the regularity of

1
µE(6E)

∫
6E

∂t P0 dµE (2A.17)

in t and E . □

We can now apply the quantum Birkhoff normal form construction outlined in Section 4. From
Theorem 4.5, we obtain a family of quasimodes that microlocalise onto the family of KAM tori 3(t)
introduced in (2A.12).

In particular, following Section 4C, we take S(t)= {I (ω; t) : ω ∈�} and define the index set Mh(t) as
in (4C.2). Then for each m ∈Mh(t)⊂Zn, we have a quasimode vm with corresponding quasieigenvalueµm

as in (4C.3). We introduce notation for the union of hn+1-width energy windows about the quasieigenvalue
associated to tori in 3(t):

W (t; h) :=

⋃
m∈Mh(t)

[µm(t; h)− hn+1, µm(t; h)+ hn+1
]. (2A.18)

We also introduce the index set

G(h)= { j ∈ N : E j (t) ∈ [a, b] for some t ∈ (0, δ)} (2A.19)

of the eigenvalues that can possibly play a role in the spectral flow considerations in Section 2C.
To conclude this section, we collect asymptotic estimates for the number of eigenvalues and the number

of quasieigenvalues that are in the energy window [a, b] as h → 0.

Proposition 2.3. We have the asymptotic estimate

#Mh(t)∼ (2πh)−nµ(Tn
× {I (ω, t) : ω ∈�}) (2A.20)

for each t ∈ (0, δ).
Furthermore, we have

lim sup
h→0

(2πh)n#G(h)≤ µ({(x, ξ) : P0(x, ξ ; 0) ∈ [a − Mδ, b + Mδ]}), (2A.21)

where M is the uniform bound on spectral flow speed in (2B.11) and G(h) is as in (2A.19).
Here µ denotes the symplectic measure dξ dx on T ∗M.

Proof. The estimate (2A.20) is a consequence from (4C.8), and (2A.21) follows from (2B.11) and an
application of the semiclassical Weyl law [Zworski 2012, Theorem 14.11]. □

From Proposition 2.3, it follows that we can bound

#G(h)
inf

t∈(0,δ)
#Mh(t)

(2A.22)

for t ∈ (0, δ(ϵ)) and h < h0(ϵ). Moreover, this upper bound is uniform in ϵ. By the nature of their
construction in Proposition 2.2, the quasieigenvalues µm(t; h) lie in [a, b] for all t ∈ (0, δ).

It is convenient to introduce the subset G̃(h)⊂ G(h) given by

G̃(h)= { j ∈ N : E j (t) ∈ [a, b] for all t ∈ (0, δ)}. (2A.23)
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By choosing δ(ϵ) > 0 appropriately small, we can ensure that a large proportion of eigenvalues that lie in
[a, b] for some t ∈ (0, δ) lie in [a, b] for all t ∈ (0, δ).

Proposition 2.4. We can choose δ(ϵ)= O(ϵ2) such that

#G̃(h)
#G(h)

≥ 1 − Cϵ (2A.24)

for all ϵ < ϵ0 and h < h0(ϵ), where C > 0 is a constant.

Proof. We have the bound
#G(h)

#G̃(h)
≤

Nh([a + Mδ, b − Mδ])
Nh([a − Mδ, b + Mδ])

, (2A.25)

where Nh(I ) counts the semiclassical eigenvalues of the operator Ph(0) in I. Recalling that the interval
[a, b] is of scale λ= O(ϵ), it follows that for any choice of δ = O(ϵ2), the ratio of phase space volumes

µ(P0(x, ξ ; 0) ∈ [a − Mδ, a + Mδ] ∪ [b − Mδ, b + Mδ])
µ(P0(x, ξ ; 0) ∈ [a − Mδ, a + Mδ])

(2A.26)

can be bounded by a constant multiple of ϵ for all sufficiently small ϵ. Application of the semiclassical
Weyl asymptotics to (2A.25) completes the proof. □

2B. Eigenvalue and quasieigenvalue variation. We now turn our attention to the variation of quasieigen-
values and eigenvalues as t ∈ (0, δ) varies. The quasieigenvalues can be handled rather explicitly.

Proposition 2.5. For any all sufficiently small δ(ϵ) > 0 and all t ∈ (0, δ), we have

lim sup
h→0

∂tµm(t; h)≤ Q− − c (2B.1)

for all m ∈
⋃

t∈(0,δ)Mh(t) uniformly in t.

Proof. From Proposition 3.14, we have

K0(I ; t)= H 0(I )+ t · (2π)−n
∫

Tn
∂t H(θ, I ; 0) dθ + O(t9/8) (2B.2)

for any I ∈ D. Hence we have

∂t(K0(h(m +ϑ/4); t)) < (2π)−n
∫

Tn
∂t H(θ, h(m +ϑ/4); 0) dθ + ϵ (2B.3)

for all t ∈ (0, δ(ϵ)), taking δ sufficiently small. From the definition of Mh(t), we know that

|h(m +ϑ/4)− I (ω; t)|< Lh

for some ω ∈�, and so from the regularity of I in t it follows that

∂t(K0(h(m +ϑ/4); t)) < (2π)−n
∫

Tn
∂t H(θ, I (ω; t); t) dθ + ϵ+ O(h) (2B.4)
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for some ω ∈�. This allows us to compute

∂tµm(t; h)= ∂t(K 0(h(m +ϑ/4); t, h))

= ∂t(K0(h(m +ϑ/4); t))+ O(h)

< (2π)−n
∫

Tn
∂t H(θ, I (ω; t); t) dθ + ϵ+ O(h)

< Q− − 2c + ϵ+ O(h) (2B.5)
which implies

lim sup
h→0

∂tµm(t; h) < Q− − 2c + ϵ, (2B.6)

using (2B.4), (2A.13), and (2A.14). □

In particular, we can choose B > 0 and h0 > 0 such that

∂tµm(t; h) < B < Q− − c (2B.7)

for all t ∈ (0, δ) and all h < h0.

Remark 2.6. We abused notation slightly here by writingµm(t; h) even when m /∈Mh(t). That is, we track
the behaviour of K 0(h(m+ϑ/4), t;h) even for t ∈ (0, δ) such that this does not correspond to a quasieigen-
value in our family. This is a necessity due to the rough nature of the set {I (ω; t) :ω∈�} of nonresonant
actions. Indices m ∈ Zn will typically be elements of Mh(t) for only O(h)-sized t-intervals at a time.

Remark 2.7. This is the last part of the argument that involves placing an additional restriction on the
size of δ > 0.

We now consider the variation of eigenvalues. For each fixed h > 0, the operators Ph(t) comprise
an holomorphic family of type A in the sense of [Kato 1966] and so we can choose eigenvalues and
corresponding eigenprojections holomorphic in the parameter t . Thus if at each time t we order our
eigenpairs E j (t; h) in order of increasing energy, by holomorphy it follows that E j will be continuous
and piecewise smooth in (0, δ). On the cofinite set where E j is differentiable in t , we have

∂t E j (t; h)= ⟨∂tPh(t)u j (t; h), u j (t; h)⟩, (2B.8)

since (u j ) is an orthonormal basis. We will control (2B.8) using our assumption of quantum ergodicity.
To this end, we now suppose for the sake of contradiction that there exists a positive-measure set

B ⊂ (0, δ) such that Ph(t) is quantum ergodic in the sense of (1B.3) for every t ∈ B.

Proposition 2.8. For every t ∈ B and ϵ > 0, there exists h0(t, ϵ) such that, for all h < h0(t, ϵ), we have

|⟨∂tPh(t)u j (t; h), u j (t; h)⟩ −

∫
6Ej (t;h)

∂t P0 dµE j (t;h)|< ϵ (2B.9)

for a family of indices S(t; h)⊂ { j ∈ N : E j (t; h) ∈ [a, b]} with

#S(t; h)
{ j ∈ N : E j (t; h) ∈ [a, b]}

> 1 − ϵ. (2B.10)

Proof. This is a direct application of (1B.4). □
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We also note that we have a global-in-time bound

∂t E j (t; h)≤ M <∞ (2B.11)

from differentiation of the expression

E j (t; h)= ⟨Ph(t)u j (t; h), u j (t; h)⟩ (2B.12)

and using a routine elliptic parametrix construction that is uniform in t ∈ (0, 1) to bound the quantity

⟨∂tPh(t)u j (t; h), u j (t; h)⟩ (2B.13)

given that E j (t; h) lies in a fixed energy band [a, b].
Recalling (2A.5), Proposition 2.8 implies that

⟨∂tPh(t)u j , u j ⟩ ∈ [Q− − ϵ, Q+ + ϵ] (2B.14)

for all j ∈ S(t; h) such that E j is smooth at t , and all h < h0(t, ϵ).
Now, from the outer regularity of the Lebesgue measure, we may then choose a subinterval J ⊂ (0, δ)

such that
m(B∩ J )

m(J )
> 1 − ϵ. (2B.15)

We can then apply the monotone convergence theorem to upgrade Proposition 2.8 for t ∈ B to a statement
that is uniform in a large-measure subset of J.

Proposition 2.9. There exists a subset B̃ ⊆ B∩ J and an h0(ϵ) > 0 such that

m(B̃)
m(J )

> 1 − 2ϵ (2B.16)

and, for any h < h0(ϵ) and any t ∈ B̃, there exists a subset

Z(t, h)⊂ { j ∈ N : E j (t, h) ∈ [a, b]} (2B.17)

such that
#Z(t, h)

#{ j ∈ N : E j (t, h) ∈ [a, b]}
> 1 − 2ϵ for all 0< h < h0 (2B.18)

and
⟨∂tPh(t)u j , u j ⟩ ∈ [Q− − ϵ, Q+ + ϵ] for all j ∈ Z(t, h), (2B.19)

for all Z(t; h) such that E j is smooth at t and all h < h0(ϵ).

Proof. For fixed η, ϵ > 0, we define

Bη := {t ∈ B∩ J : h0(t, ϵ) > η}, (2B.20)

where h0(t, ϵ) is as in Proposition 2.8. As B ∩ J =
⋃
η>0 Bη, countable additivity implies that for

sufficiently small η0 > 0, we have

m(Bη0) >
1 − 2ϵ
1 − ϵ

m(B∩ J ) > (1 − 2ϵ)m(J ). (2B.21)
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We now take B̃ = Bη0 and Z(t; h)= S(t; h) in the notation of Proposition 2.8, and (2B.19) follows from
(2B.14). □

In light of Proposition 2.9, we redefine Q−, Q+ to be the endpoints of the enlarged interval in (2B.19).
Hence

⟨∂tPh(t)u j , u j ⟩ ∈ [Q−, Q+] for all j ∈ Z(t, h). (2B.22)

In terms of the redefined Q−, Q+, we have

Q− − B > c − ϵ > 0, (2B.23)

and so we have established a discrepancy between the typical speed of eigenvalue flow and the upper
bound for the speed of quasieigenvalue flow.

2C. Spectral nonconcentration. We can now complete the proof of Theorem 1.1 by proving a spectral
nonconcentration result that follows from the results of Section 2B.

Proposition 2.10. Under the quantum ergodicity assumption m(B) > 0 imposed in Section 2B, for
sufficiently small ϵ > 0 there exists t∗ ∈ B̃ ⊂ B such that

N (t∗; h)
#Mh(t∗)

<
1
2

(2C.1)

for a sequence h j → 0, where
N (t; h) := #{ j ∈ N : E j (t; h) ∈ W (t; h)} (2C.2)

is the number of exact eigenvalues lying in the union W (t, h) of the quasieigenvalue windows as introduced
in (2A.18).

Proof. The method of proof is by averaging in t and using Proposition 2.9 to show that most individual
eigenfunctions cannot lie in W (t, h) for a significant proportion of t ∈ J. We begin by defining

Aj (h)= {t ∈ J : E j (t; h) ∈ [a, b]}, (2C.3)

Bj (h)= {t ∈ J : j ∈ Z(t; h)}, (2C.4)

C j (h)= {t ∈ J : E j (t; h) ∈ W (t; h)}. (2C.5)

From Proposition 2.9, for each t ∈ B̃ we have∑
j∈N

1Bj ≥ (1 − 2ϵ)
∑
j∈N

1Aj (2C.6)

for h < h0(ϵ). Integrating, we obtain∑
j∈N

∫
B̃

1Bj dt ≥ (1 − 2ϵ)
∑
j∈N

∫
B̃

1Aj dt. (2C.7)

Hence ∑
j∈N

∫
J

1Bj dt ≥ (1 − 2ϵ)
∑

j∈G(h)

(∫
J

1Aj dt −

∫
J\B̃

1Aj dt
)

≥ (1 − 2ϵ)
∑

j∈G(h)

(∫
J

1Aj dt − 2ϵm(J )
)
, (2C.8)
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which can be rewritten as ∑
j∈N

m(Bj )≥ (1 − 2ϵ)
∑

j∈G(h)

(m(Aj )− 2ϵm(J )). (2C.9)

From the definitions (2A.19) and (2A.23), we know that m(Aj ) > 0 only if j ∈ G(h) and m(Aj )= m(J )
if j ∈ G̃(h). Thus we can estimate

1
#G(h)

∑
j∈N

m(Bj )≥ (1 − 2ϵ)
(

#G̃(h)
#G(h)

− 2ϵ
)

m(J )

≥ (1 − 2ϵ)(1 − O(ϵ))m(J )

=: (1 − η)m(J ), (2C.10)

where lim suph→0 η(ϵ; h)= oϵ(1). Consequently we have

m(Bj )≥ (1 − η1/2)m(Aj ) (2C.11)

for a subfamily F(h)⊂ G̃(h) with

#F(h)
#G(h)

≥ 1 − η1/2
− O(ϵ) (2C.12)

in the limit h → 0, where we have made use of Proposition 2.4.
Taking E(t; h) := E j (t; h) for some j ∈ F , the bound from the Hadamard variational formula (2B.22)

yields

E(t2; h)− E(t1; h)≥ ((1 − η1/2)Q− − Mη1/2)m(J ), (2C.13)

where M is the uniform bound on eigenvalue flow speed for eigenvalues in [a, b] and J = [t1, t2].
On the other hand, we now bound E(t2; h)− E(t1; h) above. To do this, we define

Ẽ(t; h)= E(t; h)− Bt and µ̃m(t; h)= µm(t; h)− Bt,

where B was the upper bound in (2B.7). Then the transformed quasieigenvalue windows

W̃m(t; h)= [µ̃m(t; h)− hn+1, µ̃m(t; h)+ hn+1
]

are nonincreasing. From this it follows that if Ẽ(s; h)∈[µ̃m(s; h)−hn+1, µ̃m(s; h)+hn+1
] and m ∈Mh(s)

for some s ∈ J, then Ẽ(s ′
; h)− Ẽ(s; h) < 2hn+1, where s ′ is the final time t ∈ J such that m ∈ Mh(t)

and Ẽ(t; h) ∈ [µ̃m(t; h)− hn+1, µ̃m + hn+1
]. This implies E(s ′

; h)− E(s; h) < 2hn+1
+ B(s ′

− s).
Generalising this idea, we can cover each C j (h) with a finite union of intervals

⋃
k Ik with Ik = [sk, s ′

k]

defined as follows:

(i) We define s0 := inf{t ∈ J : E(t; h) ∈ W (t; h)}, and we choose an m(0) ∈ Mh(s0) such that E(t; h) ∈
[µm(0)(t; h)− hn+1, µm(0)(t; h)+ hn+1

] and m(0) ∈ Mh(t) for all sufficiently small t − s0 > 0.

(ii) We then define s ′

0 := sup{t ∈ J : E(t; h) ∈ [µm(0)(t; h)− hn+1, µm(0)(t; h)+ hn+1
]}.
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(iii) If {t ∈ J : t > s ′

k−1 and E(t; h) ∈ W (t; h)} is empty, we terminate the inductive process; otherwise
we proceed inductively by defining sk := inf{t ∈ J : t > s ′

k−1 and E(t; h)∈ W (t; h)} and choosing a corre-
sponding m(k) ∈Mh(sk) such that E(t; h) ∈ [µm(k)(t; h)−hn+1, µm(k)(t; h)+hn+1

] and m(k) ∈Mh(t)
for all sufficiently small t − sk−1 > 0.

(iv) We then define s ′

k := sup{t ∈ J : E(t; h) ∈ [µm(k)(t; h)− hn+1, µm(k)(t; h)+ hn+1
]}.

From the Weyl asymptotics, this procedure must terminate after finitely many iterations.

Remark 2.11. In the case that E(t; h) is still in a quasieigenvalue window for t arbitrarily close to, but
greater than s ′

k , we will have sk+1 = s ′

k . This is the only kind of overlap possible between the intervals Ik .
We also remark that the m(k) are necessarily distinct, by the nature of this construction.

For each such interval Ik = [sk, s ′

k], we have that E(s ′

k; h)− E(sk; h)≤ 2hn+1
+ B(s ′

k − sk). As there
can be at most O(h−n) intervals Ik , we obtain∑

k

E(s ′

k; h)− E(sk; h)≤ B
∑

k

(s ′

k − sk)+ O(h). (2C.14)

For such eigenvalues, we thus obtain the upper bound

E(t2; h)− E(t1; h)≤

∑
k

(E(s ′

k; h)− E(sk; h))+
(

m(J )(1 − η1/2)−
∑

k

(s ′

k − sk)

)
Q+ + m(J )η1/2 M

≤ (B − Q+)
∑

k

(s ′

k − sk)+ m(J )(1 − η1/2)Q+ + m(J )η1/2 M + O(h)

≤ (B − Q+)m(C j )+ ((1 − η1/2)Q+ + Mη1/2)m(J )+ O(h) (2C.15)

in the limit h → 0. Rearranging (2C.15) and using (2C.13), we arrive at

(Q+ − B)
m(C j )

m(J )
≤ 2Mη1/2

+ (1 − η1/2)(Q+ − Q−). (2C.16)

Hence by taking ϵ sufficiently small and then passing to sufficiently small 0< h < h0(ϵ) we can bound
m(C j )/m(J ) by an arbitrarily small positive constant γ for all j ∈ F . Hence we have∫

J
N (t; h) dt ≤

∫
J

∑
j∈N

1C j dt ≤

∫
J
γ

∑
j∈F

1Aj + #(G \F ) dt

≤ (γ #F + (η1/2
+ O(ϵ))#G)m(J )

≤ (γ + η1/2
+ O(ϵ))(#G)m(J ), (2C.17)

where we used Proposition 2.4 in the final line. Fixing sufficiently small ϵ > 0, for all h< h0(ϵ) we have

1
m(J )

∫
J

N (t; h)
#Mh(t)

dt ≤
1
4
. (2C.18)

It follows that for each such h < h0, the set{
t ∈ J :

N (t; h)
#Mh(t)

≤
1
2

}
(2C.19)
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has measure at least m(J )/2. Taking a sequence h j → 0 and applying the Borel–Cantelli lemma completes
the proof. □

Remark 2.12. In fact, the above argument demonstrates the existence of a family of such t∗ with measure
bounded below by |J |/2; however, we shall only require a single such t∗ in what follows.

We now prove an elementary spectral theory result that will show that the conclusion of Proposition 2.10
is in fact absurd, hence establishing that m(B) = 0 and completing the proof of Theorem 1.1. We
denote by U the h-dependent span of all eigenfunctions with eigenvalues in W (t; h), and as in (4C.3),
{(vm(t; h), µm(t; h))}m∈Mh(t) denotes the family of quasimodes and associated quasieigenvalues.

Proposition 2.13. For sufficiently small h > 0, the projections

wm(t∗, h)= πU (vm(t∗, h)) (2C.20)
are linearly independent.

Proof. First, we show that the estimate from Definition 4.4 on the error of quasimodes implies that the
projections πU (vm(t∗, h)) are large. In particular, for m ∈ Mh(t∗), we have∥∥∥∥(Ph(t∗)−µm(t∗, h))

∑
j∈N

⟨vm(t∗, h), u j (t∗, h)⟩u j

∥∥∥∥2

= O(h2γ+2)

=⇒

∑
|E j −µm |>hn+1

|E j (t, h)−µm(t, h)|2|⟨vm(t∗, h), u j (t∗, h)⟩|2 = O(h2γ+2)

=⇒ πU⊥(vm(t∗, h))= O(hγ−n).

Hence for sufficiently small h, we have

∥wm∥
2
= ∥πU (vm(t∗, h))∥2

= 1 + O(hγ+1)+ O(h2γ−2n). (2C.21)

From the almost-orthogonality condition that our quasimodes vm satisfy (see Definition 4.4), together
with (2C.21), it follows that the wm are almost orthogonal for distinct m ∈ Mh(t). In particular, for
m ̸= k, we have

|⟨πU (vm(t∗, h)), πU (vk(t∗, h))⟩| ≤ |⟨vm(t∗, h), vk(t∗, h)⟩| + |⟨πU⊥(vm(t∗, h)), πU⊥(vk(t, h))⟩|

= O(hγ+1)+ O(h2γ−2n).

Hence
|⟨πU (vm(t∗, h)), πU (vk(t∗, h))⟩ − δk,m | = O(hγ+1)+ O(h2γ−2n) (2C.22)

for all sufficiently small h. If we enumerate the quasimodes vm(t∗, h) by positive integers rather than
m ∈ Zn, we can then form the Gram matrix M(h) ∈ Mat(#Mh(t∗),R), with entries given by

Mi j (h)= ⟨wi , wj ⟩. (2C.23)

Since
∥M − I∥H S = (#Mh(t∗))(O(hγ+1)+ O(h2γ−2n))= O(hγ+1−n)+ O(h2γ−3n), (2C.24)

we can invert M = I + (M − I ) as a Neumann series for sufficiently small h, provided the exponents
of h are positive. This can be ensured by taking γ > 3n/2. Since M is nonsingular, we can therefore
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conclude that the functions in the collection

{πU (vm(t∗, h)) : m ∈ Mh(t∗)} (2C.25)

are linearly independent. □

We are now in a position to complete the proof of Theorem 1.1.

Completion of proof of Theorem 1.1. Having fixed ϵ > 0 in Proposition 2.5, we showed in Proposition 2.10
that there exists a t∗ ∈ (0, δ) at which we have the spectral nonconcentration result (2C.1) for a sequence
h j → 0.

On the other hand, we showed in Proposition 2.13 that the projections πU (vm(t∗, h)) are #Mh(t∗)
linearly independent vectors in a vector space of dimension dim(U ) = N (t∗, h) < #Mh(t∗)/2. This
contradiction completes the proof. □

3. Birkhoff normal form

In this section we construct a family of Birkhoff normal forms corresponding to a family of Gevrey
smooth Hamiltonians H(θ, I ; t), real-analytic in the parameter t ∈ (−1, 1). The introduction of this
parameter leads to only minor changes in the argument of [Popov 2004b].

We formulate the KAM theorem from [Popov 2004b] in Section 3B and outline the proof in Section 3C.
We then complete the Birkhoff normal form construction following [Popov 2004b] in Section 3D.

In Section 3E, we compute the leading-order behaviour of this Birkhoff normal form as t → 0, which
was used in Proposition 2.5 to obtain an expression for the derivatives of the quasieigenvalues of the
operator Ph(t) constructed in Section 4.

3A. Notation. We begin by introducing some notational conventions that will be used several times in
this section.

Definition 3.1. For s, r > 0 we write

Ds,r := {θ ∈ Cn/2πZn
: |Im(θ)|< s} × {I ∈ Cn

: |I |< r}, (3A.1)

where | · | denotes the sup-norm on Cn induced by the 2-dimensional ℓ∞ norm on C.

These domains arise from considering the analytic extension of real-analytic Hamiltonians in action-
angle variables. In this area it is common to bound derivatives of analytic functions using Cauchy
estimates, which requires keeping track of shrinking sequences of domains.

For simplicity of nomenclature, we call an analytic function of several complex variables real-analytic
if its restriction to a function of n real variables is real-valued.

As a final notational convenience, we use | · | to denote the ℓ1 norm when applied to elements of Zn

throughout this paper, as well as the matrix norm induced by the sup norm on Cn.

3B. Formulation of the KAM theorem. Let D ⊂ Rn be a bounded domain, and consider a completely
integrable Hamiltonian H 0(I )= H 0(θ, I ) : Tn

× D → R in action-angle coordinates. To begin, we shall
assume that this Hamiltonian is real-analytic.
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In addition, we assume the nondegeneracy condition det(∂2 H/∂ I 2) ̸= 0. This assumption implies that
the map relating the action variable I to the frequency ω = ∇ H 0(I ) is locally invertible. In fact, we
assume that

I 7→ ∇ H 0(I ) (3B.1)

is a diffeomorphism from D to � ⊂ Rn. The inverse to this map is given by ∇g0, where g0 is the
Legendre transform of H 0. The phase space Tn

× D is then foliated by the family of Lagrangian tori
{Tn

× {I } : I ∈ D} that are invariant under Hamiltonian flow associated to H 0.
The KAM theorem asserts that small perturbations of H 0(I ), written as H(θ, I )= H 0(I )+ H 1(θ, I )

on Tn
× D still possess a family of Lagrangian tori which fill up phase space up to a set of Liouville

volume o(1) in the size of the perturbation. More precisely, if � := {ω : ω = ∇I H 0
} is the set of

frequencies for the quasiperiodic flow of H 0, the frequencies satisfying

|⟨ω, k⟩| ≥
κ

|k|τ
(3B.2)

for all nonzero k ∈ Zn and fixed κ > 0 and τ > n − 1 also correspond to Lagrangian tori for the
perturbed Hamiltonian H, provided ∥H − H 0

∥< ϵ(κ) in a suitable norm. Such frequencies are said to be
nonresonant, and we denote the set of nonresonant frequencies by �∗

κ , suppressing the dependence on τ
from our notation. These sets are obtained by taking the intersection of the sets{

ω ∈� : |⟨ω, k⟩| ≥
κ

|k|τ

}
(3B.3)

over all nonzero k ∈ Zn, and hence
⋂
κ>0�

∗
κ is closed and perfect, with

⋃
κ>0�

∗
κ of full measure in �,

as can be seen from the observation that

m
({
ω ∈ Rn

: |⟨k, ω⟩|<
κ

|k|τ

})
= O

(
κ

|k|τ+1

)
. (3B.4)

We work with the sets

�κ := {ω ∈�∗

κ : dist(ω, ∂�)≥ κ}, (3B.5)

which have positive measure for sufficiently small κ . It is also convenient to introduce notation for the set
of points of Lebesgue density in �κ , which we denote by

�̃κ :=

{
ω ∈� :

m(B(ω, r)∩�κ)
m(B(ω, r))

→ 1 as r → 0
}
. (3B.6)

From the Lebesgue density theorem we have that m(�̃κ)= m(�κ). We also note that a smooth function
vanishing on �κ is necessarily flat on �̃κ .

The construction of the Birkhoff normal form is a consequence of Theorem 3.2, which is a version of
the KAM theorem localised around the frequency ω which is taken as an independent parameter. The
idea of treating ω as an independent parameter in this problem was originally due to Moser [1967]. This
version is particularly useful for the Birkhoff normal form construction, as it makes it an easier task to
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check the regularity of the invariant tori with respect to the frequency parameter. To illustrate the setup of
this theorem, we set

�′
= {ω ∈� : dist(ω,�κ)≤ κ/2}, D′

= ∇g0(�′). (3B.7)

Taking z0 ∈ D′, we let I = z − z0 lie in a small ball of radius R about 0. That is, R is chosen such that
BR(z0)⊂ D. Taylor expanding gives us the expression

H 0(z)= H 0(z0)+ ⟨∇z H 0(z0), I ⟩ +

∫ 1

0
(1 − t)⟨∇2

z H 0(z0 + t I )I, I ⟩ dt. (3B.8)

We now take ω ∈�0 to be the corresponding frequency ∇ H 0(z0). The inverse of the frequency map is

ψ0(ω)= ∇g0(ω), (3B.9)

where g0 is the Legendre transform of H 0. Hence we can write

H 0(z)= H 0(ψ0(ω))+ ⟨ω, I ⟩ + ⟨P0(I ;ω)I, I ⟩, (3B.10)

where P0 is the quadratic remainder term in (3B.8). Expanding about the point z0 = ∇g0(ω), we can
write our perturbation H 1 locally as

H 1(θ, z)= H 1(θ,∇g0(ω)+ I )= P1(θ, I ;ω). (3B.11)

This leads us to consider perturbed real-analytic Hamiltonians in the form

H(θ, I ;ω)= H 0(ψ0(ω))+ ⟨ω, I ⟩ + P(θ, I ;ω)=: N (I ;ω)+ P(θ, I ;ω), (3B.12)

where
N (I ;ω)= H 0(ψ0(ω))+ ⟨ω, I ⟩, (3B.13)

P(θ, I ;ω)= ⟨P0(I ;ω)I, I ⟩ + P1(θ, I ;ω). (3B.14)

The traditional formulations of the KAM theorem assert the existence of a Cantor family of tori that persist
under small perturbations of a single Hamiltonian H 0 with domain D. In the framework laid out above, we
now have a Cantor family of Hamiltonians parametrised by ω ∈�κ . Note that each of these Hamiltonians
consists of a component N (I ;ω) that is only linear in I, and a nonlinear perturbation P(θ, I ;ω).

The essence of the frequency-localised KAM theorem in Theorem 3.2 is that for sufficiently small P we
can find a symplectic change of variables that transforms H to a linear normal form in I with remainder
quadratic in I for ω ∈ �κ . This establishes the persistence of the Lagrangian torus with frequency ω.
From Theorem 3.2, one can obtain Theorem 3.9, which establishes the existence of a Cantor family of
invariant tori for the original Hamiltonian H as with traditional formulations of the KAM theorem.

To work with Gevrey smooth Hamiltonians, we fix L2 ≥ L0 ≥ 1 and A0 > 1, and assume that
H 0

∈ Gρ,1
L0,L2

(D0
× (−1, 1)) and g0

∈ Gρ,1
L0,L2

(�0) with the estimates

∥H 0
∥L0,L2, ∥g0

∥L0,L2 ≤ A0. (3B.15)

For L2 ≥ L1 ≥ 1 we now consider the analytic family of Gevrey perturbations

H 1
∈ Gρ,ρ,1

L1,L2,L2
(Tn

× D × (−1, 1)),
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with the perturbation norm
ϵH := κ−2

∥H 1
∥L1,L2,L2 . (3B.16)

The estimate (3B.15) implies that there is a constant C(n, ρ) dependent only on n and ρ such that taking

R ≤
C(n, ρ)κ

A0L2
0

(3B.17)

is sufficient to ensure that BR(z0)⊂ D for any z0 ∈ D′.
At this point we introduce the notational convention for this section that C represents an arbitrary

positive constant, dependent only on n, τ, ρ and L0. Similarly, c will represent a positive constant strictly
less than 1, also only dependent on n, τ, ρ and L0. We will be explicit when we stray from this convention.

The estimates (3B.15) and (3B.16), together with Proposition A.3 in [Popov 2004b] show that our
constructed functions P0 and P1 are in the Gevrey classes

Gρ
C L0,C L2,C L2

(BR ×�′
× (−1, 1))⊂ Gρ

C L2,C L2
(BR ×�′

× (−1, 1)),

Gρ,ρ,ρ,1
L1,L2,C L2,L2

(Tn
× BR ×�′

× (−1, 1))

respectively, where the C does not depend on L0 or L2. Additionally we have the estimate

∥P1
∥L1,C L2,C L2,C L2 ≤ κ−2ϵH . (3B.18)

Dropping the factors in our Gevrey constants dependent only on n, τ, ρ, L0 for brevity of notation, we
are in a position to state the local KAM theorem in terms of the weighted norm

⟨P⟩r := r2
∥P0

∥L2,L2,L2 + ∥P1
∥L1,L2,L2,L2 (3B.19)

for 0< r < R.

Theorem 3.2. Suppose 0 < ζ ≤ 1 is fixed and κ < L−1−ζ

2 . Then there exists N (n, ρ, τ ) > 0 and ϵ > 0
independent of κ, L1, L2, R, � such that whenever the Hamiltonian

H(θ, I ;ω, t)= H 0(ψ0(ω); t)+ ⟨ω, I ⟩ + ⟨P0(I ;ω, t)I, I ⟩ + P1(θ, I ;ω, t) (3B.20)

and 0< r < R are such that
⟨P⟩r < ϵκr L−N

1 (3B.21)

we can find
φ ∈ Gρ(τ+1)+1,1(�×

(
−

3
4 ,

3
4

)
, �

)
and

8= (U, V ) ∈ Gρ,ρ(τ+1)+1,1(Tn
×�×

(
−

3
4 ,

3
4

)
,Tn

× BR
)

such that

(i) For all ω ∈ �κ and all t ∈
(
−

3
4 ,

3
4

)
, the map 8ω,t = 8( · ;ω, t) : Tn

→ Tn
× BR is a Gρ embed-

ding, with image 3ω,t an invariant Lagrangian torus with respect to the Hamiltonian Hφ(ω,t),t(θ, I )=

H(θ, I ;φ(ω, t), t). The Hamiltonian vector field restricted to this torus is given by

X Hφ(ω,t),t ◦8ω,t = D8ω,t ·Lω, (3B.22)
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where

Lω =

n∑
j=1

ωj
∂

∂θj
∈ T Tn. (3B.23)

(ii) There exist positive constants A and C dependent only on n, τ, ρ, L0 such that

|∂αθ ∂
β
ω(U (θ;ω, t)− θ)| + r−1

|∂αθ ∂
β
ωV (θ;ω, t)| + κ−1

|∂βω(φ(ω; t)−ω)|

≤ A(C L1)
|α|(C Lτ+1

1 /κ)|β|α!
ρ β!

ρ(τ+1)+1 ⟨P⟩r

κr
L N

1 (3B.24)

uniformly in Tn
×�×

(
−

3
4 ,

3
4

)
.

We remark that at the endpoint t = 0, this result is trivial by taking φ(ω, 0)= ω, U (θ, ω, 0)= θ and
V (θ, ω, 0)= ∇g0(ω).

Theorem 3.2 can be proved in the same way as [Popov 2004b, Theorem 2.1], based on the rapidly
converging iterative procedure introduced in [Kolmogorov 1954]. Indeed, much of the technicality in
[Popov 2004b] involves the approximation of Gevrey class Hamiltonians by real-analytic Hamiltonians.
Thanks to the assumption of analyticity in t in Theorem 3.2, no such approximation is necessary in the
t-parameter.

In the next section, we sketch the key steps in the proof of Theorem 3.2, highlighting the points at
which the presence of the t-parameter requires a modification of the argument in [Popov 2004b].

First, we discuss the result that will comprise the steps of the iterative construction. Given a Hamiltonian
in the form

H(θ, I ;ω, t)= e(ω; t)+ ⟨ω, I ⟩ + P(θ, I ;ω, t)

= N (I ;ω, t)+ P(θ, I ;ω, t), (3B.25)

we aim to construct a t-dependent symplectomorphism 8 and a t-dependent frequency transformation φ
such that for F = (8, φ) we have

(H ◦F )(θ, I ;ω, t)= N+(I ;ω, t)+ P+(θ, I ;ω, t), (3B.26)

where N+(I, ω, t)= e+(ω)+ ⟨I, ω⟩ and with |P+| controlled by |P|
r for some r > 1. This construction

is analogous to that in [Pöschel 2001].

Theorem 3.3. Suppose ϵ, h, v, s, r, η, σ, K are positive constants such that

s, r < 1, v < 1
6 , η < 1

8 , σ < 1
5 s, ϵ ≤ cκηrσ τ+1, ϵ ≤ cvhr, h ≤ κ/2K τ+1, (3B.27)

where c is a constant dependent only on n and τ .
Suppose H(θ, I ;ω, t) = N (I ;ω, t) + P(θ, I ;ω, t) is real-analytic on Ds,r × Oh × (−1, 1), and

|P|s,r,h ≤ ϵ. Here, Ds,r is as in Definition 3.1,

Oh := {ω ∈ Cn
: dist(ω,�κ) < h}, (3B.28)

and | · |s,r,h denotes the sup-norm on Ds,r × Oh . Then there exists a real-analytic map

F = (8, φ) : Ds−5σ,ηr × O(1/2−3v)h × (−1, 1)→ Ds,r × Oh, (3B.29)
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where the maps

8 : Ds−5σ,ηr × Oh × (−1, 1)→ Ds,r , (3B.30)

φ : O(1/2−3v)h × (−1, 1)→ Oh (3B.31)

are such that
H ◦F = e+(ω, t)+ ⟨ω, I ⟩ + P+(θ, I ;ω, t)

= N+(I ;ω, t)+ P+(θ, I ;ω, t) (3B.32)

and we have the new remainder estimate

|P+|s−5σ,ηr,(1/2−2v)h ≤ C
(

ϵ2

κrσ τ+1 + (η2
+ K ne−Kσ )ϵ

)
. (3B.33)

Moreover 8 is symplectic for each (ω, t) and has second component affine in I. Finally, we have the
uniform estimates on the change of variables

|W (8− id)|, |W (D8− Id)W −1
| ≤

Cϵ
κrσ τ+1 , (3B.34)

|φ− id|, vh|Dφ− Id| ≤
Cϵ
r
, (3B.35)

where W = diag(σ−1Id, r−1Id). All estimates are uniform in the analytic parameter t ∈ (−1, 1).

This theorem is identical to [Popov 2004b, Proposition 3.2], with all estimates uniform in the parameter t .
The proof is identical, with a detailed exposition in [Pöschel 2001]. The application of [Popov 2004b,
Lemma 3.4] to obtain the frequency transformation φ is replaced by Proposition C.2 in our setting.

As in [Pöschel 2001; Popov 2000a], Theorem 3.3 can be used to prove the KAM theorem for
real-analytic Hamiltonians H(θ, I ;ω, t). However, in order to treat the more general class of Gevrey
smooth Hamiltonians H ∈ Gρ,ρ,ρ,1((Tn

× D × �) × (−1, 1)), we require the approximation result
Proposition 3.4.

3C. Proof of the KAM theorem. Following the proof of Theorem 3.2 in [Popov 2004b, Section 3], we
extend the P j (θ, I, ω, t) to Gevrey functions

P̃ j
∈ Gρ,ρ,1

C L1,C L2,C L2
(Tn

× R2n
× (−1, 1)), (3C.1)

where C depends only on n and ρ. We do this whilst preserving analyticity in t by making use of an
adapted version of the Whitney extension theorem for anisotropic Gevrey classes, from Proposition 3.8.

We thus obtain the estimate

∥P̃ j
∥ ≤ ALn+1

1 ∥P j
∥, (3C.2)

where A also only depends on n and ρ. We then cut off P̃ j without loss to have (I, ω) supported in
B1 × BR ⊂ R2n, where 1 ≪ R is such that �0

⊂ BR−1. From here, we suppress the tilde in our notation, as
well as the factor C in our Gevrey constant. We require the following approximation result for functions
in anisotropic Gevrey classes that plays a key role in the KAM iterative scheme.
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Proposition 3.4. Suppose P ∈ Gρ,ρ,1
L1,L2,L2

(Tn
× R2n

× (−1, 1)) satisfies supp(I,ω)(P)⊂ B1 × BR . If
u j , wj , vj are positive real sequences monotonically tending to zero such that

vj L2, wj L2 ≤ u j L1 ≤ 1, v0, w0 ≤ L−1−ζ

2 , (3C.3)

where 1 ≤ L1 ≤ L2 and 0 < ζ ≤ 1 are fixed, then we can find a sequence of real-analytic functions
Pj : Uj → C such that

|Pj+1 − Pj |Uj+1 ≤ C(Rn
+ 1)Ln

1 exp
(
−

3
4(ρ− 1)(2L1u j )

−1/(ρ−1))
∥P∥, (3C.4)

|P0|U0 ≤ C(Rn
+ 1)

(
1 + Ln

1 exp
(
−

3
4(ρ− 1)(2L1u0)

−1/(ρ−1))), (3C.5)

|∂αx (P − Pj )(θ, I ;ω, t)| ≤ C(1 + Rn)Ln
1 L2 exp

(
−

3
4(ρ− 1)(2L1u j )

−1/(ρ−1)) (3C.6)

in Tn
× B1 × BR × (−1, 1) for |α| ≤ 1, where

U m
j := {(θ, I ;ω, t) ∈ Cn/2πZn

× Cn
× Cn

× C :

|Re(θ)| ≤ π, |Re(I )| ≤ 2, |Re(ω)| ≤ R + 1, |Re(t)| ≤ 1,
|Im(θ)| ≤ 2u j , |Im(I )| ≤ 2vj , |Im(ωk)| ≤ 2wj , |Im(t)| ≤ (2L2)

−1
} (3C.7)

and
Uj := U 1

j , (3C.8)

where we have identified [−π, π]
n with Tn for simplicity of notation.

The proof of Proposition 3.4 can be found in [Popov 2004b, Section 3]. The first step is to extend P to
functions Fj : U 2

j → C that are almost analytic in (θ, I, ω) and are analytic in t . The Gevrey estimate
on t-derivatives of P implies that the Taylor expansions in t have radius of convergence L−1

2 , and so the
expression

Fj (θ + i θ̃ , I + i Ĩ , ω+ iω̃, t + i t̃ ) :=

∑
Mj

∂αθ ∂
β

I ∂
γ
ω P(θ, I ;ω, t)

(i θ̃ )α(i Ĩ )β(iω̃)γ (i t̃ )δ

α!β! γ ! δ!
(3C.9)

is convergent on U 2
j , where the index set is as in [Popov 2004b].

The remainder of the proof in [Popov 2004b] can be followed without change. As P is analytic in t ,
we do not need to consider shrinking domains of analyticity as in the other variables.

The iterative scheme in [Popov 2004b, Section 3.3] can then be carried out, defining decreasing
sequences of our parameters sj , rj , h j , ηj , ϵj , σj , K j such that the hypotheses of Theorem 3.3 are always
satisfied, as well as decreasing sequences of the parameters u j , vj , wj such that the hypotheses of the
Proposition 3.4 are always satisfied. Due to the modifications made in Theorem 3.3 and Proposition 3.4
from their analogues in [Popov 2004b], all estimates are uniform in the analytic parameter t ∈ (−1, 1).

Writing Uj = U 1
j ∩ {|I |< rj }, where U 1

j is defined as in Proposition 3.4, and applying Proposition 3.4
to the terms P0, P1 from (3B.14), we obtain sequences P0

j , P1
j of real-analytic functions in U 1

j that are
good approximations to P0 and P1.

Setting
Pj (θ, I ;ω, t) := ⟨P0

j (I ;ω, t)I, I ⟩ + P1
j (θ, I ;ω, t), (3C.10)
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Proposition 3.4, together with the factors picked up during the Whitney extension of P0, P1 in (3C.2),
implies the estimates

|P0|U0 ≤ ϵ̃0, (3C.11)

|Pj − Pj−1|Uj ≤ ϵ̃j , (3C.12)

where ϵ̃j is a positive sequence rapidly converging to zero.
Defining the Hamiltonian

Hj (θ, I ;ω, t)= N0(I ;ω)+ Pj (θ, I ;ω, t)= ⟨ω, I ⟩ + Pj (θ, I ;ω, t), (3C.13)

which is real-analytic in Uj , one can now perform the KAM iterative scheme as in [Popov 2004b,
Proposition 3.5], using the key ingredient of Theorem 3.3. For j ≥ 0 we denote by Dj the class of
real-analytic diffeomorphisms from Dj+1 × Oj+1 × (−1, 1)→ Dj × Oj of the form

F(θ, I ;ω, t)= (8(θ, I ;ω, t), φ(ω; t))= (U (θ;ω, t), V (θ, I ;ω, t), φ(ω; t)), (3C.14)

where 8 is affine in I and canonical for fixed (ω, t). The domains are defined in terms of the parameters
by Dj = Dsj ,rj and Oj = Oh j .

Proposition 3.5. Suppose Pj is real-analytic on Uj for each j ≥ 0 and that we have the estimates

|P0|U0 ≤ ϵ̃0, (3C.15)

|Pj − Pj−1|Uj ≤ ϵ̃j (3C.16)

for each j ≥ 1.
Then for each j ≥ 0 we can find a real-analytic normal form Nj (I ;ω, t) = ej (ω, t)+ ⟨ω, I ⟩ and a

real-analytic map F j given by

F j+1
= F0 ◦ · · · ◦Fj : Dj+1 × Oj+1 × (−1, 1)→ (D0 × O0)∩ Uj , (3C.17)

with the convention that the empty composition is the identity and where the Fj ∈ Dj are such that

Hj ◦F j+1
= Nj+1 + Rj+1, (3C.18)

|Rj+1|j+1 ≤ ϵj+1, (3C.19)

|W j (Fj − id)|j+1, |W j (DFj − Id)W −1
j |<

Cϵj

rj h j
, (3C.20)

|W 0(F j+1
−F j )|j+1 <

Cϵj

rj h j
, (3C.21)

where the constants C depend only on n and ρ and W j = diag(σ−1
j Id, r−1

j Id, h−1
j Id).

To show that this iterative scheme converges in the Gevrey class Gρ,ρ(τ+1)+1,ρ(τ+1)+1,1 requires Gevrey
estimates for the Sj := F j+1

−F j. To this end we introduce the domains

D̃j := {(θ, I ) ∈ Dj : |Im(θ)|< sj/2}, Õj := {ω ∈ Cn
: dist(ω,�κ) < h j/2}. (3C.22)
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For multi-indices α, β with |β| ≤ m, we also introduce the following notation for the (m−|β|)-th Taylor
remainder in the frequency variable, centred at ω:

Rm
ω (∂

α
θ ∂

β
ωS

j )(θ, I, ω′, t) := ∂αθ ∂
β
ωS

j
−

∑
|γ |≤m−|β|

(ω′
−ω)γ ∂αθ ∂

β+γ
ω S j (θ, I, ω, t)/γ ! . (3C.23)

We then have the following Gevrey estimates of [Popov 2004b, Lemma 3.6] uniformly in the t-parameter.

Lemma 3.6. We have

|W 0∂
α
θ ∂

β
ωS

j (θ, 0, ω, t)| ≤ ϵ̂AC |α|+|β|L |α|+|β|(τ+1)+1
1 κ−|β|α!

ρ β!
ρ′

E1/2
j (3C.24)

for all (θ, 0;ω, t) ∈ D̃j+1 × Õj+1 × (−1, 1), where ρ ′
= ρ(τ + 1)+ 1, and

|W 0(Rm
ω ∂

α
θ ∂

β
ωS

j )(θ, 0, ω′, t)|

≤ ϵ̂ACm+|α|+1L |α|+(m+1)(τ+1)+1
1 κ−m−1 |ω−ω′

|
m−|β|+1

(m − |β| + 1)!
α!
ρ (m + 1)!ρ

′

E1/2
j (3C.25)

for all θ ∈ Tn, ω,ω′
∈�κ and |β| ≤ m, where the constants A,C only depend on n, ρ, τ , ζ .

We can now bound derivatives in t ; we use the Cauchy estimate from Proposition C.1. This yields the
following corollary.

Corollary 3.7. We have

|W 0∂
α
θ ∂

β
ω∂

γ
t S j (θ, 0;ω, t)| ≤ ϵ̂AC |α|+|β|+|γ |L |α|+|β|(τ+1)+1

1 κ−|β|α!
ρ β!

ρ′

γ ! E1/2
j (3C.26)

for all (θ, 0;ω, t) ∈ D̃j+1 × Õj+1 ×
(
−

3
4 ,

3
4

)
, where ρ ′

= ρ(τ + 1)+ 1, and

|W 0(Rm
ω ∂

α
θ ∂

β
ω∂

γ
t S j )(θ, 0, ω′, t)|

≤ ϵ̂ACm+|α|+|γ |+1L |α|+(m+1)(τ+1)+1
1 κ−m−1 |ω−ω′

|
m−|β|+1

(m − |β| + 1)!
α!
ρ (m + 1)!ρ

′

γ ! E1/2
j (3C.27)

for all θ ∈ Tn, ω,ω′
∈�κ , t ∈

(
−

3
4 ,

3
4

)
and |β| ≤ m, where the constants A,C only depend on n, ρ, τ, ζ .

From Proposition 3.5 and Corollary 3.7, the rapid decay of E j implies that the limit

∂αθ ∂
γ
t Hβ(θ, ω; t) := lim

j→∞

∂αθ ∂
β
ω∂

γ
t (F j (θ, 0;ω, t)− (θ, 0, ω)) (3C.28)

exists for each (θ;ω, t) ∈ Tn
×�κ ×

(
−

3
4 ,

3
4

)
, and each triple of multi-indices α, β, γ . Convergence is

uniform, and the limit is smooth in θ and t and continuous in ω, with ∂αθ ∂
γ
t (Hβ)= ∂αθ ∂

γ
t Hβ, justifying

the notation in (3C.28).
We now need to use the jet H= (∂αθ ∂

γ
t Hβ) of continuous functions Tn

×�κ ×
(
−

3
4 ,

3
4

)
→ Tn

× D ×�

to obtain a Gevrey function on Tn
×�×

(
−

3
4 ,

3
4

)
by using a Gevrey version of the Whitney extension

theorem. We define

(Rm
ω ∂

α
θ ∂

γ
t H)β(θ, ω′, t) := ∂αθ ∂

γ
t Hβ(θ, ω′, t)−

∑
|δ|≤m−|β|

(ω′
−ω)δ∂αθ ∂

γ
t Hβ+δ(θ;ω, t)/γ ! . (3C.29)
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In this notation, the results of Corollary 3.7 yield

|W 0∂
α
θ ∂

γ
t Hβ(θ;ω, t)| ≤ ϵ̂AL1(C L1)

|α|(C Lτ+1
1 /κ)|β|Cγα!

ρ β!
ρ′

γ !, (3C.30)

|W 0(Rm
ω ∂

α
θ ∂

γ
t H)β(θ,ω′, t)| ≤ ϵ̂AL1(C L1)

|α|(C Lτ+1
1 /κ)m+1Cγ |ω−ω′

|
m−|β|+1

(m−|β|+1)!
α!
ρ (m+1)!ρ

′

γ ! (3C.31)

for |β| ≤ m, and (θ, ω, ω′, t) ∈ Tn
×�κ ×�κ ×

(
−

3
4 ,

3
4

)
, where A and C depend only on n, ρ, τ . These

estimates allow us to apply the following consequence of Theorem D.3.

Proposition 3.8. Suppose K ⊂ Rn is compact, and 1 ≤ ρ < ρ ′. If the jet ( f α,β,γ ) of functions f α,β,γ :

Tn
× K ×

(
−

3
4 ,

3
4

)
→ R is continuous on Tn

× K ×
(
−

3
4 ,

3
4

)
and is smooth in (θ, t) ∈ Tn

×
(
−

3
4 ,

3
4

)
for

each fixed ω ∈ K, where
∂α

′

θ ∂
γ ′

t ( f α,β,γ )= f α+α′,β,γ+γ ′

, (3C.32)

and we have the estimates

| f α,β,γ (θ;ω, t)| ≤ AC |α|

1 C |β|

2 C |γ |

3 α!
ρ β!

ρ′

γ !, (3C.33)

|(Rm
ω ∂

α
θ ∂

γ
t f )β(θ, ω′, t)| ≤ AC |α|

1 Cm+1
2 C |γ |

3
|ω−ω′

|
m−|β|+1

(m − |β| + 1)!
α!
ρ (m + 1)!ρ

′

γ ! (3C.34)

then there exist positive constants A0,C0, dependent only on (n, ρ, τ ) (in particular, independent of the
set K ) such that we can extend f to f̃ ∈ Gρ,ρ′,1

(
Tn

× Rn
×

(
−

3
4 ,

3
4

))
such that ∂αθ ∂

β
ω∂

γ
t f̃ = f α,β,ω on

Tn
× K ×

(
−

3
4 ,

3
4

)
and

|∂αθ ∂
β
ω∂

γ
t f̃ (θ, ω)| ≤ A0 A max(C1, 1)C |α|+|β|+|γ |+n

0 C |α|+n
1 C |β|

2 C |γ |

3 α!
ρ β!

ρ′

γ ! . (3C.35)

The proof of Proposition 3.8 is identical to that in [Popov 2004b, Theorem 3.7], making use of
Theorem D.3 involving the parameter t . Having established Proposition 3.8, the proof of Theorem 3.2
can be completed as in [Popov 2004b, Section 3.5] without modification.

3D. Birkhoff normal form. We obtain a Birkhoff normal form for near-integrable Hamiltonians using
a version of the KAM theorem that is a consequence of Theorem 3.2. The Gevrey index ρ(τ + 1)+ 1
frequently appears in these results, and so we introduce ρ ′

:= ρ(τ + 1)+ 1.

Theorem 3.9. Fix 0< ζ ≤ 1 and let H 0(I ; t) be a real-valued nondegenerate smooth family of Hamilto-
nians in Gρ,1(D0

× (−1, 1)) and let D be a subdomain with D ⊂ D0. We define � = ∇H 0(D) and fix
L2 ≥ L1 ≥ 1 and κ ≤ L−1−ζ

2 such that L2 ≥ L0 and �κ ̸=∅. Then there exists N = N (n, ρ, τ ) and ϵ > 0
independent of κ, L1, L2 and D ⊂ D0 such that for any H ∈ Gρ,ρ,1

L1,L2,L2
(Tn

× D × (−1, 1)) with norm

ϵH := κ−2
∥H − H 0

∥L1,L2,L2 ≤ ϵL−N
1 (3D.1)

there exists a map
8= (U , V ) ∈ Gρ,ρ′,1(Tn

×�×
(
−

3
4 ,

3
4

)
,Tn

× D
)

(3D.2)

such that:

(i) For each ω ∈ �κ and each t ∈
(
−

3
4 ,

3
4

)
, 3ω = {8(θ;ω, t) : θ ∈ Tn

} is an embedded invariant
Lagrangian torus of H, and X H ◦8( · ;ω, t)= D8( · ;ω, t) ·Lω.
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(ii) There exist constants A,C > 0 independent of κ, L1, L2 and D ⊂ D0 such that

|∂αθ ∂
β
ω(U (θ;ω, t)− θ)| + κ−1

|∂αθ ∂
β
ω(V (θ;ω, t)− ∇g0(ω))|

≤ A(C L1)
|α|(C Lτ+1

1 /κ)|β|α!
ρ β!

ρ′

L N/2
1 ϵ

1/2
H (3D.3)

uniformly in Tn
×�×

(
−

3
4 ,

3
4

)
.

The proof of Theorem 3.9 is identical to [Popov 2004b, Theorem 1.1], making use of Theorem 3.2.
We can now use Theorem 3.9 to obtain the Birkhoff normal form as done in [Popov 2004b].

Theorem 3.10. Suppose the assumptions of Theorem 3.9 hold. Then there exist N (n, ρ, τ ) > 0 and ϵ > 0
independent of κ, L1, L2, D such that for any H ∈ Gρ,ρ,1

L1,L2,L2
(Tn

× D × (−1, 1)) with

ϵH ≤ ϵL−N−2(τ+2)
1 , (3D.4)

where ϵH is as in (3D.1), there is a family of Gρ′,ρ′

maps ω : D ×
(
−

1
2 , 1, 2

)
→� and a family of maps

χ ∈ Gρ,ρ′,ρ′(
Tn

× D ×
(
−

1
2 , 1, 2

)
,Tn

× D
)

that are diffeomorphisms and exact symplectomorphisms
respectively for each fixed t ∈

(
−

1
2 , 1, 2

)
. Moreover, we can choose the maps ω and χ such that family of

transformed Hamiltonians
H̃(θ, I ; t) := (H ◦χ)(θ, I ; t) (3D.5)

is of Gevrey class Gρ,ρ′,ρ′(
Tn

× D ×
(
−

1
2 , 1, 2

))
and can be decomposed as

K (I ; t)+ R(θ, I ; t) := H̃(0, I ; t)+ (H̃(θ, I ; t)− H̃(0, I ; t)) (3D.6)

such that:

(i) Tn
× {I } is an invariant Lagrangian torus of H̃( · , · ; t) for each I ∈ Eκ(t) = ω−1(�̃κ; t) and each

t ∈
(
−

1
2 , 1, 2

)
.

(ii) ∂βI (∇K (I ; t)−ω(I ; t))= ∂
β

I R(θ, I ; t)= 0 for all (θ, I ; t) ∈ Tn
× Eκ(t)×

(
−

1
2 , 1, 2

)
, β ∈ Nn.

(iii) There exist A,C > 0 independent of κ, L1, L2, and D ⊂ D0 such that we have the estimates

|∂αθ ∂
β

I ∂
δ
t φ(θ, I ; t)| + |∂

β

I ∂
δ
t (ω(I ; t)− ∇H 0(I ; t))| + |∂αθ ∂

β

I ∂
δ
t (H̃(θ, I ; t)− H 0(I ; t))|

≤ AκC |α|+|β|+|δ|L |α|

1 (L
τ+1
1 /κ)|β|α!

ρ β!
ρ′

δ!ρ
′

L N/2
1 ϵ

1/2
H (3D.7)

uniformly in Tn
× D ×

(
−

1
2 , 1, 2

)
for all α, β, where φ ∈ Gρ,ρ′,ρ′(

Tn
× D ×

(
−

1
2 , 1, 2

))
is such that

⟨θ, I ⟩ +φ(θ, I ; t) generates the symplectomorphism χ in the sense of (3E.8).

Remark 3.11. For our purposes, high regularity in the t-parameter is not required, so we have dropped
from analyticity to Gρ′

regularity in t at this point in order to simplify the proceeding arguments. We
expect that analyticity in t could be preserved by using a stronger variant of the Komatsu implicit function
theorem than Corollary A.5.

Proof. We begin by taking ϵ, N as in Theorem 3.9 and noting that ϵH ≤ ϵL−N−2
1 by assumption.

This implies that the factor (AC L1)L
N/2
1

√
ϵH occurring in the Gevrey estimate (3D.3) can be bounded

above by AC
√
ϵ. Hence, taking ϵ small enough that both the conclusion to Theorem 3.9 holds as

well as AC
√
ϵ < 1

2 , we can first apply the Cauchy estimate from Proposition C.1 to (3D.3) in t , and
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then apply a variant of the Komatsu implicit function theorem, Corollary A.5, to obtain a solution
θ(γ ;ω, t) : Tn

×�×
(
−

1
2 , 1, 2

)
→ Tn to the implicit equation

U (θ;ω, t)= γ. (3D.8)

Moreover, this solution satisfies the Gevrey estimate

|∂αγ ∂
β
ω∂

δ
t (θ(γ ;ω, t)− γ )| ≤ AC |α|+|β|+|δ|L |α|

1 (L
τ+1
1 /κ)|β|α!

ρ β!
ρ′

δ!ρ
′

L N/2
1

√
ϵH (3D.9)

uniformly on Tn
×�×

(
−

1
2 , 1, 2

)
.

We set F(γ ;ω, t) := V (θ(γ ;ω, t);ω, t). In terms of (γ ;ω, t), the Lagrangian torus 3ω is now given
by (γ, F(γ ;ω, t) : γ ∈ Tn) for each ω ∈�κ and each t ∈

(
−

1
2 , 1, 2

)
. Moreover, Proposition A.7 on the

composition of Gevrey functions gives us the estimate

|∂αγ ∂
β
ω∂

δ
t (F(γ ;ω, t)− ∇g0(ω))| ≤ AκC |α|+|β|+|δ|L |α|

1 (L
τ+1
1 /κ)|β|α!

ρ β!
ρ′

δ!ρ
′

L N/2
1

√
ϵH . (3D.10)

We next construct functions ψ ∈ Gρ,ρ′,ρ′(
Rn

×�×
( 1

2 , 1, 2
))

and R ∈ Gρ′,ρ′(
�×

( 1
2 , 1, 2

))
such that the

function

Q(x;ω, t) := ψ(x;ω, t)− ⟨x, R(ω, t)⟩ (3D.11)

is 2π -periodic in x and satisfies

∇xψ(x;ω, t)= F(p(x), ω, t) (3D.12)

in Rn
×�κ ×

( 1
2 , 1, 2

)
, where p : Rn

→ Tn is the canonical projection, as well as the estimate

|∂αx ∂
β
ω∂

δ
t Q(x;ω, t)| + |∂βω∂

δ
t (R(ω, t)− ∇g0(ω))|

≤ AκC |α|+|β|+|δ|L |α|

1 (L
τ+1
1 /κ)|β|α!

ρ β!
ρ′

δ!ρ
′

L N/2
1

√
ϵH (3D.13)

for (x;ω, t) ∈ Rn
×�×

( 1
2 , 1, 2

)
.

We do this by first integrating the canonical 1-form I dx over the chain

cx := {(sx, F(p(sx);ω, t)) : 0 ≤ s ≤ 1} ⊂ Rn
× D. (3D.14)

We define

ψ̃(x;ω, t) :=

∫
cx

σ =

∫ 1

0
⟨F(p(sx);ω, t), x⟩ ds (3D.15)

in Rn
×�×

(1
2 , 1, 2

)
. From the estimate (3D.10) it follows that ψ̃(x;ω, t)− ⟨∇g0(ω), x⟩ is bounded

above by the right-hand side of (3D.13) in [0, 4π ]
n
×�×

( 1
2 , 1, 2

)
. Hence if we define Rj (ω, t) =

(2π)−1ψ̃(2πej ;ω, t), then R − ∇g0 satisfies the required estimates in (3D.13).
Since for ω ∈�κ we know that 3ω is a Lagrangian torus, it follows that the integral of the canonical

1-form over any closed chain in 3ω is homotopy invariant. This means that such an integral is a
homomorphism from the fundamental group of 3ω to R. Hence

ψ̃(x + 2πm;ω, t)− ψ̃(x;ω, t)= ⟨2πm, R(ω, t)⟩ (3D.16)
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and so the function

Q̃(x;ω, t) := ψ̃(x, ω)− ⟨x, R(ω, t)⟩ (3D.17)

both satisfies the Gevrey estimate in (3D.13) and is 2π -periodic in x for (ω, t) ∈�κ ×
( 1

2 , 1, 2
)
.

To obtain the sought Q in (3D.11) from Q̃, we use an averaging trick. Choosing f ∈ Gρ
C(R

n) for some
positive constant C such that f is supported in [π/2, 7π/2]

n and∑
k∈Zn

f (x + 2πk)= 1 (3D.18)

for each x ∈ Rn, it then follows that

Q(x;ω, t) :=

∑
k∈Zn

f (x + 2πk)Q̃(x + 2πk;ω, t) (3D.19)

is 2π-periodic in x for every ω ∈� and coincides with Q̃ for ω ∈�κ . Moreover, Q satisfies the same
Gevrey estimate (3D.13) as Q̃. We define

ψ(x;ω, t) := Q(x;ω, t)+ ⟨x, R(ω, t)⟩. (3D.20)

Note that by multiplying Q and R − ∇g0 by a cut-off function h ∈ Gρ′

C/κ which is equal to 1 in a
ω-neighbourhood of �κ and vanishes for dist(ω,Rn

\�)≤ κ/2, where C > 0 is independent of �⊂�0,
we can assume that ψ(x;ω, t)= ⟨x,∇g0(ω)⟩ for dist(ω,Rn

\�)≤ κ/2. This cutoff preserves the Gevrey
estimates on ψ .

Now since ϵH L N+2(τ+2)
1 ≤ ϵ, we have that κA(C L1)(C Lτ+1

1 /κ)L N/2
1

√
ϵH ≤ AC2√ϵ. By taking

ϵ sufficiently small we have that ω 7→ ∇xψ(x;ω, t) is a diffeomorphism for any fixed x ∈ Rn from
the Gevrey estimate (3D.13). Hence we have a Gρ,ρ′

-foliation of Tn
× D by Lagrangian tori 3ω =

{(p(x),∇xψ(x, ω)) : x ∈ Rn
}, where ω ∈�.

In the sought coordinate change, the action I (ω, t) of the Lagrangian torus3ω will be given by R(ω, t).
Hence from (3D.13) and Proposition A.4, it follows that for ϵ sufficiently small, the map

(ω, t) 7→ (I (ω, t), t)= (R(ω, t), t) (3D.21)

is a Gρ′,ρ′

-diffeomorphism and we have the Gevrey estimate

|∂αI ∂
β
t (ω(I, t)− ∇H 0(I ; t))| ≤ AκC |α|+|β|(Lτ+1

1 /κ)|α|α!
ρ′

β!
ρ′

L N/2
1

√
ϵH (3D.22)

uniformly for (θ, I, t) ∈ Tn
× D ×

( 1
2 , 1, 2

)
.

We construct the sought symplectomorphism χ using the generating function 8(x, I ; t), setting

8(x, I ; t)= ψ(x, ω(I ; t); t) (3D.23)

and noting that we have the required 2π-periodicity of φ(x, I ; t) := 8(x, I, t) − ⟨x, I ⟩, and from
Proposition A.7, we also have the estimate

|∂αx ∂
β

I ∂
δ
t (8(x, I ; t − ⟨x, I ⟩))| ≤ AκC |α|+|β|+|δ|L |α|

1 (L
τ+1
1 /κ)|β|α!

ρ β!
ρ′

δ!ρ
′

L N/2
1

√
ϵH . (3D.24)
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We can then apply Corollary A.5 to solve the implicit equation

∂I8(γ, I, t)= θ (3D.25)
for γ with the estimate

|∂αθ ∂
β

I ∂
δ
t (γ (θ, I, t)− θ)| ≤ AκC |α|+|β|+|δ|L |α|

1 (L
τ+1
1 /κ)|β|α!

ρ β!
ρ′

δ!ρ
′

L N/2
1

√
ϵH . (3D.26)

This completes the construction of a symplectomorphism χ satisfying

χ(∂I8(θ, I, t), I )= (θ, ∂θ8(θ, I, t)). (3D.27)
It follows that

(θ, F(θ;ω, t))= χ(∂I8(θ, I (ω), t), I (ω))= χ(θ, I (ω), t) (3D.28)
for ω ∈�κ and so

3ω = {χ(θ, I (ω), t) : θ ∈ Tn
} (3D.29)

for (ω, t) ∈�κ ×
( 1

2 , 1, 2
)
.

We now set H̃ , K , R as in the theorem statement in terms of the symplectomorphism χ . Since H is
constant on 3ω for each ω ∈ �κ , it follows that R( · , I ; t) is identically zero for each I = I (ω) with
ω ∈�κ . Hence R is flat at I ∈ Eκ(t), since each point in Eκ(t) is of positive density in I (�κ).

Finally, the Gevrey estimate in (3D.7) for H̃(θ, I, t)− H(I, t) follows from Proposition A.7. □

3E. Calculation of ∂t K0(I, 0). A crucial ingredient in the proof of Theorem 1.1 is the calculation of the
derivative of quasieigenvalues in Proposition 2.5 in the semiclassical limit h → 0. From the truncated
quantum Birkhoff normal form in Theorem 4.1, this can be reduced to the study of the t-dependence of
the integrable term K (I ; t) in the classical Birkhoff normal form established in Theorem 3.10.

We now consider a 1-parameter family of Hamiltonians H(θ, I ; t) satisfying the assumptions of
Theorem 1.1. We can write

H(θ, I ; t)= H 0(I )+ H 1(θ, I ; t), (3E.1)
with

H 0(I ) := H(θ, I ; 0) (3E.2)

H 1(θ, I ; t) := t∂t H(θ, I ; 0)+
∫ t

0
(1 − s)∂2

t H(θ, I ; s) ds = t∂t H(θ, I ; 0)+ O(t2), (3E.3)

and we assume that H additionally satisfies the assumptions of Theorem 3.10 with this choice of H 0, H 1.
By applying two KAM stem iterations to H(θ, I ; t), we obtain a transformed completely integrable com-
ponent and reduce the order of magnitude of the θ -dependent remainder. An application of Theorem 3.10
to this transformed Hamiltonian produces a Birkhoff normal form, and (3D.7) yields an expression for
K (I ; t) up to order o(t).

The KAM step iterations required differ from that in Theorem 3.3, in that they are not parametrised by
ω ∈� and instead take place in the action-angle space Tn

× D. Such a KAM step appears in the proof of
the KAM theorem found in [Gallavotti 1983]. We first describe the KAM step without the presence of
the parameter t for simplicity. One begins with a perturbation

H(θ, I )= H 0(I )+ H 1(θ, I ) (3E.4)
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of a completely integrable Hamiltonian H 0(I ), and a fixed perturbation H 1(θ, I ), both analytic on the
complex domain

θ ∈ 2πCn
\ 2πRn, |Im(θ)|< s, (3E.5)

Re(I ) ∈ D, |Re(I )|< r. (3E.6)

We assume that |H 1
|s,r = O(ϵ) in the uniform sense.

By consideration of the linearised Hamilton–Jacobi equation, we choose a symplectic transformation
χ : Tn

× D → Tn
× D with the aim to write

H̃(θ, I )= (H ◦χ)(θ, I )= H̃ 0(I )+ H̃ 1(θ, I ), (3E.7)

with H̃ 1
= O(ϵα) for some α > 1. Then we have transformed a sufficiently small perturbation of an

integrable Hamiltonian to an even smaller perturbation of a new integrable Hamiltonian, in a way we can
hope to iterate.

Obtaining the “new” error bound for H̃ 1 necessarily requires a shrinking of the domains of analyticity,
through the use of Cauchy estimates to control derivatives. Moreover, there is a more subtle shrinking of
domain required in the I -variable, due to the infamous “small-divisor” problem. Specifically, χ is found
using terms of the generating function

8(I ′, θ)= i
∑

k∈Zn :0<|k|≤M

H 1
k (I

′)eik·θ

ω(I ′) · k
, (3E.8)

where H 1
k denotes the k-th Fourier coefficient of H 1, and ω = ∇I H 0(I ); see [Gallavotti 1983, (2.10)].

The denominators in (3E.8) can generally be zero, and so one must restrict to values of I ′ for which
we have a nonresonance condition

ω(I ′) · k ≥
C

|k|2
(3E.9)

for all 0< |k| ≤ M, where C and M are chosen suitably. We also need to remove those actions I ′ with
dist(I ′, ∂�)≤ ρ̃ so that the perturbed tori do not escape the coordinate patch; see [Gallavotti 1983, (3.12)]
for the choice of the constant ρ̃. This leads to the definition of the set

D̃1 = {I ∈ D : dist(I, ∂D) > ρ̃ and ω(I ) · k ≥ C/|k|
2 for all 0< |k| ≤ M}. (3E.10)

For any Ĩ ∈ D̃1 the expression (3E.8) is certainly defined, but as the domain might have rather rough
boundary, it is convenient to slightly enlarge D̃1 to the open set

D1 =

⋃
I∈D̃1

B(I, ρ̃/2). (3E.11)

Upon restricting to this action set for suitable C and M, the objective of (3E.7) can indeed be achieved,
and the “integrable part” of the new Hamiltonian can be written as

H̃ 0(I )= H 0(I )+ (2π)−n
∫

H 1(θ, I ) dθ; (3E.12)

see [Gallavotti 1983, (3.38)]. The overall transformed Hamiltonian is then given by

H̃(θ̃ , Ĩ )= H̃ 0( Ĩ )+ H̃ 1(θ̃ , Ĩ ) (3E.13)
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in the domain Tn
× D1, with

∥H̃ 1
∥ = O(ϵ3/2). (3E.14)

The classical KAM theorem is then proven in [Gallavotti 1983] by iterating this procedure, carefully
choosing the C,M, ρ̃ and the analyticity parameters r, s so that the estimate (3E.14) is satisfied with
every step, ensuring convergence, and so that the limiting domain

⋂
j Dj of nonresonant actions is of

large measure. A full discussion of this procedure can be found in [Gallavotti 1983].
We now return to our setting of the one-parameter family of Hamiltonians

H(θ, I ; t)= H 0(I )+ H 1(θ, I ; t).

One iteration of the KAM step outlined above yields a family of symplectomorphisms

χ1 : Tn
× D1 → Tn

× D (3E.15)

parametrised by t such that

H̃(θ, I ; t)= (H ◦χ1)(θ, I ; t)= H 0(I )+ t · (2π)−n
∫

Tn
∂t H(θ, I ; 0) dθ + H̃ 1(θ, I ; t), (3E.16)

where the second term comes from (3E.3) and the error term H̃ 1(θ, I ; t) = O(t3/2). Regarding this
transformed Hamiltonian as a small perturbation of the integrable Hamiltonian

H̃ 0(I ; t)= H 0(I )+ t · (2π)−n
∫

Tn
∂t H(θ, I ; 0) dθ, (3E.17)

we perform one more KAM iteration to obtain another family of symplectomorphisms

χ2 : Tn
× D3 → Tn

× D2 (3E.18)

parametrised by t such that˜̃H(θ, I ; t)= (H̃ ◦χ2)(θ, I ; t)

= H 0(I )+ t · (2π)−n
∫

Tn
∂t H(θ, I ; 0) dθ + (2π)−n

∫
Tn

H̃ 1(θ, I ; t) dθ + ˜̃H1
(θ, I ; t).

Moreover, by taking our initial choice of nonresonance parameter C sufficiently small, we can ensure
that the action domain D3 contains a collection of nonresonant actions Eκ(t), with

∇I (
˜̃H0
(Eκ(t)))=�κ , (3E.19)

where

˜̃H0
(I ; t)= H 0(I )+ t · (2π)−n

∫
Tn

H 1(θ, I ) dθ + (2π)−n
∫

Tn
H̃ 1(θ, I ; t) dθ. (3E.20)

We now summarise the preceding discussion.

Proposition 3.12. Suppose H(θ, I ; t) is a family of real-analytic perturbations of the completely inte-
grable nondegenerate Hamiltonian H 0(I ) in Tn

× D × (−1, 1) that has an analytic extension to

Ws,r (D) := {(θ, I ) ∈ Cn/(2πZ)× Cn
: |Im(θ)|< s, dist(I, D) < r}. (3E.21)



GENERIC KAM HAMILTONIANS ARE NOT QUANTUM ERGODIC 151

Suppose further that the conditions ∣∣∣∣∂H 0

∂ I

∣∣∣∣ ≤ E, (3E.22)∣∣∣∣(∂2 H 0

∂ I 2

)−1∣∣∣∣ ≤ η, (3E.23)(∣∣∣∣∂H 1

∂ I

∣∣∣∣ + r−1
∣∣∣∣∂H 1

∂θ

∣∣∣∣) ≤ ϵ (3E.24)

are satisfied.
Then for sufficiently small δ > 0, there exists a subdomain D̃ ⊂ D and a family of real-analytic

symplectic maps
χ : Tn

× D̃ × (−δ, δ)→ Tn
× D (3E.25)

that analytically extend to a new domain of holomorphy

Ws+,r+
(D̃) (3E.26)

such that
(H ◦χ)(θ, I ; t)= H̃ 0(I ; t)+ H̃ 1(θ, I ; t), (3E.27)

with
∂t H̃ 0(I ; 0)= (2π)−n

∫
Tn
∂t H(θ, I ; 0) dθ (3E.28)

and
|H̃ 1

|s+,r+
= O(t9/4), (3E.29)

with constant depending only on n and E. Moreover, this domain D̃ contains a collection Eκ(t) of actions
such that

∇I (H̃ 0)(Eκ(t))=�κ . (3E.30)

We can also generalise this result to the Gevrey setting.

Proposition 3.13. Suppose H(θ, I ; t)∈ Gρ,ρ,1(Tn
×D×(−1, 1) is a family of Hamiltonians satisfying the

assumptions of Theorem 3.10, where H 0(I ) := H(θ, I ; 0) for fixed ρ > 1, and choose κ > 0 small. Then
for sufficiently small ∥H(θ, I ; t)− H 0(I )∥L1,L2,L2 , there exists a subdomain D̃ ⊂ D and a Gρ,ρ,1 family
of symplectic maps

χ : Tn
× D̃ × (−1, 1)→ Tn

× D (3E.31)
such that

(H ◦χ)(θ, I ; t)= H̃ 0(I ; t)+ H̃ 1(θ, I ; t), (3E.32)
with

∂t H̃ 0(I ; 0)= (2π)−n
∫

Tn
∂t H(θ, I ; 0) dθ (3E.33)

and
∥H̃ 1

∥C L1,C L2,C L2 = O(t9/4), (3E.34)

with constant independent of κ and with C dependent only on n and ρ.
Moreover, the domain D̃ contains Eκ(t)= ω−1(�κ; t)= (∇I H̃ 0)−1(�κ; t).
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Proof. This result is established via the approximation of Gevrey functions by real-analytic functions.
First, we define

H 0(I )= H(θ, I ; 0), (3E.35)

H 1(θ, I ; t)= H(θ, I ; t)− H(θ, I ; 0)=

∫ t

0
∂t H(θ, I ; s) ds (3E.36)

and use Proposition 3.8 to boundedly extend H 0 and H 1 to the domain Tn
×Rn

× (−1, 1), before cutting
off in I to a ball BR̃ with D ⊂ BR̃−1. From the same methods used in the proof of Proposition 3.4, we
may then construct sequences of real-analytic functions P0

j and P1
j on shrinking j-dependent complex

domains Uj containing Tn
× Rn

× (−1, 1) with a corresponding sequence u j → 0 such that

|Pk
j+1 − Pk

j |Uj+1 ≤ C(D0, L1, L2) exp
(
−

3
4(ρ− 1)(2L1u j )

−1/(ρ−1))
∥H k

∥, (3E.37)

|∂αx (P
k
j − H k)(θ, I ; t)| ≤ C(D0, L1, L2) exp

(
−

3
4(ρ− 1)(2L1u j )

−1/(ρ−1)) (3E.38)

in Tn
× BR̃ ×(−1, 1) for |α| ≤ 1. These sequences Pk

j are convergent in Gρ,ρ,1(Tn
× Rn

× (−1, 1)), as is
shown in [Hou and Popov 2016, Proposition 2.2]. (This fact can be readily obtained by applying Cauchy
estimates to (3E.37).)

Now for each j ∈ N, we can carry out the first KAM step for the real-analytic Hamiltonian Pj = P0
j +P1

j
to obtain a real-analytic symplectic map

χ j : Tn
× D1 → Tn

× D (3E.39)

defined in shrinking holomorphy domains such that

((P0
j + P1

j ) ◦χ j )(θ, I ; t)= P0(I )+ t · (2π)−n
∫

Tn
∂t P1

j (θ, I ; 0) dθ + P̃1(θ, I ; t), (3E.40)

with ∥P1
j ∥ = O(t3/2). Note that for an individual KAM step, the symplectic map χ j is defined using a

generating function 8j that is a weighted sum of finitely many Fourier components of P1
j ; see (3E.8) and

[Gallavotti 1983, (3.14)]. This implies that as P0
j + P1

j → H 0
+ H 1 in Gρ,ρ,1(Tn

× D1 × (−1, 1)), the
generating functions 8j converge to some

8 ∈ Gρ,ρ,1(Tn
× D1 × (−1, 1)) (3E.41)

in the Gρ,ρ,1 sense. From Corollary A.5, it follows that the corresponding symplectic maps χ j converge
to some

χ1
∈ Gρ,ρ,1(Tn

× D1 × (−1, 1)) (3E.42)

in the Gevrey sense.
Similarly, the symplectic maps χ̃ j that comprise a single KAM step for the Hamiltonians

(P0
j + P1

j ) ◦χ j (3E.43)

can also be seen to converge to some

χ2
∈ Gρ,ρ,1(Tn

× D2,Tn
× D1). (3E.44)
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It follows that the family of symplectic maps χ j ◦ χ̃ j whose existence is asserted by applying
Proposition 3.12 to P0

j + P1
j converge to some χ := χ1

◦χ2 in the Gρ,ρ,1-sense. Moreover, if we write

(P0
j + P1

j ) ◦χ j ◦ χ̃ j = H̃ 0
j (I ; t)+ H̃ 1

j (θ, I ; t), (3E.45)

in the notation of Proposition 3.12, we have that H̃ k
j are convergent sequences in Gρ,ρ,1, and so it follows

that their limits H̃ 0, H̃ 1 satisfy

∂t H̃ 0(I ; 0)= (2π)−n
∫

Tn
∂t H(θ, I ; 0) dθ (3E.46)

and
∥H̃ 1

∥C L1,C L2,C L2 = O(t9/4) (3E.47)

as required. □

Finally, we complete our computation of ∂t K0(I ; 0) for a given Hamiltonian H(θ, I ; t) satisfying the
conditions of Theorem 3.10 by applying Proposition 3.13 to H, prior to applying Theorem 4.1 to compute
the Birkhoff normal form of the transformed Hamiltonian H̃(θ, I ; t).

By applying Proposition 3.13 to H(θ, I ; t) with ∥H(θ, I ; t)− H(θ, I ; 0)∥ sufficiently small, we can
then apply Theorem 3.10 to the Hamiltonian

H̃(θ, I ; t)= H̃ 0(I ; t)+ H̃ 1(θ, I ; t), (3E.48)

with an improved error term.

Proposition 3.14. Suppose the assumptions of Theorem 3.9 hold for the Hamiltonian

H(θ, I ; t) ∈ Gρ,ρ,1(Tn
× D × (−1, 1)). (3E.49)

Then there exist N (n, ρ, τ ) > 0 and ϵ > 0 independent of L1, L2, D such that for any

H ∈ Gρ,ρ,1
L1,L2,L2

(Tn
× D × (−1, 1)),

with
κ−2

∥H(θ, I ; t)− H(θ, I ; 0)∥L1,L2,L2 = ϵH ≤ ϵL−N−2(τ+2)
1 , (3E.50)

there is a subdomain D̃ ⊂ D containing Eκ(0) and a family of Gρ′,ρ′

maps ω : D̃ ×
( 1

2 , 1, 2
)

→ �

and a family of maps χ ∈ Gρ,ρ′,ρ′

(Tn
× D̃ ×

( 1
2 , 1, 2

)
,Tn

× D̃) that are diffeomorphisms and exact
symplectomorphisms respectively for each fixed t ∈

( 1
2 , 1, 2

)
. Moreover, we can choose the maps ω and χ

such that family of transformed Hamiltonians

H̃(θ, I ; t) := (H ◦χ)(θ, I ; t) (3E.51)

is of Gevrey class Gρ,ρ′,ρ′(
Tn

× D̃ ×
( 1

2 , 1, 2
))

and can be decomposed as

K (I ; t)+ R(θ, I ; t) := H̃(0, I ; t)+ (H̃(θ, I ; t)− H̃(0, I ; t)) (3E.52)

such that:

(i) Tn
× {I } is an invariant Lagrangian torus of H̃( · , · ; t) for each I ∈ Eκ(t) = ω−1(�̃κ) and each

t ∈
(1

2 , 1, 2
)
.
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(ii) ∂βI (∇K (I ; t)−ω(I ; t))= ∂
β

I R(θ, I ; t)= 0 for all (θ, I ; t) ∈ Tn
× Eκ(t)×

( 1
2 , 1, 2

)
, β ∈ Nn.

(iii) There exist A,C > 0 independent of κ , L1, L2, and D ⊂ D0 such that we have the estimates

|∂αθ ∂
β

I ∂
δ
t φ(θ, I ; t)| + |∂

β

I ∂
δ
t (ω(I ; t)− ∇ H̃ 0(I ; t))| + |∂αθ ∂

β

I ∂
δ
t (H̃(θ, I ; t)− H̃ 0(I ; t))|

≤ AC |α|+|β|+|δ|L |α|

1 (L
τ+1
1 /κ)|β|α!

ρ β!
ρ′

δ!ρ
′

L N/2
1 |t |9/8 (3E.53)

uniformly in Tn
× D̃ ×

( 1
2 , 1, 2

)
for all α, β, where φ ∈ Gρ,ρ′,ρ′(

Tn
× D̃ ×

( 1
2 , 1, 2

))
is such that

⟨θ, I ⟩ + φ(θ, I ; t) generates the symplectomorphisms χ in the sense of (3E.8) and H̃ 0, H̃ 1 are as
in Proposition 3.13.

(iv) ∂t K (I ; t)= (2π)−n
∫

Tn
∂t H(θ, I ; 0)+ o(1) (3E.54)

uniformly in Tn
× D̃ ×

( 1
2 , 1, 2

)
.

Proof. The only new claim in this proposition is (3E.54), which follows from (3E.53) and the expression
(3E.33) for H̃ 0. Note that the exponent 9

8 in (3E.53) comes from (3E.34) and the square root in (3D.7). □

4. Quantum Birkhoff normal form

Through the work in Section 3, we have now established that the Birkhoff normal form construction
in [Popov 2004b] preserves smoothness in the t-parameter when applied to the Hamiltonian P0(x, ξ ; t)
that is the principal symbol of the operator introduced in (1B.1). This regularity in t propagates through
the quantum Birkhoff normal form construction in [Popov 2004a], which we discuss in this section.
The upshot of this regularity in t is that the quasimodes constructed in [Popov 2004a, Section 2.4] can
be chosen to have associated quasieigenvalues varying smoothly in the parameter t . We discuss these
quasimodes in Section 4C.

4A. Quantum Birkhoff normal form. In [Popov 2004a], a quantum Birkhoff normal form is constructed
for semiclassical pseudodifferential operators of the form (1B.1) after first obtaining a classical Birkhoff
normal form for the principal symbol of regularity Gρ,ρ′

as in Theorem 3.10. This normal form uses the
Gevrey symbol classes introduced in Section B and is stated in Theorem 4.1. We remark that the proof is
presented in [Popov 2004a] for differential operators, but can be carried out without change if the Ph is a
pseudodifferential operator.

We denote by χ1 the symplectomorphism that transforms the completely integrable Hamiltonian
P(x, ξ ; 0) into action-angle coordinates H = P ◦ (χ1) and we denote by χ0(t) the symplectomorphism
that transforms the perturbed Hamiltonian H(θ, I ; t) into Birkhoff normal form, as constructed in
Theorem 3.10. For the purpose of stating the quantum Birkhoff normal form for Ph(t), the Maslov class
of the KAM tori 3ω : ω ∈�κ} (as defined in Section 3.4 of [Duistermaat 1996]) can be identified with
elements of ϑ ∈ H 1(Tn

; Z) via the family of symplectomorphisms χ0(t)◦χ1 : Tn
× D → T ∗M. Following

[Popov 2000b; Colin de Verdière 1977], we can then associate a smooth line bundle –L over Tn with the
class ϑ such that smooth sections f ∈ C∞(Tn, –L) can be canonically identified with smooth functions
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f̃ ∈ C∞(Rn,C) satisfying the quasiperiodicity condition

f̃ (x + 2πp)= exp
(

iπ
2

⟨ϑ, p⟩

)
f̃ (x) (4A.1)

for all p ∈ Zn.
The quantum Birkhoff normal form in [Popov 2004a] is far sharper than is necessary for the purposes

of this paper, with remainders of order O(e−ch−1/ν
). We require only the following truncated version,

with error terms of order O(hγ+1) for some fixed γ > 0.

Theorem 4.1. Suppose Ph(t) is as in (1B.1). Then for each fixed t there exists a uniformly bounded family
of semiclassical Fourier integral operators

Uh(t) : L2(Tn
; L)→ L2(M), 0< h < h0, (4A.2)

that are associated with the canonical relation graph of the Birkhoff normal form transformation χ(t)
such that we have

(i) Uh(t)∗Uh(t)− Id is a pseudodifferential operator with symbol in the Gevrey class Sℓ(Tn
× D) which

restricts to an element of hγ+1Sℓ(Tn
× Y ) for some subdomain Y of D that contains Eκ(t),

(ii) Ph(t) ◦ Uh(t)− Uh(t) ◦P0
h (t)= Rh(t) ∈ hγ+1Sℓ, where the operator P0

h (t) has symbol

p0(θ, I ; t, h)= K 0(I ; t, h)+ R0(θ, I ; t, h)=

∑
j≤γ

K j (I ; t)h j
+

∑
j≤γ

Rj (θ, I ; t)h j , (4A.3)

with both K 0 and R0 in the symbol class Sℓ(Tn
× D) from Definition B.5 where η > 0 is a constant,

K0(I ; t), R0(θ, I ; t) are the components of the Birkhoff normal form of the Hamiltonian P0 ◦ χ1 as
constructed in Theorem 3.10, and

∂αI Rj (θ, I ; t)= 0 (4A.4)

for (θ, I ; t)∈ Tn
×Eκ(t)×(−1, 1). Moreover, the symbols K j , Rj in (4A.3) are smooth in the parameter t .

Our statement of Theorem 4.1 differs from [Popov 2004a, Theorem 2.1] only in the presence of the
parameter t , the smoothness of the symbols K j , Rj in t , and the truncation to fixed finite order O(hγ+1).
We sketch the details of the proof of Theorem 4.1 in this section, following the argument of [Popov 2004a].

The construction of Uh(t) can be broken into multiple steps. We begin by constructing a family of
semiclassical Fourier integral operators Th(t) that conjugate Ph(t) to a family of semiclassical pseudodif-
ferential operators P1

h (t) : C∞(Tn
; L) with principal symbol equal to K0(I ; t)+ R0(θ, I ; t), the Birkhoff

normal form of H, and with vanishing subprincipal symbol. The conjugating semiclassical Fourier integral
operators arise by quantising the Gρ symplectomorphisms

χ1 : Tn
× D → T ∗M, (4A.5)

χ0 : Tn
× D → Tn

× D (4A.6)

that transform the unperturbed Hamiltonian P(x, ξ ; 0) to action-angle variables and transform the per-
turbed Hamiltonian to Birkhoff normal form respectively, and composing these two operators. Full details
for this construction can be found in [Popov 2000b, Section 2].
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From the regularity of the symplectomorphisms, it follows that there exists a semiclassical expansion
for P1

h (t) with symbols smooth in t .
The symbol of the operator P1

h (t) satisfies the property (4A.3) to O(h2), and to improve this, we
replace the conjugating Fourier integral operator Th with Th Ah for a suitable elliptic pseudodifferential
operator Ah whose symbol is determined iteratively on the family of Cantor-like sets

{(θ, I ; t) ∈ Tn
× Rn

× (−1, 1) : I ∈ Eκ(t)}

by solving equations of the form
⟨∇K0, ∂θ ⟩ f (θ, I ; t)= g(θ, I ; t), (4A.7)

referred to in the literature as homological equations. In this manner the “flatness condition” of (4A.4) is
obtained for j > 0, where the j = 0 statement is established by Theorem 3.10. We outline this procedure
in Section 4B.

The key fact is that the homological equation can be solved smoothly in the parameter t , which is the
content of Theorem 4.3. One can then apply Theorem 4.3 as in [Popov 2004a, Section 2.3] to complete
the construction of the quantum Birkhoff normal form, with the additional consequence of smoothness of
symbols K j , Rj .

4B. Construction of the quantum Birkhoff normal form. After conjugating Ph(t) by semiclassical
Fourier integral operators as described in the previous section, we obtain a family of self-adjoint semiclas-
sical operators P1

h (t) with symbol p̃ ∈ Sℓ̃(T
n
× D) satisfying the flatness condition (4A.4) to order h2,

where ℓ̃= (ρ, ρ ′, ρ+ ρ ′
− 1). That is to say, the formal summation of p̃,

∞∑
j=0

p̃j (θ, I ; t)h j , (4B.1)

satisfies
p̃0(θ, I ; t)= K0(I ; t)+ R0(θ, I ; t), (4B.2)

p̃1(θ, I ; t)= 0. (4B.3)

The next step of the proof of Theorem 4.1 is the improvement of the order of the flatness condition by
composition with a suitable elliptic semiclassical pseudodifferential operator

Ah(t)= Id + O(h)

with symbol

a(θ, I ; t)=

∞∑
j=1

aj (θ, I ; t)h j . (4B.4)

To motivate the method, we suppose that a quantum Birkhoff normal form P0
h exists in the sense of

Theorem 4.1. Our current operator P̃h is equal to P0
h up to order h2 by construction. Hence, we have

Th(t)Ah(t)P̃h(t)= Th(t)P̃h(t)Ah(t)+ Th(t)[Ah(t), P̃h(t)]

= P1
h (t)Th(t)Ah(t)+ h2T (t)B(t)A(t)+ Th(t)[Ah(t), P̃h(t)]

(4B.5)
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for some semiclassical pseudodifferential operator Bh(t) in the symbol class Sℓ̃(T
n
× D). From composi-

tion formulae, the symbol of the commutator is equal to

−(∂αθ a1∂
α
I p̃0)h2

= −LωI ;t a1, (4B.6)

where Lω = ⟨ω, ∂θ ⟩a1(θ, I ; t). Thus to improve the order of the flatness condition, it suffices to choose
a1 solving the homological equation

Lω(I ;t)a1 = b0, (4B.7)

where b0 denotes the principal symbol of Bh(t). Indeed, if (4B.7) is solvable, then we have

Th(t)Ah(t)Ph(t)= P0
h (t)Th(t)Ah(t)+ O(h3). (4B.8)

Extending this idea, it was shown in [Popov 2000b] that we can choose higher-order terms of the symbol a
in an iterative fashion by the solution of such a homological equation for each power of h that we gain.
The consequence is the following result.

Proposition 4.2. There exist a, K 0, r ∈ Sℓ(Tn
× D), where ℓ= (ρ, µ, ν), such that

a(θ, I ; t, h)∼

∞∑
j=0

aj (θ, I ; t)h j , (4B.9)

K 0(I ; t, h)∼

∞∑
j=0

K j (I ; t)h j , (4B.10)

r(θ, I ; t, h)∼

∞∑
j=0

rj (θ, I ; t)h j , (4B.11)

where a0 = 1, r0 = R0, K1 = 0, and
p̃ ◦ a − a ◦ K 0

∼ r, (4B.12)

where each rj (θ, I ; t) is flat in I on Tn
× Eκ(t).

The symbol K 0 in the statement of theorem corresponds to the sought symbol K 0 in Theorem 4.1,
while the symbol R0 is then constructed by solving a ◦ R0

= r , which is possible by ellipticity.
The completion of the proof of Theorem 4.1 after establishing Proposition 4.2 is contained in [Popov

2000b, Section 3]. For our additional requirement of smoothness in t in Theorem 4.1, it thus suffices to
verify that the homological equation can be solved smoothly in the parameter t . In particular, we require
the following.

Theorem 4.3. Suppose f ( · , · ; t) ∈ Gρ,µ(Tn
× D) satisfies the estimate

|∂αθ ∂
β

I f (θ, I ; t)| ≤ d0C |α|+µ|β|0(ρ|α| +µ|β| + q) (4B.13)

uniformly in the smooth parameter t ∈ (−1, 1) for some q > 0 and some C ≥ 1 and that for each I ∈ D,
we have ∫

Tn
f (θ, I ; t) dθ = 0. (4B.14)



158 SEÁN GOMES

Then for any smooth family ω( · ; t) ∈ Gρ′

L0
(D, �) there is a solution u( · , · ; t) ∈ Gρ,µ(Tn

× D) to the
equation

Lωu(θ, I ; t)= f (θ, I ; t), (θ, I ) ∈ Tn
× Eκ(t), (4B.15)

u(0, I ; t)= 0, I ∈ D, (4B.16)

where Lω = ⟨ω(I ; t), ∂/∂θ⟩. Moreover, u is smooth in the parameter t and satisfies the estimate

|∂αθ ∂
β

I u(θ, I ; t)| ≤ Ad0Cn+τ+|α|+µ|β|+10(ρ|α| +µ|β| + ρ(n + τ + 1)+ q), (4B.17)

where A depends only on n, ρ, τ and µ.

This theorem statement differs from [Popov 2004a, Proposition 2.3] only in the presence of the smooth
parameter t , and indeed an identical proof based on taking the Fourier expansion

u(θ, I ; t)=

∑
k∈Zn

ei⟨k,θ⟩uk(I ; t) (4B.18)

and solving for uk can be pursued. The rapid decay of Fourier coefficients established in [Popov 2004a]
implies that the limit u(θ, I ; t) is smooth in t as required. The proof is then identical to that in [Popov
2004a], with the uniformity in (4B.17) following from the uniformity in (4B.13).

4C. Quasimode construction. We now briefly outline how the construction of Gevrey class quasimodes
for Ph(t) follow from the quantum Birkhoff normal form Theorem 4.1. These quasimodes microlocalise
onto a family of nonresonant tori and moreover have quasieigenvalues that are smooth in the parameter
t ∈ (−1, 1).

Definition 4.4. An O(hγ+1) family of Gρ quasimodes Q(t) for Ph(t) is a family

{(vm(x; t, h), µm(t, h)) : m ∈ Mh(t)} ⊂ C∞(M ×Dh(m))× C∞(Dh(m)) (4C.1)

parametrised by h ∈ (0, h0], where

• Mh(t)⊂ Zn is an h-dependent finite index set,

• Dh(m)= {t ∈ (−1, 1) : m ∈ Mh(t)},

• each vm( · ; t, h) is uniformly of class Gρ ,

• ∥Ph(t)vm( · ; t, h)−µm(t; h)vm( · ; t, h)∥L2 = O(hγ+1) for all m ∈ Mh(t),

• |⟨vm( · ; t, h), vl( · ; t, h)⟩ − δml | = O(hγ+1) for all m, l ∈ Mh(t).

Theorem 4.5. Suppose now that t ∈ (−1, 1) is fixed and S ⊂ Eκ(t) is a closed collection of nonresonant
actions. For an arbitrary constant L > 1, we define the index set

Mh := {m ∈ Zn
: dist(S, h(m +ϑ/4)) < Lh}, (4C.2)

where ϑ ∈ Zn is the Maslov class of any Lagrangian tori {χ(Tn
× {I })} with I ∈ S. Note that this class is

independent of the choice of torus by the local constancy of the Maslov class.
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Then
{(vm(x; t, h), µm(t; h)) : m ∈ Mh(t)} := (Uh(t)em, K 0(h(m +ϑ/4); t, h) (4C.3)

defines a Gρ family of quasimodes for Ph(t) that has Gevrey microsupport on the family of tori

3S =

⋃
I∈S

3ω(I ;t) =
⋃
I∈S

χ(Tn
× {I })⊂ T ∗M, (4C.4)

where {em}m∈Zn is the orthonormal basis of L2(Tn
; L) associated to the quasiperiodic functions

ẽm(x) := exp(i⟨m +ϑ/4, x⟩). (4C.5)

Proof. From the definition of the functions em , it follows that

P0
h (t)(em)(θ)= σ(P0

h (t))(θ, h(m +ϑ/4))em(θ)

= (K 0(h(m +ϑ/4); t, h)+ R0(θ, h(m +ϑ/4); t, h))em(θ)

= (λm(t; h)+ R0(θ, h(m +ϑ/4))em(θ). (4C.6)

From the definition (4C.2) of the index set Mh(t) and from A.2, it thus follows that

Ph(t)(Uh(t)em)= Uh(t)P0
h (t)em = O(hγ+1) (4C.7)

upon an application of Theorem 4.1. The almost-orthogonality of the Uh(t)em then follows from the fact
that Uh(t) is almost unitary by Theorem 4.1, and that the em are exactly orthogonal by construction. □

These quasimodes are as numerous as we could hope for; indeed the index set Mh(t) satisfies the
local Weyl asymptotic

lim
h→0

(2πh)n #Mh = m(Tn
× S)= µ(3S), (4C.8)

where m denotes the (2n)-dimensional Lebesgue measure and µ denotes the symplectic measure dξ dx .
To see this, we can denote by U the union of n-cubes centred at the lattice points in Mh with side length h.
The containment

S ⊂ U ⊂ {I : dist(I, S) < L̃h} (4C.9)

for a constant L̃ then yields the claim by monotone convergence of measures, noting that since S is closed
we have

S = S =

⋂
h>0

{I : dist(I, S) < L̃h}. (4C.10)

In the special case of S = {I }, we have a family of Gρ quasimodes with microsupport on an individual
torus χ(Tn

× {I }).

Appendix A: Anisotropic Gevrey classes

In this appendix, we define the Gevrey function spaces used throughout the paper and collect several of
their properties from the appendix of [Popov 2004b].
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Definition A.1. For ρ ≥ 1 and X ⊂ Rn open, the Gevrey class of order ρ is given by

Gρ
L(X) :=

{
f ∈ C∞(X) : sup

α

sup
x∈X

|∂αx f (x)|L−|α|α!
−ρ <∞

}
. (A.1)

If f ∈ Gρ
L(X), the supremum in (A.1) is denoted by ∥ f ∥L . We will frequently suppress the L in our

notation. Equipped with this norm, Gρ
L(X) is a Banach space. Gevrey regularity is generally weaker the

real-analyticity (they coincide when ρ = 1 as can be seen by using the Cauchy–Hadamard theorem to
characterise analytic functions by the growth of their Taylor coefficients) and importantly, there exist
bump functions in the Gevrey class for ρ > 1.

An important property of the Gevrey class that follows from Taylor’s theorem is that if a Gevrey
function has vanishing derivatives, then locally it is superexponentially small.

Proposition A.2. Suppose f ∈ Gρ(X), and ρ > 1. Then there exist positive constants c,C, η and r0 only
dependent on the Gevrey constant L , the norm ∥ f ∥L , and the set X such that

f (x0 + r)=

∑
|α|≤η|r |1/(1−ρ)

fα(x0)rα + R(x0, r), (A.2)

where fα = (∂α f )/α! and

|∂βx R(x0, r)| ≤ C1+|β|β!
ρ e−c|r |

−1/(ρ−1)
for all 0< |r | ≤ min(r0, d(x0,Rn

\ X)). (A.3)

We also need to consider anisotropic Gevrey classes, which are classes of Gevrey functions with
differing regularity in individual variables.

Definition A.3. Suppose X and Y are open subsets of Euclidean spaces. Suppose that ρ1, ρ2 ≥ 1 and
L1, L2 > 0. Then

Gρ1,ρ2
L1,L2

(X × Y )=
{

f ∈ C∞(X × Y ) : sup
(x,y)∈X×Y

|∂αx ∂
β
y f |L−|α|

1 L−|β|

2 α!
−ρ1 β!

−ρ2 <∞
}
. (A.4)

If f ∈ Gρ1,ρ2
L1,L2

, then we denote the supremum in (A.4) by ∥ f ∥L1,L2 . Equipped with this norm, Gρ1,ρ2
L1,L2

is a Banach space. This definition extends in the natural way to k ≥ 3 variables. Furthermore, some of
these variables might lie in complex domains.

In anisotropic Gevrey classes, one has the following implicit function theorem due to Komatsu.

Proposition A.4. Suppose that F ∈ Gρ,ρ′

L1,L2
(X ×�0,Rn), where X ⊂ Rn, �0

⊂ Rm and

L1∥F(x, ω)− x∥L1,L2 ≤
1
2 .

Then there exists a local solution x = g(y, ω) to the implicit equation

F(x, ω)= y (A.5)

defined in a domain Y ×�. Moreover, there exist constants A,C dependent only on ρ, ρ ′, n,m such that
g ∈ Gρ,ρ′

C L1,C L2
(Y ×�, X), with ∥g∥C L1,C L2 ≤ A∥F∥L1,L2 .

A consequence of this theorem is established in [Popov 2004b].
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Corollary A.5. Suppose F ∈ Gρ,ρ′

L1,L2
(Tn

×�,Tn), where �0
⊂ Rm and L1∥F(θ, ω)− θ∥L1,L2 ≤

1
2 . Then

there exists a local solution x = g(y, ω) to the implicit equation

F(x, ω)= y (A.6)

defined on Tn
×�. Moreover, there exist positive constants A,C dependent only on ρ, ρ ′, n,m such that

g ∈ Gρ,ρ′

C L1,C L2
(Tn

×�) with ∥g∥C L1,C L2 ≤ A∥F∥L1,L2 .

Finally, we have two results on the composition of functions of Gevrey regularity, which can also be
found in [Popov 2004b].

Proposition A.6. Let X ⊂ Rn, Y ⊂ Rm , and � ⊂ Rk be open sets. Suppose g ∈ Gρ′

L1
(�, Y ), with

∥g∥L1 = A1, and f ∈ Gρ,ρ′

B,L2
(X × Y ), with ∥ f ∥B,L2 = A2. Then the composition F(x, ω) := f (x, g(ω))

is in Gρ,ρ′

B,L (X ×�), where

L = 2l+ρ′

lρ
′

L1 max(1, A1L2),

with l = max(k,m, n). Moreover we have the Gevrey norm estimate

∥F∥B,L ≤ A2.

Proposition A.7. Let X ⊂ Rn, Y ∈ Rm , and �⊂ Rk be open sets. Suppose g ∈ Gρ,ρ′

B1,L1
(X ×�, Y ) with

∥g∥B1,L1 = A1 and f ∈ Gρ,ρ′

B2,L2
(Y ×�). Then the composition

F(x, ω) := f (g(x, ω), ω)

is in Gρ,ρ′

B,L (X ×�), where
B = 4l(4l)ρB1 max(1 + A1 B2),

L = L2 + 4l(4l)ρL1 max(1, A1 B2),

with l = max(k,m, n). Moreover we have the Gevrey norm estimate

∥F∥B,L ≤ A2.

Appendix B: Gevrey class symbols

In this appendix, we introduce the class of Gevrey symbols used throughout this paper. We suppose D is
a bounded domain in Rn, and take X = Tn or a bounded domain in Rm. We fix the parameters σ,µ > 1
and ϱ ≥ σ +µ− 1, and denote the triple (σ, µ, ϱ) by ℓ.

Definition B.1. A formal Gevrey symbol on X × D is a formal sum

∞∑
j=0

pj (θ, I )h j , (B.1)

where the pj ∈ C∞

0 (X × D) are all supported in a fixed compact set and there exists a C > 0 such that

sup
X×D

|∂
β
θ ∂

α
I pj (θ, I )| ≤ C j+|α|+|β|+1β!

σ α!
µ j !ϱ. (B.2)
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Definition B.2. A realisation of the formal symbol (B.1) is a function p(θ, I ; h) ∈ C∞

0 (X × D) for
0< h ≤ h0, with

sup
X×D×(0,h0]

∣∣∣∣∂βθ ∂αI (
p(θ, I ; h)−

N∑
j=0

pj (θ, I )h j
)∣∣∣∣ ≤ hN+1C N+|α|+|β|+2

1 β!
σ α!

µ (N + 1)!ϱ. (B.3)

Lemma B.3. Given a formal symbol (B.1), one choice of realisation is

p(θ, I ; h) :=

∑
j≤ϵh−1/ϱ

pj (θ, I )h j , (B.4)

where ϵ depends only on n and C1.

Definition B.4. We define the residual class of symbols S−∞

ℓ as the collection of realisations of the zero
formal symbol.

Definition B.5. We write f ∼ g if f − g ∈ S−∞

ℓ . It then follows that any two realisations of the same
formal symbol are ∼-equivalent. We denote the set of equivalence classes by Sℓ(X × D).

We now discuss the class of pseudodifferential operators corresponding to these symbols.

Definition B.6. To each symbol p ∈ Sℓ(X × D), we associate a semiclassical pseudodifferential operator
defined by

(2πh)−n
∫

X×Rn
ei(x−y)·ξ/h p(x, ξ ; h)u(y) dξ dy (B.5)

for u ∈ C∞

0 (X).

The above construction is well-defined modulo exp(−ch−1/ϱ), as for any p ∈ S−∞

ℓ (X × D) we have

∥Phu∥ = OL2(exp(−ch−1/ϱ)) (B.6)

for some constant c > 0.

Remark B.7. The exponential decay of residual symbols is a key gain that comes from working in a
Gevrey symbol class.

The operations of symbol composition and conjugation then correspond to composing operators and
taking adjoints respectively. Moreover, if p ∈ S(σ,σ,2σ−1), then Gσ -smooth changes of variable preserve
the symbol class of p. This coordinate invariance allows us to extend the Gevrey pseudodifferential
calculus to compact Gevrey manifolds.

Appendix C: Estimates for analytic functions

In this appendix we prove several elementary but important estimates for analytic functions.

Proposition C.1. Suppose �̃j ⊂ C are open sets and �j ⊂ �̃j are such that dist(�j ,C \ �̃j ) > rj . Define

�=

n∏
j=1

�j and �̃=

n∏
j=1

�̃j . (C.1)
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If the analytic function f : �̃→ C satisfies

∥ f ∥� = A <∞ (C.2)

then we have

∥∂αz f ∥� ≤ Ar−αα! (C.3)

for each multi-index α.

Proof. For z ∈�, the Cauchy integral formula implies

f (z)=
1

(2π i)n

∮
∂B(z1,r1)

∮
∂B(z2,r2)

· · ·

∮
∂B(zn,rn)

f (w)
w− z

dw1 dw2 · · · dwn, (C.4)

which yields

∂αz f (z)=
α!

(2π i)n

∮
∂B(z1,r1)

∮
∂B(z2,r2)

· · ·

∮
∂B(zn,rn)

f (w)
(w− z)α+1 dw1 dw2 · · · dwn (C.5)

upon repeated differentiation, where 1 denotes the multi-index (1, 1, . . . , 1). Hence

∥∂αz f ∥� ≤ Ar−αα! (C.6)

as required. □

We also have an implicit function theorem for real-analytic functions. Defining

Oh = {ω ∈ Cn
: dist(ω,�) < h}, (C.7)

where distances in Cn are taken with the sup-norm, we have the following.

Proposition C.2. Suppose f : Oh × (−1, 1)→ Cn is real-analytic, and we have the estimate

| f |h <∞. (C.8)

Then, for any 0< v < 1
6 such that

| f − id|h ≤ vh, (C.9)

the function has a real-analytic inverse g : O(1/2−3v)h × (−1, 1)→ O(1−4v)h that satisfies the estimate

max(|g − id|(1/2−3v)h, 3vh|Dφ− Id|(1/2−3v)h)≤ | f − id|h (C.10)

uniformly in t ∈ (−1, 1). The norm | · |h denotes the sup-norm over Oh and the matrix norm in (C.10) is
the norm induced by equipping Cn with the sup-norm.

Proposition C.2 can be proven in the same way as in Lemma 3.4 of [Popov 2004b]. The only difference
is that we need to work on domains of the form Oλh × BC

1 , and invert maps of the form

f̃ (ω, t) := ( f (ω, t), t) (C.11)

for given f satisfying the assumptions of the proposition uniformly in t .
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Appendix D: Whitney extension theorem

In this appendix, we prove a version of the Whitney extension theorem for anisotropic Gevrey classes.
The proof is adapted from [Bruna 1980] in the non-anisotropic case.

Definition D.1.

C∞

M,M̃(X ×Y )=
{

f ∈ C∞(X ×Y,R) : sup
(x,y)∈X×Y

sup
α,β

(
|(∂αx ∂

β
y f )(x, y)|

L |α|

1 L |β|

2 M|α|M̃|β|

)
<∞ for some L j > 0

}
, (D.1)

where X, Y are open sets in Euclidean spaces of possibly differing dimension, α, β are multi-indices of
the appropriate dimension, and M and M̃ are positive sequences satisfying

(1) M0 = 1,

(2) M2
k ≤ Mk−1 Mk+1,

(3) Mk ≤ Ak Mj Mk− j ,

(4) Mk
k+1 ≤ Ak Mk+1

k ,

(5) Mk+1/(k Mk) is increasing,

(6)
∑

k≥0 Mk/Mk+1 ≤ ApMp/Mp+1 for p > 0,

where A > 0 is a positive constant.

In the Gevrey case of interest to us, Mk = k!
ρ1, M̃k = k!

ρ2. For fixed L j > 0, the supremum in (D.1)
defines a norm which equips a subspace of C∞

M,M̃
(X × Y ) with a Banach space structure. The space

C∞

M,M̃
(X × Y ) is then the inductive limit of these spaces as L = L1 = L2 → ∞, which identifies it a Silva

space.
For f ∈ C∞

M,M̃
(X × Y ), and z = (z1, z2) ∈ X × Y, x ∈ X we define

(T m
x f )(z) :=

∑
|α|≤m

(∂αx f )(x, z2)

α!
(z1 − x)α, (D.2)

(Rm
x f )(z) := f (z)− (T m

x f )(z). (D.3)

To slightly generalise this notation, for a jet f α,β of continuous functions, we write

(Rm
x f )α,β(z) := f α,β(z)− (T m−|α|

x f α,β)(z). (D.4)

We can now pose the question:

Given a compact set K ⊂ X , under what conditions is it true that an arbitrary continuous jet
( f α,β) : K × Y → R is the jet of a function f̃ ∈ C∞

M,M̃
(X × Y )?

We assume without loss of generality here that the set X is a full Euclidean space Rd, rather than
just an open subset thereof. This question is the anisotropic non-quasianalytic analogue of Whitney’s
extension theorem from classical analysis, which deals with the C∞ case.

We begin by finding necessary conditions for the existence of such an extension, before proving that
these conditions are indeed sufficient.
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Proposition D.2. Suppose f ∈C∞

M,M̃
(X × Y ) with Gevrey constants L1, L2. Then there exists a constant A

dependent only on the dimensions of X , Y and on M, M̃ such that the jet f α,β = ∂
(α,β)
z f satisfies

| f α,β | ≤ AL |α|

1 L |β|

2 M|α|M̃|β|, (D.5)

|(Rn
x f )k,l(z)| ≤ AL̃n+1

1 Mn+1L |l|
2 M̃|l|

|z1 − x |
n+1

(n + 1)!
(D.6)

for all nonnegative integers m, n and all multi-indices |k| ≤ m, |l| ≤ n, where L̃1 = C L1 with C dependent
only on the dimension of X.

Proof. The first estimate (D.5) follows immediately from the definition of C∞

M,M̃
(X × Y ). We prove the

second claim (D.6) by making use of the estimate (D.5) on the jet f α,β = ∂αx ∂
β
y f and Taylor expansion:

Rn
x f (z)=

∑
|α|=n+1

n + 1
α!

(z1 − x)α
∫ 1

0
(1 − t)n f α,0(x + t (z1 − x), z2) dt

≤
(

sup
|α|=n+1

sup
z∈X×Y

| f α,0(z)|
) ∑

|α|=n+1

∣∣∣∣(z1 − x)α

α!

∣∣∣∣
≤

(
sup

|α|=n+1
sup

z∈X×Y
| f α,0(z)|

)Cn+1
|z1 − x |

n+1

(n + 1)!
. (D.7)

Hence

|(Rn
x f )k,l(z)| = |(Rn−|k|

x f )(z)| ≤ AL̃n+1
1 Mn+1L |l|

2 M̃|l|
|z1 − x |

n+1

(n + 1)!
(D.8)

as required. □

Subsequently, for simplicity of notation, we omit the tilde in L̃1 with the understanding that we are
allowed to absorb constants that are dependent only on the dimensions of X , Y and on the sequences M, M̃.

Theorem D.3. Suppose ( f α,β) : K × Y → R is a jet of continuous functions smooth in y that satisfies

∂γy ( f α,β)= f α,β+γ , (D.9)

as well as the conditions (D.5) and (D.6) on K × Y. Then there exists a function f ∈ C∞

M,M̃
(X × Y ) such

that ∂α,βx f = f α,β on K × Y.
Moreover, there exist constants C0,C1 dependent only on the dimensions of X and Y and the weight

sequences Mk , M̃k such that
∥ f ∥C1 L1,L2 ≤ C0 A. (D.10)

Before proving Theorem D.3, we need to collect some lemmas, the proofs of which can be found in
[Bruna 1980].

Proposition D.4. Suppose K ⊂ Rd is compact. Then there exists a collection of closed cubes {Q j }j∈N

with sides parallel to the axes such that:

(i) Rd
\ K =

⋃
j Q j .

(ii) int(Q j ) are disjoint.
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(iii) δj := diam(Q j )≤ dj := d(Q j , K )≤ 4δj .

(iv) For 0< λ < 1
4 , we have d(z, K )∼ δj for z ∈ Q∗

j := (1 + λ)Q j .

(v) Each Q∗

i intersects at most D = (12)2d cubes Q∗

j .

(vi) δi ∼ δj if Q∗

i ∩ Q∗

j ̸= ∅.

Proposition D.5. For each η > 0, there exists a family of functions φi ∈ C∞

M (R
d) such that:

(i) 0 ≤ φi .

(ii) supp(φi )⊂ Q∗

i .

(iii)
∑

i φi (z)= 1 for z ∈ Rd .

(iv) |∂αφi (z)| ≤ Ah(Bηd(z, K ))η|α|M|α| for z ∈ Q∗

i , where A, B > 0 are constants and

h(t) := sup
k

k!

tk Mk
. (D.11)

Proposition D.6. Suppose T ∈ L(E, F) is a continuous linear surjection between Silva spaces. Then for
any bounded set B ⊂ F, there exists a bounded set C ⊂ E with T (C)= B.

We also require an anisotropic version of Carleman’s theorem, which is the special case of Theorem D.3
with K = {0}, and the Gevrey analogue of Borel’s theorem from classical analysis.

Proposition D.7. Let (gα)α∈Nd be a multisequence of functions in C∞

M̃
(Y ) such that

|∂ l
ygα(y)| ≤ K L |α|

1 L |l|
2 M|α|M̃|l| (D.12)

for some constant K > 0.
Then there exists a function f ∈ C∞

M,M̃
(X × Y ) such that gα(y)= ∂αx f (0, y) for all y ∈ Y. Moreover,

∥ f ∥C L1,L2 ≤ AK for some constants A,C > 0 independent of f , L1, and L2.

Proof. We adapt the solution of [Petzsche 1988] of the classical Carleman problem to this setting. Key is
that the assumptions on M imply that the hypotheses of [Petzsche 1988] are satisfied. Hence as in the
proof of [Petzsche 1988, Theorem 2.1(ai)], we can construct compactly supported χp(x) ∈ C∞

Mp
(R) for

each nonnegative integer p such that
χ (k)p (0)= δ(k, p) (D.13)

and

∥χp∥L(2+A−1) ≤
1

Mp

(
Ae
L

)p

(D.14)

for some dimensional constant A and any L > 0. Hence we can define

χα(x) :=

d∏
j=1

χαj (x j ) (D.15)

for α ∈ Nd which satisfies
χ (β)α (0)= δ(β, α). (D.16)
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Moreover, we have the estimate

|χ (β)α | =

d∏
j=1

|χ
βj
αj | ≤

d∏
j=1

1
Mαj

(
Ae
L

)αj

(L(2 + A−1))βj Mβj

≤

(
Aec(d,M)

L

)|α|

M−1
|α|
(L(2 + A−1))|β|M|β|. (D.17)

By taking L = 2C L1 = 2Aec(d,M)L1, we can estimate

|∂k
x ∂

l
y(χα(x)gα(y))| ≤ K ((C/L)|α|M−1

|α|
(L(2 + A−1))|k|M|k|)(L

|α|

1 L |l|
2 M|α|M̃|l|)

≤ K · 2−|α|(2C L1(2 + A−1))|k|L |l|
2 M|k|M̃|l|, (D.18)

where A, C , and K are constants independent of f , L1, and L2.
Hence we have that ∥χα(x)gα(y)∥2C L1(2+A−1),L2 ≤ K · 2−|α|. It follows that

f (x, y) :=

∑
α∈Nd

χα(x)gα(y) (D.19)

converges in the C∞

M,M̃
(X × Y ) sense, and satisfies ∂αx f (0, y)= gα(y) as required. □

Equipped with these tools, we are ready to prove Theorem D.3.

Proof of Theorem D.3. We begin by estimating the difference in Taylor expansions about different points
in K. Using the identity

(T n
x f )(z)− (T n

y f )(z)=

∑
|α|≤n

(z1 − x)α

α!
(Rn

y f )α,0(x, z2), (D.20)

we can estimate

∂k,l
z ((T n

x f )(z)− (T n
y f )(z))=

∑
|α|≤n−|k|

(z1 − x)α

α!
(Rn

y f )k+α,l(x) (D.21)

using the assumed estimate (D.6) for (Rm,n
y f )k,l . This yields

|∂k,l
z ((T n

x f )(z)− (T n
y f )(z))| ≤ ALn+1

1 Mn+1L |l|
2 M̃|l|

(|z1 − x | + |z1 − y|)n−|k|+1

(n − |k| + 1)!
. (D.22)

We now invoke Proposition D.7. For x ∈ X consider the map Tx : C∞

M,M̃
(X × Y ) → Gx given by

(Tx f )α(y) := f α,0(x, y), where the space Gx consists of all multisequences of analytic functions
fα : Y → R satisfying | fα| ≤ AL |α|

1 L |β|

2 M|α|M̃|β| for some A > 0. From the assumed estimate (D.5)
on f α,β, Proposition D.7 applies, and for each x ∈ K we can find a function fx ∈ C∞

M,M̃
(X × Y ) such that

∂α,βz fx(x, z2)= f α,β(x, z2) (D.23)

for each α, β. Moreover, the conclusion of Proposition D.7 implies that there exist constants B = C0 A,
K1 = C1L1, K2 = L2 > 0 such that the estimate

|(∂α,βz fx)(z)| ≤ BK |α|

1 K |β|

2 M|α|M̃|β| (D.24)

holds uniformly, where the C j depend only on the dimensions of X and Y and the weight sequences Mk , M̃k .
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Hence we can bound

∂k,l
z ( fx(z)− (T m,n

x fx)(z))= (Rm,n fx)k,l(z) (D.25)

using the same calculation as in Proposition D.2. We obtain

|∂k,l
x ( fx(z)− (T n

x f )(z))| = |(Rn fx)k,l(z)|

≤ A(C1L1)
n+1 Mn+1L |l|

2 M̃|l|
|z1 − x |

n−|k|+1

(n − |k| + 1)!
.

(D.26)

The upshot of this estimate is that we can replace T n
x f and T n

y f in (D.22) with fx and fy respectively.
That is, we have

|∂k,l
z ( fx(z)− fy(z))| ≤ A(C1L1)

n+1 Mn+1L |l|
2 M̃|l|

(|z1 − x | + |z1 − y|)n−|k|+1

(n − |k| + 1)!
. (D.27)

We now fix k, l and vary n ≥ k in order to optimise the upper bound (D.27). By defining the quantity

h(t) := sup
k≥0

k!

tk Mk
(D.28)

as in [Bruna 1980] we obtain

|∂k,l
z ( fx(z)− fy(z))| ≤ A(C1L1)

|k|M|k|L
|l|
2 M̃|l|h((C1L1)(|z1 − x1| + |z1 − y|))−1 (D.29)

by using property (3) following (D.1).
The next step in the construction is to use Proposition D.5 to piece together the functions fx using

a C∞

M partition of unity subordinate to the cover arising from the decomposition of X \ K by cubes in
Proposition D.4. Taking the collection {Q j }j∈N of cubes in X = Rd constructed by Proposition D.4, we
choose x j ∈ K such that d(x j , Q j )= d(Q j , K ). Note that the conclusion of Proposition D.4 implies that

|z − x j | ∼ d(z, K ) (D.30)

for all z ∈ Q∗

j . Now taking φj as in Proposition D.5, we define

f̃ (z) :=

{
f (z) if z1 ∈ K ,∑

i φi (z1) fx j (z) if z1 ∈ X \ K .
(D.31)

Note that since the partition of unity {φj } is locally finite, the function f̃ (z) is smooth in (X \ K )× Y.
It remains to check that f̃ is smooth elsewhere, and moreover that f̃ ∈ C∞

M,M̃
(X × Y ). To this end, for

x ∈ K and z1 ∈ X \ K, we estimate

∂α,βz ( f̃ (z)− fx(z))=

∑
k≤α

(
α

k

) ∑
i

(∂kφi )(z1) ∂
α−k,β
z ( fxi (z)− fx(z)). (D.32)

First we estimate the k = 0 term. If z1 ∈ spt(φi )= Q∗

i , we have

d(z1, xi )∼ d(z1, K )≤ d(z1, x) (D.33)
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and hence we have∣∣∣∣∑
i

φi (z1) ∂
α,β
z ( fxi (z)− fx(z))

∣∣∣∣ ≤ A(C1L1)
|α|M|α|L

|β|

2 M̃|β|h((C1L1)|z1 − x |)−1 (D.34)

from (D.29).
We now estimate the terms with |k| > 0. For x ∈ X \ K, we choose x̄ ∈ K with d(x, x̄) = d(x, K ).

Since
∑

i ∂
kφi = 0, we have∑

i

(∂kφi )(z1) ∂
α−k,β
z ( fxi (z)− fx(z))=

∑
i

(∂kφi )(z1) ∂
α−k,β
z ( fxi (z)− f z̄1(z)). (D.35)

Now as before, we exploit the fact that d(z1, xi )∼ d(z1, K ) to bound

|∂α−k,β
z ( fxi (z)− f z̄1(z))| ≤ A(C1L1)

|α|−|k|M|α|−|k|L
|β|

2 M̃|β|h((C1L1)d(z1, K ))−1. (D.36)

Since log(Mj ) is an increasing convex sequence with first term 0, it is also superadditive, and we have
M|k|M|l| ≤ M|k|+|l|. Hence for |k| ≥ 1, we can use property (4) in Proposition D.5 to conclude that∣∣∣∣∑

i

(∂kφi )(z1) ∂
α−k,β
z ( fxi (z)− fx(z))

∣∣∣∣ ≤ AM|α|M̃|β|(C1L1)
|α|−|k|L |β|

2 η|k|
h(Bηd(z1, K ))

h((C1L1)d(z1, K ))
, (D.37)

where η remains to be chosen. Equation (15) from [Bruna 1980] implies the existence of a constant c> 0
such that

h(t)
h(ct)

≤
A

h(t)
(D.38)

for some A > 0. Hence we choose η = C1L1/(cB) to arrive at the estimate∣∣∣∣∑
i

(∂kφi )(z1) ∂
α−k,β
z ( fxi (z)− fx(z))

∣∣∣∣ ≤ A(C1L1)
|α|−|k|L |β|

2 M|α|M̃|β|η
|k|h((C1L1)|z1 − x |)−1. (D.39)

Combining (D.34) and (D.39), we arrive at

|∂α,βz ( f̃ (z)− fx(z))| ≤ AL |β|

2 M|α|M̃|β|((C1L1)+ η)
|α|h((C1L1)|z1 − x |)−1 (D.40)

for z ∈ (X \ K )× Y.
The estimate (D.40) is key to proving f̃ ∈ C∞(X × Y ) (and that the derivatives coincide with the those

given by the jet f α,β), as well as the subsequent deduction of C∞

M,M̃
regularity. We write

f̃ α,β(z) :=

{
∂
α,β
z f̃ (z) if z1 ∈ X \ K ,

f α,β(z) if z1 ∈ K .
(D.41)

The smoothness of each f̃ α,β : X × Y → R readily follows from the fact that each f α,β : K × Y → R is
smooth in y, together with the estimate

| f̃ α,β(z)− ∂α,βz T m
x f (z)| = o(|z1 − x |

m−|α|). (D.42)
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For z with z1 ∈ K, the estimate (D.42) comes immediately from (D.6) on K × Y. Otherwise, it is a
consequence of the estimate (D.40), the defining property (D.23) of the functions fx , and the fact that the
function h(t) increases faster than any polynomial in t−1 as t → 0.

Finally, we need to check C∞

M,M̃
regularity. That is, we need to verify the Gevrey estimate

∥ f ∥C1 L1,L2 ≤ C0 A (D.43)

for some constants C0,C1 dependent only on the dimensions of the spaces X and Y and the weight
sequences Mk, M̃k . In light of (D.5), it only remains to prove (D.43) on (X \ K )×Y, and by multiplication
by a cutoff function we may assume d(z1, K ) is bounded. Then, by applying (D.40) with x = z̄1 we can
further reduce the problem to verifying (D.43) for fx , uniformly in x ∈ K. However this was established
earlier in (D.24). Hence, the proof is complete. □

References

[Arnold 1983] V. I. Arnold, Geometrical methods in the theory of ordinary differential equations, Grundlehren der Math.
Wissenschaften 250, Springer, 1983. MR Zbl

[Arnold 1989] V. I. Arnold, Mathematical methods of classical mechanics, 2nd ed., Grad. Texts in Math. 60, Springer, 1989.
MR Zbl

[Bruna 1980] J. Bruna, “An extension theorem of Whitney type for non-quasi-analytic classes of functions”, J. Lond. Math. Soc.
(2) 22:3 (1980), 495–505. MR Zbl

[Colin de Verdière 1977] Y. Colin de Verdière, “Quasi-modes sur les variétés Riemanniennes”, Invent. Math. 43:1 (1977), 15–52.
MR Zbl

[Colin de Verdière 1985] Y. Colin de Verdière, “Ergodicité et fonctions propres du laplacien”, Comm. Math. Phys. 102:3 (1985),
497–502. MR Zbl

[Duistermaat 1996] J. J. Duistermaat, Fourier integral operators, Progr. Math. 130, Birkhäuser, Boston, 1996. MR Zbl

[Dyatlov and Guillarmou 2014] S. Dyatlov and C. Guillarmou, “Microlocal limits of plane waves and Eisenstein functions”,
Ann. Sci. École Norm. Sup. (4) 47:2 (2014), 371–448. MR Zbl

[Gallavotti 1983] G. Gallavotti, “Perturbation theory for classical Hamiltonian systems”, pp. 359–426 in Scaling and self-
similarity in physics (Bures-sur-Yvette, France, 1981/1982), edited by J. Fröhlich, Progr. Phys. 7, Birkhäuser, Boston, 1983.
MR

[Gomes 2018] S. P. Gomes, “Percival’s conjecture for the Bunimovich mushroom billiard”, Nonlinearity 31:9 (2018), 4108–4136.
MR Zbl

[Gutkin 2009] B. Gutkin, “Note on converse quantum ergodicity”, Proc. Amer. Math. Soc. 137:8 (2009), 2795–2800. MR Zbl

[Hassell 2010] A. Hassell, “Ergodic billiards that are not quantum unique ergodic”, Ann. of Math. (2) 171:1 (2010), 605–618.
MR Zbl

[Helffer et al. 1987] B. Helffer, A. Martinez, and D. Robert, “Ergodicité et limite semi-classique”, Comm. Math. Phys. 109:2
(1987), 313–326. MR Zbl

[Hou and Popov 2016] X. Hou and G. Popov, “Rigidity of reducibility of Gevrey quasi-periodic cocycles on U (n)”, Bull. Soc.
Math. France 144:1 (2016), 1–52. MR Zbl

[Kato 1966] T. Kato, Perturbation theory for linear operators, Grundlehren der Math. Wissenschaften 132, Springer, 1966. MR
Zbl

[Knörrer 1980] H. Knörrer, “Geodesics on the ellipsoid”, Invent. Math. 59:2 (1980), 119–143. MR Zbl

[Kolmogorov 1954] A. N. Kolmogorov, “On conservation of conditionally periodic motions for a small change in Hamilton’s
function”, Dokl. Akad. Nauk SSSR (N.S.) 98 (1954), 527–530. In Russian; translated as pp. 51–56 in Stochastic behavior in

http://dx.doi.org/10.1007/978-1-4612-1037-5
http://msp.org/idx/mr/695786
http://msp.org/idx/zbl/0507.34003
http://dx.doi.org/10.1007/978-1-4757-2063-1
http://msp.org/idx/mr/997295
http://msp.org/idx/zbl/0692.70003
http://dx.doi.org/10.1112/jlms/s2-22.3.495
http://msp.org/idx/mr/596328
http://msp.org/idx/zbl/0419.26010
http://dx.doi.org/10.1007/BF01390202
http://msp.org/idx/mr/501196
http://msp.org/idx/zbl/0449.53040
http://dx.doi.org/10.1007/BF01209296
http://msp.org/idx/mr/818831
http://msp.org/idx/zbl/0576.58032
http://dx.doi.org/10.1007/978-0-8176-8108-1
http://msp.org/idx/mr/1362544
http://msp.org/idx/zbl/0841.35137
http://dx.doi.org/10.24033/asens.2217
http://msp.org/idx/mr/3215926
http://msp.org/idx/zbl/1297.58007
http://dx.doi.org/10.1007/978-1-4899-6762-6_12
http://msp.org/idx/mr/733479
http://dx.doi.org/10.1088/1361-6544/aa776f
http://msp.org/idx/mr/3833087
http://msp.org/idx/zbl/1396.37046
http://dx.doi.org/10.1090/S0002-9939-09-09849-9
http://msp.org/idx/mr/2497494
http://msp.org/idx/zbl/1171.81008
http://dx.doi.org/10.4007/annals.2010.171.605
http://msp.org/idx/mr/2630052
http://msp.org/idx/zbl/1196.58014
http://dx.doi.org/10.1007/BF01215225
http://msp.org/idx/mr/880418
http://msp.org/idx/zbl/0624.58039
http://dx.doi.org/10.24033/bsmf.2705
http://msp.org/idx/mr/3481260
http://msp.org/idx/zbl/1375.37009
http://dx.doi.org/10.1007/978-3-662-12678-3
http://msp.org/idx/mr/0203473
http://msp.org/idx/zbl/0148.12601
http://dx.doi.org/10.1007/BF01390041
http://msp.org/idx/mr/577358
http://msp.org/idx/zbl/0431.53003
https://doi.org/10.1007/BFb0021737


GENERIC KAM HAMILTONIANS ARE NOT QUANTUM ERGODIC 171

classical and quantum Hamiltonian systems, edited by G. Casati and J. Ford, Lecture Notes in Phys. 93, Springer, 1979. MR
Zbl

[Marklof and O’Keefe 2005] J. Marklof and S. O’Keefe, “Weyl’s law and quantum ergodicity for maps with divided phase
space”, Nonlinearity 18:1 (2005), 277–304. MR Zbl

[Moser 1966] J. Moser, “A rapidly convergent iteration method and non-linear partial differential equations, I”, Ann. Scuola
Norm. Sup. Pisa Cl. Sci. (3) 20:2 (1966), 265–315. MR Zbl

[Moser 1967] J. Moser, “Convergent series expansions for quasi-periodic motions”, Math. Ann. 169 (1967), 136–176. MR Zbl

[Petzsche 1988] H.-J. Petzsche, “On E. Borel’s theorem”, Math. Ann. 282:2 (1988), 299–313. MR Zbl

[Popov 2000a] G. Popov, “Invariant tori, effective stability, and quasimodes with exponentially small error terms, I: Birkhoff
normal forms”, Ann. Henri Poincaré 1:2 (2000), 223–248. MR Zbl

[Popov 2000b] G. Popov, “Invariant tori, effective stability, and quasimodes with exponentially small error terms, II: Quantum
Birkhoff normal forms”, Ann. Henri Poincaré 1:2 (2000), 249–279. MR Zbl

[Popov 2004a] G. Popov, “KAM theorem and quasimodes for Gevrey Hamiltonians”, Mat. Contemp. 26 (2004), 87–107. MR
Zbl

[Popov 2004b] G. Popov, “KAM theorem for Gevrey Hamiltonians”, Ergodic Theory Dynam. Systems 24:5 (2004), 1753–1786.
MR Zbl

[Pöschel 2001] J. Pöschel, “A lecture on the classical KAM theorem”, pp. 707–732 in Smooth ergodic theory and its applications
(Seattle, WA, 1999), edited by A. Katok et al., Proc. Sympos. Pure Math. 69, Amer. Math. Soc., Providence, RI, 2001. MR Zbl

[Shnirelman 1974] A. I. Shnirelman, “Ergodic properties of eigenfunctions”, Uspekhi Mat. Nauk 29:6(180) (1974), 181–182. In
Russian. MR Zbl

[Toth and Zelditch 2003] J. A. Toth and S. Zelditch, “Norms of modes and quasi-modes revisited”, pp. 435–458 in Harmonic
analysis at Mount Holyoke (South Hadley, MA, 2001), edited by W. Beckner et al., Contemp. Math. 320, Amer. Math. Soc.,
Providence, RI, 2003. MR Zbl

[Zelditch 1987] S. Zelditch, “Uniform distribution of eigenfunctions on compact hyperbolic surfaces”, Duke Math. J. 55:4
(1987), 919–941. MR Zbl

[Zelditch 2004] S. Zelditch, “Note on quantum unique ergodicity”, Proc. Amer. Math. Soc. 132:6 (2004), 1869–1872. MR Zbl

[Zworski 2012] M. Zworski, Semiclassical analysis, Grad. Stud. in Math. 138, Amer. Math. Soc., Providence, RI, 2012. MR
Zbl

Received 8 Mar 2020. Revised 25 Feb 2021. Accepted 10 Jun 2021.

SEÁN GOMES: sean.p.gomes@gmail.com
Department of Mathematics, Northwestern University, Chicago, IL, United States

mathematical sciences publishers msp

https://doi.org/10.1007/BFb0021737
https://doi.org/10.1007/BFb0021737
http://msp.org/idx/mr/0068687
http://msp.org/idx/zbl/0056.31502
http://dx.doi.org/10.1088/0951-7715/18/1/015
http://dx.doi.org/10.1088/0951-7715/18/1/015
http://msp.org/idx/mr/2109478
http://msp.org/idx/zbl/1109.81037
http://www.numdam.org/item/ASNSP_1966_3_20_2_265_0/
http://msp.org/idx/mr/199523
http://msp.org/idx/zbl/0144.18202
http://dx.doi.org/10.1007/BF01399536
http://msp.org/idx/mr/208078
http://msp.org/idx/zbl/0149.29903
http://dx.doi.org/10.1007/BF01456977
http://msp.org/idx/mr/963018
http://msp.org/idx/zbl/0633.46033
http://dx.doi.org/10.1007/PL00001004
http://dx.doi.org/10.1007/PL00001004
http://msp.org/idx/mr/1770799
http://msp.org/idx/zbl/1002.37028
http://dx.doi.org/10.1007/PL00001005
http://dx.doi.org/10.1007/PL00001005
http://msp.org/idx/mr/1770800
http://msp.org/idx/zbl/1002.37028
http://mc.sbm.org.br/wp-content/uploads/sites/9/sites/9/2021/12/26-6.pdf
http://msp.org/idx/mr/2111816
http://msp.org/idx/zbl/1074.37031
http://dx.doi.org/10.1017/S0143385704000458
http://msp.org/idx/mr/2104602
http://msp.org/idx/zbl/1088.37030
http://dx.doi.org/10.1090/pspum/069/1858551
http://msp.org/idx/mr/1858551
http://msp.org/idx/zbl/0999.37053
http://mi.mathnet.ru/eng/umn/v29/i6/p181
http://msp.org/idx/mr/0402834
http://msp.org/idx/zbl/1485.58024
http://dx.doi.org/10.1090/conm/320/05622
http://msp.org/idx/mr/1979955
http://msp.org/idx/zbl/1044.58038
http://dx.doi.org/10.1215/S0012-7094-87-05546-3
http://msp.org/idx/mr/916129
http://msp.org/idx/zbl/0643.58029
http://dx.doi.org/10.1090/S0002-9939-03-07298-8
http://msp.org/idx/mr/2051153
http://msp.org/idx/zbl/1055.58016
http://dx.doi.org/10.1090/gsm/138
http://msp.org/idx/mr/2952218
http://msp.org/idx/zbl/1252.58001
mailto:sean.p.gomes@gmail.com
http://msp.org




ANALYSIS AND PDE
Vol. 16 (2023), No. 1, pp. 173–232

DOI: 10.2140/apde.2023.16.173 msp

STRICHARTZ ESTIMATES FOR
MIXED HOMOGENEOUS SURFACES IN THREE DIMENSIONS

LJUDEVIT PALLE

We obtain sharp mixed-norm Strichartz estimates associated to mixed homogeneous surfaces in R3. Cases
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our results yield a wide generalization of a result of Carbery, Kenig, and Ziesler for homogeneous
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1. Introduction

Let us fix a pair ˛ D .˛1; ˛2/ 2 .0;1/2, define j˛j WD ˛1C ˛2, and introduce its associated ˛-mixed
homogeneous dilations in R2 by

ıt .x1; x2/D .t
˛1x1; t

˛2x2/; t > 0:

The main goal of this article is to study Strichartz estimates for a fixed mixed homogeneous surface S , i.e.,
a surface given as the graph of a fixed smooth function � W R2 n f0g! R which is ˛-mixed homogeneous
of degree �:

� ı ıt .x1; x2/D t
��.x1; x2/; t > 0: (1-1)

We may and shall assume without loss of generality that � 2 f�1; 0; 1g. Both ˛ and � shall be fixed
throughout the article. Note that when �D�1 the function � has a singularity at the origin.
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As is well known, Strichartz estimates are directly related to Fourier restriction estimates and we are in
particular interested in the mixed-norm estimate

k Of kL2.d�/ � Ckf kLp3x3 .L
p1
.x1;x2/

/
; f 2 S.R3/; (1-2)

where � is the surface measure

h�; f i D

Z
R2nf0g

f .x1; x2; �.x1; x2//W.x1; x2/ dx (1-3)

and pD .p1; p3/2 .1; 2/2. Note that we skip the p2-exponent which corresponds to the integration in the
x2-variable — here we consider the case p1 D p2, i.e., we have one exponent p1 D p2 in the “tangential”
direction and another, namely p3, in the “normal” direction to the surface S at .0; 0; �.0; 0// (this will be
formally true only when � is smooth at the origin).

The weight W�0 is added in order to ensure that the measure has a scaling invariance which will enable
us to reduce global estimates to local ones by a Littlewood–Paley argument. We take W to be ˛-mixed
homogeneous of degree 2# and consider two particular cases. The function W will be either equal to

jxj2#˛ D .jx1j
1=˛1 Cjx2j

1=˛2/2# (1-4)

or equal to the Hessian determinant of � (denoted by H�) raised to the power j � j�, � 2
�
0; 1
2

�
, i.e.,

jH�.x/j� D
ˇ̌̌̌
det

�
@2x1� @x1@x2�

@x1@x2� @2x2�

�ˇ̌̌̌�
: (1-5)

The first weight (1-4) is of interest as a type of mixed homogeneous Sobolev weight, while the second
one (1-5) was considered originally in [Sjölin 1974] and turns out to be a natural choice when studying
Fourier restriction estimates for surfaces with vanishing Gaussian curvature. One can easily show that
the Hessian determinant of � is ˛-mixed homogeneous of degree 2.�� j˛j/, and so in the case when
W equals (1-5) the relation between # and � is # D �.��j˛j/. We shall later determine # in Section 2A
(and in particular in Proposition 2.1) so that the Fourier restriction estimate for � is invariant under scaling.
This choice depends in general on p D .p1; p3/.

Oscillatory integrals, Fourier restriction estimates, and other problems related to homogeneous and
mixed homogeneous surfaces have been previously studied in works such as [Dendrinos and Zimmermann
2019; Schwend 2020; Greenblatt 2018; Ikromov et al. 2005; Ikromov and Müller 2011; Iosevich and
Sawyer 1996; Ferreyra et al. 2004; Ferreyra and Urciuolo 2009; Carbery et al. 2013].

The case of general Lp-L2 Fourier restriction in R3 with respect to the Euclidean measure was recently
solved in [Ikromov and Müller 2016] for a wide class of smooth surfaces in R3, including all the analytic
ones. Mixed-norm estimates were shown in [Palle 2021] for surfaces given as graphs of functions � in
adapted coordinates and also for analytic functions � satisfying hlin.�/ < 2 (see below for the definition
of linear height hlin.�/).

In [Carbery et al. 2013] Carbery, Kenig, and Ziesler considered the case with the weight (1-5) for
“isotropically” homogeneous (i.e., when ˛1 D ˛2) polynomials �. Since the weight (1-5) has roots at the
degenerate points, the estimate (1-2) holds for a wider range of exponents compared to the case when the
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weight (1-4) is used. As already mentioned, the use of this so-called mitigating or damping factor goes
back to [Sjölin 1974] (see also [Cowling et al. 1990; Drury 1990; Kenig et al. 1991]). Its naturalness stems
from the fact that it is equiaffine invariant as is the Fourier transformation. In fact, the mitigating factor
can be expressed in a parametrization-independent way through the use of so-called affine fundamental
forms (see, e.g., [Su 1983; Nomizu and Sasaki 1994]). When one uses the above damping factor (1-5)
one can even obtain estimates for certain classes of flat surfaces [Carbery and Ziesler 2002; Abi-Khuzam
and Shayya 2006; Carbery et al. 2007]. On the other hand, weak-type L4=3-L4.n�1/=.nC1/ estimates
were obtained in [Oberlin 2012] for a wide class of surfaces having a bounded generic multiplicity (see
also [Oberlin 2004]). In the three-dimensional case (nD 3) they correspond to precisely the Tomas–Stein
range, but otherwise are a strict subset of it. Let us also mention a recent result of [Gressman 2016] where
he obtained decay estimates for damping oscillatory integrals for a certain class of singularities.

In this article we shall first classify the possible local singularities for mixed homogeneous surfaces (see
Proposition 1.4 below) and then either apply the Fourier restriction estimates obtained in [Ikromov and
Müller 2016; Palle 2021] or use the techniques from these articles, and also from [Ginibre and Velo 1992]
(see also [Keel and Tao 1998]), to obtain sharp estimates. In particular, we obtain a wide generalization
of the Fourier restriction estimate in [Carbery et al. 2013] with methods which are more elementary and
avoiding any use of results from algebraic topology or algebraic geometry. Namely, in [Carbery et al.
2013] a result of [Milnor 1964] on Betti numbers is used in order to control the number of connected
components of a set given by polynomial inequalities.

In order to state the main results of this paper (namely, Theorem 1.1, Theorem 1.2, Proposition 1.4, and
Corollary 1.5) we first recall certain concepts and introduce a few conditions. Recall that the Taylor support
of a smooth function ' W�� R2! R at P 2� is defined as the set T .'; P / WD f� 2N20 W @

�'.P /¤ 0g.
We call ' a function of finite type at P if its Taylor support at P is nonempty. If ' is of finite type
at P, then one defines its Newton polyhedron N .'; P / at P as the convex hull of the union of sets
f.t1; t2/ 2 R2 W t1 � �1; t2 � �2g, where � D .�1; �2/ goes over the Taylor support of ' at P.

We can now recall the definitions of some very important quantities from the theory of oscillatory
integrals which go back to V. I. Arnold and A. N. Varchenko (see, e.g., [Varchenko 1976]). Let us assume
for a function ' of finite type at P that '.P / D 0 and r'.P / D 0. If this is not the case we simply
subtract the constant and linear terms of the Taylor series of ' at P. The Newton distance d.'; P / of '
at P is then defined as the minimum of the set ft 2 R W .t; t/ 2N .'; P /g. The face (i.e., a vertex or an
edge) where the line f.t; t/ W t 2Rg intersects the Newton polyhedron N .'; P / is called the principal face
and it is denoted by �.'; P /. Note that d.'; P /� 1. The Newton height h.'; P / of ' at P is defined as
the supremum of the set fd.' ıˆ;P / Wˆ is a local diffeomorphism at P g. We define the linear height
hlin.'; P / analogously — the only difference is that one considers linear coordinate changes centered
at P instead of local diffeomorphisms. Note that h.'; P / � hlin.'; P / � d.'; P /. One says that ' is
adapted at P if d.'; P /D h.'; P / and that it is linearly adapted at P if d.'; P /D hlin.'; P /. Similarly,
one says that ' is adapted in the ˆ coordinates if d.' ıˆ;P /D h.'; P / and one defines what it means
to be linearly adapted in the ˆ coordinates analogously. The existence of a coordinate system in which
an analytic function is adapted was shown in [Varchenko 1976]. This was generalized to smooth functions
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of finite type in [Ikromov and Müller 2011]. For the existence of a linear coordinate change in which
a function is linearly adapted see [Ikromov and Müller 2016].

Finally, for a function ' of finite type at P satisfying '.P /D 0 and r'.P /D 0 we recall the definition
of Varchenko’s exponent, denoted by �.'; P /. It is defined to be 1 if h.'; P / � 2 and if there exists a
coordinate change ˆ in which � is adapted and so that the bisectrix f.t; t/ W t 2 Rg intersects the Newton
polyhedron N .' ıˆ;P / at a vertex. Otherwise one defines �.'; P / WD 0.

The relation to oscillatory integrals is as follows. If one is given a smooth amplitude a localized at P,
then the decay rate of the oscillatory integral

R
a.x/ei�'.x/ dx is ��1=h.';P /.log�/�.';P / for large �.

This also holds when one considers small linear perturbations of '.
Let us mention that one often translates P to 0, in which case one uses the notation T .'/, d.'/, �.'/,

etc., and it is implicitly understood that everything is considered at the origin.

In this article we shall consider either of the following two conditions on our fixed ˛-mixed homogeneous
function �:

(H1) At any given point .x1; x2/¤ .0; 0/ where the Hessian determinant of � vanishes at least one of
the mappings t 7! @21�.t; x2/ or t 7! @22�.x1; t / is of finite type at t D x1 (resp. t D x2), i.e., at
least one of them or their derivatives is nonzero when evaluated at the respective points.

(H2) The Hessian determinant H� is not flat at any point x ¤ 0.

It actually suffices to check the conditions only at points .x1; x2/ in, say, a unit circle by homogeneity.
Furthermore, we remark that the condition (H2) is stronger than the condition (H1) (this follows from the
calculations in Section 3B below).

Let us now introduce a further condition and two new quantities. For a point v 2 R2 n f0g let us define
the function

�v.x/ WD �.xC v/��.v/� x � r�.v/:

Then we shall often consider whether the following condition is satisfied at v:

(LA) There is a linear coordinate change which is adapted to �v at the origin.

Compare with the negation of this condition in [Ikromov and Müller 2016, Section 1.2]. Note that the
(LA) condition is not the same as linear adaptedness of �v at 0.

As mentioned, the linear height of �v and the Newton height of �v are respectively denoted by
hlin.�; v/ and h.�; v/. We define the global linear height hlin.�/ and the global Newton height h.�/ by
the respective expressions

hlin.�/D sup
v2S1

hlin.�; v/; h.�/D sup
v2S1

h.�; v/: (1-6)

It will be clear from Section 3 that hlin.�; v/ and h.�; v/ do not change along the homogeneity curve
through v defined as the curve

t 7! .t˛1v1; t
˛2v2/; t > 0;

and therefore in the above definitions of global linear height and global Newton height one could have
taken the supremum over the set R2 n f0g too.
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Theorem 1.1. Let � be mixed homogeneous satisfying condition (H2). Let � be the measure defined as in
(1-3) with W.x/D jH�.x/j� for some fixed � � 0. If � 2

�
0; 1
3

�
, then the Fourier restriction estimate

(1-2) holds true for �
1

p01
;
1

p03

�
D

�
1

2
� �; �

�
:

If (LA) is satisfied at all points v ¤ 0, then the estimate holds true even if � 2
�
0; 1
2

�
. In particular, if

˛1 D ˛2, then (LA) is automatically satisfied at all points v ¤ 0 and the estimate holds true for any
� 2

�
0; 1
2

�
.

Several comments are in order. Firstly, precise conditions for when the (LA) condition is satisfied at
v¤ 0 can be checked by using the normal-form tables in Section 3 (note that in the Proposition 1.4 below,
where the normal forms are listed, only the normal form (vi) is not in adapted coordinates). That one is
restricted to 0� � � 1

3
in the case when (LA) is not satisfied is a consequence of a Knapp-type example,

as we shall show in Section 4F1. That the result in the above theorem is sharp is well known — as soon
as one knows that the Hessian determinant of � does not vanish identically we can apply the classical
Knapp example to a point where the Hessian does not vanish which then yields the necessary condition

1

p01
C

1

p03
�
1

2
:

Secondly, in the case when �D 1D j˛j, one can extend the above estimate to the range where

1

p01
C

1

p03
D
1

2
;

1

p03
� �:

The reason for this is that �D 1D j˛j implies that the weight W D jH� j� (and the Hessian determinant)
are ˛-mixed homogeneous of degree 0, and hence bounded on R2, and so the estimate for .p1; p3/D .2; 1/
follows trivially by Plancherel.

Finally, let us mention that the most interesting part of the proof of the above theorem is the proof
of Fourier restriction for the normal form (v) from Proposition 1.4, which is to be found in Section 4E.
There we need to estimate the Fourier transform of a certain measure, and for this we perform a natural
decomposition of this measure. What is remarkable is that at the critical frequencies one initially has
an infinite number of pieces which are not summable absolutely, but, after a delicate analysis, only
O.1/ decomposition pieces turn out to have a “bad” estimate. Interestingly, a similar thing happens in the
much easier case of normal form (iv).

In the case of the other weight (which has no roots away from the origin) we have:

Theorem 1.2. Let � be mixed homogeneous satisfying condition (H1). Let � be the measure defined as in
(1-3) with W.x/D jxj2#˛ . If the exponents .p1; p3/ 2 .1; 2/2 and # 2 R satisfy (see Figure 1)

1

p01
C
hlin.�/

p03
�
1

2
;

1

p03
�

1

2h.�/
; # D

j˛j

p01
C
�

p03
�
j˛j

2
;

then the Fourier restriction estimate (1-2) holds true.
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0 1

2
�
hlin.�/

2h.�/

1

2

1

2
C
#

j˛j

1

2h.�/

#C
j˛j

2
1

p01

1

p03

Figure 1. The Riesz diagram for the range of exponents given in Theorem 1.2. The line
given by # is drawn for the case when �D 1, # > 0, and both j˛j and # are small.

We remark that the quantity # in the above theorem is allowed to be negative. This theorem is sharp
since the corresponding local estimates are sharp — this was shown in [Palle 2021]. We discuss this in
more detail at the beginning of Section 5.

As a special case of Theorem 1.1 we obtain:

Corollary 1.3. Let � be any mixed homogeneous polynomial in R2 and let � be the measure defined as in
(1-3) with W.x/D jH�.x/j1=4. Then the Fourier restriction estimate (1-2) holds true for p01 D p

0
3 D 4.

In the case of the above corollary we note that the Hessian determinant can either vanish identically,
or it does not vanish to infinite order anywhere, since it is necessarily a nonzero mixed homogeneous
polynomial. But the case when the Hessian determinant vanishes identically is trivial, so we are indeed
within the scope of Theorem 1.1.

When one considers “isotropically” homogeneous polynomials (i.e., when ˛1 D ˛2), Corollary 1.3
recovers the main result of [Carbery et al. 2013]. The strategy of proof in that work was to first perform
certain decompositions of the surface measure in order to get appropriate control over the size of r�
and the Hessian determinant H� , after which one applies an L4 argument, as the L4=3.R3/! L2.d�/
Fourier restriction estimate is equivalent to the L2.d�/! L4.R3/ extension estimate.

Our proofs of Theorems 1.1 and 1.2 are based on the following intermediary result:

Proposition 1.4. Let v 2 R2 n f0g, let � be as above ˛-mixed homogeneous of degree �, and let us
assume that it satisfies condition (H1) and that its Hessian determinant vanishes at v. Then after a
linear transformation of coordinates the function �v.x/ WD �.xC v/��.v/� x � r�.v/ and its Hessian
determinant H�v assume precisely one of the normal forms in Table 1. In all the cases the appearing
functions are smooth and do not vanish at the origin, i.e., r.0/; r0.0/; r1.0/; r2.0/; q.0/;  .0/¤ 0, except
for the function ' which is flat at the origin.
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case normal form additional conditions

(i)
�v.x/D x

k
2 r.x/C'.x/,

H�v .x/D x
QkC2k�2
2 r0.x/ or H�v flat at 0

k � 2, Qk � 0

(ii)
�v.x/D x

2
1q.x1/C x

k
2 r.x/,

H�v .x/D xk�22 r0.x/
k � 3

(iii)
�v.x/D x

2
1r1.x/C x

k
2 r2.x/,

H�v .x/D xk�22 r0.x/

k � 3,
@
j
2r1.0/D c.�; v/j @

j�1
2 r1.0/

for c.�; v/¤ 0, j D 1; : : : ; k� 1

(iv)
�v.x/D x

2
1q.x1/C .x2� x

2
1 .x1//

kr.x/,

H�v .x/D .x2� x21 .x1//
k�2r0.x/

k � 3

(v)
�v.x/D x

2
1r1.x/C .x2� x

2
1 .x1//

kr2.x/,

H�v .x/D .x2� x21 .x1//
k�2r0.x/

k � 3,
@
j
2r1.0/D c.�; v/j @

j�1
2 r1.0/

for c.�; v/¤ 0, j D 1; : : : ; k� 1

(vi)
�v.x/D .x2� x

2
1 .x1//

kr.x/,

H�v .x/D .x2� x21 .x1//
2k�3r0.x/

k � 2

Table 1. Normal forms for Proposition 1.4.

In the case of normal form (i) one additionally knows that if the Hessian determinant H�v is not flat at
the origin, then ' vanishes identically. In particular, if condition (H2) is satisfied, then the function '
in case (i) always vanishes identically and the Hessian determinant is nowhere flat. In the case when
˛1 D ˛2 the functions �v and H�v can only take the forms (i) or (ii). Finally, the root of the function
x 7! x2� x

2
1 .x1/ corresponds to the homogeneity curve through v, though in the coordinate system in

which the normal form is given.

In cases (i) and (ii) one has further subcases (see Section 3A) of a technical nature, so we left them
out of the above proposition. We also note that only in case (vi) the function �v is not in adapted
coordinates (and the adapted coordinates can be achieved only through a nonlinear transformation such
as .x1; x2/ 7! .x1; x2C x

2
1 .x1//), but it is linearly adapted.

The idea to apply Fourier restriction estimates to obtain a priori estimate for PDEs goes back to
[Strichartz 1977]. In our case one can apply the above results to obtain Strichartz estimates for the
nonhomogeneous initial problem�

.@t � i�.D//u.x; t/D F.x; t/; .x; t/ 2 R2 � .0;1/;

u.x; 0/DG.x/; x 2 R2;
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where F 2 S.R3/, G 2 S.R2/. Namely, by an application of the Christ–Kiselev lemma [2001] one gets
the following result:

Corollary 1.5. Let �, W , and .p1; p3/2 .1; 2/2 be either as in Theorem 1.1 or 1.2, and let us furthermore
assume that � 2 f0; 1g. Then for the above nonhomogeneous PDE one has the a priori estimate

kuk
L
p0
3
t .L

p0
1
.x1;x2/

/
� C1kW�1=2FGkL2.R2/CC2kF

�1
.x1;x2/

.W�1F.x1;x2/F /kLp3t .L
p1
.x1;x2/

/
;

where F.x1;x2/ is the partial Fourier transformation in the x D .x1; x2/-direction.

In the case when W is the function j � j2#˛ the norms on the right-hand side are a type of homogeneous
anisotropic Sobolev norms [Triebel 2006, Chapter 5] (in particular, note that kW�1=2FGkL2.R2/ D
kF �1W�1=2FGkL2.R2/).

Since the procedure of how to obtain the corresponding Strichartz estimate from a Fourier restriction
estimate is mostly standard we have deferred the sketch of the proof of Corollary 1.5 to the Appendix.

The article is structured in the following way. In Section 2 we first perform some elementary reductions.
Since the proofs of Theorems 1.1 and 1.2 are essentially based on Proposition 1.4, we first prove
this proposition (and even obtain slightly more precise results) in Section 3. Subsequently we prove
Theorems 1.1 and 1.2 in Sections 4 and 5 respectively. In the Appendix we then give a sketch of the proof
of Corollary 1.5.

In this paper we use the symbols �, ., &,�,� with the following meanings. If two nonnegative
quantities A and B are given, then by A� B we mean that there exists a sufficiently small positive
constant c such that A� cB , and by A.B we mean that there exists a (possibly large) positive constant C
such that A � CB . The relation A � B means that there exist positive constants C1 � C2 such that
C1A � B � C2A is satisfied. Relations A� B and A & B are defined analogously. Sometimes the
implicit constants c, C , C1, and C2 depend on certain parameters p, and in order to emphasize this
dependence we shall write for example .p, �p, and so on.

We also use the symbols �0, �1, r , and q generically in the following way. We require �0 to be
supported in a neighborhood of the origin and identically equal to 1 near the origin. On the other hand,
we require �1 to be supported away from the origin and identically equal to 1 on an open neighborhood
of ˙1 2 R. Sometimes, when several �0 or �1 appear within the same formula, they may designate
different functions. The functions r and q (also used with subscripts and tildes) shall be used generically
as smooth functions which are nonvanishing at the origin, where the function q shall denote a function of
one variable, whereas the function r shall denote a function which may generally depend on two variables.
Occasionally both of them can also be flat at the origin, in which case we state this explicitly.

2. Preliminary reductions

2A. Rescaling and reduction to local estimates. As mentioned, the measure we consider is

h�; f i D

Z
R2nf0g

f .x1; x2; �.x1; x2//W.x1; x2/ dx;
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where W is nonnegative, continuous on R2 n f0g, and ˛-mixed homogeneous of degree 2# . In this
subsection we determine the degree of homogeneity 2# so that the global Fourier restriction estimate
(1-2) becomes equivalent to the local one. By this we mean the following. Let us take a partition of unity
.�j /j2Z in R2 n f0g, X

j2Z

�j .x/D 1; x ¤ 0; (2-1)

such that �j D � ı ı2�j for some �D �0 2 C1c .R
2/ supported away from the origin. Let us consider the

measures

h�j ; f i WD

Z
R2
f .x; �.x// �j .x/W.x/ dx; (2-2)

which now satisfy � D
P
j2Z �j , and let us furthermore assume that we have the local estimate for

some j0 2 Z:
k Of kL2.d�j0 /

� Ckf k
L
p3
x3
.L
p1
.x1;x2/

/
:

We want to determine the degree of homogeneity of W so that the Fourier restriction estimate is invariant
under the dilations ıt , i.e., that we have

k Of kL2.d�j / � Ckf kLp3x3 .L
p1
.x1;x2/

/
(2-3)

for all j 2 Z whenever the estimate is true for some j0 2 Z. In this case, and if .p1; p3/ 2 .1; 2�2, a
standard Littlewood–Paley argument (presented below) will then yield

k Of kL2.d�/ � Ckf kLp3x3 .L
p1
.x1;x2/

/
:

To summarize, we have:

Proposition 2.1. Let W be ˛-mixed homogeneous of degree 2# , not identically zero, and continuous on
R2 n f0g, let � be defined as in (1-3), and let p1; p3 2 .1; 2�. Then the Fourier restriction estimate (1-2)
for � is equivalent to the Fourier restriction estimate (2-3) for the measure �j for any j 2 Z (as defined
in (2-2)) if and only if

# D
j˛j

p01
C
�

p03
�
j˛j

2
(2-4)

is satisfied.

Proof. Let us first determine what 2# , the degree of homogeneity of W , needs to be in order for (2-3) to
hold true for all j 2 Z whenever it holds true for some j0 2 Z. Recall that jıtxj˛ D t jxj˛ . Inspecting the
definition (2-2) of �j one gets

h�j ; f i D 2
j j˛jC2j#

h�0;Dil.2�j˛1 ;2�j˛2 ;2�j�/ f i;

where .Dil.�1;�2;�3/ f /.x1; x2; x3/D f .�
�1
1 x1; �

�1
2 x2; �

�1
3 x3/. Let us assume that we have for some

j 2 Z the estimate
h�j ; j Of j

2
i D k Of k2

L2.d�j /
� C 2kf k2

L
p3
x3
.L
p1
.x1;x2/

/
:
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Since the Fourier transform behaves well with respect to dilations Dil.�1;�2;�3/, we may rescale the above
estimate and get

k Of kL2.d�0/ � C2
�j j˛j=2�j#Cj.˛1=p

0
1C˛2=p

0
1C�=p

0
3/kf k

L
p3
x3
.L
p1
.x1;x2/

/
:

From this one sees that we need precisely (2-4) in order for the constant in (2-3) to be independent of j . If
(2-4) does not hold, then the constant blows up in one of the cases j !1 or j !�1, and in particular,
the Fourier restriction estimate (1-2) for � cannot hold (here we use that the restriction operators for �
and the �j are nonzero since W is not identically zero).

Let us now assume that we indeed have (2-4). It is obvious that the Fourier restriction estimate for �
implies the Fourier restriction estimate for �j for any j . Let us therefore assume that the estimate (2-3)
holds true for any j 2 Z, and thus for all j 2 Z.

Before proceeding further let us denote by . Q�j /j2Z a family of C1c .R
2 n f0g/ functions such that

Q�j D Q�0 ı ı2�j for all j 2 Z;

and such that Q�j is equal to 1 on the support of �j . One can for example take Q�j D
P
jk�j j�N �k for

some sufficiently large N. Let us furthermore denote by Sj the Fourier multiplier operator in R3 with
multiplier . Q�j ˝ 1/.�1; �2; �3/D Q�j .�1; �2/.

Now (2-3) implies

kbSjf kL2.d�j / D k Of kL2.d�j / � CkSjf kLp3x3 .Lp1.x1;x2//:
Therefore

k Of k2
L2.d�/ D h�; j

Of j2i D
X
j2Z

h�j ; j Of j
2
i D

X
j2Z

h�j ; jbSjf j2i

� C 2
X
j2Z

kSjf k
2

L
p3
x3
.L
p1
.x1;x2/

/
D C 2kkSjf kLp3x3 .L

p1
.x1;x2/

/
k
2

l2
j

;

where l2j denotes the norm of the Hilbert space of l2 sequences on Z. Since both p1�2 and p3�2, we may
use Minkowski’s inequality to interchange the l2j norm with the Lp3x3 .L

p1
.x1;x2/

/ norm, and subsequently
apply Littlewood–Paley theory in the .x1; x2/-variable (in particular, we do not need to use mixed-norm
Littlewood–Paley theory) to get

kkSjf kLp3x3 .L
p1
.x1;x2/

/
k
2
l2
j

� kkSjf kl2
j
k
2

L
p3
x3
.L
p1
.x1;x2/

/

D





�X
j2Z

jSjf j
2

�1=2



2
L
p3
x3
.L
p1
.x1;x2/

/

� kf k
L
p3
x3
.L
p1
.x1;x2/

/
: �

Remark 2.2 (scaling in the case of Hessian determinant). Using the homogeneity condition of � one
easily obtains that the Hessian determinant is also ˛-mixed homogeneous of degree 2�� 2j˛j. Thus,
when we take W D jH� j� , W is homogeneous of degree 2# D 2�.�� j˛j/. Recall that in this case (i.e.,
as in the assumptions of Theorem 1.1) we assume that

1

p01
D
1

2
� �;

1

p03
D �;
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and so by (2-4) the equality 2# D 2�.�� j˛j/ is indeed satisfied, i.e., the desired relation between the
exponents if one wants scaling invariance.

Remark 2.3 (a general sufficient condition for local integrability of W). Since W is mixed homogeneous
of degree 2# , Wjxj�2#˛ is mixed homogeneous of degree 0, and in particular a bounded function. Thus
jWj . jxj2#˛ , and so it is sufficient to check when jxj2#˛ is locally integrable in R2. By symmetry it is
sufficient to integrate over f.x1; x2/ W x1; x2 > 0g. We haveZ

x1;x2>0;jxj.1

jxj2#˛ dx D
Z
x1;x2>0;jxj.1

.x
1=˛1
1 C x

1=˛2
2 /2# dx

�

Z
y1;y2>0;jyj.1

.y21 Cy
2
2/
2#y

2˛1�1
1 y

2˛2�1
2 dy

�

Z
0<r.1

Z �=2

0

r4#C2j˛j�1.cos �/2˛1�1.sin �/2˛2�1 d� dr:

Therefore, we must have 4# C 2j˛j � 1 > �1, i.e.,

2# Cj˛j> 0:

Note that this holds if � � 0, p1 > 1, and # is given by (2-4).

Remark 2.4. When � is smooth at the origin and a nonconstant function, then �D 1, and the necessary
condition obtained by a Knapp-type example associated to the principal face of N .�/ in the initial
coordinate system (see [Palle 2021, Proposition 2.1]) tells us that

j˛j

p01
C

1

p03
�
j˛j

2

is necessary for (1-2) if W � 1 (i.e., # D 0). On the other hand, if we define l˛ D f.t1; t3/ 2 R2 W

j˛jt1C t3 D j˛j=2g, then the expression (2-4) for # implies that

j#j D
p
1Cj˛j2 dist

��
1

p01
;
1

p03

�
; l˛

�
:

2B. Some further reductions. According to Proposition 2.1, under the conditions of Theorem 1.1 or
Theorem 1.2, we have to prove the Fourier restriction estimate for a measure defined by the mapping

f 7!

Z
R2
f .x; �.x// �.x/W.x/ dx;

where � 2C1c .R
2 nf0g/ is supported in a compact annulus centered at the origin. Note that in the case of

the weight W D jH� j� (the case of Theorem 1.1) the degree of homogeneity 2# D 2�.�� j˛j/ satisfies
the relation (2-4) by Remark 2.2.

Reductions for the amplitude �. One can easily show that in the context of the Fourier restriction problem
we may make the following reductions. First, by reordering coordinates and/or changing their sign, and by
splitting the amplitude � into functions with smaller support, we may restrict ourselves to amplitudes �with
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support contained in the half-plane f.x1; x2/ 2 R2 W x1 & 1g. Then, by compactness, we may localize to
small neighborhoods of points v¤0 having v1&1. Thus, one may assume that the support of � is contained
in a small neighborhood of some generic point v satisfying v1 � 1 and jvj. 1. In fact, compactness and
changing signs if necessary implies that we may further assume that either v2 D 0 or v2 � 1.

Changing the affine terms of the phase. By the previous discussion it suffices to consider the measure

f 7!

Z
R2
f .x; �.x// �v.x/W.x/ dx; (2-5)

where �v is a smooth function supported in a small neighborhood of a point v ¤ 0. We now recall the
fact that we can freely add or remove linear and constant terms in the expression for � in the context
of the Fourier restriction problem. For the constant term this is obvious. For the linear terms this can
be achieved by using a linear transformation of the form .x1; x2; x3/ 7! .x1; x2; b1x1C b2x2C x3/ (for
more details see [Palle 2021, Section 3.1] and note that here the situation is slightly simpler since no
Jacobian factor appears). In particular, instead of considering the measure (2-5), we may consider the
measure

f 7!

Z
R2
f .x; �v.x� v// �v.x/W.x/ dx;

where we recall that

�v.x/ WD �.xC v/��.v/� x � r�.v/:

The strategy for the proofs of Theorems 1.1 and 1.2 should now be clear. The above discussion reduces
the problem to proving a local Fourier restriction estimate in the vicinity of a point v, and so one needs to
determine the local normal form of � at v, and in the case W.x/D jH�.x/j� one needs to additionally
determine the order of vanishing of the Hessian determinant at v in the x2-direction (after which the
normal form of W will be clear by homogeneity).

3. Local normal forms

In this section we derive the local normal forms for � and for the Hessian determinant H� at a fixed point
v ¤ 0 (as a consequence we prove Proposition 1.4). The discussion in Section 2B implies that we may
assume that v1 � 1, and either v2 D 0 or v2 � 1.

The structure of this section is as follows. In Section 3A we fix the notation for this section, introduce
relevant quantities, and define the coordinate systems y, z, and w (the coordinate systems z and w will
not be described precisely until Section 3E though). In Subsections 3B, 3C, and 3D tables with normal
forms of �v are given. It turns out that in most cases y-coordinates suffice and when we use them one
obtains the normal forms easily. We deal with the case when y-coordinates do not suffice in Section 3E.
In Section 3F we sketch how to calculate what is the order of vanishing of the Hessian determinant for
the respective normal forms.

We assume that the (H1) condition is satisfied throughout this section. In fact, in Section 3B we shall
explicitly determine the local normal form of � when t 7! @22�.v1; t / is flat at v2. In this case it turns out
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that the Hessian determinant either does not vanish at v, or that it is flat at v. In all the other subsections
we shall assume that t 7! @22�.v1; t / is of finite type at v2.

3A. Notation and some general considerations. Let us begin by introducing the notation. It will be
useful to define


 WD
˛2

˛1
> 0;

and for the point v D .v1; v2/ (recall v1 � 1) we define

t0 WD v2v
�

1 :

Let us denote the @2-derivatives of � at .1; t0/ by

bj WD @
j
2�.1; t0/D g

.j /.t0/; j 2 N0;

where

g.t/ WD �.1; t/:

We furthermore define

k WD inffj � 2 W bj ¤ 0g; (3-1)

where we take k D1 if bj D 0 for all j � 2. The equality k D1 is equivalent to g.2/ being flat at 0.
What precisely happens when g.2/ is flat at 0 shall be explained in Section 3B, and in the rest of the
section (including this subsection) we assume that k <1, unless explicitly stated otherwise.

General form of mixed homogeneous �. Recall that we denote by � 2 f�1; 0; 1g the degree of homo-
geneity of �. Then we have for any x satisfying x1 > 0:

�.x1; x2/D x
�=˛1
1 �.1; x2 x

�

1 /: (3-2)

Let us consider the Taylor expansion of t 7! �.1; t/ at t0:

g.t/D �.1; t/D b0C .t � t0/b1C
1

kŠ
.t � t0/

kgk.t/;

where gk is a smooth function such that bk D gk.0/. Thus, we get

�.x/D x
�=˛1
1

�
b0C .x2x

�

1 � t0/b1C

1

kŠ
.x2x

�

1 � t0/

kgk.x2x
�

1 /

�
D x

�=˛1
1 .b0� t0b1/C x2x

.��˛2/=˛1
1 b1C

1

kŠ
x
.��k˛2/=˛1
1 .x2� t0x



1 /
kgk.x2x

�

1 /:

(3-3)

More generally, we have the formal series expansion:

�.x/�

1X
jD0

bj

j Š
.x2� t0x



1 /
j x

�=˛1�j

1

D b0x
�=˛1
1 C b1.x2� t0x



1 /x

�=˛1�

1 C

1X
jDk

bj

j Š
.x2� t0x



1 /
j x

�=˛1�j

1 : (3-4)
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If 
 D 1 (i.e., ˛1 D ˛2) it will usually be better to write

�.x/D x
�=˛1
1 b0C .x2� t0x1/x

�=˛1�1
1 b1C

1

kŠ
.x2� t0x1/

k x
�=˛1�k
1 gk.x2 x

�1
1 /: (3-5)

Since v1 � 1, we may assume

jx
1=˛1
1 � v

1=˛1
1 j � 1; jx2 x

�

1 � v2 v

�

1 j � 1:

The second condition is equivalent to jx2� t0x


1 j � 1. Note that the points on the homogeneity curve

through v satisfy the equation x2 D t0x


1 .

In order to determine the normal forms it will suffice to introduce three additional coordinate systems,
which we shall denote by y, z, and w respectively, each having the point v as their origin. The original
coordinate system is denoted by x. The function � in the coordinate system y (resp. z, w) shall be
denoted by �y (resp. �z , �w ). For the original coordinate system x we simply use �, or �x for emphasis.

The function � in the coordinate system y (resp. z, w) but without the affine terms at v shall be denoted
by �yv (resp. �zv , �wv ). This means

�yv .y/ WD �
y.y/��y.0/�y � r�y.0/;

and similarly for �zv and �wv .

The coordinate system y . It is defined through the following affine coordinate change having vD .v1; v2/
as the origin:

y1 D x1� v1;

y2 D x2� v2� 
v2v
�1
1 .x1� v1/

D x2� .1� 
/v2� 
v2v
�1
1 x1:

The reverse transformation is
x1 D y1C v1;

x2 D y2C v2C 
v2v
�1
1 y1:

(3-6)

One can easily check that in these coordinates we can write

x2� t0x


1 D y2C v2C 
v2v

�1
1 y1� v2.1C v

�1
1 y1/




D y2C v2C 
v2v
�1
1 y1� v2

�
1C 
v�11 y1C

�

2

�
v�21 y21 CO.y31/

�
D y2�y

2
1!.y1/I

i.e., the points on the homogeneity curve through v satisfy the equation y2 D y21!.y1/ in y-coordinates.
Above (and in the following) we use the notation� c

m

�
D c.c � 1/ � � �

c �mC 1

mŠ

for c 2 R and m a nonnegative integer. Furthermore, we obviously have:

Remark 3.1. It holds that !.0/¤ 0 if and only if ! is not identically 0 if and only if v2¤ 0 (i.e., t0¤ 0)
and 
 ¤ 1.
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The coordinate system y will be used in most of the normal forms below which shall follow directly
from the expression

�y.y/D .v1Cy1/
�=˛1.b0� t0b1/

C .v2Cy2C 
v2v
�1
1 y1/ .v1Cy1/

.��˛2/=˛1b1C .y2�y
2
1!.y1//

kr.y/; (3-7)

which one obtains from (3-3) and (3-6). When 
 D 1, one uses (3-5) instead and gets

�y.y/D .v1Cy1/
�=˛1b0Cy2.v1Cy1/

�=˛1�1b1Cy
k
2 r.y/: (3-8)

In both (3-7) and (3-8) the function r is smooth and nonvanishing at the origin. Let us also note that the
expansion (3-4) can be rewritten in y coordinates as

�y.y/� b0.v1Cy1/
�=˛1

C b1.y2�y
2
1!.y1//.v1Cy1/

�=˛1�
 C

1X
jDk

bj

j Š
.y2�y

2
1!.y1//

j .v1Cy1/
�=˛1�j
 : (3-9)

The following simple lemma shall be useful later:

Lemma 3.2. From (3-7) and (3-8) we get the following information on the second-order derivatives of �y :

(1) It always holds

k D 2 () b2 ¤ 0 () @22�
y.0/¤ 0:

(2.a) If �¤ 1 or ˛2 ¤ 1 (i.e., ��˛2 ¤ 0), then

b1 ¤ 0 () @1@2�
y.0/¤ 0:

(2.b) If �D ˛2 D 1 or if b1 D 0, then @1@2�y.0/D 0.

(3.a) If �D 0 and ˛1 ¤ ˛2 (i.e., 
 ¤ 1), or if �D ˛1 D 1 and ˛2 ¤ 1 (and in particular 
 ¤ 1), then

b1 ¤ 0; t0 ¤ 0 () @21�
y.0/¤ 0;

and recall that v2 ¤ 0 if and only if t0 ¤ 0.

(3.b) If �D ˛2 D 1 and ˛1 ¤ 1 (and in particular 
 ¤ 1), then

b0� t0b1 ¤ 0 () @21�
y.0/¤ 0:

(3.c) If 
 D 1 (i.e., ˛1 D ˛2) or if b1 D 0, then

b0 ¤ 0;
�

˛1
… f0; 1g () @21�

y.0/¤ 0:

Note that �=˛1 D 0 if and only if �D 0, and �=˛1 D 1 if and only if �D ˛1 D 1.

Proof. The only not completely trivial case is (3.a). Since in this case �=˛1 2 f0; 1g, the first term in (3-7)
is an affine term, and so we can ignore it. Since k � 2, the third term also does not contribute to the
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y21 -term in the Taylor series of �y, and so we can ignore it too. We therefore only need to consider the
term

.v2Cy2C 
v2v
�1
1 y1/ .v1Cy1/

.��˛2/=˛1b1;

and in fact, we may even reduce ourselves to

.v2C 
v2v
�1
1 y1/ .v1Cy1/

.��˛2/=˛1b1 D b1v2.1C 
v
�1
1 y1/ .v1Cy1/

.��˛2/=˛1 :

Now if t0 D 0 (i.e., v2 D 0) or if b1 D 0, then @21�
y.0/D 0 follows. Let us now assume v2 ¤ 0 and

b1 ¤ 0. We note that in our case we may rewrite .��˛2/=˛1 D �� 
 , and so it suffices to show that

@2y1 jy1D0..1C 
v
�1
1 y1/ .1C v

�1
1 y1/

��
 /¤ 0:

Calculating the second derivative one gets

2
v�21 .�� 
/C v�21 .�� 
/.�� 
 � 1/:

This is not zero since in this case we have � 2 f0; 1g and 
 … f0; 1g. �

The coordinate systems z and w. These are defined through affine coordinate changes of the form

x1 D v1C z1; w1 D z1C
1

B
z2;

x2 D v2C z2CAz1; w2 D z2;
(3-10)

having .v1; v2/ as their origin, where we shall have B WDA�
v2v�11 ¤ 0 so that the coordinate system y

never coincides with the coordinate system z, and the coordinate system z never coincides with the
coordinate system w. The constant A shall depend on v and the first few derivatives of � at v (note that
AD B ¤ 0 if v2 D t0 D 0). These coordinate systems will be described more precisely in Section 3E.
There we shall also introduce a smooth function Q! such that

x2� t0x


1 D y2�y

2
1!.y1/D .w1�w

2
2 Q!.w2//r0.w/

for some smooth function r0 satisfying r0.0/¤ 0. Note that we have

y1 D z1 D w1�
1

B
w2;

y2 D z2CBz1 D Bw1:
(3-11)

As we shall see in Section 3E below the z-coordinates are only used in the intermediate steps and the
normal forms are expressed exclusively in y- or w-coordinates.

Some general considerations regarding the Hessian determinant H�. Recall that

�.t˛1x1; t
˛2x2/D t

��.x1; x2/:

Taking derivatives in x1 and x2 we get

.@
�1
1 @

�2
2 �/.t

˛1x1; t
˛2x2/D t

���1˛1��2˛2.@
�1
1 @

�2
2 �/.x1; x2/:
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Thus, we have for the Hessian determinant of �:

H�.t˛1x1; t˛2x2/D t2.��j˛j/H�.x1; x2/:

From this it follows that if H� vanishes at the point v, then it also vanishes along the homogeneity curve
through v, which we recall is parametrized by t 7! .t˛1v1; t

˛2v2/.
We are interested in the order of vanishing of H� in directions transversal to this curve. In particular, if

we have @�22 H�.v/D 0 for �2 <N and @N2 H�.v/¤ 0, then by using homogeneity and a Taylor expansion
(as we did for �) we get

H�.x/D .x2� t0x


1 /
N r0.x/

for some smooth function r0 satisfying r0.v/¤ 0. Calculating N shall be done in Section 3F by using
the normal forms of �. Recall that the Hessian determinant is equivariant under affine coordinate changes,
and so we can freely change to y-, z-, or w-coordinates.

Preliminary comments on the normal forms. Let us introduce the following notation for the nondegen-
erate case (i.e., the case when the Hessian determinant of � does not vanish at v):

(ND) The function �v is nondegenerate at the origin.

When �v does not satisfy (ND), we note that Proposition 1.4 implies in particular that after a linear
change of coordinates the function �v takes one of the following three forms:

�uv .u/D u
k0
1 r.u/C'.u/;

�uv .u/D u
2
1r1.u/Cu

k0
2 r2.u/;

�uv .u/D .u2�u
2
1 .u1//

k0r.u/;

where r.0/;  .0/; r1.0/; r2.0/¤ 0, ' is flat at 0, and k0 � 2 in the first and third cases, while k0 � 3 in
the second. Note that the first case corresponds to the normal form (i) of Proposition 1.4, the second case
is a reduced version of normal forms (ii), (iii), (iv), (v), and the third corresponds to the normal form (vi).

However, the above three forms do not contain sufficient information to obtain restriction estimates. In
this section we shall obtain the much more detailed classification given in Table 2.

All the appearing functions are smooth and do not vanish at the origin, except the function ', which is
always flat at the origin. The number k is as defined in (3-1) and it is always finite in the above normal
forms (when it is infinite it turns out that one is necessarily in the case of normal form (i.y2)). On the
other hand, the definition of the number Qk changes from case to case, and we allow Qk to be infinite only
in normal form (i.y1), in which case we consider the Hessian determinant to be flat at the origin. The
quantities v1, 
 , A, B appearing in the conditions column and the functions ! and Q! are the same ones
as previously defined in this subsection. Let us furthermore remark that normal forms (i.w1) and (i.w2)
stem from normal forms (ii.w), (iii), and (v), in the sense that they correspond to Qk D1.

Two remarks before we continue. First, note that the normal forms listed in Proposition 1.4 are a
compressed version of Table 2 — in the proposition we ignored the subcases, e.g., the normal forms
(i.y1), (i.y2), (i.w1), (i.w2) were all compressed in Proposition 1.4 to a single normal form (i). Second,
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case normal form additional conditions

(i.y1)
�
y
v .y/D y

k
2 r.y/,

H�y .y/D y
QkC2k�2
2 r0.y/

k � 2,
Qk � 0 or Qk D1

(i.y2)
�
y
v .y/D y

Qk
1 q.y1/C'.y/,

H�y is flat at 0
Qk � 2

(i.w1)
�wv .w/D w

2
2q.w2/C'.w/,

H�w is flat at 0
-

(i.w2)
�wv .w/D w

2
2r.w/C'.w/,

H�w is flat at 0

v1B@
j
1r.0/D jA.
 � 1/@

j�1
1 r.0/

for all j � 1

(ii.y)
�
y
v .y/D y

2
1q.y1/Cy

k
2 r.y/,

H�y .y/D yk�22 r0.y/
k � 3

(ii.w)
�wv .w/D w

Qk
1 r.w/Cw

2
2q.w2/,

H�w .w/D w
Qk�2
1 r0.w/

Qk � 3

(iii)
�wv .w/D w

Qk
1 r1.w/Cw

2
2r2.w/,

H�w .w/D w
Qk�2
1 r0.w/

Qk � 3,
v1B@

j
1r2.0/D jA.
 � 1/@

j�1
1 r2.0/

for all 1� j � Qk� 1

(iv)
�
y
v .y/D y

2
1q.y1/C .y2�y

2
1!.y1//

kr.y/,

H�y .y/D .y2�y21!.y1//
k�2r0.y/

k � 3

(v)
�wv .w/D .w1�w

2
2 Q!.w2//

Qkr1.w/Cw
2
2r2.w/,

H�w .w/D .w1�w22 Q!.w2//
Qk�2r0.w/

Qk � 3,
v1B@

j
1r2.0/D jA.
 � 1/@

j�1
1 r2.0/

for 1� j � Qk� 1

(vi)
�
y
v .y/D .y2�y

2
1!.y1//

kr.y/,

H�y .y/D .y2�y21!.y1//
2k�3r0.y/

k � 2

Table 2. Detailed classification of normal forms (an uncompressed version of Table 1).

note that the above “uncompressed” table of normal forms is not mutually exclusive in the sense that the
forms themselves differ from each other — for example in this sense the normal form (i.y2) obviously
contains the case of the normal form (i.w1), the main difference being only the coordinate system which
one needs to use in order to obtain them. On the other hand, the normal forms in the compressed table in
Proposition 1.4 are in this sense indeed mutually exclusive.
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The first step in deriving the above normal forms is to switch to y-coordinates. In most cases (see the
tables of cases below for the precise list) this will suffice and the normal form will be obvious, and so in
the following subsections we shall leave out most of the details for them. In particular, as a consequence
of considerations in Subsections 3C and 3D, we shall obtain:

Lemma 3.3. If k � 3 and if we are not in the (ND) case, then the function �yv is always in one of the
normal forms (i.y1), (i.y2), (ii.y), (iv), or (vi).

If k D 2, b1 ¤ 0, �¤ ˛2, and we are not in the (ND) case, then we shall either need to

(FP) flip coordinates (i.e., exchange x1 and x2) and use the y-coordinates associated to the flipped
coordinates,

or we shall need w- (and the intermediary z-) coordinates. Details can be found in Section 3E below.
Note that flipping coordinates makes sense only when v2 ¤ 0 (and indeed, we shall flip coordinates

only when A D 0, which, as it turns out, never happens when v2 D 0). After flipping coordinates it
will always suffice to use the y-coordinates (associated to the flipped x, v, and ˛), and in particular,
we shall be able to apply Lemma 3.3. Note that these y coordinates are not in general equal to flipped
y-coordinates associated to the original x, v, and ˛.

3B. Normal form when t 7! @2
2
�.1; t/ is flat at t0 .i.e., kD1/. Let us assume that

@
j
2�.1; t0/D 0 for all j � 2; (3-12)

and so we have @j2�.v/ D 0 for all v (with v1 > 0) satisfying v2v
�

1 D t0 by (3-2). By the Euler

homogeneous function theorem � satisfies the equation

��.x/D ˛1x1@1�.x/C˛2x2@2�.x/:

Taking the derivative @� D @�11 @
�2
2 we get at .v1; v2/ that

.��˛1�1�˛2�2/@
��.v/D ˛1v1@

�C.1;0/�.v/C˛2v2@
�C.0;1/�.v/:

From this, the fact that ˛1v1 ¤ 0, and the flatness assumption (3-12) it follows by induction in �1 that
@��.v/D 0 for all �1 � 0 and �2 � 2.

If now @1@2�.v/¤ 0, then the Hessian determinant does not vanish and we are in the (ND) case (this
always happens for example when �.x1; x2/D x1x2). On the other hand, if @1@2�.v/D 0, then we get
in the same way as above that @��.v/D 0 for all �1 � 1 and �2 D 1. Thus, by using a Taylor expansion
at v and by switching to y-coordinates (recall x1 D y1C v1) we may write

�yv .y/D y
2
1q.y1/C'.y/;

where q is a smooth function and ' is a smooth function flat at the origin. In particular, in this case the
Hessian determinant vanishes of infinite order at x D v and therefore the condition (H2) cannot hold.
This also shows that (H2) is a stronger condition than (H1). Since we assume that at least (H1) holds, we
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necessarily have that t 7! @21�.t; v2/ is not flat at v1, and so q cannot be flat at the origin either, i.e., we
can write

�yv .y/D y
Qk
1 Qq.y1/C'.y/

for some smooth function Qq satisfying Qq.0/¤ 0 and Qk � 2. This is precisely the normal form (i.y2).

3C. Normal form tables for � mixed homogeneous of degree �D 0. Recall that we assume k <1 in
this and the following subsections. In this case (3-7) becomes

�y.y/� .b0� t0b1/D .v2Cy2C 
v2v
�1
1 y1/ .v1Cy1/

�
b1C .y2�y
2
1!.y1//

kr.y/

if 
 ¤ 1, and in the case 
 D 1 we have by (3-8) that

�y.y/� b0 D y2.v1Cy1/
�1b1Cy

k
2 r.y/: (3-13)

We have put the constant terms on the left-hand side since we may freely ignore them. Note that in the
case 
 D 1 we have @21�

y.0/D 0 by Lemma 3.2 (3.c).

Case 
 D 1.
conditions case

b1 D 0 normal form (i.y1)
b1 ¤ 0 (ND)

Here we actually have in the case when b1D 0 a precise order of vanishing of the Hessian determinant:
it is always 2k� 2. This follows from Section 3F (see in particular (3-31)).

If b1 ¤ 0, then from (3-13) we obviously have @1@2�y.0/ ¤ 0, and it follows that the Hessian
determinant at 0 is nonzero.

Case 
 ¤ 1.

conditions case

t0 D 0; b1 D 0 normal form (i.y1)
t0 D 0; b1 ¤ 0 (ND)
t0 ¤ 0; b1 D 0 normal form (vi)

t0 ¤ 0; b1 ¤ 0; k � 3 (ND)
t0 ¤ 0; b1 ¤ 0; k D 2 (ND), or (FP), or normal form (v), or normal form (i.w2)

In the case t0D 0, b1¤ 0 we apply Lemma 3.2 (2.a) and (3.a), and get respectively that @1@2�y.0/¤ 0
and @21�

y.0/D 0, from which it indeed follows that we are in the (ND) case. Similarly, in the case t0¤ 0,
b1 ¤ 0, k � 3 we use Lemma 3.2 (1) and (2.a), and obtain that @22�

y.0/D 0 and @1@2�y.0/¤ 0, from
which we again get that the Hessian determinant of �y does not vanish.

As the case t0¤ 0, b1¤ 0, kD 2 shall be treated in the same way as certain other cases which appear
later and where w-coordinates may be needed, we have postponed its discussion to Section 3E.
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3D. Normal form tables for � mixed homogeneous of degree �D˙1. Recall that by (3-3) here we
have

�.x/D x
�=˛1
1 .b0� t0b1/C x2 x

.��˛2/=˛1
1 b1C

1

kŠ
x
.��k˛2/=˛1
1 .x2� t0x



1 /
kgk.x2 x

�

1 /

and according to (3-7) in y-coordinates this is

�y.y/D .v1Cy1/
�=˛1.b0�t0b1/C.v2Cy2C
v2v

�1
1 y1/ .v1Cy1/

.��˛2/=˛1b1C.y2�y
2
1!.y1//

kr.y/:

In this subsection (where �D˙1) we need to consider five possible subcases. The cases we first consider
are when �D ˛1, or �D ˛2, or both. Since ˛1 and ˛2 are strictly positive, these cases are only possible
for �D 1. The penultimate case is when ˛1 D ˛2 ¤ �, and the last case is when all of ˛1, ˛2, and � are
different from each other.

Case �D 1, ˛1 D 1, ˛2 D 1. In this case the first two terms in (3-7) become affine, and by Remark 3.1
we have ! � 0. As a consequence we have only one case.

conditions case

- normal form (i.y1)

Furthermore, we note that initially we know that the order of vanishing of the Hessian determinant is
at least 2k� 2, which is always greater than or equal to 2. Since this is true at every point, the Hessian
determinant vanishes identically in this case.

Case �D 1, ˛1¤ 1, ˛2D 1. Here we first note that by Lemma 3.2 (2.b), we always have @1@2�y.0/D 0.
This is a simple consequence of the fact that in this case the second term in (3-7) is linear.

conditions case

b0� t0b1 D 0; t0 D 0 normal form (i.y1)
b0� t0b1 D 0; t0 ¤ 0 normal form (vi)
b0� t0b1 ¤ 0; k D 2 (ND)

b0� t0b1 ¤ 0; k � 3; t0 D 0 normal form (ii.y)
b0� t0b1 ¤ 0; k � 3; t0 ¤ 0 normal form (iv)

The first two cases in the table are now clear since the first two terms in (3-7) can be ignored. The
(ND) case follows from Lemma 3.2 (1) and (3.b) (and as previously mentioned (2.b)). The last two cases
follow simply by developing the first term in (3-7) in a Taylor series in y1 and ignoring the constant and
the linear term.

Case �D 1, ˛1 D 1, ˛2 ¤ 1. Here we note that the first term in (3-7) becomes linear, and therefore does
not influence the normal form of �yv .
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conditions case

t0 D 0; b1 D 0 normal form (i.y1)
t0 D 0; b1 ¤ 0 (ND)
t0 ¤ 0; b1 D 0 normal form (vi)

t0 ¤ 0; b1 ¤ 0; k � 3 (ND)
t0 ¤ 0; b1 ¤ 0; k D 2 (ND) or (FP)

The cases t0 D 0, b1 ¤ 0 and t0 ¤ 0, b1 ¤ 0; k � 3 are (ND) by the same argumentation as in the
table above for �D 0, 
 ¤ 1 (namely, by applying Lemma 3.2 (2.a) and (3.a), in the case t0 D 0, b1 ¤ 0,
and by applying Lemma 3.2 (1) and (2.a), in the case t0 ¤ 0, b1 ¤ 0, k � 3).

Let us note the following for the last case where t0 ¤ 0, b1 ¤ 0, and k D 2. The expression in (3-3)
can be rewritten as (after ignoring the first term, which is linear in this case):

b1x2x
1�

1 C

1
2
b2x

1�2

1 .x2� t0x



1 /
2
CO..x2� t0x



1 /
3/:

We want to calculate what the Hessian determinant of �xv D �v at v is (or equivalently, the Hessian
determinant of � at v). For this we only need the second derivatives of � at v, and so we can freely ignore
the last term of size .x2� t0x



1 /
3. After expanding the second term in the above expression and ignoring

the linear terms and the term O..x2� t0x


1 /
3/ we get

.b1� t0b2/x
1�

1 x2C

1
2
b2x

1�2

1 x22 :

From this it follows by a direct calculation that

@21�.v/D�

v2

v1
@1@2�.v/;

and so

H�.v/D�@1@2�.v/
�
@1@2�.v/C 


v2

v1
@22�.v/

�
;

which we note can be rewritten as

H�.v/D�@1@2�x.v/ @1@2�y.0/;

by (3-6). This implies in particular that H�.v/D 0 if and only if @1@2�.v/D 0 if and only if @21�.v/D 0
since by Lemma 3.2 (2.a), we know that @1@2�y.0/¤ 0.

Thus, in the last case where t0 ¤ 0, b1 ¤ 0, and k D 2, we are either in the (ND) case, and otherwise
we have @21�.v/D 0. This means precisely that the “k” associated to the flipped coordinates (and we can
flip coordinates since t0 ¤ 0, i.e., v2 ¤ 0) is necessarily � 3. For the flipped coordinates we may now use
the previous table where we have �D 1, ˛1 ¤ 1, ˛2 D 1 (or apply Lemma 3.3).

Case �D˙1, ˛1 D ˛2 ¤ �. Here one uses (3-8):

�y.y/D .v1Cy1/
�=˛1b0Cy2.v1Cy1/

�=˛1�1b1Cy
k
2 r.y/:
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conditions case

b0 D 0; b1 D 0 normal form (i.y1)
b0 D 0; b1 ¤ 0 (ND)

b0 ¤ 0; b1 D 0; k � 3 normal form (ii.y)
b0 ¤ 0; b1 D 0; k D 2 (ND)
b0 ¤ 0; b1 ¤ 0; k � 3 (ND)
b0 ¤ 0; b1 ¤ 0; k D 2 (ND), or (FP), or normal form (ii.w), or normal form (i.w1)

The first (ND) case b0 D 0, b1 ¤ 0 follows from Lemma 3.2 (2.a) and (3.c), the second (ND) case
b0 ¤ 0, b1 D 0, k D 2 follows from Lemma 3.2 (2.a), (3.c), and (1), and the third (ND) case b0 ¤ 0,
b1 ¤ 0, k � 3 follows from Lemma 3.2 (1) and (2.a). For the last case b0 ¤ 0, b1 ¤ 0, k D 2 we again
refer the reader to Section 3E.

We give two further remarks. Firstly, one can show that in the case b0 D 0, b1 D 0 the order of
vanishing of the Hessian determinant is precisely equal to 2k� 2 if and only if we additionally have

�

˛1
… f1; kg;

as is shown in Section 3F. Note that here we cannot have �=˛1D 1, and when �=˛1D k from Section 3F
we see that the Hessian determinant vanishes of order 2kC Qk�2, where Qk is the smallest positive integer
such that b

kCQk
¤ 0 (it is also possible Qk D1 with the obvious interpretation).

Secondly, here we can calculate explicitly from the derivatives b�2 D g
.�2/.t0/ the number Qk in the

normal form (ii.w) (see (3-26) in Section 3E). This is already known for homogeneous polynomials
[Ferreyra et al. 2004].

Case �D˙1, ˛1 ¤ �, ˛2 ¤ �, ˛1 ¤ ˛2.

conditions case

b1 D 0; b0 D 0; t0 D 0 normal form (i.y1)
b1 D 0; b0 D 0; t0 ¤ 0 normal form (vi)
b1 D 0; b0 ¤ 0; k D 2 (ND)

b1 D 0; b0 ¤ 0; k � 3; t0 D 0 normal form (ii.y)
b1 D 0; b0 ¤ 0; k � 3; t0 ¤ 0 normal form (iv)

b1 ¤ 0; k � 3 (ND)
b1 ¤ 0; k D 2; t0 D 0 (ND), or normal form (iii), or normal form (i.w2)
b1 ¤ 0; k D 2; t0 ¤ 0 (ND), or (FP), or normal form (v), or normal form (i.w2)

The first (ND) case b1 D 0, b0 ¤ 0, k D 2 follows from Lemma 3.2 (1), (2.a), and (3.c), and the
second (ND) case b1 ¤ 0, k � 3 from Lemma 3.2 (1) and (2.a). For the very last two cases (namely,
b1 ¤ 0, k D 2, t0 D 0 and b1 ¤ 0, k D 2, t0 ¤ 0) we refer the reader, as usual, to Section 3E.

Note that at this point our considerations have proven Lemma 3.3, except for the Hessian part.
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3E. The case when �¤ ˛2, b1 ¤ 0, kD 2. In this subsection we shall discuss the remaining cases
where y-coordinates did not suffice and all of which (as one easily sees from the tables in the previous
two subsections) satisfy �¤ ˛2, b1 ¤ 0, k D 2. Here it will turn out that we are either in the (ND) case,
or the (FP) case, or that we need to use the w-coordinates. In this case the form of the function � in
y-coordinates is according to (3-7) equal to

�y.y/D .v1Cy1/
�=˛1.b0�t0b1/C.v2Cy2C
v2v

�1
1 y1/ .v1Cy1/

.��˛2/=˛1b1C.y2�y
2
1!.y1//

2r.y/;

where r.0/¤ 0, and, as noted in Remark 3.1, !� 0 if and only if 
 D 1 or t0D 0, and otherwise !.0/¤ 0.
By Lemma 3.2 (1) and (2.a), we have

@22�
y.0/¤ 0 and @1@2�

y.0/¤ 0;

i.e., the y22 -term and the y1y2-term in Taylor expansion of �y do not vanish. Therefore, depending on
what the coefficient of the y21 -term is, it can happen that the Hessian determinant vanishes or not.

Case (ND) and the definition of z-coordinates. If the Hessian determinant does not vanish, we are in the
nondegenerate case. Otherwise, if the Hessian determinant does vanish, then since @22�.v/¤ 0 (which is
by definition equivalent to k D 2), there is a coordinate system of the form

x1 D v1C z1;

x2 D v2C z2CAz1;

with A unique, such that �x.x/D �z.z/, and such that the z21- and z1z2-terms in Taylor expansion of �z

at the origin vanish, i.e.,

@21�
z.0/D 0 and @1@2�

z.0/D 0:

In particular, the coordinate systems y and z cannot coincide since the term y1y2 does not vanish. This
implies B WD A� 
v2v�11 ¤ 0 (compare (3-6) and (3-10)).

Case (FP) and the reduction to A ¤ 0. Let us now prove that we may reduce ourselves to the case

A¤ 0:

If t0 D 0 (i.e., v2 D 0), then we always have AD B ¤ 0. The second possibility is t0 ¤ 0, and if in this
case we would have AD 0, then z- and x-coordinates would coincide (up to a translation) which implies
@2x1�

x.v/D @2z1�
z.0/D 0. Thus, by flipping coordinates, we would have that the k associated to the

flipped coordinates is � 3, and so we would be in the case where the y-coordinates associated to the
flipped coordinates would suffice; i.e., we could apply Lemma 3.3.

This is also the reason why in the case when � D 1, ˛1 D 1, and ˛2 ¤ 1, it always sufficed to flip
coordinates. The calculation below the corresponding table in Section 3D shows that H�.v/D 0 implies
@21�.v/D @1@2�.v/D 0, which in turn implies that one always has AD 0.
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The normal form in z-coordinates. Now that we may assume A¤ 0, our first step is to write down the
Euler equation for homogeneous functions in z-coordinates. The Euler equation is

��.x/D ˛1x1@1�.x/C˛2x2@2�.x/:

By the definition of z-coordinates we have

@x1 D @z1 �A@z2 and @x2 D @z2 :

Thus, the Euler equation in z-coordinates is

��z.z/D ˛1.v1C z1/@1�
z.z/�˛1A.v1C z1/@2�

z.z/C˛2.v2C z2CAz1/@2�
z.z/

D ˛1.v1C z1/@1�
z.z/C .�˛1v1BCA.�˛1C˛2/z1C˛2z2/@2�

z.z/: (3-14)

We now claim that if @�1C11 �z.0/ D @
�1
1 @2�

z.0/ D 0 for all 1 � �1 < N for some N � 2, then
@NC11 �z.0/ D 0 if and only if @N1 @2�

z.0/ D 0. But this is almost obvious. Namely, we just take the
derivative @N1 at 0 in the above Euler equation and get

�@N1 �
z.0/D ˛1v1@

NC1
1 �z.0/C˛1N@

N
1 �

z.0/�˛1v1B@
N
1 @2�

z.0/CAN.�˛1C˛2/@
N�1
1 @2�

z.0/:

Using the assumption on vanishing derivatives we get

@NC11 �z.0/D B@N1 @2�
z.0/: (3-15)

As we noted above B ¤ 0 and our claim follows.

Now recall that @21�
z.0/ D 0 and @1@2�z.0/ D 0. Thus, the previously proved claim implies in

particular by an inductive argument in N that either there is a Qk 2 N such that 3� Qk <1, satisfying

Qk Dminfj � 2 W @j1�
z.0/¤ 0g Dminfj � 2 W @j�11 @2�

z.0/¤ 0g;

and
�zv .z/D z

Qk
1 r1.z/C z

Qk�1
1 z2r2.z/C z

2
2r3.z/; (3-16)

where ri .0/¤ 0, i D 1; 2; 3, or that

�zv .z/D z
N
1 rN;1.z/C z

N�1
1 z2rN;2.z/C z

2
2r3.z/

for any N 2 N, which we shall consider as the case when Qk D1. Here the rN;� are zero at the origin.

The normal form inw-coordinates. It will be advantageous to use w-coordinates where, unlike in (3-16),
the w Qk�11 w2-term is no longer present; i.e., we may write

�wv .w/D w
Qk
1 r1.w/Cw

2
2r2.w/: (3-17)

This fact follows directly from (3-15) and from

@w1 D @z1 and @w2 D @z2 �
1

B
@z1 ;
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which we get from the definition of w coordinates (3-10). Actually, we can gain more information, espe-
cially in the case when 
D1. To see this let us rewrite the Euler equation inw-coordinates by using (3-14):

�

˛1
�w.w/D

�
v1Cw1�

1

B
w2

�
@1�

w.w/C
�
�v1BCA.
�1/

�
w1�

1

B
w2

�
C
w2

��
@2C

1

B
@1

�
�w.w/

D

�
BCA.
�1/

B
w1C

.B�A/.
�1/

B2
w2

�
@1�

w.w/

C

�
�v1BCA.
�1/w1C

B
�A.
�1/

B
w2

�
@2�

w.w/:

Case 
 D 1. Here the Euler equation reduces to

�

˛1
�w.w/D w1@1�

w.w/C .�v1BCw2/@2�
w.w/: (3-18)

Taking the @� D @�11 @
�2
2 -derivative and evaluating at 0 one gets

�

˛1
@��w.0/D �1@

��w.0/� v1B@
�1
1 @

�2C1
2 �w.0/C �2@

��w.0/;

which can be rewritten as �
�

˛1
� j� j

�
@��w.0/D�v1B@

�1
1 @

�2C1
2 �w.0/:

From this and the fact from (3-17) that @��w.0/D 0 for all � satisfying j� j D �1C�2 � 2, 0� �1 � Qk�1,
and 0� �2 � 1, one easily gets by induction on �2 that

@
�1
1 @

�2
2 �

w.0/D 0; when j� j D �1C �2 � 2; 1� �1 � Qk� 1: (3-19)

We now prove a stronger claim, namely that

@
�1
1 �

w.0; w2/� 0 for 2� �1 � Qk� 1;

@1�
w.0; w2/� @1�

w.0/:
(3-20)

In order to obtain this we take the @�11 -derivative in (3-18) and evaluate it at .0; w2/ to get�
�

˛1
� �1

�
@
�1
1 �

w.0; w2/D .�v1BCw2/@2@
�1
1 �

w.0; w2/:

We note that this is a simple ordinary differential equation in w2 of first order. It has a unique solution for
2 � �1 � Qk � 1 since �v1B Cw2 ¤ 0 for small w2, and since we can take (3-19) as initial conditions.
The claim for 2� �1 � Qk�1 follows since @�11 �

w.0; w2/� 0 is obviously a solution. For �1D 1 we note
that the case �=˛1� �1 D 0 is trivial, and the solution is a unique constant function (necessarily equal to
@1�

w.0/). When �1 D 1 and �=˛1� �1 ¤ 0, the differential equation evaluated at w2 D 0 gives us that
@1@2�

w.0/D 0 implies @1�w.0/D 0, which again means that @1�w.0; w2/� 0 is the unique solution
of the given differential equation. We have thus proven (3-20).
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Now by using Taylor approximation in w1 for a fixed w2, and the just-proven fact for the mapping
w2 7! @

�1
1 �

w.0; w2/ for 1� �1 � Qk� 1, we obtain that the normal form of �w (3-17) in the case 
 D 1
can be rewritten as

�wv .w/D w
Qk
1 r1.w/Cw

2
2r2.w2/;

where r1.0/; r2.0/¤ 0. Note that now r2 depends only on w2. This corresponds to normal form (ii.w)
when Qk is finite and to normal form (i.w1) otherwise.

Case 
 ¤ 1. In this case we use our assumption that A¤ 0 in a critical way. Here it will be important to
know what happens with @�11 @

2
2�
w.0/ for 0� �1 � Qk� 1, and also how one can rewrite the normal form

of the Hessian determinant H�w (and in particular its root).
Let us begin by taking the @�11 @2-derivative of the Euler equation in w-coordinates and evaluating it at

w D 0. One gets

�

˛1
@
�1
1 @2�

w.0/D �1
BCA.
 � 1/

B
@
�1
1 @2�

w.0/C
.B �A/.
 � 1/

B2
@
�1C1
1 �w.0/

� v1B@
�1
1 @

2
2�
w.0/C �1A.
 � 1/@

�1�1
1 @22�

w.0/C
B
 �A.
 � 1/

B
@
�1
1 @2�

w.0/:

Now recall again from (3-17) that @��w.0/D 0 holds for any � satisfying j� jD �1C�2� 2, 0� �1� Qk�1,
and 0� �2 � 1. Thus, if 1� �1 � Qk� 2 then we get

v1B@
�1
1 @

2
2�
w.0/D �1A.
 � 1/@

�1�1
1 @22�

w.0/; (3-21)

and if �1 D Qk� 1, then

v1B@
Qk�1
1 @22�

w.0/D
.B �A/.
 � 1/

B2
@
Qk
1�
w.0/C . Qk� 1/A.
 � 1/@

Qk�2
1 @22�

w.0/I

i.e., since B �AD�
v2v�11 , we can rewrite this as

v1B@
Qk�1
1 @22�

w.0/C
v2
.
 � 1/

v1B2
@
Qk
1�
w.0/D . Qk� 1/A.
 � 1/@

Qk�2
1 @22�

w.0/: (3-22)

Now sinceA;B; v1¤0, and 
¤1, from (3-21) we may conclude by induction on �1 that for 0� �1� Qk�2
one has

@
�1
1 @

2
2�
w.0/¤ 0:

In order to unravel what is happening with @ Qk�11 @22�
w.0/ we need to investigate the root of H�w . For

this we want to solve the equation

x2� t0x


1 D y2�

�

2

�
v�21 v2y

2
1 CO.y31/D 0;

in the w-coordinates, representing the homogeneity curve through v. Recall that by (3-11) we have
y1 D w1�w2=B , y2 D Bw1, and so we want to solve

Bw1�
�

2

�
v�21 v2

�
w1�

1

B
w2

�2
CO

��
w1�

1

B
w2

�3�
D 0
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for the w1-variable in terms of the w2-variable when jw1j, jw2j are small numbers. Using the above
equation one gets by a simple calculation that

w1 D
v2
.
 � 1/

2v21B
3

w22 CO.w32/D w
2
2 Q!.w2/; (3-23)

and Q! � 0 if and only if v2 D 0D t0. Note that we have the precise value of Q!.0/. Using this we can
now write down the normal form of w as

�wv .w/D w
Qk
1 r1.w/Cw

2
2r2.w/

D .w1�w
2
2 Q!.w2//

Qkr1.w/Cw
2
2

�
r2.w/C Qkw

Qk�1
1

v2
.
 � 1/

2v21B
3

r1.w/

�
CO.w42/

D .w1�w
2
2 Q!.w2//

Qk
Qr1.w/Cw

2
2 Qr2.w/;

(3-24)

where one can easily check by using (3-21), (3-22), (3-23), and (3-24) that @�11 Qr2.0/¤0 for all 0��1� Qk�1,
and that in fact one has the relations

v1B@
�1
1 Qr2.0/D �1A.
 � 1/@

�1�1
1 Qr2.0/

for 1� �1 � Qk� 1. If Qk D1, then the above normal form in (3-24) corresponds to normal form (i.w2).
Otherwise we have 3 � Qk <1 and two subcases. Namely, if t0 ¤ 0 (i.e., Q!.0/ ¤ 0), then the above
normal form corresponds to normal form (v), and if t0 D 0 (and therefore Q! � 0), then it corresponds to
normal form (iii).

Determining Qk in the special case when �D˙1 and ˛1 D ˛2 ¤ �. According to the last line of the
corresponding table for this case in Section 3D here we may assume b0; b1 ¤ 0, and note that here 
 D 1.
We prove that the Hessian determinant of � vanishes at v if and only if

b2 D .1� �˛1/
b21
b0
D

�
1�

˛1

�

�
b21
b0
: (3-25)

In this case we furthermore have that if Qk <1 (corresponding to the case (ii.w)), then

bj D .�˛1/
j j Š

��=˛1
j

� b
j
1

b
j�1
0

; for j D 2; : : : ; Qk� 1;

b Qk ¤ .�˛1/
Qk QkŠ

��=˛1
Qk

� b
Qk
1

b
Qk�1
0

;

(3-26)

and if Qk D1 (corresponding to the case (i.w1)), then

bj D .�˛1/
j j Š

��=˛1
j

� b
j
1

b
j�1
0

for j 2 f2; 3; : : : g:

These formulae have already been shown for homogeneous polynomials in [Ferreyra et al. 2004,
Lemma 2.2]. Therefore, we only sketch how one can prove them in our slightly more general case.
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Recall from (3-9) that we have the formal series for � at y D 0:

�y.y/� .v1Cy1/
�=˛1b0Cy2.v1Cy1/

�=˛1�1b1C
1

2Š
.v1Cy1/

�=˛1�2y22b2C � � �

D

1X
jD0

bj

j Š
.v1Cy1/

�=˛1�jy
j
2 :

From this one gets

@21�
y.0/D b0

�

˛1

�
�

˛1
� 1

�
v
�=˛1�2
1 ; @1@2�

y.0/D b1

�
�

˛1
� 1

�
v
�=˛1�2
1 ; @22�

y.0/D b2v
�=˛1�2
1 ;

and (3-25) follows by a direct computation (recall that H�y .0/ D 0 if and only if H�.v/ D 0). More
generally, we have

@��y.0/D �1Š
��=˛1��2

�1

�
v
�=˛1�j� j
1 b�2 : (3-27)

Let us now determine the relation between y and z when the Hessian determinant vanishes. We may
write

z1 D y1; @z1 D @y1 CB@y2 ;

z2 D y2�By1; @z2 D @y2 :

Then by (3-25) one gets that @21�
z.0/D @1@2�

z.0/D 0 if and only if

B D�
b0

b1

�

˛1
:

From this we can determine the constant A since it is equal to t0CB , i.e., AD v2=v1� .�b0/=.˛1b1/.
One can now directly prove (3-26) by induction in j by using (3-27), and the fact that @j1�

z.0/D 0

for 2� j < Qk and @ Qk1�
z.0/¤ 0 is equivalent to�

@1�
b0

b1

�

˛1
@2

�j
�y.0/D 0; j D 2; : : : ; Qk� 1;

�
@1�

b0

b1

�

˛1
@2

�Qk
�y.0/¤ 0:

We have already checked the induction base j D 2.

3F. Order of vanishing of the Hessian determinant. In this subsection we determine the normal forms
of the Hessian determinant of � (or more precisely, the order of vanishing of the Hessian determinant
of �), as listed in Section 3A. We recall from Section 3A that if v1 > 0, then one can write

H�.x/D .x2� t0x


1 /
N r0.x/;

where either r0 is flat in v (which we consider as the case N D1), or r0.v/¤ 0 and 0 � N <1. It
remains to determine N from the information provided by the normal forms of �. We note that

N Dminfj � 0 W .@j2H/.v/¤ 0g:
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Normal form (i.y1). First we note by the normal form tables above that this normal form appears only in
cases when either 
 D 1 or t0 D v2 D 0, and so we have ! � 0. Thus, by (3-9) the function �yv has the
formal expansion

�yv .y/D
1

kŠ
yk2 .y1C v1/

�=˛1�k
gk.y2.y1C v1/
�1
C t0/

�

1X
jDk

bj

j Š
y
j
2 .y1C v1/

�=˛1�j
 ; (3-28)

and the Hessian determinant vanishes along y2 D 0, which means we need to determine what is the
least N such that .@N2 H�y /.0/¤ 0. From the above expansion one obtains

@
�1
1 @

�2
2 �

y.0/D 0; j� j D �1C �2 � 2; 0� �2 � k� 1;

@��y.0/D �1Š
��=˛1�
�2

�1

�
v
�=˛1��1�
�2
1 b�2 ; �2 � k: (3-29)

By applying the general Leibniz rule to the definition of the Hessian determinant we get

@N2 H�y D @N2 .@
2
1�
y@22�

y
� .@1@2�

y/2/

D

NX
nD0

�N
n

�
.@21@

n
2�
y @NC2�n2 �y � @1@

nC1
2 �y @1@

NC1�n
2 �y/; (3-30)

and one can easily check by using (3-29) that @N2 H�y .0/D 0 for N < 2k� 2. For N D 2k� 2 we get

@2k�22 H�y .0/D
�2k�2

k

�
@21@

k
2�
y.0/@k2�

y.0/�
�2k�2
k�1

�
.@1@

k
2�
y/2.0/

D

��2k�2
k

�� �
˛1
� k


��
�

˛1
� k
 � 1

�
�

�2k�2
k�1

�� �
˛1
� k


�2�
b2kv

2�=˛1�2k
�2
1

D

�
k� 1

k

�
�

˛1
� k
 � 1

�
�

�
�

˛1
� k


���2k�2
k�1

�� �
˛1
� k


�
b2kv

2�=˛1�2k
�2
1 :

Thus, @2k�22 H�y .0/¤ 0 if and only if

�

˛1
… fk
; k
 C 1� kg: (3-31)

Let us now denote by Qk the smallest positive integer such that b
kCQk
¤ 0; i.e., we have

bkCj D 0; 0 < j < Qk;

b
kCQk
¤ 0:

Case when �=˛1 D k
 . By examining the term j D k in (3-28) we note that in this case we additionally
have

@k2�
y.0/¤ 0

@
�1
1 @

k
2�
y.0/D 0; �1 � 1:
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Now by using the information in (3-29), the above additional assumption that bkCj D 0 for 0 < j < Qk,
b
kCQk
¤ 0, and the Leibniz formula (3-30) a straightforward calculation yields that @N2 H�y .0/D 0 for

N < 2kC Qk � 2 and @2kC
Qk�2

2 H�y .0/¤ 0; i.e., we have the precise order of vanishing of the Hessian
determinant.

Case when �=˛1 D k
C 1�k. Again, by a straightforward calculation using the Leibniz formula one
gets that @N2 H�y .0/D 0 for N < 2kC Qk� 2 and we have for N D 2kC Qk� 2

@2kC
Qk�2

2 H�y .0/D
�2kC Qk�2

k

�
@21@

k
2�
y.0/@kC

Qk
2 �y.0/

C

�2kC Qk�2
k�2

�
@21@

kCQk
2 �y.0/@k2�

y.0/� 2
�2kC Qk�2

k�1

�
@1@

k
2�
y.0/@1@

kCQk
2 �y.0/:

Thus��2kC Qk�2
k�2

���1
@2kC

Qk�2
2 H�y .0/D

.kC Qk/.kC Qk� 1/

.k� 1/k
@21@

k
2�
y.0/@kC

Qk
2 �y.0/

C @21@
kCQk
2 �y.0/@k2�

y.0/�
2.kC Qk/

k� 1
@1@

k
2�
y.0/ @1@

kCQk
2 �y.0/:

This is equal to zero when the expression

.kC Qk/.kC Qk� 1/@21@
k
2�
y.0/@kC

Qk
2 �y.0/

C .k� 1/k@21@
kCQk
2 �y.0/@k2�

y.0/� 2k.kC Qk/@1@
k
2�
y.0/ @1@

kCQk
2 �y.0/

equals zero. Plugging in the values of the derivatives from (3-29) one obtains that the above expression is
equal to

.kC Qk/.kC Qk� 1/.1� k/.�k/C .k� 1/k.1� k� Qk
/.�k� Qk
/� 2k.kC Qk/.1� k/.1� k� Qk
/;

up to the nonzero constant factor v�2k�
Qk


1 bkbkCQk . Factoring out .1� k/.�k/ we get

.kC Qk/.kC Qk� 1/C .kC Qk
 � 1/.kC Qk
/� 2.kC Qk/.kC Qk
 � 1/

and this equals zero if and only if 
 2 f1; . QkC 1/= Qkg.
The condition �=˛1 D k
 C 1� k tells us that if 
 D 1 then �D ˛1 D ˛2 D 1, and from the normal

form tables we see that this is precisely when the Hessian determinant vanishes to infinite order.
In the case 
 D . QkC 1/= Qk we get that � D 1, ˛1 D Qk=.kC Qk/ and ˛2 D . QkC 1/=.kC Qk/. Here the

order of vanishing of the Hessian determinant depends explicitly on the values bj , and so, in contrast to
the previous cases, one cannot relate in an easy way the order of vanishing of the Hessian determinant and
the form of � in (3-28). As we shall not need the precise order of vanishing of the Hessian determinant
in this case, we do not pursue this question further.

Other normal forms. First we recall that normal form (i.y2) was dealt with in Section 3B, and there it
was already determined that the Hessian vanishes of infinite order (i.e., it is flat).
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In all the remaining normal forms we use either y- or w-coordinates, and so (as already noted in
Section 3A) the Hessian determinant in these coordinates has the normal form

H�u.u/D .u2�u21 .u1//
N r0.u/;

where u can represent either y- or w-coordinates, and where either N is finite and r0.0/ ¤ 0, or the
Hessian determinant is flat (in which case we consider N to be infinite). The function  is equal to either
! or Q!. Our goal is to determine N Dminfj � 0 W .@j2H�u/.0/¤ 0g.

We first note that we can rewrite all the remaining normal forms as either

�uv .u/D .u2�u
2
1 .u1//

k0r.u/ (3-32)

or
�uv .u/D u

2
1r1.u/Cu

k0
2 r2.u/; (3-33)

where r.0/;  .0/; r1.0/; r2.0/¤ 0, and k0 � 2 in the first case and k0 � 3 in the second. In the second
case k0 D1 is allowed with an obvious interpretation. Note that the second case (3-33) includes normal
forms (ii), (iii), (iv), (v), and also subcases of (i) where the w-coordinates are used. Also note that this is
slightly different compared to the three forms mentioned before the detailed table of normal forms in
Section 3A.

For both cases (3-32) and (3-33) one can use the Leibniz rule (3-30) and the information on the Taylor
series of �uv gained from these normal forms to obtain the order of vanishing of the Hessian determinant
(in the @u2-direction) by a direct calculation. In the first case (3-32) one gets that the order of vanishing
is N D 2k0� 3 and in the second case (3-33) one gets that N D k0� 2 (or that the Hessian determinant
is flat if k0 D1).

4. Fourier restriction when a mitigating factor is present

In this section we prove Theorem 1.1, i.e., the Fourier restriction estimate

k Of kL2.d�/ � Ckf kLp3
x3
.L

p1
.x1;x2/

/
;

where � is the surface measure

h�; f i D

Z
R2nf0g

f .x; �.x// jH�.x/j� dx

and the exponents are �
1

p01
;
1

p03

�
D

�
1

2
� �; �

�
:

The gothic letters are used in order to distinguish the endpoint exponents from the dummy ones. We
assume 0� � < 1

2
when only adapted normal forms appear, and 0� � � 1

3
if a nonadapted normal form

appears. Since the case � D 0 follows directly by Plancherel, we may assume � > 0.
Our assumptions in this case are that the Hessian determinant H� does not vanish of infinite order

anywhere (i.e., condition (H2) is satisfied). According to Section 2B we may restrict our attention to the
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localized measure
h�0;v; f i D

Z
R2nf0g

f .x; �v.x� v//�v.x/jH�.x/j� dx;

where v D .v1; v2/ satisfies v1 � 1, and either v2 D 0 or v2 � 1, and where �v is a smooth nonnegative
function with support in a small neighborhood of v.

After changing to y- or w-coordinates from Section 3 we get that �0;v can be rewritten as

h�; f i D

Z
f .x; �loc.x// a.x/ jH�loc.x/j

� dx;

where now a is smooth, nonnegative, and supported in a small neighborhood of the origin, and where we
have for �loc the normal form cases (i)–(vi) from Proposition 1.4. Recall that since we assume (H2), in
case (i) of Proposition 1.4 the function ' vanishes identically.

The strategy will be to appropriately localize and rescale the problem, and then to use the associated
“R�R” operator. Let us begin by proving modifications of two essentially known results.

Lemma 4.1. Let � W�!R be a smooth function on an open set��R2 contained in a ball of radius . 1,
and let H�D@21�@

2
2��.@1@2�/

2 denote the Hessian determinant of �. We consider the measure defined by

h�; f i WD

Z
f .x1; x2; �.x// a.x/ dx;

where a 2 C1c .�/ satisfies k@�akL1.�/ .� 1 for all multiindices � . If we assume that on � we have
j@21�j � 1, j@��j .� 1 for all multiindices � , and that jH� j � " for a bounded, strictly positive (but
possibly small) constant ", then

j O�.�/j. "�1=2.1Cj�j/�1:

The claim also holds if � and a depend on ", assuming that the implicit constants appearing in the lemma
can be taken to be independent of ".

Proof. By compactness and translating we may assume that a is supported on a small neighborhood of
the origin. We also assume for simplicity that j@1�j � 1, which can be achieved by applying a linear
transformation to �. The Fourier transform of � is by definition

O�.�/D

Z
e�iˆ.x;�/ a.x/ dx;

where the phase function is of the form

ˆ.x; �/D x1�1C x2�2C�.x/�3;

from which one easily sees that unless j�1j � j�3j& j�2j, we have very fast decay independent of ". Let
us define

s1 D
�1

�3
; s2 D

�2

�3
; �D �3;

and rewrite the phase as
ˆ.x; �/D �.s1x1C s2x2C�.x//;

where now js1j � 1 and js2j. 1.
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Now either the x1-derivative of ˆ has no zeros on the domain of integration (e.g., when s1 and @1�.0/
are of the same sign), in which case we get a fast decay by integrating by parts, or there is a unique
zero xc1 D x

c
1.x2I s1; s2/ of the equation @1ˆ.x; �/D 0 in x1, depending smoothly on .x2I s1; s2/ by the

implicit function theorem, i.e., we have the relation

s1C .@1�/.x
c
1; x2/D 0: (4-1)

In this case we apply the stationary phase method and get that

O�.�/D ��1=2
Z
e�i�‰.x2Is1;s2/ a.x2; s1; s2I�/ dx2;

where a is a smooth function in .x2; s1; s2/ and a classical symbol of order 0 in �, and where

‰.x2I s1; s2/ WD s1x
c
1C s2x2C�.x

c
1; x2/D �

�1ˆ.xc1; x2; �/:

Taking the x2-derivative of (4-1) we get that

@x2x
c
1.x2I s1; s2/D�

@1@2�.x
c
1; x2/

@21�.x
c
1; x2/

;

and the x2-derivative of the new phase is by (4-1):

�@x2‰.x2I s1; s2/D �.s1@x2x
c
1C s2C @x2x

c
1 @1�.x

c
1; x2/C @2�.x

c
1; x2//

D �.s2C @2�.x
c
1; x2//:

From this and the expression for .xc1/
0 it follows that

�@2x2‰.x2I s1; s2/D �
H�.xc1; x2/
@21�.x

c
1; x2/

� �":

Thus, we may apply the van der Corput lemma, which then delivers the claim of the lemma. �

The following lemma for obtaining mixed-norm Fourier restriction estimates goes back essentially to
[Ginibre and Velo 1992] (see also [Keel and Tao 1998]).

Lemma 4.2. Assume that we are given a bounded open set � � R2 and functions ˆ 2 C1.�IR2/,
� 2 C1.�IR/, a 2 L1.�/. Let us consider the measure

h�; f i WD

Z
f .ˆ.x/; �.x// a.x/ dx

and the operator T W f 7! f � O�. If ˆ is injective and its Jacobian is of size jJˆj � A1, then the
L1x3.RIL

2
.x1;x2/

.R2//!L1x3.RIL
2
.x1;x2/

.R2// operator norm of T is bounded (up to a universal constant)
by A�11 kakL1 . If one has furthermore the estimate

j O�.�/j � A2.1Cj�3j/
�1;

then for any � 2
�
0; 1
2

�
and �

1

p01
;
1

p03

�
D

�
1

2
� �; �

�
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the Lp3x3 .RIL
p1
.x1;x2/

.R2//! L
p03
x3
.RIL

p01
.x1;x2/

.R2// operator norm of T is bounded (up to a constant
depending on � ) by .A�11 kakL1/

1�2�A2�2 .

Proof. Let us first introduce the operator T�3g WD g � O�. � ; �3/ defined for functions g on R2 and a fixed
�3 2 R. Note that then if one writes a function f on R3 as f .�1; �2; �3/D f .� 0; �3/D f�3.�

0/, then

Tf .� 0; �3/D

Z
.f�3��3 � O�. � ; �3//.�

0/ d�3 D
Z
.T�3f�3��3/.�

0/ d�3: (4-2)

Now note that the L2.R2/! L2.R2/ norm of the convolution operator T�3 is bounded by the L1 norm
of the function .x1; x2/ 7! .F �1

.x1;x2/
O�. � ; �3//.x1; x2/, where for functions on R3 we denote by F �1

.x1;x2/

the inverse Fourier transform in the first two variables. Afterwards we can estimate the L1! L1 norm
of the remaining convolution operator in �3 by the L1 norm in �3 of the kernel. Thus, for the first
claim it suffices to prove that the L1 norm of .F �1

.x1;x2/
O�/.x1; x2; �3/ in all three variables is bounded

by A�11 kakL1 . In order to obtain this estimate note that F �1
.x1;x2/

O� is equal by Fourier inversion to the
Fourier transform of � in the third coordinate only, i.e., the distribution given by

hFx3�; f i D h�;Fx3f i

D

Z
.Fx3f /.ˆ.y/; �.y// a.y/ dy

D

“
e�i�3�.y/ f .ˆ.y/; �3/ a.y/ d�3 dy

D

“
e�i�3�ıˆ

�1.x/ f .x; �3/ a ıˆ
�1.x/ jJˆ.x/j

�1 d�3 dx:

Thus .Fx3�/.x1; x2; �3/ coincides a.e. with the function

.x; �3/ 7! e�i�3�ıˆ
�1.x/ a ıˆ�1.x/ jJˆ.x/j

�1;

which is now obviously bounded by A�11 kakL1 up to a constant.
For the second claim note that the L1.R2/!L1.R2/ norm of T�3 is bounded by A2.1Cj�3j/�1, and

as just shown the L2.R2/!L2.R2/ norm is bounded up to a constant by A�11 kakL1 . Interpolating one
gets that the Lp1.R2/! Lp

0
1.R2/ norm is bounded by

.A�11 kakL1/
1�2�A2�2 .1Cj�3j/

�2�

for p01 D
�
1
2
� �

�
and � 2

�
0; 1
2

�
. For � < 1

2
the claim now follows by first applying this bound to the

expression (4-2) and subsequently using the (weak) Young inequality in the �3-variable. �

4A. Normal form (i). In this case the local form of the phase is

�loc.x/D x
k
2 r.x/;

where r.0/¤ 0 and the Hessian determinant vanishes of order 2kC k0� 2 for some k0 � 0, i.e., it has
the normal form

H�loc.x/D x
2kCk0�2
2 r0.x/

for some smooth function r0 satisfying r0.0/¤ 0.



208 LJUDEVIT PALLE

We begin by a dyadic decomposition � D
P
j�1 �j in x2 followed by scaling x2 7! 2�jx2. Namely,

for a j � 1 we define

h�j ; f i D

Z
f .x; �loc.x// a.x/ �1.2

jx2/ jH�loc.x/j
� dx;

where �1.x2/ is supported where jx2j� 1 and is such that
P
j2Z �1.x2/D 1. Thus, by a Littlewood–Paley

argument it suffices to prove

k Of k2
L2.d�j /

. kf k2
L

p3
x3
.L

p1
.x1;x2/

/
; (4-3)

with the implicit constant independent of j . We rescale this as follows. First we note that by substituting
x2 7! 2�jx2 we have

k Of k2
L2.d�j /

D

Z
jFf j2.x; �loc.x// a.x/ �1.2

jx2/ jx2j
�.2kCk0�2/ jr0.x/j

� dx

D 2�j�j�.2kCk0�2/
Z
jFf j2.x1; 2�jx2; 2�jk2jk�loc.x1; 2

�jx2//

� a.x1; 2
�jx2/ �1.x2/ jx2j

�.2kCk0�2/ jr0.x1; 2
�jx2/j

� dx

D 2�j�j�.2kCk0�2/
Z
jFf j2.x1; 2�jx2; 2�jk Q�.x; 2�j /// a.x; 2�j / dx:

The last expression can be rewritten as

2�j�j�.2kCk0�2/h Q�j ; jDil.1;2j ;2jk/.Ff /j
2
i;

where

h Q�j ; f i D

Z
f .x; Q�.x; 2�j // a.x; 2�j / dx:

The amplitude a.x; 2�j / is now supported so that jx1j � 1 and jx2j � 1, and it is C1 having derivatives
uniformly bounded. The phase is

Q�.x; 2�j /D 2jk�loc.x1; 2
�jx2/D x

k
2 r.x1; 2

�jx2/:

Now the inequality (4-3) can be rewritten as

h Q�j ; jDil.1;2j ;2jk/.Ff /j
2
i. 2jCj�.2kCk0�2/kf k2

L
p3
x3
.L

p1
.x1;x2/

/
:

Interchanging the dilation and the Fourier transform we get

22jC2jkh Q�j ; jF.Dil.1;2�j ;2�jk/ f /j
2
i. 2jCj�.2kCk0�2/kf k2

L
p3
x3
.L

p1
.x1;x2/

/
;

and this is equivalent to

22jC2jkh Q�j ; j Of /j
2
i. 2jCj�.2kCk0�2/kDil.1;2j ;2jk/ f k

2

L
p3
x3
.L

p1
.x1;x2/

/

D 2jCj�.2kCk0�2/22j=p1C2jk=p3kf k2
L

p3
x3
.L

p1
.x1;x2/

/
:



STRICHARTZ ESTIMATES FOR MIXED HOMOGENEOUS SURFACES IN THREE DIMENSIONS 209

Plugging in the values of p1 and p3 we finally obtain

k Of k2
L2.dQ�j /

. 2�jk0kf k2
L

p3
x3
.L

p1
.x1;x2/

/
I (4-4)

i.e., this is the rescaled form of the (4-3) inequality.
Now note that from the expression for Q�.x; 2�j / we have j@2 Q�j � 1� j@22 Q�j and one easily gets by

using the definition of the Hessian determinant that

H Q�.x; 2
�j /D 2j.2k�2/H�loc.x1; 2

�jx2/

D 2�jk0x
2kCk0�2
2 r0.x1; 2

�jx2/:

Thus jH Q�.x; 2
�j /j � 2�jk0, from which the estimate (4-4) follows by an application of Lemma 4.1 and

subsequently Lemma 4.2.

4B. Preliminary rescaling for cases (ii)–(vi). In normal form cases (ii)–(vi) the principal face of N .�loc/

is compact and so we use the scaling associated to it:

ı�t .x/D .t
�1x1; t

�2x2/;

where in cases (ii)-(v) we have

� D

�
1

2
;
1

k

�
and in case (vi) we have

� D

�
1

2k
;
1

k

�
:

In particular, for j � 1 we define

h�j ; f i D

Z
f .x; �loc.x// a.x/ �.ı

�
2j
x/ jH�loc.x/j

� dx;

where � is supported on an annulus and is such that
P
j2Z �.ı

�
2j
x/ D 1. By using Littlewood–Paley

theory we get that it is sufficient to prove

k Of k2
L2.d�j /

. kf k2
L

p3
x3
.L

p1
.x1;x2/

/
:

Rescaling similarly as in the case of normal form (i), the above estimate is equivalent to

k Of k2
L2.dQ�j /

. kf k2
L

p3
x3
.L

p1
.x1;x2/

/
; (4-5)

where
h Q�j ; f i D

Z
f .x; Q�.x; ı// jH Q�.x; ı/j

� a.x; ı/ dx: (4-6)

Here the amplitude a.x; ı/ is supported on a fixed annulus around the origin,

ı D .ı0; ı1; ı2/ WD .2
�j.k�1/=k; 2�j=2; 2�j=k/ (4-7)

in cases (ii)–(v), and
ı D .ı1; ı2/ WD .2

�j=.2k/; 2�j=k/
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in case (vi). The phase which one obtains in (4-6) is

Q�.x; ı/ WD 2j�loc.ı1x1; ı2x2/:

The quantity ı0 will be appear only later when we use the explicit normal forms. From the above phase
form it follows that

H Q�.x; ı/D 2
j.k�2/=kH�loc.ı1x1; ı2x2/

in cases (ii)–(v), and

H Q�.x; ı/D 2
j.2k�3/=kH�loc.ı1x1; ı2x2/

in case (vi).

4C. Normal forms (ii) and (iii). Using the normal forms for �loc one gets in these cases

Q�.x; ı/D x21r1.ı1x1; ı2x2/C x
k
2 r2.ı1x1; ı2x2/;

H Q�.x; ı/D x
k�2
2 r0.ı1x1; ı2x2/;

where r0.0/; r1.0/; r2.0/ ¤ 0, and k � 3. Hence, for the part where jx2j & 1 in (4-6) the Hessian is
nondegenerate, and so we may localize to jx1j � 1 and jx2j � 1, and subsequently perform a dyadic
decomposition in the x2-coordinate; i.e., we define

h�l ; f i WD

Z
f .x; Q�.x; ı// jx2j

�.k�2/ �1.2
lx2/ a.x; ı/ dx

D 2�l�l�.k�2/
Z
f .x1; 2

�lx2; Q�.x1; 2
�lx2; ı// a.x; ı; 2

�l/ dx;

where now the amplitude is supported in a domain where jx1j � 1 � jx2j and has uniformly bounded
CN norm for any N. Applying the Littlewood–Paley theorem again and rescaling, it is sufficient for us
to prove

k Of k2
L2.dQ�j;l /

. 2kl�kf k2
L

p3
x3
.L

p1
.x1;x2/

/
; (4-8)

where the rescaled measure is

h Q�j;l ; f i D

Z
f .x; Q�.x1; 2

�lx2; ı// a.x; ı; 2
�l/ dx:

The phase has now the form

x21r1.ı1x1; ı2x2/C 2
�klxk2 r2.ı1x1; 2

�lı2x2/ (4-9)

on the domain jx1j � 1 and jx2j � 1, and its Hessian determinant is of size 2�kl. By Lemma 4.1 we have

j OQ�j;l.�/j. 2kl=2.1Cj�j/�1:

And so the estimate (4-8) follows by Lemma 4.2.
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4D. Normal form (iv). In this case we get

Q�.x; ı/D x21q.ı1x1/C .x2� ı0x
2
1 .ı1x1//

kr.ı1x1; ı2x2/;

H Q�.x; ı/D .x2� ı0x
2
1 .ı1x1//

k�2r0.ı1x1; ı2x2/;

where q.0/; r.0/; r0.0/;  .0/¤ 0, and k � 3. Therefore again, if jx2j& 1 the Hessian is nondegenerate
and therefore we may concentrate on jx1j � 1 and jx2j� 1 in (4-6). We perform a dyadic decomposition,
though this time depending on how close we are to the root of the Hessian determinant, i.e., we define

h�l ; f i WD

Z
f .x; Q�.x; ı// jx2� ı0x

2
1 .ı1x1/j

�.k�2/ �1.2
l.x2� ı0x

2
1 .ı1x1/// a.x; ı/ dx:

Next, after changing coordinates from x2 to x2C ı0x21 .ı1x1/ we may write

h�l ; f i D

Z
f .x1; x2C ı0x

2
1 .ı1x1/; �1.x; ı// jx2j

�.k�2/ �1.2
lx2/ a1.x; ı/ dx; (4-10)

where
�1.x; ı/D x

2
1q.ı1x1/C x

k
2 r.ı1x1; ı2x2C ı0ı2x

2
1 .ı1x1; ı2x2//

D x21q.ı1x1/C x
k
2 r.ı1x1; ı2x2C .ı1x1/

2 .ı1x1; ı2x2//

D x21q.ı1x1/C x
k
2 Qr.ı1x1; ı2x2/:

The function Qr is a smooth and nonzero at the origin. Finally, we rescale in x2 as x2 7! 2�lx2 and may
write
h�l ; f i

D 2�l�l�.k�2/
Z
f .x1; 2

�lx2C ı0x
2
1 .ı1x1/; �j;l.x; ı; 2

�l//�1.x1/ �1.x2/ a.x; ı; 2
�l/ dx; (4-11)

where the amplitude is a smooth function and the phase is

�j;l.x; ı/D x
2
1q.ı1x1/C 2

�klxk2 Qr.ı1x1; 2
�lı2x2/:

In order to obtain the estimate (4-5) we shall need essentially a variant of Lemma 4.2. Namely, we
shall consider the analytic family of operators T� defined by convolution against the Fourier transform of
the measure

�� WD
X
2l�1

2l�.k�2/2�l�.k�2/�l ; (4-12)

where � has real part between 0 and 1
2

, and in particular, for a fixed �3 2R3, we shall consider the operator
T
�3
�
W f 7! f � O�� . � ; �3/. Note that we are interested in �� since this is precisely the sum of measures �l .

When the real part of � is 0 (i.e., � D i t , t 2 R) one considers the L2.R2/! L2.R2/ estimate for
which we use (4-10). In (4-10) we see that the amplitude is of size 2�l�.k�2/, which is precisely what we
need in (4-12). Since the supports are disjoint when varying l , we get by an argument similar to that in
Lemma 4.2 that the operator L2.R2/! L2.R2/ norm of T �3it is . 1 (uniform in �3 and t ).

When the real part of � is 1
2

we need to prove

j O�1=2Cit .�/j. .1Cj�3j/�1 (4-13)
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with implicit constant independent of t and �3, since this would give us that the operator norm of T �3
1=2Cit

for mapping L1.R2/! L1.R2/ is bounded by .1Cj�3j/�1.
Thus, under the assumption that we have the estimate (4-13) we may apply complex interpolation for

each fixed �3 to the analytic family of operators T �3
�

and obtain that the operator norm of T �3� between
spaces Lp1.R2/!Lp01.R2/ is . .1Cj�3j/�2�, and so in the same way as in the proof of Lemma 4.2 the
(weak) Young inequality in the x3-direction implies (4-5).

In proving (4-13) it suffices to show thatX
2l�1

2�l.1=2��/.k�2/j O�l.�/j. .1Cj�3j/�1

for all � 2 R3. By (4-11) the Fourier transform of a summand is

2�l.1=2��/.k�2/ O�l.�/D 2
�kl=2

Z
e�iˆ.x;�;ı;2

�l / �1.x1/ �1.x2/ a.x; ı; 2
�l/ dx;

where the phase function is

ˆ.x; �; ı; 2�l/ WD �1x1C �2ı0x
2
1 .ı1x1/C �3x

2
1q.ı1x1/C 2

�l�2x2C 2
�kl�3x

k
2 Qr.ı1x1; 2

�lı2x2/:

We see that when either j�1j � maxfj�2j; j�3jg or j�3j � maxfj�1j; j�2jg we can use integration by
parts in the x1-variable and get a very fast decay. This is also the case when j�1j � j�2j are much
greater than j�3j, or when j�2j � j�3j are much greater than j�1j. If we have j�2j& j�3j, then we may use
integration by parts in x2 and get

j2�l.1=2��/.k�2/ O�l.�/j. 2�kl=2.1C 2�l j�2j/�1 . 2�kl=2.1C 2�l j�3j/�1;

from which (4-13) follows since k � 3. We are thus left with the case when j�1j � j�3j � j�2j.

Case 1: 2�kl j�3j. 1. Here we use the van der Corput lemma in x1 only and get

j2�l.1=2��/.k�2/ O�l.�/j. 2�kl=2j�3j�1=2:

Summation in l then gives precisely (4-13).

Case 2: 2�l j�2j œ 2�kl j�3j and 2�kl j�3j � 1. We may use in this case integration by parts in x2 and
then the van der Corput lemma in x1 and get

j2�l.1=2��/.k�2/ O�l.�/j. 2�kl=2j�3j�1=2 .2�kl j�3j/�1 . 2kl=2j�3j�3=2:

We may now sum in l .

Case 3: 2�l j�2j � 2�kl j�3j � 1. Here we have by iterative stationary phase (first in x2 and then in x1)
that

j2�l.1=2��/.k�2/ O�l.�/j. 2�kl=2j�3j�1=2 .2�kl j�3j/�1=2 D j�3j�1:

Here we note that 2l.k�1/ � j�3jj�2j�1, and so we sum only over finitely many (i.e., O.1/) l for each
fixed �. Thus, here we also have the estimate (4-13).
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4E. Normal form (v). Recall that here

�loc.x/D x
2
1r1.x/C .x2� x

2
1 .x1//

kr2.x/;

H�loc.x/D .x2� x
2
1 .x1//

k�2r0.x/;

where we know that k� 3, r0.0/; r1.0/; r2.0/;  .0/¤ 0. Furthermore, recall that this corresponded to the
w-coordinates when deriving the normal forms, and we have shown that we additionally have in this case

@
�2
2 r1.0/¤ 0 for all �2 2 f0; 1; : : : ; k� 1g:

In fact, one has the relationship

c�2@
�2�1
2 r1.0/D @

�2
2 r1.0/ for all �2 2 f1; : : : ; k� 1g;

where c is some fixed nonzero constant (see Section 3E). This implies for example the relation

r1.0/ @
2
2r1.0/� 2.@2r1/

2.0/D 0: (4-14)

From the above normal form we have

Q�.x; ı/D x21r1.ı1x1; ı2x2/C .x2� ı0x
2
1 .ı1x1//

kr2.ı1x1; ı2x2/;

H Q�.x; ı/D .x2� ı0x
2
1 .ı1x1//

k�2r0.ı1x1; ı2x2/:

We may as usual localize to jx1j � 1 and jx2j � 1. We shall abuse the notation a bit and denote this
localized measure again by Q�j . After changing coordinates from x2 to x2C ı0x21 .ı1x1/ we may write

h Q�j ; f i D

Z
f .x1; x2C ı0x

2
1 .ı1x1/; �1.x; ı// jx2j

�.k�2/ a1.x; ı/ �1.x1/ �0.x2/ dx;

with the phase being

�1.x; ı/D x
2
1 Qr1.ı1x1; ı2x2/C x

k
2 Qr2.ı1x1; ı2x2/;

where Qr1; Qr2 are smooth functions, nonzero at the origin, and satisfy the same properties and relations
as r1 and r2 mentioned at the beginning of this subsection. As in the case (iv), we also decompose the
measure Q�j as Q�j D

P
l �l , where

h�l ; f i D

Z
f .x1; x2C ı0x

2
1 .ı1x1/; �1.x; ı// jx2j

�.k�2/ a1.x; ı/ �1.x1/ �1.2
lx2/ dx:

Next, we shall be interested in the rescaled phase

�l.x; ı; 2
�l/D �1.x1; 2

�lx2; ı/D Q�.x1; 2
�lx2C ı0x

2
1 .ı1x1/; ı/:

Now we need a relation between the Hessian determinant of �l and the Hessian determinant of Q�. For
this let us define for simplicity

'.x1; ı1/ WD ı
2
1x
2
1 .ı1x1/:
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The reason why we have not included the factor ı�12 will be clear later (recall from (4-7) that ı0D ı21ı
�1
2 ).

A direct calculation shows then

H�l D 2
�2lH Q� C ı

�1
2 2l@21'@2�l@

2
2�l ; (4-15)

and due to our localization we have jH Q� j � 2
�l.k�2/.

We use the same complex interpolation idea as in (iv) according to which it suffices to proveX
2l�1

2�l.1=2��/.k�2/j O�l.�/j. .1Cj�3j/�1;

where after rescaling x2 7! 2�lx2 we have

2�l.1=2��/.k�2/ O�l.�/D 2
�kl=2

Z
eiˆ0.x;�;ı;2

�l /a.x; ı; 2�l/ dx;

where the phase function for the Fourier transform of �l is

ˆ0.x; �; ı; 2
�l/

WD �1x1C �2ı0x
2
1 .ı1x1/C �3x

2
1 Qr1.ı1x1; 2

�lı2x2/C �22
�lx2C �32

�klxk2 Qr2.ı1x1; 2
�lı2x2/

D �1x1C �2ı
�1
2 '.x1; ı1/C �22

�lx2C �3�l.x; ı; 2
�l/:

The amplitude localizes the integration to jx1j � 1� jx2j.

Using the same argumentation as in the case (iv) we can reduce ourselves to the case when j�1j � j�3j,
j�2j � j�3j, and j�3j2�kl � 1 are satisfied.

Now let us make some further reductions using the fact that @2 Qr1.0/; @22 Qr1.0/¤ 0. The x2-derivative
of the phase ˆ0 contains three terms of respective sizes � j2�lı2�3j, � j2�l�2j, and � j2�kl�3j. If we
may integrate by parts in x2 (i.e., if one of the above terms is much larger than the other two), we can get
an admissible estimate and sum in l . If j2�kl�3j is comparable to the larger of the other two terms, then
one easily sees that the second derivative in x2 is necessarily of size j2�kl�3j, and so in this case we get
by iterative stationary phase the estimate

2�l.1=2��/.k�2/j O�l.�/j. .1Cj�3j/�1:

Note that we do not need to sum in l since there are only finitely many l satisfying one of the relations
j2�kl�3j � j2

�lı2�3j or j2�kl�3j � j2�l�2j.

We are thus now reduced to the case when

j2�l�2j � j2
�lı2�3j � j2

�kl�3j; j�1j � j�3j and j�3j2
�kl
� 1:

At this point we introduce some further notation,

� WD �3; s1 WD
�1

�3
; s2 WD

�2

ı2�3
; " WD 2�lı2;
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and so we have js1j � 1� js2j, �2�kl � 1, and "� 2�kl. The phase ˆ0 can now be rewritten as �ˆ,
where ˆ is

ˆ.x; s1; s2; ı1; "; 2
�kl/D s1x1C s2ı

2
1x
2
1 .ı1x1/C s2"x2C�l.x; ı; 2

�l/;

since we note from the form of �l that �l can also be taken to depend on .x1; x2; ı1; "; 2�kl/.

Let us now apply the stationary phase method in x1. We may rewrite the phase as

ˆ.x; s1; s2; ı1; "; 2
�kl/D s1x1C s2'C s2"x2C�l ;

where we recall that '.x1; ı/D ı21x
2
1 .ı1x1/. We may assume that there is a stationary point for the

x1-derivative since j@21�l j � 1 and js1j � 1, and as otherwise we may use integration by parts.
We denote by xc1 D x

c
1.x2; s1; s2; ı1; "; 2

�kl/ the function such that

.@1ˆ/.x
c
1; x2; s1; s2; ı1; "; 2

�kl/D s1C s2@1'C @1�l D 0: (4-16)

Taking the x2-derivative we get

s2.x
c
1/
0@21'C .x

c
1/
0@21�l C @1@2�l D 0: (4-17)

After applying the stationary phase method in x1 we gain a decay factor of ��1=2; i.e., we have

2�l.1=2��/.k�2/ O�l.�/D �
�1=22�kl=2

Z
e�i�

ẑ .x2;s1;s2;ı1;";2
�kl /a.x2; s1; s2; ı; 2

�l
I�/ dx2;

where the new phase is

ẑ .x2; s1; s2; ı1; "; 2
�kl/D s1x

c
1C s2'.x

c
1; ı1/C s2"x2C�l.x

c
1; x2; ı; 2

�l/;

and the amplitude a is a classical symbol in � of order 0.
Taking the x2-derivative of the expression for the new phase ẑ and using (4-16) we get

ẑ 0 D s2"C @2�l : (4-18)

Therefore, the second derivative of the new phase is

ẑ 00 D .@2�l/
0
D @22�l C .x

c
1/
0@1@2�l : (4-19)

Now using in order (4-17), the definition of H�l (4-15), (4-18), and (4-19), we obtain

.@21�l/
ẑ 00 D @21�l @

2
2�l C @1@2�l.�@1@2�l � s2.x

c
1/
0@21'/

DH�l � s2.x
c
1/
0@21' @1@2�l

D 2�2lH Q� C ı
�1
2 2l@21'@2�l@

2
2�l � s2.x

c
1/
0@21' @1@2�l

D 2�2lH Q� C "
�1@21' @

2
2�l.
ẑ 0� "s2/� s2.x

c
1/
0@21' @1@2�l

D 2�2lH Q� � s2@
2
1' @

2
2�l � s2.x

c
1/
0@21' @1@2�l C "

�1@21' @
2
2�l
ẑ 0

D 2�2lH Q� � s2@
2
1'
ẑ 00C "�1@21' @

2
2�l
ẑ 0:
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Thus, we get

.s2@
2
1'C @

2
1�l/
ẑ 00 D 2�2lH Q� C "

�1@21' @
2
2�l
ẑ 0: (4-20)

Note that we have j"�1@21' @
2
2�l j� ı21� 1 and js2@21'C@

2
1�l j � 1, and recall that j2�2lH Q� j � 2

�kl. We
claim that either j ẑ 0j. 2�kl on the whole domain of integration (i.e., for jx2j � 1), or that j ẑ 0j& 2�kl

on the whole domain of integration. This can be shown by using the formula for the solution of a linear
first-order ODE (considering ẑ 0 as the unknown), or by arguing by contradiction.

Let us argue by contradiction in the following way. Let us assume that there exists a point jx02 j � 1
such that j ẑ 0.x02/j � 2

�kl. Furthermore, let us assume that there exists a point jx12 j � 1 where one has
j ẑ 0jDC12

�kl for some sufficiently large C1, and let us assume that x12 is the closest point to x02 satisfying
this condition in the sense that j ẑ 0j< C12�kl between x02 and x12 . Then the mean value theorem implies
that there is a point between x02 and x12 where we have j ẑ 00j � C22�kl, where C2 can be taken to tend
to1 as C1 tends to1. On the other hand, (4-20) implies that on the interval between x02 and x12 we have
j ẑ 00j � C32

�kl, where we can take C3 to be a fixed constant if ı1 is taken to be sufficiently small when
C1 and C2 are large (we can always take say C1 of size ı�11 ). This is a contradiction, i.e., the point x12
where one has j ẑ 0j � C12�kl for a too-large C1 cannot exist within the integration domain.

Now in the case that j ẑ 0j& 2�kl we may apply integration by parts and get an estimate summable in l .
Let us therefore assume j ẑ 0j . 2�kl, in which case we have j ẑ 00j � 2�kl by (4-20). Then the van der
Corput lemma implies that

2�l.1=2��/.k�2/j O�l.�/j. .1Cj�3j/�1:

The problem is now that a priori we may not sum this estimate in l . Luckily, it turns out that one can
pin down the size of 2�l, which in turn will pin down the number l to a finite set of size O.1/. In order to
prove this we use the expression (4-18) and the normal form of �l ,

�l.x; ı; 2
�l/D x21 Qr1.ı1x1; "x2/C 2

�klxk2 Qr2.ı1x1; "x2/;

from which one has

.@2�l/.x; ı; 2
�l/D "x21.@2 Qr1/.ı1x1; "x2/C 2

�klxk�12 Qr3.ı1x1; "x2/; (4-21)

where Qr3.0/¤ 0 is a smooth function.
The idea is as follows. First, by compactness we may assume that we integrate in x2 over a sufficiently

small neighborhood of a point x02 satisfying jx02 j � 1. In particular, we may write

ẑ 0.x2; s1; s2; ı1; "; 2
�kl/D ẑ 0.x02 ; s1; s2; ı1; "; 2

�kl/CO.j ẑ 00j/

D ẑ
0.x02 ; s1; s2; ı1; "; 2

�kl/CO.2�kl/:

Thus, it suffices to prove that

j ẑ
0.x02 ; s1; s2; ı1; "; 2

�kl/j D js2"C @2�l.x
c
1; x

0
2 ; s1; s2; ı1; "; 2

�kl/j � 2�kl

can happen only for finitely many l . If the above inequality does not hold, then we may simply integrate
by parts and are able to simply sum in l afterwards.
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If we now develop both terms in @2�l in the " and 2�kl variables (recall that xc1 depends on both "
and 2�kl ), then one gets that the expression for ẑ 0 is of the form

s2"C

k�1X
iD1

"ifi .x
0
2 ; s1; s2; ı1/C 2

�klg0.x
0
2 ; s1; s2; ı1/CO.2�kl/;

where we used the fact that "k D .ı22�l/k � 2�kl. Note that we have jg0j � 1 by (4-21) (and also
jf1j � 1, but this is not important). We have to find out how many l’s satisfyˇ̌̌̌
Qf1.x

0
2 ; s1; s2; ı1/C

k�1X
iD2

"i�1fi .x
0
2 ; s1; s2; ı1/C "

�12�klg0.x
0
2 ; s1; s2; ı1/CO."�12�kl/

ˇ̌̌̌
� "�12�kl ;

where Qf1.x02 ; s1; s2; ı1/ WD s2 C f1.x
0
2 ; s1; s2; ı1/. But now one easily shows that this inequality is

possible only if at least two of the terms are comparable in size (precisely because jg0j � 1). This implies
in particular that we can determine l in terms of .x02 ; s1; s2; ı1/, which finishes the proof.

We mention that, interestingly, one can prove f2.x02 ; s1; s2; 0/D 0, a consequence of the relation (4-14).

4F. Normal form (vi). Here we obtain

Q�.x; ı/D .x2� x
2
1 .ı1x1//

kr.ı1x1; ı2x2/;

H Q�.x; ı/D .x2� x
2
1 .ı1x1//

2k�3r0.ı1x1; ı2x2/;

where r.0/; r0.0/;  .0/¤ 0. Thus, we may localize to the part where jx2� x21 .ı1x1/j � 1; i.e., it is
sufficient to consider the measure

f 7!

Z
f .x; Q�.x; ı// j.x2� x

2
1 .ı1x1//

2k�3r0.ı1x1; ı2x2/j
� �0. Q�.x; ı// a.x; ı/ dx

since j Q�.x; ı/j � jx2� x21 .ı1x1/j
k. Note that here we have jx1j � 1� jx2j.

Now, the next idea is to use, as in [Ikromov and Müller 2016], a Littlewood–Paley decomposition in
the x3-direction (for the mixed-norm Littlewood–Paley theory see [Lizorkin 1970]) and reduce ourselves
to proving the Fourier restriction estimate for the measure piece

h�l ; f i D

Z
f .x; Q�.x; ı// j.x2� x

2
1 .ı1x1//

2k�3r0.ı1x1; ı2x2/j
� �1.2

kl. Q�.x; ı/// a.x; ı/ dx:

Using the coordinate transformation x2 7! x2C x
2
1 .ı1x1/ we may write

h�l ; f i D

Z
f .x1; x2C x

2
1 .ı1x1/; x

k
2 Qr.ı1x1; ı2x2//

� jx2k�32 Qr0.ı1x1; ı2x2/j
� �1.2

klxk2 Qr.ı1x1; ı2x2// Qa.x; ı/ dx;

where j Qr j � 1 is a smooth function. Finally, we use the coordinate transformation x2 7! 2�lx2 and rescale
f in the third coordinate. Then we are reduced to proving the Fourier restriction estimate

k Of k2
L2.dQ�j;l /

� C2l.1�3�/kf k2
L

p3
x3
.L

p1
.x1;x2/

/
(4-22)
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for the measure

h Q�j;l ; f i D

Z
f .x1; 2

�lx2C x
2
1 .ı1x1/; x

k
2 Qr.ı1x1; 2

�lı2x2// a.x; ı; 2
�l/ dx; (4-23)

where a is supported so that jx1j � 1 and jx2j � 1. Now we note that the estimate for � D 0 follows by
Plancherel, while the estimate for �D 1

3
is going to be shown in Section 5 since the form of the measure Q�j;l

coincides with the form in (5-11) below. Interpolating, we obtain the estimate for all 0� � � 1
3

.
Note that when

1

p01
D

1

p03
D
1

4
;

one can simplify the proof by a modification of Lemma 4.2, i.e., by using the Fourier decay of Q�j;l , which
is easily seen to be

j OQ�j;l.�/j. 2l=2.1Cj�j/�1;

and by using the Plancherel theorem, but this time in the .x1; x3/-plane (which is why it works only for
1=p01 D 1=p

0
3) since the mapping .x1; x2/ 7! .x1; x

k
2 Qr.ı1x1; 2

�lı2x2// has Jacobian of size � 1. In fact,
in Section 5 we shall combine this idea of using Lemma 4.2 with the methods used in [Ikromov and
Müller 2016] (and [Palle 2021]).

4F1. A Knapp-type example. Let us now show by using a Knapp-type example that one cannot get the
estimate

k Of kL2.d�/ � Ckf kLp3
x3
.L

p1
.x1;x2/

/

for � > 1
3

where � is the surface measure

h�; f i D

Z
R2nf0g

f .x; �loc.x// a.x/ jH�.x/j� dx

and �loc is given by the normal form (vi). Let us consider the function f D '" defined by

O'".x/D �0

�
x1

"ı

�
�0

�
x2

"2ı

�
�0

�
x3

"

�
for some small " and ı. Its mixed Lp norm is

k'"kLp3x3 .L
p1
.x1;x2/

/
� "3ı=p

0
1C1=p

0
3 :

Now, in the integral Z
j O'"j

2 d� D
Z
j O'"j

2.x; �loc.x//a.x/jH�loc.x/j
� dx

we integrate over the set

D0" WD fx 2 R2 W jx1j. "ı ; jx2j. "2ı ; j�loc.x/j � jx2� x
2
1 .x1/j

k . "g

by the definition of '". If ı is sufficiently small, D0" contains the set

D" WD fx 2 R2 W jx1j. "ı ; j�loc.x/j � jx2� x
2
1 .x1/j. "

1=k
g;
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and so if the Fourier restriction estimate holds, one has

"6ı=p
0
1C2=p

0
3 � k'"k

2

L
p3
x3
.L
p1
.x1;x2/

/
&
Z
j O'"j

2 d� &
Z
D"

jx2� x
2
1 .x1/j

�.2k�3/ dx

� "ı
Z
jyj."1=k

jyj�.2k�3/ dy � "ıC.�.2k�3/C1/=k :

Letting " and then ı tend to 0 we obtain the condition

1

p03
�
�.2k� 3/C 1

2k
D � C

1� 3�

2k
:

Since we are interested in
1

p01
D
1

2
� �;

1

p03
D �;

the above inequality implies precisely � � 1
3

.

5. Fourier restriction without a mitigating factor

Here we prove Theorem 1.2, i.e., the estimate

k Of kL2.d�/ � Ckf kLp3x3 .L
p1
.x1;x2/

/

for � the surface measure of the form

h�; f i D

Z
R2nf0g

f .x; �.x// jxj2#˛ dx;

where

# D
j˛j

p01
C
�

p03
�
j˛j

2
:

Recall that this # is chosen (depending on .p1; p3/ 2 .1; 2�2) precisely so that the above restriction
estimate is equivalent to the local estimate

k Of kL2.d�0/ � Ckf kLp3x3 .L
p1
.x1;x2/

/
;

where �0 is the surface measure

h�0; f i D

Z
R2nf0g

f .x; �.x// �.x/ jxj2#˛ dx (5-1)

for � 2 C1c .R
2 n f0g/ identically equal to 1 in an annulus.

Note that jxj2#˛ is not smooth near the axes. Luckily, we shall be able to circumvent this problem by
using the Littlewood–Paley theorem to localize away from the axes, as was done in the case with the
mitigating factor.

Now we recall the necessary conditions from [Palle 2021, Proposition 2.1] obtained through the
Knapp-type examples. Let us fix a point v such that �.v/ ¤ 0 and let �v be a smooth cutoff function
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identically equal to � on a small neighborhood of v. It suffices to consider the measure

h�0;v; f i D

Z
R2nf0g

f .x; �v.x� v// �v.x/ jxj
2#
˛ dx; (5-2)

where we recall from the Introduction that

�v.x/D �.xC v/��.v/� x � r�.v/:

We recall also that hlin.�; v/ is the linear height of �v at its origin, and that h.�; v/ is its Newton height.
Proposition 2.1 of [Palle 2021] tells us what the necessary conditions on the exponents p1 and p3

are if the Lp3x3 .L
p1
.x1;x2/

/! L2.d�0;v/ Fourier restriction estimate were to hold true. The input data one
needs is the Newton polyhedron of the phase function �v at the origin in both its linearly adapted and
adapted coordinates. When the linearly adapted and adapted coordinates do not coincide, one constructs
from the two Newton polyhedra the so-called augmented Newton polyhedron. When the linearly adapted
and adapted coordinates do coincide, then one obtains a single condition, namely,

1

p01
C
hlin.�; v/

p03
�
1

2
: (5-3)

Otherwise, in the proposition it is shown that to each edge of the augmented Newton polyhedron, say
contained in the line f.t1; t2/ 2 R2 W Q�1t1C Q�2t2 D 1g, one can associate the necessary condition

.1Cm/ Q�1

p01
C

1

p03
�
Q�1C Q�2

2
;

where m is the negative reciprocal of the slope of the principal face of the Newton polyhedron of �v in
its linearly adapted coordinates. As shown in [Palle 2021, Proposition 2.1], this set of conditions always
contains the condition (5-3) and the condition

1

p03
�

1

2h.�; v/
: (5-4)

Thus, if � satisfies (LA) at v, then hlin.�; v/D h.�; v/, and the only necessary condition is given by
(5-3). If � does not satisfy (LA) at v, then from Proposition 1.4 we deduce that out of all the normal
forms this is only possible for the normal form

�v;y.y/ WD .y2�y
2
1 .y1//

kr.y/;

where r.0/¤ 0,  .0/¤ 0, and 2� k <1, since all the normal forms are linearly adapted and this is the
only nonadapted normal form (see [Ikromov and Müller 2011], or the Introduction of [Ikromov and Müller
2016] to find precise conditions for whether a function is in linearly adapted or adapted coordinates).
Using this normal form one can now determine its augmented Newton polyhedron, which turns out to have
only two edges. Its two associated conditions turn out to be precisely the conditions (5-3) and (5-4), i.e.,

1

p01
C
hlin.�; v/

p03
�
1

2
and

h.�; v/

p03
�
1

2
: (5-5)
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One also easily shows h.�; v/D k and hlin.�; v/D 2k=3. Note that in the case hlin.�; v/D h.�; v/ the
second condition in (5-5) would be redundant. Thus, if we now vary v over the points where �.v/¤ 0,
then we obtain the conditions

1

p01
C
hlin.�/

p03
�
1

2
and

h.�/

p03
�
1

2
;

where we remind that hlin.�/ and h.�/ are respectively global linear height and global Newton height
defined as in (1-6).

At all points v where (LA) is satisfied and where jxj2#˛ is smooth (i.e., v is not on an axis) we get the
local Fourier restriction estimate in the range (5-3) directly from [Palle 2021, Proposition 4.2]. We shall
briefly touch upon what happens in the case when v is situated on the axis in Section 5A. In this case one
has to only slightly adjust the proofs in Section 4.

In the case when (LA) is not satisfied at v let us call the pair .p1; p3/D .p1.v/; p3.v// given by�
1

p01
;
1

p03

�
D

�
1

2
�
hlin.�; v/

2h.�; v/
;

1

2h.�; v/

�
the critical exponent of � at v. It is obtained as the intersection of the lines

1

p01
C
hlin.�; v/

p03
D
1

2
and

1

p03
D

1

2h.�; v/

in the .1=p01; 1=p
0
3/ plane. Thus, for the local estimate in this case it suffices to prove the inequality

k Of kL2.d�0;v/ � Ckf kLp3x3 .L
p1
.x1;x2/

/
;

where

h�0;v; f i D

Z
f .x1; x2; �v.x1; x2// �v.x1; x2/ dx1 dx2

and �
1

p01
; 1p03

�
2

��
0;

1

2h.�; v/

�
;

�
1

2
; 00
�
;

�
1

p01.v/
;

1

p03.v/

��
;

since then we get the full range from the necessary conditions by interpolation. We shall only give a
sketch of the proof in this case too in Subsections 5B and 5C, since it is almost identical to a type of
singularity considered in [Palle 2021, Section 5.5].

5A. Fourier restriction for the adapted case. As mentioned, in the adapted case one needs to prove the
Fourier restriction estimate for .p1; p3/ 2 .1; 2/2 satisfying

1

p01
C
hlin.�; v/

p03
D
1

2
;

and the part of the measure where the amplitude in (5-1) is smooth the restriction estimate is already
proven in [Palle 2021].

Now the amplitude in (5-1) (in particular the function x 7! jxj2#˛ ) is in general not smooth along the
axes x1 D 0 and x2 D 0. Namely, on the x1 D 0 axis one can take only the derivatives (of the amplitude)
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in the x2-direction, and analogously on the x2 D 0 axis one can take only derivatives in the x1-direction.
Note that the only possible nonadapted normal form appears only away from the axes.

Let us consider without loss of generality what happens for the point v D .v1; 0/ on the axis x2 D 0
and its associated measure �0;v defined in (5-2). We shall only briefly sketch what one needs to do in
order to prove the Fourier restriction estimate when the amplitude is not smooth in the x2-direction at v.
Since we are dealing only with adapted normal forms, it suffices to obtain an appropriate estimate on
the Fourier transform, after which one can apply Lemma 4.2 or its modification such as [Palle 2021,
Lemma 3.8]. For the reader’s convenience we state explicitly the result we need (the proof is essentially
the same as for Lemma 4.2 — in fact it is even simpler since one can use the usual Young’s inequality
instead of the weak one).

Lemma 5.1. Assume that we are given a bounded open set � � R2 and functions ˆ 2 C1.�IR2/,
� 2 C1.�IR/, a 2 L1.�/. Let us consider the measure

h�; f i WD

Z
f .ˆ.x/; �.x// a.x/ dx

and the operator T W f 7! f � O�. If ˆ is injective, its Jacobian is of size jJˆj � A1, and if one has
furthermore the estimate

j O�.�/j � A2.1Cj�3j/
�1=h

for some h 2 .0; 1/, then for any � 2 Œ0; 1� and�
1

p01
;
1

p03

�
D

�
1� �

2
;
�

2h

�
theLp3x3 .RIL

p1
.x1;x2/

.R2//!L
p03
x3 .RIL

p01
.x1;x2/

.R2// operator norm of T is bounded by .A�11 kakL1/
1��A�2 .

Often we shall also need to use the Littlewood–Paley theorem in order to localize away from the axis.
According to the normal forms listed at the end of Section 3A, and under the condition (H1), we have

the following cases.

Case 1: If (under the notation of Section 3) we have k D1, then by the considerations from Section 3B
the phase at v is

�v.x� v/D .x1� v1/
Qkq.x1� v1/C'.x1; x2/;

where 2 � Qk <1, q.0/¤ 0, and ' is a flat function at v. This corresponds to normal form (i.y2) and
we have hlin.�; v/D Qk. Since jxj2#˛ is still smooth in the x1-direction, one can use the van der Corput
lemma in the x1-direction and get that the decay of the Fourier transform of �0;v is .1Cj�j/�1= Qk. This
now implies the desired estimate by Lemma 5.1.

If 2� k <1, then we have three further cases.

Case 2: Let us consider the phase

�v.x/D x
k
2 r.x/;
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where r.v/¤ 0 and k � 2. In this case the linear height is hlin.�; v/D k. Here the idea is to apply the
Littlewood–Paley theorem in order to localize away from the axis x2 D 0, and rescale afterwards. Since
essentially the same thing was done in Section 4 for this type of singularity (see the proof for normal
form (i) in Section 4A), let us just briefly mention the main differences compared to there. Obviously,
one scales differently the measure pieces away from the axis obtained by applying the Littlewood–Paley
theorem since here we consider different exponents .p1; p3/. The main difference is that we do not use
the Hessian determinant to obtain a decay on the Fourier transformation of the rescaled measure piece
(since the Hessian determinant may vanish of infinite order as only (H1) is assumed and not the stronger
condition (H2)), but rather determine it directly from the form of the phase above. This we may now do
since the new amplitude for the rescaled measure pieces is now smooth.

Case 3: Let us now consider the case when the phase is nondegenerate, i.e., the Hessian determinant does
not vanish at v (and in particular hlin.�; v/ = 1). Here we use the Littlewood–Paley theorem as in Case 2,
but after rescaling we use the size of the Hessian determinant of the new phase to get a decay on the
Fourier transform of the measure (as was done in Section 4 for normal forms (i), (ii), and (iii)).

Case 4: The final case is when (after an affine change to y- or w-coordinates from Section 3) we have

�v;u.u/D u
2
1r1.u/Cu

k0
2 r2.u/;

where 3�k0�1, r1.0/¤0, and in the case when k0<1we have r2.0/¤0 and hlin.�; v/D2k0=.2Ck0/.
If k0 D1 then hlin.�; v/ D 2, and the above equality holds in the sense that we can take any k0 � 0
and r2 flat at the origin. Inspecting the y- and w-coordinates from Section 3 we see that the x2 D 0 axis
corresponds to the u2 D 0 axis.

If k0D1, we can argue in the same way as in the case kD1 above (here it is critical that @u1 D c@x1 ,
c ¤ 0, in order to be able to apply the van der Corput lemma in the smooth direction).

Otherwise, if k0 is finite, we proceed again with a Littlewood–Paley decomposition in the u2-direction
(as was done in Section 4C for normal forms (ii) and (iii)) in order to get a smooth amplitude. At this
point one gets that the estimate on the decay of the Fourier transform is 2k0l=2.1Cj�j/�1 by using the
size of the Hessian determinant. Since the new rescaled phase is (compare with (4-9))

u21r1.u1; 2
�lu2/C 2

�k0lu
k0
2 r2.u1; 2

�lu2/;

by applying the van der Corput lemma in u1 we also have the decay estimate .1Cj�j/�1=2. Interpolating
these two estimates gives the decay 2l.1Cj�j/�.2Ck0/=.2k0/, which turns out to be precisely what one
needs when applying Lemma 5.1.

5B. Fourier restriction for the nonadapted caseW preliminaries. Let us fix a phase function �loc of the
form

�loc.x/D .x2� x
2
1 .x1//

kr.x/;

where .0/; r.0/¤0 and k2N, k�2. The adapted coordinates are obtained by the smooth transformation
y1 D x1, y2 D x2� x21 .x1/:

�aloc.y/ WD y
k
2 r
a.y/;
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where ra.0/¤ 0. Thus, the Newton height of �loc is k and the Newton distance is d WD 2k=3 (which
coincides with the linear height hlin). The Varchenko exponent is 0 since in adapted coordinates the
principal face is noncompact. Then from, e.g., [Palle 2021, Section 3.3] we know that we automatically
have the Fourier restriction estimate

kFf kL2.d�/ . kf kLp3x3 .L
p1
.x1;x2/

/
; f 2 S.R3/; (5-6)

for the exponents �
1

p01
;
1

p03

�
D

�
0;
1

2k

�
and

�
1

p01
;
1

p03

�
D

�
1

2
; 0

�
;

and where the measure � is defined through

h�; f i D

Z
f .x1; x2; �loc.x1; x2// a.x1; x2/ dx1 dx2; (5-7)

where a 2 C1c .R
2/ is a nonnegative function supported in a small neighborhood of the origin. It remains

to obtain the Fourier restriction estimate for the critical exponent, which in this case is�
1

p01
;
1

p03

�
D

�
1

6
;
1

2k

�
: (5-8)

The case kD 2 has been solved in [Palle 2021]. In the case kD 3 the critical exponent lies on the diagonal
and so this case has already been solved in [Ikromov and Müller 2016].

In the case k � 4 we have 1=p01 > 1=p
0
3 and so one would need to slightly modify the methods used in

[Palle 2021] (i.e., the methods for the case hlin.�/ < 2) since there one interpolated between two points
of the form �

1

p01
;
1

p03

�
D

�
0;
s

2

�
and

�
1

p01
;
1

p03

�
D

�
1

2
;
1

2

�
for some 0<s<1=k. In the case 1=p01>1=p

0
3 in general one would need to interpolate between three points�

1

p01
;
1

p03

�
D .0; 0/;

�
1

p01
;
1

p03

�
D

�
1

2
;
1

2

�
; and

�
1

p01
;
1

p03

�
D

�
1

2
; 0

�
:

In particular, if one has an operator T W Lp3x3 .L
p1
.x1;x2/

/! L
p03
x3 .L

p01
.x1;x2/

/ satisfying the estimates

kT k
L
p3
x3
.L
p1
.x1;x2/

/!L
p0
3
x3
.L
p0
1
.x1;x2/

/
. A1 for

�
1

p01
;
1

p03

�
D .0; 0/;

kT k
L
p3
x3
.L
p1
.x1;x2/

/!L
p0
3
x3
.L
p0
1
.x1;x2/

/
. A2 for

�
1

p01
;
1

p03

�
D

�
1

2
;
1

2

�
;

kT k
L
p3
x3
.L
p1
.x1;x2/

/!L
p0
3
x3
.L
p0
1
.x1;x2/

/
. A3 for

�
1

p01
;
1

p03

�
D

�
1

2
; 0

�
;

(5-9)

then by interpolation one has the estimate

kT k
L
p3
x3
.L
p1
.x1;x2/

/!L
p0
3
x3
.L
p0
1
.x1;x2/

/
. A2=31 A

1=k
2 A

.k�3/=.3k/
3 for

�
1

p01
;
1

p03

�
D

�
1

6
;
1

2k

�
:
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In our special case we shall not use the above general approach since we recall that when we considered
the case when the mitigating factor was present (to be more precise, the case of normal form (vi) considered
in Section 4F), after performing some decompositions and rescalings one got measure pieces for which
one needed to prove the Fourier restriction estimate for the exponent�

1

p01
;
1

p03

�
D

�
1

6
;
1

3

�
: (5-10)

In the current case without the mitigating factor it turns out that we shall get the same measure pieces,
but for which we need to prove the Fourier restriction estimate for the exponent (5-8). Thus, if we have
the Fourier restriction estimate for the exponent (5-10), then the Fourier restriction for (5-8) is obtained
by interpolating with the result for �

1

p01
;
1

p03

�
D

�
1

6
; 0

�
;

which one can obtain by applying the 2-dimensional Fourier restriction result for curves with nonvanishing
curvature.

These stronger estimates for the rescaled measure pieces do not contradict the necessary conditions
obtained by Knapp-type examples in [Palle 2021] since the information on the exponents and the Newton
height of � is consumed in the rescaling procedure (which is different in this section and in Section 4F).

Let us begin with some preliminary reductions. By the results from [Palle 2021, Section 4.2], instead of
considering the whole measure (5-7), we may reduce ourselves to considering the part near the principal
root jet in the half-plane f.x1; x2/ 2 R2 W x1 � 0g:

h��1 ; f i D

Z
x1�0

f .x; �loc.x// a.x/ �1.x/ dx;

where

�1.x/D �0

�
x2� .0/x

2
1

"x21

�
for an " which we can take to be as small as we want.

The next step is to use a Littlewood–Paley argument in the .x1; x2/-plane and the scaling by � dilations

ı�t .x/D .t
�1x1; t

�2x2/;

where � WD .1=.2k/; 1=k/ is the weight associated to the principal face of �loc. Then one is reduced to
proving (5-6) for the measures

h�j ; f i D

Z
f .x; �.x; ı// a.x; ı/ dx;

uniformly in j , where the function �.x; ı/ has the form

�.x; ı/ WD .x2� x
2
1 .ı1x1//

kr.ı1x1; ı2x2/;

where
ı D .ı1; ı2/ WD .2

��1j ; 2��2j /:
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Note that we can take jıj � 1. The amplitude a.x; ı/� 0 is a smooth function of .x; ı/ supported where

x1 � 1� jx2j:

We may additionally assume jx2� x21 .0/j � 1 due to �1, and by compactness we may in fact reduce
ourselves to assuming j.x1; x2/� .v01 ; v

0
2/j � 1 for some .v01 ; v

0
2/ 2 R2 with v01 � 1.

The following step is to again apply the Littlewood–Paley theorem, but this time in the x3-direction
(again, for the mixed-norm Littlewood–Paley theory see [Lizorkin 1970]), and reduce the Fourier restriction
problem for �j to the Fourier restriction for the measures

h�ı;l ; f i D

Z
f .x; �.x; ı// �1.2

kl�.x; ı// a.x; ı/ dxI

i.e., we need to prove
kFf kL2.d�ı;l / . kf kLp3

x3
.L

p1
.x1;x2/

/
; f 2 S.R3/;

uniformly in l and ı, where l � 1 and jıj � 1.
Finally, we perform a change of coordinates and a rescaling. Namely, after substituting .x1; x2/ 7!

.x1; 2
�lx2C x

2
1 .ı1x1// we get

h�ı;l ; f i D 2
�l

Z
f .x1; 2

�lx2C x
2
1 .ı1x1/; 2

�kl�a.x; ı; l// a.x; ı; l/ dx;

where
a.x; ı; l/ WD �1.�

a.x; ı; l// a.x1; 2
�lx2C x

2
1 .ı1x1/; ı/;

�a.x; ı; l/ WD xk2 r.ı1x1; ı2.2
�lx2C x

2
1 .ı1x1///:

Note that a.x; ı; l/ is again supported in a domain where x1 � 1 � jx2j. Rescaling we obtain that the
Fourier restriction estimate for �ı;l is equivalent to the estimate

kFf kL2.dQ�ı;l / . kf kLp3
x3
.L

p1
.x1;x2/

/
; f 2 S.R3/;

for the measure

h Q�ı;l ; f i D

Z
f .x1; 2

�lx2C x
2
1 .ı1x1/; �

a.x; ı; l// a.x; ı; l/ dx: (5-11)

As mentioned, since this measure is of the same form as (4-23), we are interested in proving the
stronger estimate

kFf kL2.dQ�ı;l / . kf kLQp3x3 .L
Qp1
.x1;x2/

/
; f 2 S.R3/;

where �
1

Qp01
;
1

Qp03

�
WD

�
1

6
;
1

3

�
:

Note that we automatically have the estimate for�
1

p01
;
1

p03

�
D

�
1

6
; 0

�
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by a classical result of Fefferman and Stein [Fefferman 1970] (or [Zygmund 1974]), since x1 7!
.x1; 2

�lx2Cx
2
1 .ı1x1// is a curve with curvature bounded from below uniformly in jx2j � 1, 2�l � 1,

and ı1� 1.

5C. Fourier restriction for the nonadapted caseW spectral decomposition. We begin by performing a
spectral decomposition of the measure Q�ı;l . For .�1; �2; �3/ dyadic numbers with �i � 1, i D 1; 2; 3,
we consider localized measures ��

l
defined through

O��l .�/D �1

�
�1

�1

�
�1

�
�2

�2

�
�1

�
�3

�3

�Z
e�iˆ.x;ı;l;�/ a.x; ı; l/ �1.x1/ �1.x2/ dx; (5-12)

where the phase function is

ˆ.x; ı; l; �/ WD �3�
a.x; ı; l/C 2�l�2x2C �2x

2
1 .ı1x1/C �1x1: (5-13)

By an abuse of notation, above whenever �i D 1, we consider the cutoff function �1.�i=�i / to be actually
�0.�1=�1/; i.e., it localizes so that j�i j. 1.

Let us introduce the convolution operators zTı;lf WDf � OQ�ı;l and T �
l
f WDf � O��

l
. Then we need to show

k zTı;lk
L
Qp3
x3
.L
Qp1
.x1;x2/

/!L
Qp0
3
x3
.L
Qp0
1
.x1;x2/

/
. 1;

since zTı;l is the “R�R” operator, i.e., one has zTıl D . zRı;l/
� zRı;l if zRı;l denotes the Fourier restriction

operator with respect to the surface measure Q�ı;l . Therefore, the boundedness of zTı;l is equivalent to
the boundedness of zRı;l by Hölder’s inequality.

Our first step shall be to reduce the problem to the case when �2� 2l. In order to achieve this we
split the Fourier transform of Q�ı;l as

OQ�ı;l D .1��0.2
�l�2// OQ�ı;l C�0.2

�l�2/ OQ�ı;l ; (5-14)

where we assume that �0 is supported in a sufficiently small neighborhood of the origin, and we denote
the respective operators for the respective terms by TI and TII .

For the first term in (5-14) and its operator TI one uses Lemma 4.2 above, though with a slight
modification. First, since on the support of .1��0.2�l�2// OQ�ı;l we have j�2j& 2l, one can easily show
by using (5-13) that now

j.1��0.2
�l�2// OQ�ı;l j. 2�l=2.1Cj�3j/�1;

as the “worst case” is when j�1j � j�2j and j�3j � j2�l�2j, in which case we use stationary phase in
both x1 and x2 (and in other cases we get a better decay by integrating by parts). In order to obtain the
Plancherel estimate L1.RIL2.R2//! L1.RIL2.R2// in Lemma 4.2 for TI it suffices to prove it for
TII and zTı;l (formally, one needs to actually consider the L2.R2/! L2.R2/ estimate for a fixed �3).
For the operator zTı;l we get the bound 2l in the same way as in Lemma 4.2. The main fact to notice
is that in (5-11) the Jacobian of .x1; x2/ 7! .x1; 2

�lx2C x
2
1 .ı1x1// is of size 2�l. One now gets the

same estimate automatically for TII since the L1 norm of the Fourier transform of the cutoff function
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�0.2
�l�2/ is of size � 1. The LQp3x3.L

Qp1
.x1;x2/

/! L
Qp03
x3.L

Qp01
.x1;x2/

/ estimate for TI follows with constant of
size � 1D .2�l=2/2=3.2l/1=3.

For the operator TII we shall use the spectral decomposition (5-12) where we may now assume �2� 2l.
Recall that for an operator of the form Tf Df � Og the A1-constant from (5-9) is bounded by the L1 norm
of Og, and the A2-constant is bounded by the L1 norm of g. If we now furthermore have that Og has its
support in the �3-coordinate localized at j�3j. �3, then by [Palle 2021, Lemma 3.9] we have the estimate

kT k
L
p3
x3
.L
p1
.x1;x2/

/!L
p0
3
x3
.L
p0
1
.x1;x2/

/
. A1�1=23 for

�
1

p01
;
1

p03

�
D

�
0;
1

4

�
;

and so by interpolation we get

kT k
L
Qp3
x3
.L
Qp1
.x1;x2/

/!L
Qp0
3
x3
.L
Qp0
1
.x1;x2/

/
. A2=31 A

1=3
2 �

1=3
3 : (5-15)

The inverse Fourier transform of (5-12) is

��l .x/D �1�2�3

Z z�1.�1.x1�y1//z�1.�2.x2� 2�ly2�y21 .ı1y1///
�z�1.�3.x3��a.y; ı; l/// a.y; ı; l/ �1.y1/ �1.y2/ dy: (5-16)

One can consider either the substitution .z1; z2/ D .�1y1; �22
�ly2/, or the substitution .z1; z2/ D

.�1y1; �3�
a.y; ı; l// (in order to carry this out one needs to consider the cases y2 � 1 and y2 � �1

separately), and get

k��j kL1 .minf2l�3; �2g:

But now since �2� 2l we may take A2 WD �2.
It remains to calculate the L1 bound for the O��

l
function. This we can do by estimating the oscillatory

integral in (5-12). As the calculations for the oscillatory integral in this case are almost identical to the
ones in [Palle 2021, Section 5.5], we shall only briefly explain the case when �1��2, 2�l�2��3��2,
corresponding to Case 6 in [Palle 2021, Section 5.5]. In all the other cases one gets that one can sum
absolutely in the operator norm the operator pieces T �

l
.

Let us remark that since �2� 2l, the case when �1 � �2, 2�l�2 � �3, corresponding to Case 4 in
[Palle 2021, Section 5.5], does not appear anymore. This is critical since in this case one would not have
absolute summability, nor would the complex interpolation method developed in [Ikromov and Müller
2016] work. This is the reason why we needed to consider TI and TII separately.

Case �1 � �2 and 2�l�2� �3� �2. As was obtained in [Palle 2021, Section 5.5], we have

kO��l kL1 . �
�1=2
1 ��N3 (5-17)

for any N > 0, that is, we have A1 D �
�1=2
1 ��N3 , and recall that A2 D �2, Therefore (5-15) gives

kT �l k
L
Qp3
x3
.L
Qp1
.x1;x2/

/!L
Qp0
3
x3
.L
Qp0
1
.x1;x2/

/
. ��N3 :
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In order to be able to sum in �1 � �2 we need to use the complex interpolation method from [Ikromov
and Müller 2016]. For a fixed �3 and � a complex number we define the measure ��3

�
by

�
�3
�
WD 
.�/

X
�1;�2

�
.1�3�/=2
1 ��l ;

where the sum is over �3� �2� 2l and �1 � �2, and where 
.�/D 2�3.��1/=2 � 1. We denote the
associated convolution operator by T �3

�
and we recover with � D 1

3
the operator we want to estimate.

By a complex interpolation argument it suffices to show that

kT
�3
it k

L
p3
x3
.L
p1
.x1;x2/

/!L
p0
3
x3
.L
p0
1
.x1;x2/

/
. ��N3 for

�
1

p01
;
1

p03

�
D

�
0;
1

4

�
;

kT
�3
1Citk

L
p3
x3
.L
p1
.x1;x2/

/!L
p0
3
x3
.L
p0
1
.x1;x2/

/
. 1 for

�
1

p01
;
1

p03

�
D

�
1

2
;
1

2

�
for some N > 0, with constants uniform in t 2 R. The first estimate follows directly from the fact
that O��

l
have essentially disjoint supports with respect to � and the estimate (5-17) (see [Palle 2021,

Lemma 3.8(i)]), and for the other bound we need to estimate the L1 norm of the corresponding sum
of the expressions (5-16). The proof is the same as in [Palle 2021, Section 5.5, Case 6], up to the
formal difference in the function �a, which here behaves like yk2 , and there like y22 . Since the domain of
integration in (5-16) is jy2j � 1, this is not essential. This finishes (the sketch of) the proof of the Fourier
restriction for the nonadapted case, and also the proof of Theorem 1.2.

Appendix: Application of the Christ–Kiselev lemma

Recall that we consider the nonhomogeneous initial problem�
.@t � i�.D//u.x; t/D F.x; t/; .x; t/ 2 R2 � .0;1/;

u.x; 0/DG.x/; x 2 R2;

for F 2 S.R3/, G 2 S.R2/, where �, W , and .p1; p3/ 2 .1; 2/2 are either as in Theorem 1.1 or 1.2, and
where we additionally assume � 2 f0; 1g. Note that � is locally bounded and has polynomial growth at
infinity, and note that according to Remark 2.3 the weight W is locally integrable in R2. The formula for
a solution of the above equation is obtained through the Duhamel principle:

u.x; t/D .ei�.D/tG/.x/C

Z t

0

.ei�.D/.t�s/F. � ; s//.x; s/ ds: (A-1)

Note that u 2 C1.R2�R/\L1t ..C0/.x1;x2/.R
2//, where C0 denotes the space of continuous functions

which tend to 0 at infinity.
We consider the following two surface measures (the second defined as in (1-3)):

h�� ; f i D

Z
R2nf0g

f .x1; x2; �.x1; x2// dx;

h�; f i D

Z
R2nf0g

f .x1; x2; �.x1; x2//W.x1; x2/ dx;
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and we assume that the Fourier restriction estimate (1-2) for � holds true for .p1; p3/ 2 .1; 2/2. One can
easily check that

.ei�.D/tG/.x/D F �1..FG/ d��/.x; t/D F �1.W�1.FG/ d�/.x; t/;

and so this is precisely the Fourier extension operator of � applied to the function W�1FG. We can
therefore bound the Lp

0
3
t .L

p01
.x1;x2/

/ norm of this expression by the L2.d�/ norm of W�1FG.
It remains to estimate the Lp

0
3
t .L

p01
.x1;x2/

/ norm of the second term in (A-1). It turns out that the
operator associated to this second term is closely related to the operator f 7! f �F �1� (which we know
is bounded from L

p3
t .L

p1
.x1;x2/

/ to Lp
0
3
t .L

p01
.x1;x2/

/ since this is the corresponding R�R operator). Namely,
one can check thatZ 1

0

.ei�.D/.t�s/F. � ; s//.x; s/ ds D ..F�.0;1/.s//� .F �1��//.x; t/;

and therefore it remains to pass from �� to � and to pass from integrating over .0;1/ in s to integrating
over .0; t/ in s.

In order to do this, our first step is to use the Littlewood–Paley theorem in the x-direction so that our
problem is reduced to proving the boundedness of the operatorZ t

0

.ei�.D/.t�s/ �j .D/F. � ; s//.x; s/ ds; (A-2)

where .�j /j2Z, �j D � ı ı2�j , constitutes a partition of unity in R2 n f0g (as in (2-1) in Section 2A)
respecting the ˛-mixed homogeneous dilation ı2�j defined in (1-1). By unwinding the definition of the
operator in (A-2) and inserting the W-factor, one obtains the expression (up to a universal constant)Z t

0

Z
R2

�Z
R2
ei.x�y/��Ci.t�s/�.�/�j .�/W.�/ d�

�
FW�1.y; s/ dy ds; (A-3)

where FW�1 D F �1.x1;x2/.W
�1F.x1;x2/F /. The expression within the brackets defines a convolution

kernel Kj .t � sI x�y/ whose associated operator Tj .t � s/ in the x-variable is a bounded mapping from
Lp0.R2/ to Lp

0
0.R2/ for any p0 2 Œ1; 2� (since the integrand in the brackets is an L1c .R

2/ function).
Using the dominated convergence theorem one can get strong continuity of the operator-valued function
Tj W R! L.Lp0.R2/ILp

0
0.R2// (which in turn, by the uniform boundedness principle, implies joint

continuity Tj W R�Lp0.R2/! Lp
0
0.R2/).

We may now apply the Christ–Kiselev lemma (for a proof of this variant see, e.g., [Sogge 1995,
Chapter IV, Lemma 2.1]):

Lemma A.1. Let Y andZ be separable Banach spaces and letK WR!L.Y;Z/ be a continuous function
from the real numbers to the space of bounded linear mappings Y !Z equipped with the strong operator
topology. If the operator defined by

.Tf /.t/ WD

Z
R

K.t � s/f .s/ ds
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is a bounded mapping from Lp0.R; Y / to Lp
0
0.R; Z/ for some p0 2 .1; 2/, then the operator defined by

.Wf /.t/ WD

Z t

�1

K.t � s/f .s/ ds

is also a bounded mapping from Lp0.R; Y / to Lp
0
0.R; Z/, and in particular

kW k
Lp0 .R;Y /!L

p0
0 .R;Z/

.p0 kT kLp0 .R;Y /!Lp00 .R;Z/:

Then we get that the Lp3t .L
p1
.x1;x2/

/! L
p03
t .L

p01
.x1;x2/

/ boundedness of the operator in (A-3) (acting
on FW�1) is implied by the Lp3t .L

p1
.x1;x2/

/!L
p03
t .L

p01
.x1;x2/

/ boundedness of the operatorZ 1
0

Z
R2

�Z
R2
ei.x�y/��Ci.t�s/�.�/�j .�/W.�/d�

�
FW�1.y;s/dy dsD..FW�1�.0;1/.s//�.F

�1�j //.x; t/;

with essentially the same operator constant bound (up to a multiplicative factor which depends only on
p3 2 .1; 2/). Here �j is the localized measure defined in the same way as in (2-2), and recall that this
convolution operator is bounded (uniformly in j ). This finishes the proof of Corollary 1.5.
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1. Introduction

The continuous or holomorphic parameter dependence of classical linear algebra results over the fields R

or C form a circle of very natural questions of general mathematical interest. For example the factorization
of continuous matrices as a product of continuous elementary matrices has been studied and solved by
Vaserstein [1988]. The corresponding holomorphic problem for the special linear group SLn was posed
by Gromov [1989] and was finally solved by the first two authors in [Ivarsson and Kutzschebauch 2012].
The study of algebraic dependence is connected with famous work by Suslin [1977], Cohn [1966], Bass,
Milnor, and Serre [Bass et al. 1967] and many others.
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These parameter dependence questions are a part of algebraic K-theory and the study of linear algebra
over general rings. Factorization of Chevalley groups over R and C into elementary matrices is classically
well known. For Chevalley groups over general rings this is much more difficult and studied a lot. For an
overview, see, for example, [Vavilov and Stepanov 2011].

We are mainly interested in the rings of holomorphic functions on Stein spaces. The only known
holomorphic result is the existence for the special linear groups in [Ivarsson and Kutzschebauch 2012],
where Gromov’s problem is solved in full generality. In the special case of an open Riemann surface the
problem was solved earlier (absolutely unnoticed) by Klein and Ramspott [1987]. The authors [Ivarsson
et al. 2020] also proved the main result of this paper for any size of symplectic matrices in the special
case of an open Riemann surface.

In the present paper we consider the symplectic groups over rings of holomorphic functions on Stein
spaces. The main result is (see Section 2 for notation)

Main Theorem (Theorem 3.1). Let X be a finite-dimensional reduced Stein space and f : X → Sp4(C)

be a holomorphic mapping that is null-homotopic. Then there exist a natural number K , depending only
on the dimension of X , and holomorphic mappings

G1, . . . ,G K : X → C3

such that

f (x)= M1(G1(x)) · · · MK (G K (x)).

We remind the reader that a mapping is null-homotopic if it is homotopic to a constant map. By the
Oka–Grauert principle it is equivalent for a holomorphic map from a Stein space into a complex Lie
group to be null-homotopic via holomorphic maps or via continuous maps (see Theorem 5.3.2 in the
standard reference [Forstnerič 2017]).

Our main tool is the Oka principle for stratified elliptic submersions, the most elaborate result in
modern Oka theory. In order to apply an Oka principle one needs a topological solution which we take
from our previous work on symplectic groups over rings of continuous functions on topological spaces.
The Oka principle lets us homotope the topological solution to a holomorphic one. The technical details
needed to prove that certain fibrations are stratified elliptic are considerable and we have so far only been
able to complete these details for Sp4. We expect that a similar result holds for Sp2n .

Factorization of symplectic groups over other rings (of mainly algebraic nature) has been considered
before for example by Kopeiko [1978], and Grunewald, Mennicke and Vaserstein [Grunewald et al. 1991].

The paper is organized as follows. In Section 2 we recall our results on factorization of continuous matri-
ces and prove a slight extension about the number of factors. In Section 3 we state our main results and give
an overview over the proof. In Section 4 we explain how our results can be reformulated in the language
used in algebraic K-theory. In Section 5 we recall the theorems from Oka theory which we use in our proof.

In Section 6 we give the proofs of Lemmas 3.3 and 3.4, where we prove that the most important
fibrations in this paper, the projections of products of elementary symplectic matrices onto their last row,
are surjective and we determine where they are submersive. This is done for symplectic matrices of all
sizes, since we hope to be able to prove in the future that these fibrations are stratified elliptic for all sizes.
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The rest of the paper is devoted to proving that our fibration (for (4 × 4)-matrices) is stratified elliptic
in order to be able to apply Oka theory. In Section 7 we describe the stratification with respect to which
we want to prove that the important fibration is stratified elliptic. This has to do with how the set of
2n algebraic equations defining a fiber in the fibration can be reduced to n equations. In the case of
the special linear group in [Ivarsson and Kutzschebauch 2012] we were able to reduce to one single
equation independent of the size of the matrices. This was the crucial trick to prove ellipticity by finding
complete vector fields, which corresponds to Gromov’s example of a spray. This inability to reduce to
fewer equations is the main difference between the situation of the symplectic group and the special linear
group. It leads to all the difficult technical work in the rest of the paper. In Section 8 we introduce our
method to find complete vector fields tangent to the fibration. However not all of them are complete and
we deduce that the Gromov-spray produced by them is not dominating. We determine which of them
are complete. In Section 9 we explain our strategy to enlarge the set of complete vector fields so that
this enlarged collection now spans the tangent space at all points and thus gives a fiber-dominating spray.
The realization of this strategy takes Section 10, where we introduce useful quantities, Sections 11, 12,
and 13, where we prove the result for three, four, and five (elementary symplectic) factors, and finally we
can give an inductive (over the number of factors) proof in Section 14. The reason for dealing with the
low numbers of factors separately is that some of the fibers of our fibration are reducible when there are a
small number of factors, and from five factors on all fibers are irreducible. In Section 15 we end the paper
with an application to the problem of a product of exponentials and formulate some open questions.

2. Continuous factorization

Let

ω =

n∑
j=1

dz j ∧ dz j+n

be the symplectic form in C2n. With respect to ω, symplectic matrices are those that can be written in
block form as (

A B
C D

)
,

where A, B,C and D are complex n × n matrices satisfying

AT C = CT A, (2.0.1)

BT D = DT B, (2.0.2)

AT D − CT B = In, (2.0.3)

where In is the n × n identity matrix. In the case B = C = 0 this means D = (AT )−1, and in the case
A = D = In this means B and C are symmetric and CT B = 0. Let Un denote an n×n matrix satisfying
Un = U T

n and 0n the n×n zero matrix. We call those matrices that are written in block form as(
In 0n

Un In

)
or

(
In Un

0n In

)
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elementary symplectic matrices. Let

Un(x1, . . . , xn(n+1)/2)=


x1 x2 . . . xn

x2 xn+1 . . . x2n−1
...

...
. . .

...
xn x2n−1 . . . xn(n+1)/2

 .
Given a map G : X → Cn(n+1)/2 let

Un(G(x))= Un(G1(x), . . . ,Gn(n+1)/2(x)),

where the G j ’s are components of the map G. For odd k let

Mk(G(x))=

(
In 0n

Un(G(x)) In

)
,

and for even k

Mk(G(x))=

(
In Un(G(x))
0n In

)
.

The following result is a refinement of [Ivarsson et al. 2020, Theorem 1.3].

Theorem 2.1 (continuous Vaserstein problem for symplectic matrices). There exists a natural number
K (n, d) such that given any finite-dimensional normal topological space X of (covering) dimension d
and any null-homotopic continuous mapping M : X → Sp2n(C) there exist K continuous mappings

G1, . . . ,G K : X → Cn(n+1)/2

such that
M(x)= M1(G1(x)) · · · MK (G K (x)).

Proof. Theorem 1.3 in [Ivarsson et al. 2020] does not give a uniform bound on the number of factors
depending on n and d . Suppose such a bound does not exist; i.e., for all natural numbers i there are normal
topological spaces X i of dimension d and null-homotopic continuous maps fi : X i → Sp2n(C) such that fi

does not factor over a product of less than i elementary symplectic matrices. Let X equal
⋃

∞

i=1 X i , the dis-
joint union of the spaces X i , and F : X → Sp2n(C) be the map that is equal to fi on X i . By Theorem 1.3 in
[Ivarsson et al. 2020] F factors over a finite number of elementary symplectic matrices. Consequently all fi

factor over the same number of elementary symplectic matrices, which contradicts the assumption on fi . □

3. Statement of the main result and overview of proof

We state the main result of this paper which is a holomorphic version of Theorem 2.1 for Sp4(C).

Theorem 3.1. There exists a natural number N (d) such that given any finite-dimensional reduced Stein
space X of dimension d and any null-homotopic holomorphic mapping f : X → Sp4(C) there exist
N holomorphic mappings

G1, . . . ,G N : X → C3

such that
f (x)= M1(G1(x)) · · · MN (G N (x)).
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We have the following corollary.

Corollary 3.2. Let X be a finite-dimensional reduced Stein space that is topologically contractible and f :

X → Sp4(C) be a holomorphic mapping. Then there exist a natural number N and holomorphic mappings

G1, . . . ,G N : X → C3

such that
f (x)= M1(G1(x)) · · · MN (G N (x)).

The strategy for proving Theorem 3.1 is as follows. Define

9K : (C3)K
→ Sp4(C)

as
9K (x1, . . . , x3K )= M1(x1, x2, x3) · · · MK (x3K−2, x3K−1, x3K ). (3.0.1)

We want to show the existence of a holomorphic map

G = (G1, . . . ,G K ) : X → (C3)K

such that
(C3)K

9K

��
X

f
//

G
<<

Sp4(C)

is commutative. Theorem 2.1 shows the existence of a continuous map such that the diagram above is
commutative.

We will prove Theorem 3.1 using the Oka–Grauert–Gromov principle for sections of holomorphic
submersions over X . One candidate submersion would be to use the pull-back of 9K : (C3)K

→ Sp4(C).
It turns out that 9K is not a submersion at all points in (C3)K. It is a surjective holomorphic submersion
if one removes a certain subset from (C3)K. Unfortunately the fibers of this submersion are quite difficult
to analyze and we therefore elect to study

(C3)K

π4◦9K
��

X
π4◦ f

//

F
<<

C4
\ {0}

where we define the projection π4 : Sp4(C)→ C4
\ {0} to be the projection of a matrix to its last row:

π4

z11 . . . z14
...
. . .

...
z41 . . . z44

= (z41, . . . , z44).

However, even the map 8K = π4 ◦9K : (C3)K
→ C4

\ {0} is not submersive everywhere. We have the
three results below (Lemmas 3.3 and 3.4 and Proposition 3.6) about that map which will be proved in
later sections.
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We introduce some notation. Projecting to the last row introduces an asymmetry between upper and
lower triangular elementary matrices and therefore we will denote by z’s the variables in the lower
triangular matrices and by w’s the variables in the upper triangular matrices. For example, the right-hand
side of (3.0.1) becomes

1 0 0 0
0 1 0 0
z1 z2 1 0
z2 z3 0 1




1 0 w1 w2

0 1 w2 w3

0 0 1 0
0 0 0 1

 · · ·


1 0 w3k−2 w3k−1

0 1 w3k−1 w3k

0 0 1 0
0 0 0 1


for even K = 2k.

Let

Z⃗ K =

{
(z1, z2, z3, w1, w2, w3, . . . , w3k−2, w3k−1, w3k) if K = 2k,
(z1, z2, z3, w1, w2, w3, . . . , z3k+1, z3k+2, z3k+3) if K = 2k + 1

and

WK =


(
w1 w2 w4 w5 . . . w3k−5 w3k−4

w2 w3 w5 w6 . . . w3k−4 w3k−3

)
if K = 2k,(

w1 w2 w4 w5 . . . w3k−2 w3k−1

w2 w3 w5 w6 . . . w3k−1 w3k

)
if K = 2k + 1.

Also, when K = 2k or K = 2k + 1, let

AK =

⋂
1≤ j≤k

{Z⃗ K ∈ (C3)K
: z3 j−1 = z3 j = 0},

BK = {Z⃗ K ∈ (C3)K
: Rank WK < 2}

and
SK = AK ∩ BK . (3.0.2)

We have Lemma 3.3, which follows from a simple calculation.

Lemma 3.3. The mapping
8K = π4 ◦9K : (C3)K

\ SK → C4
\ {0}

is surjective when K ≥ 3.

Lemma 3.4. For K ≥ 3 the mapping

8K = π4 ◦9K : (C3)K
→ C4

\ {0}

is a holomorphic submersion exactly at points Z⃗ K ∈ (C3)K
\ SK , where SK is defined by (3.0.2) above.

That is, SK is the set of points where the entries in the last row of each lower triangular matrix are zero,
except for the K -th matrix where no conditions are imposed, and the rank of the matrix WK , which does
not involve entries from the K -th matrix, is strictly less than 2.

Remark 3.5. Lemmas 3.3 and 3.4 both generalize to 2n×2n matrices and the proofs are identical. In
Section 6 we therefore consider the general case.
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Proposition 3.6. For n = 1 and n = 2 the map

(Cn(n+1)/2)K
\ SK

π2n◦9K
��

C2n
\ {0}

(3.0.3)

is a stratified elliptic submersion.

Corollary 3.7. Let n = 1 or n = 2. Let X be a finite-dimensional reduced Stein space and f : X →Sp2n(C)

be a holomorphic map. Assume that there exists a natural number K and a continuous map F :

X → (Cn(n+1)/2)K
\ SK such that

(Cn(n+1)/2)K
\ SK

π2n◦9K
��

X
π2n◦ f

//

F
88

C2n
\ {0}

is commutative. Then there exists a holomorphic map G : X → (Cn(n+1)/2)K
\ SK , homotopic to F via

continuous maps Ft : X → (Cn(n+1)/2)K
\ SK , such that the diagram above is commutative for all Ft .

Proof. The pull-back of (3.0.3) by π2n ◦ f is a stratified elliptic submersion over the Stein base X . Thus by
Theorem 5.6 there is a homotopy from the given continuous section to a holomorphic section. This is equiv-
alent to the desired homotopy Ft . An even better way to perform this proof is to say that the map (3.0.3)
is an Oka map, see [Forstnerič 2017, Corollary 7.4.5(i)], which yields the desired conclusion. □

Remark 3.8. The fact that the map (3.0.3) is an Oka map yields a parametric version of Corollary 3.7.
This means that the holomorphic map can be replaced by a continuous map fP : X × P → Sp2n(C),
which is holomorphic for each fixed parameter p ∈ P, where P is a compact Hausdorff topological space.

We need the following version of the Whitehead lemma:
1 0 0 0
a 1 0 0
0 0 1 −a
0 0 0 1

=


1 0 0 0
0 1 0 0

−a −1 1 0
−1 0 0 1




1 0 0 0
0 1 0 −a
0 0 1 0
0 0 0 1




1 0 0 0
0 1 0 0
0 1 1 0
1 0 0 1




1 0 0 0
0 1 0 a
0 0 1 0
0 0 0 1

 . (3.0.4)

Proof of Theorem 3.1. We will prove the theorem for a single map. The existence of a uniform bound
N (d) follows as in the proof of Theorem 2.1. Since a finite-dimensional Stein space is finite-dimensional
as a topological space there are K − 2 continuous mappings

G1, . . . ,G K−2 : X → C3

such that

f (x)= M1(G1(x)) · · · MK−2(G K−2(x)).
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Let H : X → C3 be a constant map such that U2(H) has nonzero second row, let O : X → C3 be the
zero map, and replace the above factorization by

f (x)= M1(H)M2(O)M3(G1(x)− H)M4(G2(x)) · · · MK (G K−2(x))

(suppressing the variables in the constant maps H and O). Notice that the second factor is the identity
matrix.

This factorization by K continuous elementary symplectic matrices avoids the singularity set SK and
thus we find F : X → (C3)K

\ SK with 9K (F)= f .
Using Corollary 3.7 we know that F0 := F is homotopic to a holomorphic map G = F1, via continuous

maps Ft , such that
π4( f (x))= π4 ◦9K (Ft(x)), 0 ≤ t ≤ 1,

that is, the last row of the matrices 9K (Ft(x)) is constant. Therefore

9K (Ft(x)) f (x)−1
=


f̃11,t(x) f̃12,t(x) f̃13,t(x) f̃14,t(x)
f̃21,t(x) f̃22,t(x) f̃23,t(x) f̃24,t(x)
f̃31,t(x) f̃32,t(x) f̃33,t(x) f̃34,t(x)

0 0 0 1

 .
Since these matrices are symplectic, it automatically follows that f̃12,t(x) ≡ 0, f̃22,t(x) ≡ 1, and
f̃32,t(x)≡ 0 so that

9K (Ft(x)) f (x)−1
=


f̃11,t(x) 0 f̃13,t(x) f̃14,t(x)
f̃21,t(x) 1 f̃23,t(x) f̃24,t(x)
f̃31,t(x) 0 f̃33,t(x) f̃34,t(x)

0 0 0 1

 (3.0.5)

and in addition

f̃t(x)=

(
f̃11,t(x) f̃13,t(x)
f̃31,t(x) f̃33,t(x)

)
∈ Sp2(C)= SL2(C). (3.0.6)

Since 9K (F0(x))= f (x), we see that f̃0 = Id, and thus the holomorphic map f̃ := f̃1 : X → SL2(C) is
null-homotopic. Let ψ be the standard inclusion of Sp2 in Sp4; see for example [Grunewald et al. 1991].
By the main result from [Ivarsson and Kutzschebauch 2012] the matrix

ψ( f̃ (x)−1)=


f̃33(x) 0 − f̃13(x) 0

0 1 0 0
− f̃31(x) 0 f̃11(x) 0

0 0 0 1

 (3.0.7)

is a product of holomorphic elementary symplectic matrices. Therefore it suffices to show that

9K (G(x)) f (x)−1
·ψ( f̃ (x)−1)=


1 0 0 f̃14(x)

− f̃34(x) 1 f̃14(x) f̃24(x)
0 0 1 f̃34(x)
0 0 0 1

 (3.0.8)
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is a product of elementary symplectic matrices. In order to deduce that the right-hand side of (3.0.8) has
the claimed form one has to use the fact that (3.0.5) is symplectic. Since

1 0 0 f̃14(x)
− f̃34(x) 1 f̃14(x) f̃24(x)

0 0 1 f̃34(x)
0 0 0 1

=


1 0 0 0

− f̃34(x) 1 0 0
0 0 1 f̃34(x)
0 0 0 1




1 0 0 f̃14(x)
0 1 f̃14(x) f̃14(x) f̃34(x)+ f̃24(x)
0 0 1 0
0 0 0 1

 ,
the result follows by the Whitehead lemma, (3.0.4). □

Analyzing this proof and using Remark 3.8 one sees that we can actually prove a parametric version of
our main theorem.

Theorem 3.9. Let X be a finite-dimensional reduced Stein space, P be a compact Hausdorff topological
(parameter) space, and f : P × X → Sp4(C) be a continuous mapping, holomorphic for each fixed p ∈ P,
that is null-homotopic. Then there exist a natural number K and continuous mappings, holomorphic for
each fixed parameter p ∈ P,

G1, . . . ,G K : P × X → C3

such that

f (p, x)= M1(G1(p, x)) · · · MK (G K (p, x)).

To complete the proof of the theorem we need to establish Proposition 3.6 and Lemmas 3.4 and 3.3.

Remark 3.10. Proposition 3.6 is the crucial ingredient in the proof of Theorem 3.1. Its proof is by far
the most difficult part of the paper. As pointed out in Remark 3.5, Lemma 3.4 holds for general n. Also if
Proposition 3.6 holds for some n then Corollary 3.7 also holds for that n. Moreover the reduction of the
size of the symplectic matrix from Sp4 to Sp2 done in the proof of Theorem 3.1 generalizes easily to a
reduction from Sp2n to Sp2n−2 if Corollary 3.7 holds for n (see for example the proof of Lemma 4.4 in
[Grunewald et al. 1991]). Therefore if Proposition 3.6 can be proven for n = 1, . . . ,m then the following
holds true.

Conjecture 3.11. Let X be a finite-dimensional reduced Stein space and f : X → Sp2m(C) be a holomor-
phic mapping that is null-homotopic. Then there exist a natural number K and holomorphic mappings

G1, . . . ,G K : X → Cm(m+1)/2

such that

f (x)= M1(G1(x)) · · · MK (G K (x)).

In the case of a 1-dimensional Stein space, i.e., an open Riemann surface, this conjecture was established
in [Ivarsson et al. 2020]. The condition of null-homotopy is automatically satisfied in this case, since an
open Riemann surface is homotopy equivalent to a 1-dimensional CW-complex and the group Sp2m(C) is
simply connected. The proof uses the analytic ingredient that the Bass stable rank of O(X) is 1 for an
open Riemann surface and proceeds then by linear algebra arguments.
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4. Formulation in algebraic terms

We relate our results to algebraic K-theory and reformulate them in those terms. The following is a
standard notion:

Definition 4.1. For a commutative ring R the set Um(R) of unimodular rows of length m is defined as

{(r1, r2, . . . , rm) ∈ Rm
: r1, r2, . . . rm generate R as an ideal}.

In our main example, if O(X) is the ring of holomorphic functions on a Stein space X , a row
( f1, f2, . . . , fm) ∈ Om(X) is unimodular if and only if the functions f1, f2, . . . , fm have no common
zeros, a well-known application of Cartan’s Theorem B.

Since null-homotopy is an important assumption in our studies we denote the set of null-homotopic
unimodular rows in Um(O(X)) by U 0

m(O(X)). This set can be seen as the path-connected component of
the space of holomorphic maps from X to Cm

\ {0} containing the constant map (0, 0, , . . . , 0, 1)= em .
By the Oka–Grauert principle Cm

\ {0} = GLm(C)/GLm−1(C) is an Oka manifold; therefore the path-
connected components of continuous and holomorphic maps X → Cm

\ {0} are in bijection. This says
that unimodular rows in Um(O(X)) are null-homotopic in the holomorphic sense if and only if they are
null-homotopic in the continuous sense.

Algebraic K-theorists consider Chevalley groups over rings; in our example we consider the null-
homotopic elements of them.

Definition 4.2. Sp0
2n(O(X)) denotes the group of null-homotopic holomorphic maps from a Stein space X

to the symplectic group Sp2n(C), which in other words is the path-connected component of the group
Sp2n(O(X)) containing the identity.

Again by the Oka–Grauert principle holomorphic maps X → Sp2n(C) are homotopic via holomorphic
maps if and only if they are homotopic via continuous maps.

Clearly the last row of a matrix in Sp2n(O(X)) is unimodular, i.e., an element of U2n(O(X)). Whether
a unimodular row in U2n(O(X)) is the last row of a matrix in Sp2n(O(X)) is by Oka theory a purely
topological problem. Let us illustrate this by an example.

Extending a unimodular row to an invertible matrix can be reformulated as follows: given a trivial line
subbundle of the trivial bundle X × Cn of rank n over X , can it be complemented by a trivial bundle?

This of course is not always the case: The (nontrivial) tangent bundle T of the sphere S2n+1 (n ≥ 4) is
the complement of the trivial normal bundle N to the sphere S2n+1 in R2n+2. To make this a holomorphic
example consider X to be a Grauert tube around S2n+1, i.e., a Stein manifold which has a strong deformation
retraction ρ onto its totally real maximal-dimensional submanifold S2n+1. The bundle T is replaced by
the complexified tangent bundle to the sphere pulled back onto X by the retraction ρ and equipped with
its unique structure of holomorphic vector bundle (which is still not a trivial bundle). The pull-back of the
complexified trivial bundle N is still a trivial line subbundle of X × C2n. Thus we have found an example
of a holomorphic row which cannot be completed to an invertible matrix in GL2n(O(X)) and thus not to
a matrix in Sp2n(O(X)) either.

For null-homotopic rows the situation is better.
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Lemma 4.3. Every element U 0
2n(O(X)) extends to a null-homotopic matrix A ∈ Sp0

2n(O(X)).

Proof. Let F = ( f1, . . . , f2n) : X → C2n
\{0} be a null-homotopic holomorphic map, and the homotopy to

the constant map F1(x)= e2n be denoted by Ft , t ∈ [0, 1]. The map π2n : Sp2n(C)→ C2n
\{0} is a locally

trivial holomorphic fiber bundle with typical fiber F ∼= Sp2n−2(C)× C4n−1 which is an Oka manifold.
Our problem is to find a global section of the pull-back of this fibration by the map F = F0. Since a
locally trivial bundle is a Serre fibration and the constant last row can be extended to a constant (thus
null-homotopic) symplectic matrix, we find a continuous section of this pull-back bundle over the whole
homotopy. Thus the restriction to X × {0} is a null-homotopic continuous symplectic matrix. Since the
fiber F is Oka, we find a homotopy to a holomorphic symplectic matrix, which is still null-homotopic. □

The notion of elementary symplectic matrices over a ring R is the same as explained in Section 2.
Let Wn denote an n×n matrix with entries in the ring R satisfying Wn = W T

n and 0n the n×n zero
matrix. We call those matrices that are written in block form as(

In 0n

Wn In

)
or

(
In Wn

0n In

)
elementary symplectic matrices over R. The group generated by them, the elementary symplectic group,
is denoted by Ep2n(R). We consider the group Ep2n(O(X)) which is easily seen to be a subgroup of
Sp0

2n(O(X)) (multiply the symmetric matrices Wn by a real number t ∈ [0, 1]).
The meaning of Corollary 3.7 in K-theoretic terms is now the following:

Proposition 4.4. Let n = 1 or n = 2. For a Stein space X the group Ep2n(O(X)) acts transitively on the
set of null-homotopic unimodular rows U 0

2n(O(X)).

Proof. Let u ∈ U 0
2n(O(X)) be a null-homotopic unimodular row. By the above lemma we can extend

it to a null-homotopic symplectic matrix A ∈ Sp0
2n(O(X)). Now we just follow the beginning of the

proof of Theorem 3.1. By Theorem 2.1 we can factorize A(x) as a product of elementary symplectic
matrices with continuous entries. Adding two more elementary symplectic matrices we can achieve
that the factorization avoids the singularity set SK . Applying Corollary 3.7 we know that A0 := A is
homotopic to a holomorphic map G = A1, via continuous maps At , such that

π4(A(x))= π4 ◦9K (At(x)), 0 ≤ t ≤ 1,

that is, the last row of the matrices 9K (At(x)) is constant. Therefore

9K (At(x))A(x)−1
=


ã11,t(x) ã12,t(x) ã13,t(x) ã14,t(x)
ã21,t(x) ã22,t(x) ã23,t(x) ã24,t(x)
ã31,t(x) ã32,t(x) ã33,t(x) ã34,t(x)

0 0 0 1

 .
This shows that the element 9K (G(x)) of Ep2n(O(X)) has the last row equal to u or equivalently moves
the constant row e2n to u. □
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Let ψ : SL2 → Sp4 be the standard embedding given by

(
a b
c d

)
7→


a 0 b 0
0 1 0 0
c 0 d 0
0 0 0 1

 . (4.0.1)

Continuing like in the proof of Theorem 3.1 we see that it gives the following “inductive step”.

Proposition 4.5. For a Stein space X we have

Sp0
4(O(X))= Ep4(O(X)) ·ψ(Sp0

2(O(X))).

In a similar way one can deduce from our earlier results (Proposition 2.8 and the proof of Theorem 2.3
in [Ivarsson and Kutzschebauch 2012]) the corresponding statements for the special linear groups. The
definition of the elementary group En and the inclusion ψ of SLn−1 into SLn are the usual ones.

Proposition 4.6. For a Stein space X and any n ≥ 2 the group En(O(X)) acts transitively on the set of
null-homotopic unimodular rows U 0

n (O(X)).

Proposition 4.7. For a Stein space X and any n ≥ 2 we have

SL0
n(O(X))= En(O(X)) ·ψ(SL0

n−1(O(X))).

5. Stratified sprays

We will introduce the concept of a spray associated with a holomorphic submersion following [Gromov
1989; Forstnerič and Prezelj 2002]. First we introduce some notation and terminology. Let h : Z → X be
a holomorphic submersion of a complex manifold Z onto a complex manifold X . For any x ∈ X the fiber
over x of this submersion will be denoted by Zx . At each point z ∈ Z the tangent space Tz Z contains the
vertical tangent space V Tz Z = ker Dh. For holomorphic vector bundles p : E → Z we denote the zero
element in the fiber Ez by 0z .

Definition 5.1. Let h : Z → X be a holomorphic submersion of a complex manifold Z onto a complex
manifold X . A spray on Z associated with h is a triple (E, p, s), where p : E → Z is a holomorphic
vector bundle and s : E → Z is a holomorphic map such that for each z ∈ Z we have

(i) s(Ez)⊂ Zh(z),

(ii) s(0z)= z, and

(iii) the derivative Ds(0z) : T0z E → Tz Z maps the subspace Ez ⊂ T0z E surjectively onto the vertical
tangent space V Tz Z .

Remark 5.2. We will also say that the submersion admits a spray. A spray associated with a holomorphic
submersion is sometimes called a (fiber-)dominating spray.

One way of constructing dominating sprays, as pointed out by Gromov, is to find finitely many
C-complete vector fields that are tangent to the fibers and span the tangent space of the fibers at all
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points in Z . One can then use the flows ϕt
j of these vector fields Vj to define s : Z × CN

→ Z via
s(z, t1, . . . , tN )= ϕ

t1
1 ◦ · · · ◦ϕ

tN
N (z), which gives a spray.

Definition 5.3. Let X and Z be complex spaces. A holomorphic map h : Z → X is said to be a submersion
if for each point z0 ∈ Z it is locally equivalent via a fiber-preserving biholomorphic map to a projection
p : U × V → U , where U ⊂ X is an open set containing h(z0) and V is an open set in some Cd.

We will need to use stratified sprays, which are defined as follows.

Definition 5.4. We say that a submersion h : Z → X admits stratified sprays if there is a descending chain
of closed complex subspaces X = Xm ⊃ · · · ⊃ X0 such that each stratum Yk = Xk \ Xk−1 is regular and
the restricted submersion h : Z |Yk → Yk admits a spray over a small neighborhood of any point x ∈ Yk .

Remark 5.5. We say that the stratification X = Xm ⊃ · · · ⊃ X0 is associated with the stratified spray.

In [Forstnerič and Prezelj 2001], see also [Forstnerič 2010, Theorem 8.3], the following is proved.

Theorem 5.6. Let X be a Stein space with a descending chain of closed complex subspaces X = Xm ⊃

· · · ⊃ X0 such that each stratum Yk = Xk \ Xk−1 is regular. Assume that h : Z → X is a holomorphic
submersion which admits stratified sprays. Then any continuous section f0 : X → Z such that f0|X0 is
holomorphic can be deformed to a holomorphic section f1 : X → Z by a homotopy that is fixed on X0.

6. Proofs of Lemmas 3.3 and 3.4

Lemmas 3.3 and 3.4 hold for square matrices of any size. In this section we therefore look at
2n×2n matrices. Given two vectors a⃗ and b⃗ in Cn (i.e., n × 1 matrices), we denote by(

a⃗
b⃗

)
the obvious vector in C2n .

We shall consider products of 2n×2n matrices(
In 0
Z1 In

)(
In W1

0 In

)(
In 0
Z2 In

)(
In W2

0 In

)
· · · ,

where Z1, Z2, . . . and W1,W2, . . . are n × n matrices of variables

Zk = (zk,i j ), Wk = (wk,i j ), 1 ≤ i, j ≤ n.

They are symmetric, i.e., zk,i j = zk, j i and wk,i j = wk, j i . We call the variables zk,n1, . . . , zk,nn last row
variables (this term does not apply to the w-variables). If we have K factors, there are K n(n + 1)/2
variables. We will also think of the K -tuple (Z1,W1, Z2,W2, . . .) as a point in CK n(n+1)/2. We will study
the last row of this product, which is a map 8K : CK n(n+1)/2

→ C2n
\ {0}. We prefer to work with the

transpose of this row, which we denote by P K, a vector in C2n. It follows that

P1
=

(
z⃗
e⃗n

)
,

where z⃗ = (z1,n1, . . . , z1,nn)
T and e⃗n is the last standard basis vector of Cn.
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The set SK for K ≥ 2 is now defined as the set of K -tuples of symmetric matrices (Z1,W1, . . .) such
that in the first K − 1 matrices all the last row variables (of the Z ’s) are 0 and the set of all columns of
the W ’s does not span Cn. (This means that the augmented matrix W1|W2| · · · has rank less than n.)

Lemma 6.1. P K
: CK n(n+1)/2

\ SK → C2n
\ {0} is surjective for K ≥ 3.

Proof. We prove the result for K = 3. For K > 3, simply put W2 = Z3 = W3 = · · · = 0. The proof uses an
easy fact from linear algebra; given two vectors c⃗ and d⃗ in Cn with c⃗ ̸= 0⃗ there is a symmetric matrix M
such that Mc⃗ = d⃗. Now let (

a⃗
b⃗

)
∈ C2n

\ {0}.

Pick any symmetric matrix Z2 such that z⃗ = a⃗ − Z2b⃗ ̸= 0⃗ and let Z1 be any symmetric matrix whose last
row is z⃗ and W1 a symmetric matrix such that W1 z⃗ = b⃗ − e⃗n . Then (Z1,W1, Z2) /∈ S3 and for this choice
we have

P3
=

(
In Z2

0 In

)(
In 0

W1 In

)(
z⃗
e⃗n

)
=

(
In Z2

0 In

)(
z⃗
b⃗

)
=

(
a⃗
b⃗

)
. □

Slightly abusing notation, we denote the Jacobian matrix of 8K by JP K. This is a (2n × K n(n +1)/2)-
matrix whose columns are the derivatives of P K with respect to one particular variable. We denote the
components of P K by P K

i , 1 ≤ i ≤ 2n. It follows that

P2k+1
=

(
In Zk+1

0 In

)
P2k, (6.0.1)

P2k+2
=

(
In 0

Wk+1 In

)
P2k+1. (6.0.2)

We shall look at the final part of JP2k+1, the part where we differentiate with respect to the new
variables zk+1,11, . . . , zk+1,n1, zk+1,22, . . . , zk+1,n2, . . . , zk+1,nn . This is a (2n × n(n + 1)/2)-matrix. The
column where we differentiate with respect to zk+1,i j will consist of P2k

n+i in row number j and P2k
n+ j

in row number i . Hence the bottom half of this matrix is zero and we only look at the upper half, an
(n × n(n + 1)/2)-matrix which we denote by Ak+1. If we consider just the columns which contain one
particular P2k

n+i , we get a square n×n-matrix whose i-th row is (P2k
n+1, . . . , P2k

2n ), has P2k
n+i along the

diagonal and is otherwise zero. The determinant of this submatrix is (P2k
n+i )

n.
The situation is similar for the final part of JP2k+2, except now the top half is zero and the bottom half

Bk+1 contains P2k+1
1 , . . . , P2k+1

n in the same pattern as for Ak+1.
In the proof of the next lemma it will be convenient to use the following notation: if A and B are two

matrices with the same column length, we let A | B denote the matrix obtained by augmenting A with B
to the right. By e2n we denote the last vector in the standard basis of C2n.

Lemma 6.2. P K is a submersion exactly on the set CK n(n+1)/2
\ SK . If K = 2k and all the last row

variables are zero, then P2k
= e2n and the span of the bottom half of the JP2k columns equals the span of

the columns of W1,W2, . . . ,Wk .
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Proof. For N = 1 the theorem is empty. P1
= (z1,n1, . . . , z1,nn, 0, . . . , 0, 1) and

JP1
=

(
In

0

)
,

where we have removed all zero columns. For N = 2 we have

P2
=

(
In 0

W1 In

)
P1.

This implies

JP2
=

(
In 0

W1 In

)(
In

0

) ∣∣∣∣ ( 0
B1

)
=

(
In

W1

) ∣∣∣∣ ( 0
B1

)
,

which has full rank if and only if B1 has full rank. Since P1
i = z1,ni , by the discussion preceding the

lemma, B1 has full rank if and only if at least one z1,ni is nonzero.
If all z1,ni are zero, then P1

= e2n and B1 = 0. Hence the statement about the span is trivially true.
We now assume that the theorem is true for N = 2k. We have

JP2k+1
=

(
In Zk+1

0 In

)
JP2k

∣∣∣∣ (Ak+1

0

)
. (6.0.3)

If at least one of the previous last row variables is nonzero, then JP2k has full rank by the induction
hypothesis and so does JP2k+1. If not, then P2k

= e2n and Ak+1 = In , after removing zero columns. If
JP2k

=
( A

B

)
, then

JP2k+1
=

(
A + Zk+1 B In

B 0

)
,

which has full rank if and only if B has full rank. But the column span of B equals the column span of
W1, . . . ,Wk . This proves the first part of the lemma for N = 2k + 1.

If all the previous last row variables are zero, it also follows that

P2k+1
= (zk+1,n1, . . . , zk+1,nn, 0, . . . , 0, 1)t .

Finally

JP2k+2
=

(
In 0

Wk+1 In

)
JP2k+1

∣∣∣∣ ( 0
Bk+1

)
, (6.0.4)

which has full rank if JP2k+1 does.
If not, then by the above all the previous last row variables are zero and

JP2k+2
=

(
A + Zk+1 B In

B + Wk+1(A + Zk+1 B) Wk+1

)
JP2k+1

∣∣∣∣ ( 0
Bk+1

)
,

which has full rank if and only if at least one zk+1,ni is nonzero by the discussion preceding the lemma.
This proves the first part of the lemma for N = 2k + 2.

If all the zk+1,ni also are zero, then P2k+1
= e2n and so P2k+2

= e2n . Also Bk+1 = 0 and since the
columns of Wk+1(A + Zk+1 B) are linear combinations of the columns of Wk+1, the span of the bottom
half of JP2k+2 equals the span of the columns of W1, . . . ,Wk+1 by the induction hypothesis. □
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7. The stratification

The goal in this section is to describe the stratification needed to understand that the submersion π4 ◦9K :

(C3)K
\ SK → C4

\ {0} is a stratified elliptic submersion. Let

Z⃗ K =

{
(z1, z2, z3, w1, w2, w3, . . . , w3k−2, w3k−1, w3k) if K = 2k,
(z1, z2, z3, w1, w2, w3, . . . , z3k+1, z3k+2, z3k+3) if K = 2k + 1

and
π4 ◦9K (Z⃗ K )= (P K

1 (Z⃗ K ), P K
2 (Z⃗ K ), P K

3 (Z⃗ K ), P K
4 (Z⃗ K )).

Remark 7.1. We will abuse notation in the following way in the paper. A polynomial not containing
a variable can be interpreted as a polynomial of that variable. More precisely, let L < K . We have
the projection π : CK

→ CL, π(x1, . . . , xL , . . . , xK ) = (x1, . . . , xL) and π∗
: C[CL

] → C[CK
]. For

p ∈ C[CL
] we still write p instead of π∗(p).

We want to study the fibers

F K
(a1,a2,a3,a4)

= (π4 ◦9K )
−1(a1, a2, a3, a4).

Assume first that K = 2k + 1 ≥ 3 is odd. We see that

π4 ◦9K (Z⃗ K )= π4 ◦9K−1(Z⃗ K−1)


1 0 0 0
0 1 0 0

z3k+1 z3k+2 1 0
z3k+2 z3k+3 0 1


and we get

P K
1 (Z⃗ K )= P K−1

1 (Z⃗ K−1)+ z3k+1 P K−1
3 (Z⃗ K−1)+ z3k+2 P K−1

4 (Z⃗ K−1),

P K
2 (Z⃗ K )= P K−1

2 (Z⃗ K−1)+ z3k+2 P K−1
3 (Z⃗ K−1)+ z3k+3 P K−1

4 (Z⃗ K−1),

P K
3 (Z⃗ K )= P K−1

3 (Z⃗ K−1),

P K
4 (Z⃗ K )= P K−1

4 (Z⃗ K−1).

We are led to the equations

a1 = P K
1 (Z⃗ K )= P K−1

1 (Z⃗ K−1)+ z3k+1 P K−1
3 (Z⃗ K−1)+ z3k+2 P K−1

4 (Z⃗ K−1),

a2 = P K
2 (Z⃗ K )= P K−1

2 (Z⃗ K−1)+ z3k+2 P K−1
3 (Z⃗ K−1)+ z3k+3 P K−1

4 (Z⃗ K−1),

a3 = P K
3 (Z⃗ K )= P K−1

3 (Z⃗ K−1),

a4 = P K
4 (Z⃗ K )= P K−1

4 (Z⃗ K−1).

(7.0.1)

Notice that these equations simplify to

a1 = P K−1
1 (Z⃗ K−1)+ a3z3k+1 + a4z3k+2,

a2 = P K−1
2 (Z⃗ K−1)+ a3z3k+2 + a4z3k+3,

a3 = P K−1
3 (Z⃗ K−1),

a4 = P K−1
4 (Z⃗ K−1).
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If (a3, a4) ̸= (0, 0) then we can solve the two first equations for two of the three variables z3k+1, z3k+2,
z3k+3 and we see that the fiber is a graph over GK−1

(a3,a4)
× C, where

GK−1
(a3,a4)

= {Z⃗ K−1 ∈ C3K−3
: a3 = P K−1

3 (Z⃗ K−1), a4 = P K−1
4 (Z⃗ K−1)}.

If (a3, a4) = (0, 0), we get F K
(a1,a2,0,0) = FK−1

(a1,a2,0,0) × C3. We see that we get two main cases, namely
(a3, a4)= (0, 0) and (a3, a4) ̸= (0, 0). The last case will break into the two subcases, namely (a3, a4) ̸=

(0, 1) and (a3, a4)= (0, 1). We need these subcases because GK−1
(0,1) is not smooth. We list the strata below:

• The strata of generic fibers: When (a3, a4) ̸= (0, 0), the fibers are graphs over GK−1
(a3,a4)

× C. This set is
divided into two strata as follows:

– Smooth generic fibers: When (a3, a4) ̸= (0, 1), the fibers are smooth.

– Singular generic fibers: When (a3, a4)= (0, 1), the fibers are nonsmooth.

• The stratum of nongeneric fibers: When (a3, a4)= (0, 0), the fibers are F K
(a1,a2,0,0) = F K−1

(a1,a2,0,0)× C3.
Moreover the fibers are smooth.

We now analyze the case when K = 2k ≥ 3 is even. Now we have

π4 ◦9K (Z⃗ K )= π4 ◦9K−1(Z⃗ K−1)


1 0 w3k−2 w3k−1

0 1 w3k−1 w3k

0 0 1 0
0 0 0 1

 ,
and F K

(a1,a2,a3,a4)
is the solution set of the equations

a1 = P K
1 (Z⃗ K )= P K−1

1 (Z⃗ K−1),

a2 = P K
2 (Z⃗ K )= P K−1

2 (Z⃗ K−1),

a3 = P K
3 (Z⃗ K )= P K−1

3 (Z⃗ K−1)+w3k−2 P K−1
1 (Z⃗ K−1)+w3k−1 P K−1

2 (Z⃗ K−1),

a4 = P K
4 (Z⃗ K )= P K−1

4 (Z⃗ K−1)+w3k−1 P K−1
1 (Z⃗ K−1)+w3k P K−1

2 (Z⃗ K−1).

(7.0.2)

As in the previous case these equations simplify:

a1 = P K−1
1 (Z⃗ K−1),

a2 = P K−1
2 (Z⃗ K−1),

a3 = P K−1
3 (Z⃗ K−1)+ a1w3k−2 + a2w3k−1,

a4 = P K−1
4 (Z⃗ K−1)+ a1w3k−1 + a2w3k .

Let
HK−1
(a1,a2)

= {Z⃗ K−1 ∈ C3K−3
: a1 = P K−1

1 (Z⃗ K−1), a2 = P K−1
2 (Z⃗ K−1)}.

An analysis similar to that above gives us the following strata:

• The stratum of generic fibers: When (a1, a2) ̸= (0, 0), the fibers are graphs over HK−1
(a1,a2)

×C. Moreover
the fibers are smooth.
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• The strata of nongeneric fibers: When (a1, a2) = (0, 0), the fibers are F K
(0,0,a3,a4)

= F K−1
(0,0,a3,a4)

× C3.
This set is divided into two strata as follows:

– Smooth nongeneric fibers: When (a3, a4) ̸= (0, 1), the fibers are smooth.

– Singular nongeneric fibers: When (a3, a4)= (0, 1), the fibers are nonsmooth.

8. Determination of complete vector fields

The description of the fibers in Section 7 leads us to study vector fields simultaneously tangent to the level
sets {P =c1}, {Q=c2} of two functions P, Q : CN

→ C. Such fields can be constructed in the following
way. Pick three variables x, y, z from the variables x1, . . . , xN on CN and consider the vector fields

Dxyz(P, Q)= det

 ∂/∂x ∂/∂y ∂/∂z
∂P/∂x ∂P/∂y ∂P/∂z
∂Q/∂x ∂Q/∂y ∂Q/∂z

 , (8.0.1)

which are simultaneously tangent to the level sets. As mentioned in Section 5 we want to use a finite
collection of complete vector fields spanning tangent space at every point to prove (stratified) ellipticity.
It is an easy exercise to show that the collection of these vector fields over all possible triples spans the
tangent space at smooth points of the variety {P =c1} ∩ {Q=c2}. It turns out that many of the vector
fields we get by this method are complete but unfortunately not all of them. The complete vector fields
from this collection will not span the tangent space at all points for all level sets. To overcome this
difficulty and still producing dominating sprays from this collection of available complete fields is the
main technical part of our paper explained in Section 9.

Now we will begin to describe the complete vector fields tangent to the fibers of π4 ◦ 9K =

(P K
1 , P K

2 , P K
3 , P K

4 ) that we get using (8.0.1). It will be convenient to group the variables as in Section 6,
Z1,W1, Z2,W2, . . . , where

Zk =

(
z3k−2 z3k−1

z3k−1 z3k

)
and similarly for Wk . Since the variable z1 never enters in P K, we omit it from the first group Z1. Note
that P1

= (z2, z3, 0, 1)T. We are going to study the vector fields

V K
i j (x, y, z)= Dxyz(P K

i , P K
j ).

The 2×2 minors occurring as coefficients are denoted by C K
i j ( · , · ), i.e.,

V K
i j (x, y, z)= C K

i j (y, z) ∂
∂x

− C K
i j (x, z) ∂

∂y
+ C K

i j (x, y) ∂
∂z
.

The description of the complete vector fields will be done inductively. We start with K = 2. We have
to study G 2

(a3,a4)
, or equivalently, the equations

a3 = P2
3 (z1, . . . , w3)= z2w1 + z3w2,

a4 = P2
4 (z1, . . . , w3)= 1 + z2w2 + z3w3.

(8.0.2)
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We are interested in which triples (x, y, z) of variables from the list z2, z3, w1, w2, w3 give complete
vector fields V 2

34(x, y, z) and we denote the set of these triples by T2. By definition T1 = ∅.
An easy computation gives that

T2 = {(w1, w2, w3), (z2, w2, w3), (z3, w1, w2),

(z2, w1, w3), (z3, w1, w3), (z2, z3, w1), (z2, z3, w3)}. (8.0.3)

For all the remaining noncomplete triples there is a variable such that the equation is quadratic for that
variable. We are now interested in determining at every stage the triples of variables (x, y, z) such that
V 2k+1

12 (x, y, z), for K = 2k + 1 odd, and V 2k+2
34 (x, y, z), for K = 2k + 2 even, are complete. We shall

denote the set of such triples by TK . The terms occurring in P K are of degree 1 in the occurring variables;
hence the coefficients C K

i j are either of degree 1 or 2 in the occurring variables. A triple giving a coefficient
which is quadratic in the integration variable (for instance if C K

i j (y, z) is quadratic in the x-variable) will
not be complete, and we shall refer to such a triple as a quadratic triple and the corresponding vector field
as a quadratic vector field. The content of the next lemma is that all the remaining triples give complete
vector fields. The variables that do not occur in a triple will have constant solutions and are therefore
treated as such in the proof.

Lemma 8.1. For k ≥ 1, we have T2k ⊂ T2k+1 ⊂ T2k+2. Moreover

T2k+1 \ T2k = {(z3k+1, z3k+2, z3k+3)}

∪ {(w3k−2, z3k+1, z3k+3), (w3k−2, z3k+2, z3k+3)}

∪ {(w3k, z3k+1, z3k+2), (w3k, z3k+1, z3k+3)}

∪ {(a, b, z3k+1), (a, b, z3k+3) : a and b are from the same group}

∪ {(a, b, z3k+1) : a the last variable of one group and b the first of the next}

∪ {(a, b, z3k+3) : a the last variable of one group and b the first of the next}

∪ {(a, b, z3k+1) : a the first variable of one group and b the last of the next}

∪ {(a, b, z3k+3) : a the first variable of one group and b the last of the next} (8.0.4)

and

T2k+2 \ T2k+1 = {(w3k+1, w3k+2, w3k+3)}

∪ {(z3k+1, w3k+1, w3k+3), (z3k+1, w3k+2, w3k+3)}

∪ {(z3k+3, w3k+1, w3k+2), (z3k+3, w3k+1, w3k+3)}

∪ {(a, b, w3k+1), (a, b, w3k+3) : a and b are from the same group}

∪ {(a, b, w3k+1) : a the last variable of one group and b the first of the next}

∪ {(a, b, w3k+3) : a the last variable of one group and b the first of the next}

∪ {(a, b, w3k+1) : a the first variable of one group and b the last of the next}

∪ {(a, b, w3k+3) : a the first variable of one group and b the last of the next}. (8.0.5)

In combination with (8.0.3) this gives us a complete description of the sets TL , L ≥ 2.
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Proof. The result is true for T2. The first group is interpreted as {z2, z3} and z3k+1 must be replaced by z2.
The missing triplets are precisely the quadratic triples.

We shall prove (8.0.4), the proof of (8.0.5) being identical. There is a lot of symmetry in the proof
and we will not repeat arguments already given in a situation symmetric to a proven statement. We first
consider triples (x, y, z) not containing any variables from the new group Zk+1, i.e., z3k+1, z3k+2 and
z3k+3. It then follows from (6.0.1) (omitting variables for shorter notation) that

V 2k+1
12 = V 2k

12 + z3k+1V 2k
32 − z3k+2V 2k

24 − z3k+2V 2k
31 + z3k+3V 2k

14 + (z3k+1z3k+3 − z2
3k+2)V

2k
34 . (8.0.6)

A quadratic triple will still be quadratic since V 2k
34 is. For a triple in T2k , notice that in all of the first

five terms the V 2k
i j is obtained by replacing one or two of the functions P2k

3 and P2k
4 by P2k

1 and/or
P2k

2 . By (6.0.2) all of the terms occurring in P2k
1 or P2k

2 divide a term occurring in P2k
3 and also a term

occurring in P2k
4 . This means that all terms occurring in the first five vector fields above are already

present in V 2k
34 and completeness is not destroyed. We also notice that for any pair x, y of previous

variables, the coefficient C2k+1
12 (x, y) will also satisfy (8.0.6).

We next consider triples containing some of the new variables z3k+1, z3k+2 and z3k+3. The Jacobian
matrix is now given by (6.0.3), where

Ak+1
=

(
P2k

3 P2k
4 0

0 P2k
3 P2k

4

)
. (8.0.7)

If the triple contains all three variables, then

V 2k+1
12 (zk+1, zk+2, zk+3)= (P2k

4 )2
∂

∂z3k+1
− (P2k

3 )(P2k
4 )

∂

∂z3k+2
+ (P2k

3 )2
∂

∂z3k+3
,

and the coefficients do not contain any of the Zk+1-variables; hence this is complete. (The solutions are
just affine functions.)

We now consider the case of two new variables. The first possibility is (x, z3k+1, z3k+2). The coefficient
of ∂/∂x is (P2k

3 )2. Since P2k
3 contains all previous variables except w3k , this is quadratic in all those vari-

ables and x =w3k is the only possibility. The solution for w3k is affine. The coefficient of ∂/∂z3k+2 is now

−

(
∂P2k

2

∂w3k
+ zk+3

∂P2k
4

∂w3k

)
,

which is just a constant and the solution is again affine. Finally the coefficient of ∂/∂z3k+1 is given by

∂P2k
1

∂w3k
+ zk+2

∂P2k
4

∂w3k
,

which is an affine function and the solution is entire. Hence this field is complete.
Precisely the same logic applies to the triple (x, z3k+2, z3k+3) except now w3k−2 is the only missing

variable (now in P2k
4 ).

The final possibility of two new variables is the triple (x, z3k+1, z3k+3). The coefficient of ∂/∂x is
now P2k

3 P2k
4 which is of degree 1 in w3k−2 and w3k and quadratic in all other previous variables. We

consider the case of x = w3k−2, the case x = w3k being identical. The coefficient is an affine function
of w3k−2; hence the solution is entire. The coefficient of ∂/∂z3k+1 is −z3k+1 P2k−1

1 P2k
4 , which is just a



HOLOMORPHIC FACTORIZATION OF MAPPINGS INTO Sp4(C) 253

linear function of z3k+1 and the solution is entire. The coefficient of ∂/∂z3k+3 is −z3k+2 P2k−1
2 P2k

4 , which
is just a constant and the solution is affine.

We finally consider the case of one new variable and two previous variables x, y. It follows that
C2k+1

12 (x, y) satisfies (8.0.6), and hence is quadratic in z3k+2, so this cannot be the new variable. In order
to investigate z3k+1 and z3k+3 we need to understand which variables are involved in the coefficients. To
do this we look at each previous group of variables Z j and Wj for 1 ≤ j ≤ k and see which variables
are involved in the first two rows of the Jacobian with respect to these variables at level 2k + 1. For a
Z j -group we need to consider the matrix(

∂P2k+1
1 /∂z3 j−2 ∂P2k+1

1 /∂z3 j−1 ∂P2k+1
1 /∂z3 j

∂P2k+1
2 /∂z3 j−2 ∂P2k+1

2 /∂z3 j−1 ∂P2k+1
2 /∂z3 j

)
and the same for a Wj -group. The Z1-group only consists of z2 and z3. The Z j -variables do not occur in
the above matrix. There is a simple formula for the above matrix which follows from (6.0.3) and (6.0.4).
The matrix is the first two rows of the matrix (I = I2) :(

I Zk+1

0 I

)
· · ·

(
I 0

Wj I

)(
Aj

0

)
and this formula makes it easy to track which variables are missing at each step, in addition to the
Z j -variables. We arrive at the following matrix of missing variables:(

w3 j−3, w3 j , z3k+3 z3k+3 w3 j−5, w3 j−2, z3k+3

w3 j−3, w3 j , z3k+1 z3k+1 w3 j−5, w3 j−2, z3k+1

)
.

In the case j = 1 the missing-variable matrix is(
w3, z3k+3 w1, z3k+3

w3, z3k+1 w1, z3k+1

)
.

We now consider a Wj -group. Again the Wj -variables do not enter. We now have to consider the first
two rows of the matrix (

I Zk+1

0 I

)
· · ·

(
I Z j+1

0 I

)(
0
Bj

)
,

and this leads to the following missing-variable matrix for j < k:(
z3 j , z3 j+3, z3k+3 z3k+3 z3 j−2, z3 j+1, z3k+3

z3 j , z3 j+3, z3k+1 z3k+1 z3 j−2, z3 j+1, z3k+1

)
.

For j = 1 we replace z3 j−2 by z2. For j = k the middle entries in the upper-left and the lower-right
corners are replaced by z3k+2.

We first investigate triples (x, y, z3k+1), where x and y are not from Zk+1. If x and y are from the
same group, then since z3k+1 occurs in every entry in the second row of the missing-variable matrix,
C2k+1

12 (x, z3k+1) and C2k+1
12 (y, z3k+1) do not depend on any of the variables x, y, z3k+1; hence x and y

are both affine functions. C2k+1
12 (x, y) does not depend on x, y and is of degree 1 in z3k+1; hence the

solution is entire.
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Now assume that x and y are from different groups. If x is not a missing variable in ∂P2k+1
2 /∂y, then

y is not a missing variable in ∂P2k+1
2 /∂x . The variables x and y are not both w3k ; let’s say x is. Then

C2k+1
12 (y, z3k+1)= −

(
∂P2k+1

2

∂y

)
P2k

3

is quadratic in x and the field is not complete. Hence x and y must both appear in the second row of the
missing-variable matrix of each other.

We now look at possibilities for x and y. Assume first that x is in Z j group with 1< j ≤ k. There are
now four possibilities:

• x = z3 j−2 in which case y = w3 j−3 or y = w3 j , or

• x = z3 j in which case y = w3 j−5 or y = w3 j−2.

We consider the first case. Then

C2k+1
12 (w3 j−3, z3 j−2)=

∂P2k+1
1

∂w3 j−3

∂P2k+1
2

∂z3 j−2
−
∂P2k+1

2

∂w3 j−3

∂P2k+1
1

∂z3 j−2
,

and from the missing-variable matrix we see that this does not depend on z3 j−2 and w3 j−3 and is of
degree 1 in z3k+1; hence we have an entire solution for z3k+1. We also have

C2k+1
12 (w3 j−3, z3k+1)= −

∂P2k+1
2

∂w3 j−3
P2k

3 ,

C2k+1
12 (z3 j−2, z3k+1)= −

∂P2k+1
2

∂z3 j−2
P2k

3 .

The partial derivatives on the right-hand sides do not depend on any of the variables in the triple, and
hence are just constants. It also follows from the missing-variable matrix that P2k

3 does not contain the
product of z3 j−2 and w3 j−3; hence the equations for these two variables form a linear system with constant
coefficients. This has an entire solution. The three other cases all have similar structure and have entire
solutions. In the case j = 1, we either have x = z2 and y = w3, or x = z3 and y = w1 and the discussion
is the same. It also follows from the missing-variable matrix that x and y cannot come from different
W -groups. This proves the result in the case of picking z3k+1 from the last group. The proof in the case of
picking z3k+3 from the last group is completely symmetric. This provides the final detail in the proof. □

In order to produce complete fields that are also tangential to fibers of the submersion, we introduce
the following notation and terminology.

Definition 8.2. Let 43 = T2. For K ≥ 4 let

4K = TK−1 \ TK−2.

We say that the triples in 4K are introduced on level K .

We will now use these complete fields to produce complete fields which are tangential to the
fibers F K

(a1,a2,a3,a4)
. Here we will use triples introduced on level K to produce complete tangential fields.
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First consider the case K = 2k + 1 ≥ 3 odd.
If a3 ̸= 0, we use (7.0.1) to get

z3k+2 =
1
a3
(a2 − P2k

2 (Z⃗2k)− a4z3k+3)

and
z3k+1 =

1
a3
(a1 − P2k

1 (Z⃗2k)− a4z3k+2)

=
1
a3

(
a1 − P2k

1 (Z⃗2k)−
a4
a3
(a2 − P2k

2 (Z⃗2k)− z3k+3 P2k
4 (Z⃗2k))

)
=

1
a2

3
(a1a3 − a3 P2k

1 (Z⃗2k)− a2a4 + a4 P2k
2 (Z⃗2k)+ a2

4 z3k+3).

Using this we define a biholomorphism

α : G 2k
(a3,a4)

× Cz3k+3 → F K
(a1,a2,a3,a4)

.

On
G 2k
(a3,a4)

× Cz3k+3

we have the complete fields ∂2k
x1x2x3

for x1, x2, x3 in 42k+1 and also the complete field ∂/∂z3k+3. Using
the biholomorphism α we get complete fields on F K

(a1,a2,a3,a4)
for a3 ̸= 0 of the form

θ2k+1,∗
x1x2x3

= ∂2k
x1x2x3

+
1
a3
∂2k

x1x2x3
(P2k

2 (Z⃗2k))
∂

∂z3k+2
+

1
a2

3
∂2k

x1x2x3
(a3 P2k

1 (Z⃗2k)− a4 P2k
2 (Z⃗2k))

∂

∂z3k+1
(8.0.8)

and

γ 2k+1,∗
=

∂

∂z3k+3
+

a2
4

a2
3

∂

∂z3k+1
−

a4
a3

∂

∂z3k+2
. (8.0.9)

Since P2k
3 = a3 and P2k

4 = a4 on the fiber, we get meromorphic fields on (C3)K

θ2k+1,∗
x1x2x3

= ∂2k
x1x2x3

+
∂2k

x1x2x3
(P2k

2 (Z⃗2k))

P2k
3 (Z⃗2k)

∂

∂z3k+2

+

(
∂2k

x1x2x3
(P2k

1 (Z⃗2k))

P2k
3 (Z⃗2k)

−
P2k

4 (Z⃗2k)∂
2k
x1x2x3

(P2k
2 (Z⃗2k))

P2k
3 (Z⃗2k)2

)
∂

∂z3k+1
(8.0.10)

and

γ 2k+1,∗
=

∂

∂z3k+3
+

P2k
4 (Z⃗2k)

2

P2k
3 (Z⃗2k)2

∂

∂z3k+1
−

P2k
4 (Z⃗2k)

P2k
3 (Z⃗2k)

∂

∂z3k+2
(8.0.11)

(abusing notation), with poles on P2k
3 = 0. Since P2k

3 is in the kernel of these fields, we can multiply the
fields by (P2k

3 )2 and get the following complete fields that are globally defined on (C3)K and preserve
the fibers of π4 ◦9K :

θ2k+1
x1x2x3

= P2k
3 (Z⃗2k)

2θ2k+1,∗
x1x2x3

= P2k
3 (Z⃗2k)

2∂2k
x1x2x3

+ P2k
3 (Z⃗2k)∂

2k
x1x2x3

(P2k
2 (Z⃗2k))

∂

∂z3k+2

+
[
P2k

3 (Z⃗2k)∂
2k
x1x2x3

(P2k
1 (Z⃗2k))− P2k

4 (Z⃗2k)∂
2k
x1x2x3

(P2k
2 (Z⃗2k))

] ∂

∂z3k+1
(8.0.12)
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for x1, x2, x3 ∈42k+1, and

γ 2k+1
= P2k

3 (Z⃗2k)
2γ 2k+1,∗

= P2k
3 (Z⃗2k)

2 ∂

∂z3k+3
+ P2k

4 (Z⃗2k)
2 ∂

∂z3k+1
− P2k

3 (Z⃗2k)P2k
4 (Z⃗2k)

∂

∂z3k+2
. (8.0.13)

If a4 ̸= 0 we can define a biholomorphism

β : G 2k
(a3,a4)

× Cz3k+1 → F K
(a1,a2,a3,a4)

using (7.0.1) and

z3k+2 =
1
a4
(a1 − P2k

1 (Z⃗2k)− a3z3k+1)

and
z3k+3 =

1
a4
(a2 − P2k

2 (Z⃗2k)− a3z3k+2)

=
1
a4

(
a2 − P2k

2 (Z⃗2k)−
a3
a4
(a1 − P2k

1 (Z⃗2k)− a3z3k+1)
)

=
1
a2

4
(a2a4 − a4 P2k

2 (Z⃗2k)− a1a3 + a3 P2k
1 (Z⃗2k)+ a2

3 z3k+1).

On
G 2k
(a3,a4)

× Cz3k+1

we have the complete fields ∂2k
x1x2x3

for x1, x2, x3 in 42k+1 and ∂/∂z3k+1. Proceeding as above we get the
complete fields

φ2k+1
x1x2x3

= P2k
4 (Z⃗2k)

2∂2k
x1x2x3

+ P2k
4 (Z⃗2k)∂

2k
x1x2x3

(P2k
1 (Z⃗2k))

∂

∂z3k+2

+
[
P2k

4 (Z⃗2k)∂
2k
x1x2x3

(P2k
2 (Z⃗2k))− P2k

3 (Z⃗2k)∂
2k
x1x2x3

(P2k
1 (Z⃗2k))

] ∂

∂z3k+3
(8.0.14)

for x1, x2, x3 ∈92k+1. The field γ 2k+1 is the same as in the case a3 ̸= 0.
For the case K = 2k ≥ 3 even, an analogous procedure leads to the following complete fields on (C3)K

tangent to the fibers of π4 ◦9K :

θ2k
x1x2x3

=P2k−1
1 (Z⃗2k−1)

2∂2k−1
x1x2x3

+P2k−1
1 (Z⃗2k−1)∂

2k−1
x1x2x3

(P2k−1
4 (Z⃗2k−1))

∂

∂w3k−1

+
[
P2k−1

1 (Z⃗2k−1)∂
2k−1
x1x2x3

(P2k−1
3 (Z⃗2k−1))−P2k−1

2 (Z⃗2k−1)∂
2k−1
x1x2x3

(P2k−1
4 (Z⃗2k−1))

] ∂

∂w3k−2
(8.0.15)

for x1, x2, x3 ∈42k ,

φ2k
x1x2x3

= P2k−1
2 (Z⃗2k−1)

2∂2k−1
x1x2x3

+P2k−1
2 (Z⃗2k−1)∂

2k−1
x1x2x3

(P2k−1
3 (Z⃗2k−1))

∂

∂w3k−1

+
[
P2k−1

2 (Z⃗2k−1)∂
2k−1
x1x2x3

(P2k−1
4 (Z⃗2k−1))−P2k−1

1 (Z⃗2k−1)∂
2k−1
x1x2x3

(P2k−1
3 (Z⃗2k−1))

] ∂

∂w3k
(8.0.16)

for x1, x2, x3 ∈42k , and

γ 2k
= P2k−1

1 (Z⃗2k−1)
2 ∂

∂w3k
+ P2k−1

2 (Z⃗2k−1)
2 ∂

∂w3k−2
− P2k−1

1 (Z⃗2k−1)P2k−1
2 (Z⃗2k−1)

∂

∂w3k−1
. (8.0.17)
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Remark 8.3. It follows from the inductive formulas (7.0.1) and (7.0.2) that θK
x1x2x3

, φK
x1x2x3

and γ K,
considered as vector fields on (C3)L, are tangent to the fibers F L

(a1,a2,a3a4)
for L ≥ K . In other words, the

fields associated with triples introduced on level K are tangential to all fibers F L for L ≥ K .

9. Strategy of proof of stratified ellipticity

We outline the strategy for proving that the submersion is a stratified elliptic submersion. We have seen
that the fibers are given by four polynomial equations. We have also seen that these four equations can be
reduced to two equations. We then use the exact form of these two equations to find 4K so that ∂K

x1x2x3

are complete vector fields exactly when x1, x2, x3 ∈4K . This leads us to the globally defined complete
vector fields θK

x1x2x3
, φK

x1x2x3
and γ K described in Section 8. Find a big (a complement of an analytic

subset) “good” set on the fibers where the collection of these vector fields spans the tangent space of the
fiber. For points outside the good set find a complete field V whose orbit through the point intersects the
good set. At points along the orbit that are also in the good set, the collection of complete vector fields
above spans. Now pull back the collection of vector fields by suitable flow automorphisms of V and
add these fields to the collection (see Definition 10.7). This enlarged collection of complete vector fields
spans in a bigger set, thus enlarging the good set. Continue this enlarging of the collection of vector fields
until it spans the tangent space at every point of every fiber in the stratum. To accomplish this strategy we
need the following technical results.

Lemma 9.1. Let M be a Stein manifold and N0 ⊂ N ⊂ M analytic subvarieties. Given a finite collec-
tion θ1, . . . , θk of complete holomorphic vector fields on M which span the tangent space Tx M at all
points x ∈ M \ N and given another complete holomorphic vector field φ on M (whose flow we denote by
αt ∈ Authol(M), t ∈ C) with the property that the orbit through points of N \ N0 is leaving N ; i.e., for
all x ∈ N \ N0 we have {αt(x) : t ∈ C} ̸⊂ N. Then there are finitely many times ti ∈ C, i = 1, . . . , l, such
that for all x ∈ N \ N0 we have {αti (x)}

l
i=1 ̸⊂ N. In particular the finite collection {α⋆ti (θm)}

l,k
i=1,m=1 of

complete holomorphic vector fields on M spans the tangent space Tx M at all points x ∈ M \ N0.

Proof. The analytic subset N has at most countably many components. Denote by Bi those components
which are not entirely contained in N0. Define a0 to be the maximal dimension of them. Choose a point xi

from each of those Bi . For every i the set Ai := {t ∈ C : αt(xi ) ∈ N } is discrete. Since a countable union
of discrete sets is meager in C, we can find t1 such that t1 /∈ Ai for all i . Denote by B̃i those components
of the analytic subset N1 := {y ∈ N : αt1(y) ∈ N } which are not entirely contained in N0 and define a1 to
be the maximal dimension of them. By construction a1 < a0. Choose a point x̃i from each of those B̃i .
For every i the set Ãi := {t ∈ C : αt(x̃i ) ∈ N } is discrete. Since a countable union of discrete sets is
meager in C, we can find t2 such that t2 /∈ Ãi for all i .

Let a2 be the maximal dimension of those components of the analytic subset N2 := {y ∈ N :

αt1(y) ∈ N and αt2(y) ∈ N } which are not entirely contained in N0. By construction a2 < a1 and
continuing the construction after finitely steps we reach our conclusion. □

The next lemma is a generalized and parametrized version of the previous one. It is adapted to the
stratified spray situation. Namely, we have to produce sprays not on a single fiber but in a neighborhood
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of the fiber in each stratum (see Definition 5.4). In our case it will be on the whole stratum. The
following definitions are straightforward. The first one was introduced in [Andrist and Kutzschebauch
2018, page 918].

Definition 9.2. Let π : X → Y be a holomorphic map between complex manifolds and denote by
dπ : T X → T Y the tangent map. We call a holomorphic vector field θ on X fiber-preserving if dπ(θ)= 0.

Definition 9.3. A subset N of a complex manifold M is called invariant with respect to a collection of
vector fields on M if for each of the vector fields we have: for each starting point x ∈ N the local flow of
the field (which is defined in a neighborhood of time 0) remains contained in N.

Lemma 9.4. Consider a submersion π : M → Y with connected fibers My := π−1(y) and a finite
collection of complete fiber-preserving holomorphic vector fields on M such that in each fiber My there
is a point x ∈ My where they span the tangent space Tx My . Suppose there is no analytic subset N of M
contained in a fiber My which is invariant under the flows of θ1, . . . , θk . Then a finite subset of the set
0(θ1, . . . , θk) is spanning Tx Mπ(x) for all x ∈ M.

Proof. Let N ⊂ M be the set of points x where span{(θ1, . . . , θk)} ̸= Tx Mπ(x). By assumption N ∪ My

is a proper analytic subset of My for each y ∈ Y. Since there is no invariant analytic subset different
from the fibers for each x0 ∈ N, there is a field θi whose flow starting in x0 will leave N, i.e., go through
points where (θ1, . . . , θk) span Tx Mπ(x). Now choose (at most countably many) points, one from each
component of N. As in the proof of the proceeding lemma find finitely many times ti and enlarge the
collection θ1, . . . , θk by the pullbacks (αi (ti ))∗(θm)i , m = 1, . . . , k. We then get a new finite collection
of complete fields where the set of points where this new collection does not span the tangent space of
the π -fiber has smaller dimension. By finite induction on the dimension we get the desired result. □

10. Auxiliary quantities and results

Define

MK
x1x2x3

=


∂P K

1 /∂x1 ∂P K
1 /∂x2 ∂P K

1 /∂x3

∂P K
2 /∂x1 ∂P K

2 /∂x2 ∂P K
2 /∂x3

∂P K
3 /∂x1 ∂P K

3 /∂x2 ∂P K
3 /∂x3

∂P K
4 /∂x1 ∂P K

4 /∂x2 ∂P K
4 /∂x3

 (10.0.1)

for any triple x1, x2, x3 from Z⃗ K . Removing the j -th row from MK
x1x2x3

gives us 3×3 matrices which we
denote by MK , j

x1x2x3 . Let

RK , j
x1x2x3

= detMK , j
x1x2x3

.

The significance of the functions RK , j
x1x2x3 is understood if one notices, because of (8.0.1), that

R2k+1,1
x1x2x3

= ∂2k
x1x2x3

P2k
2 , (10.0.2)

R2k+1,2
x1x2x3

= ∂2k
x1x2x3

P2k
1 (10.0.3)



HOLOMORPHIC FACTORIZATION OF MAPPINGS INTO Sp4(C) 259

and that

R2k,3
x1x2x3

= ∂2k−1
x1x2x3

P2k−1
4 , (10.0.4)

R2k,4
x1x2x3

= ∂2k−1
x1x2x3

P2k−1
3 . (10.0.5)

From (7.0.1) and (7.0.2) we get the relations
R2k+1,1

x1x2x3

R2k+1,2
x1x2x3

R2k+1,3
x1x2x3

R2k+1,4
x1x2x3

=


1 0 0 0
0 1 0 0

−z3k+1 z3k+2 1 0
z3k+2 −z3k+3 0 1



R2k,1

x1x2x3

R2k,2
x1x2x3

R2k,3
x1x2x3

R2k,4
x1x2x3

 (10.0.6)

and 
R2k,1

x1x2x3

R2k,2
x1x2x3

R2k,3
x1x2x3

R2k,4
x1x2x3

=


1 0 −w3k−2 w3k−1

0 1 w3k−1 −w3k

0 0 1 0
0 0 0 1



R2k−1,1

x1x2x3

R2k−1,2
x1x2x3

R2k−1,3
x1x2x3

R2k−1,4
x1x2x3

 . (10.0.7)

Consider the vector fields θ L
x1x2x3

and φL
x1x2x3

, where (x1, x2, x3) ∈ TL and 3 ≤ L ≤ K . Rewriting
(8.0.12), (8.0.14), (8.0.15) and (8.0.16) using these functions we get

θ2k+1
x1x2x3

= P2k
3 (Z⃗2k)

2∂2k
x1x2x3

+ P2k
3 (Z⃗2k)R2k+1,1

x1x2x3
(Z⃗2k)

∂

∂z3k+2

+
(
P2k

3 (Z⃗2k)R2k+1,2
x1x2x3

(Z⃗2k)− P2k
4 (Z⃗2k)R2k+1,1

x1x2x3
(Z⃗2k)

) ∂

∂z3k+1
, (10.0.8)

φ2k+1
x1x2x3

= P2k
4 (Z⃗2k)

2∂2k
x1x2x3

+ P2k
4 (Z⃗2k)R2k+1,2

x1x2x3
(Z⃗2k)

∂

∂z3k+2

+
(
P2k

4 (Z⃗2k)R2k+1,1
x1x2x3

(Z⃗2k)− P2k
3 (Z⃗2k)R2k+1,2

x1x2x3
(Z⃗2k)

) ∂

∂z3k+3
, (10.0.9)

θ2k
x1x2x3

= P2k−1
1 (Z⃗2k−1)

2∂2k−1
x1x2x3

+ P2k−1
1 (Z⃗2k−1)R2k,3

x1x2x3
(Z⃗2k−1)

∂

∂w3k−1

+
(
P2k−1

1 (Z⃗2k−1)R2k,4
x1x2x3

(Z⃗2k−1)− P2k−1
2 (Z⃗2k−1)R2k,3

x1x2x3
(Z⃗2k−1)

) ∂

∂w3k−2
, (10.0.10)

φ2k
x1x2x3

= P2k−1
2 (Z⃗2k−1)

2∂2k−1
x1x2x3

+ P2k−1
2 (Z⃗2k−1)R2k,4

x1x2x3
(Z⃗2k−1)

∂

∂w3k−1

+
(
P2k−1

2 (Z⃗2k−1)R2k,3
x1x2x3

(Z⃗2k−1)− P2k−1
1 (Z⃗2k−1)R2k,4

x1x2x3
(Z⃗2k−1)

) ∂

∂w3k
. (10.0.11)

We see that half of the functions RK , j
x1x2x3 occur in the coefficients of the last three directions. As already

observed the fields θ L
x1x2x3

and φL
x1x2x3

for L < K have zero components along the last three directions.
We have to make sure that the projection onto the last three variables of the collection of fields θK

x1x2x3

and φK
x1x2x3

spans a 3-dimensional space. If this is true for a point, we will say that the fields span all new
directions in the point. In order to determine if our fields span all new directions in a point Z⃗ K ∈F K

a1a2a3a4
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we will use the following. Let NK = |TK | be the number of complete triples. Define the (2 × NK−1)-
matrices

�K
x1x2x3

(Z⃗ K )=



(
RK−1,1

x1x2x3
(Z⃗ K ) · · ·

RK−1,2
x1x2x3

(Z⃗ K ) · · ·

)
when K odd,

(
RK−1,3

x1x2x3
(Z⃗ K ) · · ·

RK−1,4
x1x2x3

(Z⃗ K ) · · ·

)
when K even,

where (x1, x2, x3) run over all triples in TK−1. Using the formulas (10.0.8), (10.0.9), (10.0.10), (10.0.11),
and remembering that a fiber F K

(a1,a2,a3,a4)
is called generic if (a1, a2) ̸= (0, 0) when K is even and if

(a3, a4) ̸= (0, 0) when K is odd, it is an exercise in linear algebra to prove the lemma below.

Lemma 10.1. If in a point Z⃗ K ∈ F K
a1a2a3a4

in a generic fiber

Rank�K
x1x2x3

(Z⃗ K )= 2
then

{θK
x1x2x3

: (x1, x2, x3) ∈ TK−1} ∪ {φK
x1x2x3

: (x1, x2, x3) ∈ TK−1} ∪ {γ K
}

span all three new directions. If
Rank�K

x1x2x3
(Z⃗ K )= 1

then
{θK

x1x2x3
: (x1, x2, x3) ∈ TK−1} ∪ {φK

x1x2x3
: (x1, x2, x3) ∈ TK−1} ∪ {γ K

}

span two out of three new directions.

Because of the formulas (10.0.6) and (10.0.7) we have the lemma below.

Lemma 10.2. Let K ≤ L and put

ML
K (Z⃗L)=


RL ,1

x1x2x3
(Z⃗L) . . .

RL ,2
x1x2x3

(Z⃗L) . . .

RL ,3
x1x2x3

(Z⃗L) . . .

RL ,4
x1x2x3

(Z⃗L) . . .

 ,
where (x1, x2, x3) run over all triples in TK . For all L ≥ K

RankMK
K (Z⃗L)= RankML

K (Z⃗L).

The importance of Lemmas 10.1 and 10.2 is seen in the following corollary.

Corollary 10.3. Let L > K and Z⃗ K be a point where RankMK
K (Z⃗ K ) = 4. Then for all points Z⃗L

contained in a generic fiber F L
(a1,a2,a3,a4)

such that π(Z⃗L)= Z⃗ K , the complete fields

{θ L
x1x2x3

: (x1, x2, x3) ∈ TL−1} ∪ {φL
x1x2x3

: (x1, x2, x3) ∈ TL−1} ∪ {γ L
}

span all new directions (the directions along the last three variables in (C3)L ).

Proof. Two rows of the rank-4 matrix ML
K (Z⃗L) are linearly independent. □
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∂2
x1x2x3

R2,1
x1x2x3

R2,2
x1x2x3

R2,3
x1x2x3

R2,4
x1x2x3

∂2
w1w2w3

0 0 0 0
∂2

z2w2w3
0 z2

3 0 0
∂2

z3w1w2
z2

2 0 0 0
∂2

z2w1w3
0 z2z3 0 0

∂2
z3w1w3

z2z3 0 0 0
∂2

z2z3w1
z2w2 −z2w3 0 z2

∂2
z2z3w3

−z3w1 z3w2 z3 0

Table 1. The expressions for R2,i
x1x2x3

.

Corollary 10.4. Let L ≥ 3 and Z⃗L be a point that is contained in a generic fiber F L
(a1,a2,a3,a4)

and such that
z2z3 ̸= 0. Then

{θ L
x1x2x3

: (x1, x2, x3) ∈ TL−1} ∪ {φL
x1x2x3

: (x1, x2, x3) ∈ TL−1} ∪ {γ L
}

span all new directions in Z⃗L .

Proof. The corresponding matrix for L = 3 is contained in Table 1. From this table the claim is an easy
exercise in linear algebra. □

In order to use this corollary we need the following lemma.

Lemma 10.5. We have the following cases for the function P = z2z3 and the fibers F K :

(1) P is not identically zero on F K
(a1,a2,a3,a4)

for K ≥ 5. For these K the fibers F K
(a1,a2,a3,a4)

are irreducible.

(2) The fibers F 4
(a1,a2,a3,a4)

are irreducible except when

(a1, a2, a3, a4)= (0, 0, 0, 1).

The function P is not identically zero on fibers except for one component of F 4
(0,0,0,1).

(3) The fibers F 3
(a1,a2,a3,a4)

are irreducible except when

(a1, a2, a3, a4)= (a1, a2, 0, 1).

The function P is not identically zero on fibers except on F 3
(0,a2,0,0) or F 3

(a1,0,0,0) or on one component
of the reducible fiber F 3

(a1,a2,0,1) where it is identically zero.

Proof. We first prove (3). The fibers F 3
(a1,a2,0,0) are just biholomorphic to C5 and z2, z3 are constantly equal

to a1, a2. This shows that they are irreducible and that the assertion about P is true. The fibers F 3
(a1,a2,0,1)

are isomorphic to the variety G 2
(0,1) given by two equations which can be written in matrix form as(

w1 w2

w2 w3

)(
z2

z3

)
=

(
0
0

)
. (10.0.12)

From this it can be seen that G 2
(0,1) has two irreducible components. One is

A1 = {z2, z3 : z2 =z3 =0} ∼= C3
w1w2w3

(10.0.13)
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and the other is

A2 =

{(
w1 w2

w2 w3

)
:

(
w1 w2

w2 w3

)(
z2

z3

)
=

(
0
0

)
and det

(
w1 w2

w2 w3

)
= 0

}
. (10.0.14)

The singularity set of G 2
(0,1) is A1 ∩ A2. Clearly P is identically zero on A1 and not identically zero

on A2. Observe that F 3
(a1,a2,0,1) are connected, their smooth part consists of the two connected components

A1 \ A2 and A2 \ A1.
The smooth generic fibers F 3

(a1,a2,a3,a4)
for (a3, a4) /∈{(0, 0), (0, 1)} are isomorphic to the variety G 2

(a3,a4)

given by the two equations

z2w1 + z3w2 = a3, (10.0.15)

z2w2 + z3w3 + 1 = a4. (10.0.16)

In the case z2 ̸= 0 these equations can be used to express w2 and w3 by the other variables and we
get a chart isomorphic to C⋆z2

× Cz3 × Cw3 . In the case z3 ̸= 0 we can express w2 and w3 by other
variables, which gives us a similar chart. Thus G 2

(a3,a4)
is covered by two connected charts with nonempty

intersection which shows that it is connected. Thus the smooth generic fibers F 3
(a1,a2,a3,a4)

are irreducible.
The function P is not identically zero on both charts. The assertion (3) is completely proven.

Next we prove assertion (2). The nongeneric fibers F 4
(0,0,a3,a4)

are isomorphic to F 3
(0,0,a3,a4)

×C3, where
C3 corresponds to the new variables w4, w5, w6. All assumptions about these fibers follow therefore from
the corresponding assumptions about F 3

(0,0,a3,a4)
.

In the case of generic fibers which are known to be smooth (see Section 7) we just have to prove that
they are connected. For this consider

F 4
(a1,a2,a3,a4)

=

⋃
(w4,w5,w6)∈C3

F 3
(a1,a2,b3,b4)

, (10.0.17)

where b3 = a3 −w4a1 −w5a2 and b4 = a4 −w5a1 −w6a2. In other words we consider the surjective
projection ρ : F 4

(a1,a2,a3,a4)
→ C3, mapping a point to its last three coordinates (w4, w5, w6), where the

ρ-fibers are just fibers F 3
(a1,a2,b3,b4)

. Connectedness of the ρ-fibers implies that a connected component
of F 4

(a1,a2,a3,a4)
has to be ρ-saturated. Since ρ is a submersion in generic points of the fiber (it is not a

submersion only in singular points of an F 3-fiber), any connected component of F 4
(a1,a2,a3,a4)

is equal to
ρ−1(U ), where U is some open subset of the base C3. Since the base is connected and ρ is surjective,
connectedness of F 4

(a1,a2,a3,a4)
follows. The function P is not identically zero on any F 3-fiber contained

in F 4
(a1,a2,a3,a4)

, and thus not identically zero on F 4
(a1,a2,a3,a4)

itself. This concludes the proof of (2).
Last we prove assertion (1). The connectedness of the fibers F K

(a1,a2,a3,a4)
for K ≥ 5 can be proven by

induction in a way similar to the connectedness of the generic F 4-fibers is deduced from the properties
of F 3-fibers. As above we consider the surjective projection ρ : F K

(a1,a2,a3,a4)
→ C3 onto the last three

variables whose fibers are F K−1-fibers. Since again F K−1-fibers are connected and ρ is a submersion
in smooth points of the F K−1-fibers, any connected component of F K

(a1,a2,a3,a4)
is of the form ρ−1(U ),

where U is some open subset of the base C3.
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In addition we will prove by induction that the smooth part of the singular fibers

F K
(a1,a2,a3,a4)

\ SingF K
(a1,a2,a3,a4)

is connected for K ≥5. Together with connectedness of the fibers this implies the irreducibility of the fibers.
For even K , the singular fibers are the singular F K−1-fibers times C3 and therefore the connectedness

of the smooth part follows by the induction hypothesis.
For odd K = 2k + 1, we are faced with the following situation: The singular fiber is F K

(a1,a2,0,1) and
it is fibered by F K−1-fibers all of which are smooth except for the fibers F K−1

(0,0,0,1). The union of those
fibers forms a codimension-2 subvariety of F K

(a1,a2,0,1) (given by the equations z3k+2 = z3k+3 = 0). By the
argument above, the complement, call it W, of this union in F K

(a1,a2,0,1) is connected. The singular points
of F K

(a1,a2,0,1) are contained in that union and are contained in (but not equal to) the union of the singular
points of the fibers F K−1

(0,0,0,1). We want to prove that any smooth point p of F K
(a1,a2,0,1) which is contained

in a fiber F K−1
(0,0,0,1) is contained in the connected component containing W. Since the complement of

W has codimension 2 in F K
(a1,a2,0,1), an open neighborhood of p in F K

(a1,a2,0,1) has to intersect W, which
gives the desired conclusion.

As in the proof of (2), the function P cannot be identically zero on any fiber F K
(a1,a2,a3,a4)

since this
fiber contains F K−1-fibers on which, by the induction hypothesis, P is not identically zero. □

Remark 10.6. The fact that after a certain number of factors the fibers of the fibration all become
irreducible is very general. It was proven by J. Draisma as an outcome of an interesting discussion
with the second author. The irreducibility statement in our lemma is just an example of a much more
general property. We refer the interested reader to [Draisma 2022]. The exact number at and past which
irreducibility of the fibers holds (in our case 5) is not known in general, although Draisma gives a bound.

Definition 10.7. Let M be a manifold and A be a set of complete vector fields on M . The flows of
elements of A give one-parameter subgroups of Aut(M). Denote by S the group generated by elements
of those one-parameter subgroups (finite compositions of time maps of vector fields of elements from A).
Define

0(A)= {α∗X : α ∈ S and X ∈ A}.

Obviously 0(A) consists of complete vector fields and we call it the collection generated by A.

Definition 10.8. Let L ≥ 3. We define

QL = 0

( L⋃
J=3

{
{θ J

x1x2x3
: (x1, x2, x3) ∈4J } ∪ {φ J

x1x2x3
: (x1, x2, x3) ∈4J } ∪ {γ J

}
})
.

At each step of the induction we will prove the following proposition, which plays a crucial role in the
inductive proof of Proposition 3.6.

Proposition 10.9. For each L ≥ 4 we have: There are finitely many (complete) fields from QL which
span the tangent space TxF L at each smooth point of any generic fiber F L. For L = 3 there are finitely
many (complete) fields from Q3 which span the tangent space TxF 3 at each point of any smooth generic
fiber F 3.
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Remark 10.10. For L = 3 singular generic fibers F 3
(a1,a2,0,1) have two irreducible components and we

can prove the statement about smooth points on generic fibers only for one of those components. It is
false for the other component.

11. Proof of Proposition 3.6: three matrix factors

In Table 2 we list the coefficients of the fields ∂2
x1x2x3

for all x1, x2, x3 ∈ T2.
We first consider the stratum of smooth generic fibers, where we have

(a3, a4) /∈ {(0, 0), (0, 1)}.

Notice that z2 = z3 = 0 is contained in F 3
(z5,z6,0,1) and therefore z2 and z3 are never simultaneously zero

on any fiber in this stratum. It is enough to show that G 2
(a3,a4)

is elliptic. We see from the table that
the fields ∂2

z3w1w3
, ∂2

z2w1w3
, ∂2
w1w2w3

span the tangent space TZ⃗2
G 2
(a3,a4)

for all points Z⃗2 where z2z3 ̸= 0.
The complement of this good set is the disjoint union of the analytic subsets A = {Z⃗2 : z2 = 0} and
B = {Z⃗2 : z3 = 0}. From the table we see that ∂2

z2w2w3
(z2) = z2

3, which is nowhere-zero on A. Also
∂2

z3w1w2
(z3)= z2

2, which is nowhere-zero on B. By Lemma 9.1 there exist finitely many complete fields from

0({∂2
x1x2x3

: (x1, x2, x3) ∈ T2})

that span the tangent space TZ⃗2
G 2
(a3,a4)

for all points in the stratum. Therefore G 2
(a3,a4)

is elliptic. It follows
that there are finitely many complete fields from

0
(
{θ3

x1x2x3
: (x1, x2, x3) ∈ T2} ∪ {φ3

x1x2x3
: (x1, x2, x3) ∈ T2} ∪ {γ 3

}
)

that span the tangent space TZ⃗3
F 3
(a1,a2,a3,a4)

for all points in the stratum.
Now we consider the stratum of nonsmooth generic fibers (a3, a4)= (0, 1). The two equations defining

G 2
(0,1) can be written in matrix form as (

w1 w2

w2 w3

)(
z2

z3

)
=

(
0
0

)
. (11.0.1)

∂/∂z2 ∂/∂z3 ∂/∂w1 ∂/∂w2 ∂/∂w3

∂2
w1w2w3

0 0 z2
3 −z2z3 z2

2

∂2
z2w2w3

z2
3 0 0 −w1 z3 w1 z2−w2 z3

∂2
z3w1w2

0 z2
2 z3w3−w2 z2 −z2w3 0

∂2
z2w1w3

z2z3 0 −w1 z3 0 −z2w2

∂2
z3w1w3

0 z2z3 −w2 z3 0 −z2w3

∂2
z2z3w1

−z2w3 z2w2 w1w3−w
2
2 0 0

∂2
z2z3w3

w2 z3 w1 z3 0 0 w1w3−w
2
2

Table 2. Coefficients of complete vector fields. For example, ∂2
w1w2w3

= z2
3(∂/∂w1)−

z2z3(∂/∂w2)+z2
2(∂/∂w3).
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Recall that G 2
(0,1) has two irreducible components. The components are given by (see (10.0.13) and

(10.0.14))
A1 = {z2, z3 : z2 = z3 = 0} ∼= C3

w1w2w3
(11.0.2)

and

A2 =

{(
w1 w2

w2 w3

)
:

(
w1 w2

w2 w3

)(
z2

z3

)
=

(
0
0

)
and det

(
w1 w2

w2 w3

)
= 0

}
. (11.0.3)

The singularity set of G 2
(0,1) is A1 ∩ A2. We have to show that the smooth part of G 2

(0,1), that is, the
disjoint union of A1 \ A2 and A2 \ A1, is elliptic. In the proof for the smooth generic case it is shown
that on the set where z2 and z3 are not both zero, there exists a collection of complete spanning vector
fields. Since A2 \ A1 is contained in that set, we need only consider A1 \ A2. The set A1 \ A2 is
biholomorphic to C3

\ {w1w3 −w2
2 = 0}. The vector fields (w1w3 −w2

2)(∂/∂w1), (w1w3 −w2
2)(∂/∂w3),

2w2(∂/∂w1)+w3(∂/∂w2), 2w2(∂/∂w3)+w1(∂/∂w2) are complete on C3
\ {w1w3 −w2

2 = 0} and span
the tangent space in all points outside the analytic set A′

={w1 =w3 =0}∩(A1\ A2). Since w2 is nowhere-
zero on A′ any of the four complete fields points out of A′. By Lemma 9.1 the proof is complete. Observe
that we also have proved Proposition 10.9 for L = 3. Notice that the fields 2w2(∂/∂w1)+w3(∂/∂w2),
2w2(∂/∂w3)+w1(∂/∂w2) are not in Q3 and this explains the difference between L = 3 and L ≥ 4 in
Proposition 10.9. See Remark 10.10.

The stratum of nongeneric fibers is a locally trivial bundle with fibers C5(∼= F 3
(a1,a2,0,0)) which is an

elliptic submersion.

12. Proof of Proposition 3.6: four matrix factors

We begin the proof by studying the stratum of generic fibers, (a1, a2) ̸= (0, 0). We write

F 4
(a1,a2,a3,a4)

=

⋃
(w4,w5,w6)∈C3

F 3
(a1,a2,b3,b4)

, (12.0.1)

where b3 = a3 −w4a1 −w5a2 and b4 = a4 −w5a1 −w6a2. We need to find finitely many complete
vector fields spanning TZ⃗4

F 4
(a1,a2,a3,a4)

for points Z⃗4 in the stratum of generic fibers. Because of (12.0.1)
there are b3 and b4 so that Z⃗3 ∈F 3

(a1,a2,b3,b4)
and Z⃗4 = (Z⃗3, w4, w5, w6). We first consider the set of points

in these fibers having the property that (b3, b4) ̸= (0, 0) or (0, 1). Under these assumptions, Z⃗4 lies in a
generic smooth fiber F 3

(a1,a2,b3,b4)
and we know from Section 11 that there is a finite collection of fields

from Q3 which spans
TZ⃗4

F 3
(a1,a2,b3,b4)

⊂ TZ⃗4
F 4
(a1,a2,a3,a4)

.

Corollary 10.4 together with Lemma 10.5(3) shows that for the set defined by z2z3 ̸= 0 (which is a Zariski
open and dense set of points of the generic fiber F 4

(a1,a2,a3,a4)
) the fields

{θ4
x1x2x3

: (x1, x2, x3) ∈ T3} ∪ {φ4
x1x2x3

: (x1, x2, x3) ∈ T3} ∪ {γ 4
}

span the new directions w4, w5, w6. Since these new directions are complementary to

TZ⃗4
F 3
(a1,a2,b3,b4)

⊂ TZ⃗4
F 4
(a1,a2,a3,a4)

,
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we have found finitely many complete fields spanning TZ⃗4
F 4
(a1,a2,a3,a4)

for points in a Zariski open dense set
in all smooth generic fibers F 3

(a1,a2,b3,b4)
. Using Lemma 9.1 we get finitely many complete fields spanning

TZ⃗4
F 4
(a1,a2,a3,a4)

for all points in all generic fibers F 4
(a1,a2,a3,a4)

with the property that (b3, b4) ̸= (0, 0)
or (0, 1). Next we consider points Z⃗4 where (b3, b4)= (0, 1), i.e,

Z⃗4 ∈ F 3
(a1,a2,0,1) ⊂ F 4

(a1,a2,a3,a4)
.

Remember that
F 3
(a1,a2,0,1) = A1 ∪ A2 = A1∪̇(A2 \ A1) (12.0.2)

(see (10.0.13) and (10.0.14)), where A1 and A2 are irreducible components. In the proof for K = 3 we
saw that there is a finite collection from Q3 which spans all tangent spaces

TZ⃗4
F 3
(a1,a2,0,1) ⊂ TZ⃗4

F 4
(a1,a2,a3,a4)

for all points in A2 \ A1. Lemma 10.5(3) gives that z2z3 is not identically zero on A2 \ A1 and as above,
appealing to Lemma 9.1, we get spanning fields for the fiber F 4

(a1,a2,a3,a4)
in all points of A2 \ A1. Our

aim is to exclude the existence of a subset of the fiber invariant under the flows of fields from Q4. By the
reasoning above, such a subset must be contained in A1 or the set of points Z⃗4 where (b3, b4)= (0, 0).
Next we show that such a subset is disjoint from A1. A calculation shows that

∂3
z2z3z6

= (z4w2 + z5w3)
∂

∂z2
− (1 + z4w1 + z5w2)

∂

∂z3
+ · · · .

Therefore the complete fields
θ4

z2z3z6
= a2

1∂
3
z2z3z6

+ · · · ,

φ4
z2z3z6

= a2
2∂

3
z2z3z6

+ · · ·

move points out of A1 (into the big orbit) unless, in addition to z2 = z3 = 0, also

1 + z4w1 + z5w2 = z4w2 + z5w3 = 0. (12.0.3)

Points in an invariant subset must also satisfy these equations. A calculation gives that ∂3
z4z5z6

= ∂/∂z4

when z2 = z3 = 0. Therefore the complete fields

θ4
z4z5z6

= a2
1∂

3
z4z5z6

+ · · · ,

φ4
z4z5z6

= a2
2∂

3
z4z5z6

+ · · ·

move points out of this set since

θ4
z4z5z6

(1 + z4w1 + z5w2)= a2
1w1,

θ4
z4z5z6

(z4w2 + z5w3)= a2
1w2,

φ4
z4z5z6

(1 + z4w1 + z5w2)= a2
2w1,

φ4
z4z5z6

(z4w2 + z5w3)= a2
2w2

cannot all be zero, because this would contradict (12.0.3). We now turn to points Z⃗4 where (b3, b4)= (0, 0)
and again show that these points are not contained in an invariant subset and hence no such invariant subset
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exists. We will find fields θ4
x1x2x3

or φ4
x1x2x3

such that R3,3
x1x2x3

̸= 0 or R3,4
x1x2x3

̸= 0. We begin by noticing
that at points Z⃗4 with z2z3 ̸= 0 we can leave the invariant set. Also z2 = 0 = z3 cannot occur in F 3

(a1,a2,0,0).
Two cases, z2 ̸= 0 = z3 and z2 = 0 ̸= z3, remain. Assume first that z2 ̸= 0 = z3 (and b3 = b4 = 0). Here
we begin by choosing the triple (z3, w1, w2). Since R3,3

z3w1w2
= −z2

2z4 and R3,4
z3w1w2

= z2
2z5, we move out

of F 3
(a1,a2,0,0) unless z4 = z5 = 0. Assuming in addition that z4 = z5 = 0 we choose the triple (z2, z3, w1).

For such points, R3,4
z2z3w1

= z2 + z2w3 z6 (and R3,3
z2z3w1

= 0) so if 1 +w3 z6 ̸= 0 we move out of F 3
(a1,a2,0,0).

Choose (z2, z3, z6). Notice that

θ4
z2z3z6

= a2
1
∂

∂z6
and φ4

z2z3z6
= a2

2
∂

∂z6

at these points and θ4
z2z3z6

(1 +w3 z6)= a2
1w3, φ4

z2z3z6
(1 +w3 z6)= a2

2w3 which both cannot be zero since
1 +w3 z6 = 0 implies w3 ̸= 0 and we assume that (a1, a2) ̸= (0, 0).

Now assume that z2 = 0 ̸= z3 (and also b3 = b4 = 0) and choose the triple (z2, w2, w3). Since
R3,3

z2w2w3
= z2

3z5 and R3,4
z2w2w3

= −z2
3z6 we move out of F 3

(a1,a2,0,0) unless z5 = z6 = 0. Assuming in
addition that z5 = z6 = 0 we choose the triple (z2, z3, w3). For such points R3,3

z2z3w3
= z3 + z3w1 z4 (and

R3,4
z2z3w3

= 0) so if 1 +w1 z4 ̸= 0 we move out of F 3
(a1,a2,0,0). Therefore assume also that 1 +w1 z4 = 0

Choose (z2, z3, z4). Notice that

θ4
z2z3z4

= a2
1
∂

∂z4
and φ4

z2z3z4
= a2

2
∂

∂z4

at these points and θ4
z2z3z4

(1+w1 z4)= a2
1w1, φ4

z2z3z4
(1+w1 z4)= a2

2w1, which both cannot be zero since
1 +w1 z4 = 0 implies w1 ̸= 0 and we assumed that (a1, a2) ̸= (0, 0). This lets us conclude that there is
no invariant subset with respect to Q4 and we have handled the stratum of generic fibers. Note that this
proves Proposition 10.9 for K = 4.

We need to study the stratum of nongeneric fibers. This stratum consists of those fibers where
a1 = a2 = 0. We notice that these fibers satisfy

F 4
(0,0,a3,a4)

= F 3
(0,0,a3,a4)

× C3

and since F 3
(0,0,a3,a4)

is elliptic we have proven Proposition 3.6 for K = 4.

13. Proof of Proposition 3.6: five matrix factors

We assume that K = 5 and we have seen that the submersions 8L = π4 ◦ 9L are stratified elliptic
submersions when 3 ≤ L ≤ 4 and that Proposition 10.9 is true when 3 ≤ L ≤ 4.

We study
F 5
(a1,a2,a3,a4)

=

⋃
(z7,z8,z9)∈C3

F 4
(b1,b2,a3,a4)

, (13.0.1)

where b1 = a1 − z7 a3 − z8 a4 and b2 = a2 − z8 a3 − z9 a4. Let Z⃗5 ∈F 5
(a1,a2,a3,a4)

. Because of (13.0.1) there
are b1 and b2 so that Z⃗4 ∈ F 4

(b1,b2,a3,a4)
and Z⃗5 = (Z⃗4, z7, z8, z9).

First we study the stratum of smooth generic fibers. Fibers in this stratum are those satisfying
(a3, a4) ̸∈ {(0, 0), (0, 1)}. First notice that if (b1, b2) ̸= (0, 0) then F 4

(b1,b2,a3,a4)
is a generic smooth fiber
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∂/∂z2 ∂/∂z3 ∂/∂z5 ∂/∂z6

P4
1 1+w1 z4 w3 z4 1 0

P4
2 0 1 0 1

P4
3 w1+w4+w1w4 z4 w2+w5+w2w4 z4 w4 w5

P4
4 w2+w5+w1w5 z4 w3+w6+w2w5 z4 w5 w6

Table 3. The nonzero partial derivatives of P4
1 , P4

2 , P4
3 , and P4

4 .

for 84 and as above, Proposition 10.9 for L = 4, Corollary 10.4 and Lemma 10.5(2) show that for these
points we have spanning fields. If (b1, b2)= (0, 0) then F 4

(0,0,a3,a4)
is a nongeneric smooth fiber for84 and

F 4
(0,0,a3,a4)

= F 3
(0,0,a3,a4)

× C3.

Since we assume that (a3, a4) ̸= (0, 1) (in this case (a3, a4) ̸= (0, 0) is automatic), we know by
Corollary 10.4, Lemma 10.5(3) and Proposition 10.9 that we have spanning fields. This also shows that
Proposition 10.9 holds for these fibers when L = 5.

We now study the stratum of singular generic fibers. Here (a3, a4) = (0, 1). Again notice that if
(b1, b2) ̸= (0, 0) then

F 4
(b1,b2,0,1)

is a generic smooth fiber for 84, and Proposition 10.9 (for L = 4), Corollary 10.4 and Lemma 10.5 show
that for these points we have spanning fields as above. Next we study the case (b1, b2)= (0, 0). In this
case we see that

F 4
(0,0,0,1)

∼= F 3
(0,0,0,1) × C3.

We write, as in Section 11,
F 3
(0,0,0,1) = A1 ∪ A2.

In A2 \ A1 we can use the argument as in the smooth generic case in Section 11: z2z3 ̸≡ 0 and
∂2

z2w2w3
(z2)= z2

3 make it possible to leave the set where z2 = 0, and ∂2
z3w1w2

(z3)= z2
2 makes it possible to

leave the set where z3 = 0.
Now we need to deal with points in A1 ×C3

⊂ F 4
(0,0,0,1). Because of the inclusion we find z5 = z6 = 0.

Define C = {z2 = z3 = z5 = z6 = 0} ⊂ F 4
(0,0,0,1) ⊂ F 5

(0,0,0,1), which contains the set of singularities

Sing(F 5
(0,0,0,1))= C ∩

{
Rank

(
w1 w2 w4 w5

w2 w3 w5 w6

)
< 2

}
.

In order to prove Propositions 10.9 and 3.6 we need to show that fields from Q5 move out from
C \ Sing(F 5

(0,0,0,1)). Calculating the partial derivatives of P4
1 , . . . , P4

4 in points of C we find that the ones
that are nonzero are those listed in Table 3. We examine the complete field φ5

z2z3z6
. This field has some

complicated components which on C take the form

φ5
z2z3z6

= D1
∂

∂z2
+D2

∂

∂z3
+D3

∂

∂z6
+ · · · ,
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where

D1 = det
(
w2+w5+w2w4 z4 w5

w3+w6+w2w5 z4 w6

)
,

D2 = det
(
w1+w4+w1w4 z4 w5

w2+w5+w1w5 z4 w6

)
,

D3 = det
(
w1+w4+w1w4 z4 w2+w5+w2w4 z4

w2+w5+w1w5 z4 w3+w6+w2w5 z4

)
.

Whenever at least one of D1, D2 or D3 is nonzero we can move out of C . Suppose we are in a point of
C \ Sing(F 5

(0,0,0,1)) where D1 = D2 = D3 = 0. Observe that

Rank
(
w1 w2 w4 w5

w2 w3 w5 w6

)
= Rank

(
w1+w4+w1w4 z4 w2+w5+w2w4 z4 w4 w5

w2+w5+w1w5 z4 w3+w6+w2w5 z4 w5 w6

)
(in this case it is 2) since(

w1+w4+w1w4 z4

w2+w5+w1w5 z4

)
=

(
w1

w2

)
+ (1 +w1 z4)

(
w4

w5

)
,(

w2+w5+w2w4 z4

w3+w6+w2w5 z4

)
=

(
w2

w3

)
+

(
w5

w6

)
+w2 z4

(
w4

w5

)
.

The fact that D1 = D2 = D3 = 0 means that the rank drops when we remove the third column from
these matrices. This implies that the third column is nonzero and the other columns are multiples of a
nonzero vector v which moreover is linearly independent of the third column. Now we use the field γ 3

(see (8.0.13)) to show that the set

I = C \ Sing(F 5
(0,0,0,1))∩ {D1 =D2 =D3 =0}

does not contain an invariant subset under fields from Q5. In the points of I we have that γ 3
= ∂/∂z4.

We consider two cases.

Case 1: (w5, w6) ̸= (0, 0). In this case

det
(
w4 w5

w5 w6

)
̸= 0.

We have

γ 3(D1)= w2 det
(
w4 w5

w5 w6

)
.

Thus γ 3 moves points out of I unless w2 = 0. Looking at

γ 3(D2)= w1 det
(
w4 w5

w5 w6

)
we see that w1 = 0 for I to be invariant. Assuming in addition w1 = w2 = 0 we find that

D2 = det
(
w4 w5

w5 w6,

)
which is a contradiction since D2 = 0 on I.
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Case 2: (w5, w6)= (0, 0). This implies w4 ̸= 0. On these assumptions

D3 = (w1w3 −w2
2)(1 + z4w4)+w3w4

and
γ 3(D3)= (w1w3 −w2

2)w4.

Now γ 3(D3)= 0 implies that w1w3 −w2
2 = 0, which in combination with D3 = 0 implies that w3 = 0.

This in turn gives w2 = 0 and (
w1 w2 w4 w5

w2 w3 w5 w6

)
=

(
w1 0 w4 0
0 0 0 0

)
,

which contradicts the assumption that

Rank
(
w1 w2 w4 w5

w2 w3 w5 w6

)
= 2.

Finally we study the stratum of nongeneric fibers, that is, (a3, a4)= (0, 0). Here all fibers are smooth.
Also

F 5
(a1,a2,0,0) = F 4

(a1,a2,0,0) × C3

and since F 4
(a1,a2,0,0) is elliptic we are done.

14. Proof of Proposition 3.6: induction steps

Recall the description of the stratification for the submersion 8M = π4 ◦9M given in Section 7. When
M is odd we have the following strata:

• The strata of generic fibers: When (a3, a4) ̸= (0, 0), the fibers are graphs over GM−1
(a3,a4)

× C. This set is
divided into two strata as follows:

– Smooth generic fibers: When (a3, a4) ̸= (0, 1), the fibers are smooth.

– Singular generic fibers: When (a3, a4)= (0, 1), the fibers are nonsmooth.

• The stratum of nongeneric fibers: When (a3, a4)= (0, 0) the fibers are F M
(a1,a2,0,0) = F M−1

(a1,a2,0,0) × C3.
Moreover the fibers are smooth.

When M is even we have the following strata:

• The stratum of generic fibers: When (a1, a2) ̸= (0, 0), the fibers are graphs over HM−1
(a1,a2)

×C. Moreover
the fibers are smooth.

• The strata of nongeneric fibers: When (a1, a2) = (0, 0), the fibers are F M
(0,0,a3,a4)

= F M−1
(0,0,a3,a4)

× C3.
This set is divided into two strata as follows:

– Smooth nongeneric fibers: When (a3, a4) ̸= (0, 1), the fibers are smooth.

– Singular nongeneric fibers: When (a3, a4)= (0, 1), the fibers are nonsmooth.

We will now complete the proof by doing the induction steps necessary.
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14.1. Even number of factors. We begin by showing that the stratified submersion is elliptic when
the number of matrix factors is even. This case is easier than the case when the number of factors is
odd, which we will deal with in Section 14.2. Assume that K = 2k − 1 ≥ 5 and that the submersions
8L = π4 ◦9L are stratified elliptic submersions when 3 ≤ L ≤ K and that Proposition 10.9 is true when
3 ≤ L ≤ K .

We study
F K+1
(a1,a2,a3,a4)

= F 2k
(a1,a2,a3,a4)

=

⋃
(w3k−2,w3k−1,w3k)∈C3

F 2k−1
(a1,a2,b3,b4)

, (14.1.1)

where b3 = a3 −w3k−2a1 −w3k−1a2 and b4 = a4 −w3k−1a1 −w3ka2. That is, we use the new group of
variables w3k−2, w3k−1 and w3k to present F 2k

(a1,a2,a3,a4)
as a fibration over C3 with fibers F 2k−1.

Let us describe the strategy similar to the cases of four and five matrix factors. We want to use
Proposition 10.9 for K = 2k − 1, which gives us complete fields that span along that fibration. Next we
want to find complete fields among those that are tangential to F 2k

(a1,a2,a3,a4)
that also are transversal to the

fibers in the fibration. We will appeal to Corollary 10.4 and Lemma 10.5(1) to find these fields. Taken
together this will show that a subset A in the fiber F 2k

(a1,a2,a3,a4)
that is invariant with respect to vector

fields from Q2k must be contained in the union of nongeneric fibers F 2k−1 and singular points of generic
fibers F 2k−1. Call this union U 2k

(a1,a2,a3,a4)
. Our aim will then be to show that there cannot exist such an

invariant set A by showing that every point in U 2k
(a1,a2,a3,a4)

can be moved into F 2k
(a1,a2,a3,a4)

\U 2k
(a1,a2,a3,a4)

by vector fields in Q2k .
We now take care of the details. By (14.1.1) there are b3 and b4 so that Z⃗2k−1 ∈ F 2k−1

(a1,a2,b3,b4)
and

Z⃗2k = (Z⃗2k−1, w3k−2, w3k−1, w3k).

We begin by studying the stratum of generic fibers, that is, (a1, a2) ̸= (0, 0). For points where
(b3, b4) /∈ {(0, 0), (0, 1)} we have that F 2k−1

(a1,a2,b3,b4)
is a smooth generic fiber for the submersion 82k−1,

and Proposition 10.9 (for L = 2k − 1) together with Corollary 10.4 and Lemma 10.5(1) let us conclude
that we have complete vector fields spanning the tangent space of F 2k

(a1,a2,a3,a4)
at these points. For points

where (b3, b4)= (0, 0) we have
F 2k−1
(a1,a2,0,0) = F 2k−2

(a1,a2,0,0) × C3

and Proposition 10.9 (for L = 2k − 2 applied to the first factor) together with Corollary 10.4 and
Lemma 10.5(1) (Lemma 10.5(2) when 2k − 2 = 4) show that we have spanning fields in these points. If
(b3, b4)= (0, 1) then F 2k−1

(a1,a2,0,1) is a singular generic fiber for 82k−1 and at smooth points of the fiber we
have complete spanning fields by Proposition 10.9 (for L = 2k − 1), Corollary 10.4 and Lemma 10.5. It
remains to study

Z⃗2k−1 ∈ Sing(F 2k−1
(a1,a2,0,1)),

which is given by
z2 = z3 = z5 = z6 = · · · = z3k−4 = z3k−3 = 0 (14.1.2)

and

Rank
(
w1 w2 . . . w3k−5 w3k−4

w2 w3 . . . w3k−4 w3k−3

)
< 2. (14.1.3)
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A calculation assuming (14.1.2) shows that

∂2k−1
z3k−4z3k−3z3k

= (z3k−2w3k−4 + z3k−1w3k−3)
∂

∂z3k−4
− (1 + z3k−2w3k−5 + z3k−1w3k−4)

∂

∂z3k−3
+ · · · .

Therefore the complete fields

θ2k
z3k−4z3k−3z3k

= a2
1∂

2k−1
z3k−4z3k−3z3k

+ · · · ,

φ2k
z3k−4z3k−3z3k

= a2
2∂

2k−1
z3k−4z3k−3z3k

+ · · ·

move points out of Sing(F 2k−1
(a1,a2,0,1)) (into the big orbit) unless in addition to (14.1.2) and (14.1.3) also

z3k−2w3k−4 + z3k−1w3k−3 = 1 + z3k−2w3k−5 + z3k−1w3k−4 = 0. (14.1.4)

Points in an invariant subset must satisfy also these equations. A calculation assuming (14.1.2) gives that
∂2k−1

z3k−2z3k−1z3k
= ∂/∂z3k−2. Therefore the complete fields

θ2k
z3k−2z3k−1z3k

= a2
1∂

2k−1
z3k−2z3k−1z3k

+ · · · ,

θ2k
z3k−2z3k−1z3k

= a2
2∂

2k−1
z3k−2z3k−1z3k

+ · · ·

move points out of this set since

θ2k
z3k−2z3k−1z3k

(1 + z3k−2w3k−5 + z3k−1w3k−4)= a2
1w3k−5,

θ2k
z3k−2z3k−1z3k

(z3k−2w3k−4 + z3k−1w3k−3)= a2
1w3k−4,

φ2k
z3k−2z3k−1z3k

(1 + z3k−2w3k−5 + z3k−1w3k−4)= a2
2w3k−5,

φ2k
z3k−2z3k−1z3k

(z3k−2w3k−4 + z3k−1w3k−3)= a2
2w3k−4

cannot all be zero, because this would contradict (14.1.4). Notice that this proves Proposition 10.9 for
L = 2k.

Now we study the stratum of nongeneric fibers, that is, a1 = a2 = 0. In this case we know that

F 2k
(0,0,a3,a4)

= F 2k−1
(0,0,a3,a4)

× C3

and by the induction assumption we are done. This finishes the induction step for an even number of
factors.

14.2. Odd number of factors. We assume that K = 2k ≥ 6 and that the submersions 8L = π4 ◦9L are
stratified elliptic submersions when 3 ≤ L ≤ K and that Proposition 10.9 is true when 3 ≤ L ≤ K .

We study
F K+1
(a1,a2,a3,a4)

= F 2k+1
(a1,a2,a3,a4)

=

⋃
(z3k+1,z3k+2,z3k+3)∈C3

F 2k
(b1,b2,a3,a4)

, (14.2.1)

where b1 = a1 − z3k+1a3 − z3k+2a4 and b2 = a2 − z3k+2a3 − z3k+3a4. Let Z⃗2k+1 ∈ F 2k+1
(a1,a2,a3,a4)

. Because
of (14.2.1) there are b1 and b2 so that Z⃗2k ∈ F 2k

(b1,b2,a3,a4)
and

Z⃗2k+1 = (Z⃗2k, z3k+1, z3k+2, z3k+3).
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Begin with the stratum of smooth generic fibers, that is,

(a3, a4) ̸∈ {(0, 0), (0, 1)}.

First notice that if (b1, b2) ̸= (0, 0) then F 2k
(b1,b2,a3,a4)

is a generic smooth fiber for 82k and as above,
Proposition 10.9 (for L = 2k), Corollary 10.4 and Lemma 10.5 show that for these points we have
spanning fields. If (b1, b2)= (0, 0) then

F 2k
(0,0,a3,a4)

∼= C3
×F 2k−1

(0,0,a3,a4)

is a nongeneric smooth fiber for 82k and, since F 2k−1
(0,0,a3,a4)

is a generic smooth fiber, Proposition 10.9 (for
L = 2k − 1), Corollary 10.4 and Lemma 10.5 show that for these points we have spanning fields.

We now study the stratum of singular generic fibers. Here (a3, a4) = (0, 1). Again notice that if
(b1, b2) ̸= (0, 0) then F 2k

(b1,b2,0,1) is a generic smooth fiber for 82k , and Proposition 10.9 (for L = 2k),
Corollary 10.4 and Lemma 10.5 show that for these points we have spanning fields as above. Next we
study the case (b1, b2)= (0, 0). In this case we see that F 2k

(0,0,0,1) is a singular nongeneric fiber of 82k and

F 2k
(0,0,0,1)

∼= F 2k−1
(0,0,0,1) × C3

w3k−2w3k−1w3k
.

The smooth points of F 2k−1
(0,0,0,1) (which is generic) are handled using Proposition 10.9 (for L = 2k − 1),

Corollary 10.4 and Lemma 10.5. We have the chain of inclusions

F 2k−1
(a1,a2,0,1) ⊃ F 2k

(0,0,0,1) = F 2k−1
(0,0,0,1) × C3

⊃ Sing(F 2k
(0,0,0,1))× C3

⊃ Sing(F 2k+1
(a1,a2,0,1)).

By the arguments above any possible invariant subset must be contained in

J = (Sing(F 2k
(0,0,0,1))× C3) \ Sing(F 2k+1

(a1,a2,0,1)).

Points in J are characterized by z2 = z3 = · · · = z3k−4 = z3k−3 = z3k−1 = z3k = 0,

Rank
(
w1 w2 . . . w3k−5 w3k−4

w2 w3 . . . w3k−4 w3k−3

)
< 2

and

Rank
(
w1 w2 . . . w3k−5 w3k−4 w3k−2 w3k−1

w2 w3 . . . w3k−4 w3k−3 w3k−1 w3k

)
= 2.

Take the largest l < k such that

Rank
(
w3l−2 w3l−1

w3l−1 w3l

)
= 1.

Let Ẑ =
∑k

j=l+1 z3 j−2. We examine the complete field φ2k+1
z3l−1z3l z3k

. This field has some complicated
components which on J take the form

φ2k+1
z3l−1z3l z3k

= D1
∂

∂z3l−1
+D2

∂

∂z3l
+D3

∂

∂z3k
+ · · · ,
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where

D1 = det
(
w3l−1+w3k−1+w3l−1w3k−2 Ẑ w3k−1

w3l+w3k+w3l−1w3k−1 Ẑ w3k

)
,

D2 = det
(
w3l−2+w3k−2+w3l−2w3k−2 Ẑ w3k−1

w3l−1+w3k−1+w3l−2w3k−1 Ẑ w3k

)
,

D3 = det
(
w3l−2+w3k−2+w3l−2w3k−2 Ẑ w3l−1+w3k−1+w3l−1w3k−2 Ẑ
w3l−1+w3k−1+w3l−2w3k−1 Ẑ w3l+w3k+w3l−1w3k−1 Ẑ

)
.

Whenever at least one of D1, D2 or D3 is nonzero we can move out of J. Now suppose we are in a
point of J where D1 = D2 = D3 = 0.

Let

C =

(
w3l−2+w3k−2+w3l−2w3k−2 Ẑ w3l−1+w3k−1+w3l−1w3k−2 Ẑ w3k−2 w3k−1

w3l−1+w3k−1+w3l−2w3k−1 Ẑ w3l+w3k+w3l−1w3k−1 Ẑ w3k−1 w3k

)
and observe that

2 = Rank
(
w3l−2 w3l−1 w3k−2 w3k−1

w3l−1 w3l w3k−1 w3k

)
= Rank C

by column operations.
The fact that D1 = D2 = D3 = 0 means that the rank drops when we remove the third column from

these matrices. This implies that the third column is nonzero and the other columns are multiples of a
nonzero vector v which, moreover, is linearly independent of the third column. Now we use the field γ 3l

(see (8.0.13) or (8.0.17)) to show that the set

I = J ∩ {D1 =D2 =D3 =0}

does not contain an invariant subset under fields from Q2k+1. In the points that we are considering,
γ 3l

= ∂/∂z3l+1. We consider two cases.

Case 1: (w3k−1, w3k) ̸= (0, 0). In this case

det
(
w3k−2 w3k−1

w3k−1 w3k

)
̸= 0.

We have

γ 3l(D1)= w3l−1 det
(
w3k−2 w3k−1

w3k−1 w3k

)
.

Thus γ 3l moves points out of I unless w3l−1 = 0. Looking at

γ 3l(D2)= w3l−2 det
(
w3k−2 w3k−1

w3k−1 w3k

)
,

we see that w3l−2 = 0 for I to be invariant. Assuming in addition w3l−2 = w3l−1 = 0 we find that

D2 = det
(
w3k−2 w3k−1

w3k−1 w3k

)
= 0,

which is a contradiction.
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Case 2: (w3k−1, w3k)= (0, 0). This implies w3k−2 ̸= 0. By these assumptions

D3 = (w3l−2w3l −w2
3l−1)(1 +w3k−2 Ẑ)+w3lw3k−2

and
γ 3l(D3)= (w3l−2w3l −w2

3l−1)w3k−2.

Now D3 = γ 3l(D3) = 0 implies that (w3l−2w3l − w2
3l−1) = 0 and w3l = 0. The first equality gives

w3l−1 = 0, which altogether contradicts the assumption that

Rank
(
w3l−2 w3l−1 w3k−2 w3k−1

w3l−1 w3l w3k−1 w3k

)
= 2.

Finally we study the stratum of nongeneric fibers, that is, (a3, a4)= (0, 0). Here all fibers are smooth.
Also

F 2k+1
(a1,a2,0,0) = F 2k

(a1,a2,0,0) × C3

and since F 2k
(a1,a2,0,0) is elliptic, by the induction hypothesis we are done.

15. Product of exponentials and open questions

For a Stein space X , a complex Lie group G and its exponential map exp :g→G, we say that a holomorphic
map f : X → G is a product of k exponentials if there are holomorphic maps f1, . . . , fk : X → g such
that

f = exp( f1) · · · exp( fk).

It is easy to see that any map f which is a product of exponentials (for some sufficiently large k) is
null-homotopic. In the case where G is the special linear group SLn(C) the converse follows from
[Ivarsson and Kutzschebauch 2012] as explained in [Doubtsov and Kutzschebauch 2019]. In the same
way we prove:

Theorem 15.1. For a Stein space X there is a number N depending on the dimension of X such that any
null-homotopic holomorphic map f : X → Sp4(C) can be factorized as

f (x)= exp(G1(x)) · · · exp(G K (x)).

where Gi : X → sp4(C) are holomorphic maps.

Proof. By Theorem 3.1 we find K elementary symplectic matrices Ai (x) ∈ Sp4(O(X)), i = 1, 2, . . . K ,
such that

f (x)= A1(x) · · · AK (x).

Now remark that the logarithmic series

ln(Id + B)=

∑ 1
n

Bn

is finite for the nilpotent matrices Bi = Ai − Id. □

Open Problem 15.2. Determine the optimal number K in Theorem 15.1.
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Open Problem 15.3. Determine the optimal numbers of factors in Theorem 3.1.

The smooth fibers
F K
(a1,a2,a3,a4)

= (π4 ◦9K )
−1(a1, a2, a3, a4)

of the fibration projecting the product of K elementary symplectic matrices to its last row are smooth
affine algebraic varieties. They are new examples of Oka manifolds, since we prove as a by-product
of Proposition 3.6 that they are holomorphically flexible (for a definition see the work of Arzhantsev,
Flenner, Kaliman, Kutzschebauch and Zaidenberg [Arzhantsev et al. 2013]). Our proof does not give the
algebraic flexibility of them, even if our initial complete fields obtained in Section 8 are algebraic. The
problem is that their flows are not always algebraic (not all of them are locally nilpotent). Therefore the
pull-backs by their flows are merely holomorphic vector fields.

Open Problem 15.4. Which other (stronger) flexibility properties like algebraic flexibility, algebraic
(volume) density property, or (volume) density property do the fibers F K

(a1,a2,a3,a4)
admit?

For the definition of these flexibility properties we refer to the overview article [Kutzschebauch 2014].
Let us remark that the fibers of the fibration for five elementary factors in [Ivarsson and Kutzschebauch

2012] have been thoroughly studied in [Kaliman and Kutzschebauch 2011; 2016, Section 7]. They
were the starting point for the introduction of the class of generalized Gizatullin surfaces whose final
classification was achieved by Kaliman, Kutzschebauch and Leuenberger [Kaliman et al. 2020]. The
topology of these fibers for any number of elementary factors has been studied in [De Vito 2020], where
it was also proven that they admit the algebraic volume density property. Such studies are interesting
since the possible topological types of Oka manifolds or manifolds with the density property are not
understood at the moment.

Open Problem 15.5. Determine the homology groups of the fibers F K
(a1,a2,a3,a4)

.

And finally:

Open Problem 15.6. Prove Conjecture 3.11.

References

[Andrist and Kutzschebauch 2018] R. B. Andrist and F. Kutzschebauch, “The fibred density property and the automorphism
group of the spectral ball”, Math. Ann. 370:1-2 (2018), 917–936. MR Zbl

[Arzhantsev et al. 2013] I. Arzhantsev, H. Flenner, S. Kaliman, F. Kutzschebauch, and M. Zaidenberg, “Flexible varieties and
automorphism groups”, Duke Math. J. 162:4 (2013), 767–823. MR Zbl

[Bass et al. 1967] H. Bass, J. Milnor, and J.-P. Serre, “Solution of the congruence subgroup problem for SLn (n ≥ 3) and
Sp2n (n ≥ 2)”, Inst. Hautes Études Sci. Publ. Math. 33 (1967), 59–137. MR Zbl

[Cohn 1966] P. M. Cohn, “On the structure of the GL2 of a ring”, Inst. Hautes Études Sci. Publ. Math. 30 (1966), 5–53. MR Zbl

[De Vito 2020] G. De Vito, “New examples of Stein manifolds with volume density property”, Complex Anal. Synerg. 6:2
(2020), art. id. 9. MR Zbl

[Doubtsov and Kutzschebauch 2019] E. Doubtsov and F. Kutzschebauch, “Factorization by elementary matrices, null-homotopy
and products of exponentials for invertible matrices over rings”, Anal. Math. Phys. 9:3 (2019), 1005–1018. MR Zbl

[Draisma 2022] J. Draisma, “The irreducible control property in matrix groups”, Linear Algebra Appl. 634 (2022), 15–29. MR

http://dx.doi.org/10.1007/s00208-017-1520-8
http://dx.doi.org/10.1007/s00208-017-1520-8
http://msp.org/idx/mr/3747506
http://msp.org/idx/zbl/1391.32031
http://dx.doi.org/10.1215/00127094-2080132
http://dx.doi.org/10.1215/00127094-2080132
http://msp.org/idx/mr/3039680
http://msp.org/idx/zbl/1295.14057
http://dx.doi.org/10.1007/BF02684586
http://dx.doi.org/10.1007/BF02684586
http://msp.org/idx/mr/244257
http://msp.org/idx/zbl/0213.31201
http://dx.doi.org/10.1007/BF02684355
http://msp.org/idx/mr/207856
http://msp.org/idx/zbl/0144.26301
http://dx.doi.org/10.1007/s40627-020-00043-y
http://msp.org/idx/mr/4098642
http://msp.org/idx/zbl/07346310
http://dx.doi.org/10.1007/s13324-019-00289-8
http://dx.doi.org/10.1007/s13324-019-00289-8
http://msp.org/idx/mr/4014853
http://msp.org/idx/zbl/1430.15010
http://dx.doi.org/10.1016/j.laa.2021.10.020
http://msp.org/idx/mr/4335804


HOLOMORPHIC FACTORIZATION OF MAPPINGS INTO Sp4(C) 277
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TRANSVERSAL FAMILIES OF NONLINEAR PROJECTIONS
AND GENERALIZATIONS OF FAVARD LENGTH

ROSEMARIE BONGERS AND KRYSTAL TAYLOR

Projections detect information about the size, geometric arrangement, and dimension of sets. To approach
this, one can study the energies of measures supported on a set and the energies for the corresponding
pushforward measures on the projection side. For orthogonal projections, quantitative estimates rely
on a separation condition: most points are well-differentiated by most projections. It turns out that
this idea also applies to a broad class of nonlinear projection-type operators satisfying a transversality
condition. We establish that several important classes of nonlinear projections are transversal. This leads
to quantitative lower bounds for decay rates for nonlinear variants of Favard length, including Favard
curve length (as well as a new generalization to higher dimensions, called Favard surface length) and
visibility measurements associated to radial projections. As one application, we provide a simplified proof
for the decay rate of the Favard curve length of generations of the four-corner Cantor set, first established
by Cladek, Davey, and Taylor.

1. Introduction and main results

The Favard length of a planar set E is the average length of its orthogonal projections. It is defined by

Fav(E)=
1
π

∫ π

0
|Pθ (E)| dθ,

where Pθ is orthogonal projection into a line Lθ through the origin at angle θ from the positive x-axis and
| · | denotes the 1-dimensional Hausdorff measure. Favard length gives a 1-dimensional notion of the size
of a set which takes into account the geometry, arrangement, and rectifiability of the underlying set. As a
consequence, there are deep relationships between Favard length and analytic capacity, the understanding
of which is related to important open problems in geometric measure theory. As we will see, variants of
the Favard length can also be formulated for more general families of mappings, beyond the orthogonal
projections, and in higher dimensions.

As the Hausdorff dimension of a set cannot increase under a projection, sets of dimension s < 1 have
Favard length equal to zero. A refinement due to Marstrand [1954] actually shows that the dimension
of such a set will be preserved in almost every direction. On the other hand, sets with dimension s > 1
will have positive-length projections in almost every direction, and therefore have positive Favard length.
Therefore, the critical dimension is s = 1.
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In dimension 1, the key geometric property that Favard length can detect is rectifiability: it is a
consequence of the Besicovitch projection theorem [1939] that purely unrectifiable sets in the plane
with finite 1-dimensional Hausdorff measure have Favard length equal to zero. (For an exposition of the
full Besicovitch–Federer projection theorem in all dimensions, see [Mattila 1995, Chapter 18].) While
Besicovitch’s theorem gives a qualitative result, we can find related quantitative theorems. If E(r) is the
r -neighborhood of a set E with Favard length zero, the dominated convergence theorem shows that

lim
r→0+

Fav(E(r))= 0.

More precise asymptotic information for Fav(E(r)) as r decreases to zero can give quantitative
measurements of the dimension, size, and geometric arrangement of E . A number of authors have
investigated quantitative versions of the Besicovitch projection theorem for general sets. The best known
results in terms of upper and lower bounds are due to Tao [2009] and Mattila [1990] respectively.

Tao introduced a quantitative version of rectifiability for sets in the plane of finite H1 measure and
used multiscale analysis to show that an upper bound on the so-called rectifiability constant yields an
upper bound on the Favard length. A nonlinear version of Tao’s theorem is studied in a work of Davey
and the second author [Davey and Taylor 2022].

Mattila [1990] established a fundamental relationship between the Favard length of a set and its
Hausdorff dimension. In two dimensions, it states:

Theorem 1.1 (Favard lengths for neighborhoods [Mattila 1990]). Fix s ∈ (0, 1]. If F ⊆ R2 is the support
of a Borel probability measure with µ(B(x, r))≤ br s for all x ∈ R2 and 0< r <∞, then

Fav(F(r))≳ r1−s

if s < 1 and
Fav(F(r))≳ (log r−1)−1

if s = 1.

Throughout the paper, we will use the notation A ≲ B to mean that there is a constant C so that
A ≤ C B and will write A ∼ B if A ≲ B and B ≲ A.

The proof of Mattila’s result follows from studying energies: if µ is a measure, its s-energy is

Is(µ)=

∫∫
dµ(x) dµ(y)

|x − y|s
. (1-1)

This quantity is closely tied to Hausdorff dimension; see, e.g., [Mattila 1995, Chapter 8] for a formulation
of the definition of Hausdorff dimension in terms of s-energies. In order to relate a measure to the
projections, we need the notion of a pushforward: if f : X → Y is a function and µ is a measure supported
on X we will define the pushforward measure f♯µ by

( f♯µ)(A)= µ( f −1(A)), A ⊆ Y. (1-2)

In general it can be difficult to study the pushforward of a particular mapping, yet it turns out that the
average energy of a projection can be well controlled. That is, if {πα : α ∈ A} is an indexed family of
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orthogonal projections, it frequently is possible to precisely estimate∫
It(πα♯µ) dψ(α),

where ψ is a measure on the index set A. By studying the average energy of the pushforwards of
specialized measures supported on F(r) with particular density properties, Mattila was able to establish
the stated lower bounds. Further details are given in Section 3.

In the special setting that the underlying set is a fractal generated by an iterated function system, Mattila’s
techniques with energies are also applicable. A standard example of this is to consider the generations Kn

of the four-corner Cantor set, which is defined by dividing the unit square into 16 axis-parallel squares
of side length 1

4 , keeping the four-corner squares, and iterating the process within each corner. The limit
of this process gives a prototypical example of a purely unrectifiable set with positive and finite length.
As such, an important open problem is to estimate upper and lower bounds on the rate of decay in n of
Fav(Kn) (see [Łaba 2015] for a survey of results and techniques related to this problem). A variety of
techniques can be used to show Fav(Kn)≳ n−1; see, for example, [Bongers 2019; Mattila 1990]. The
tightest known results are

log n
n

≲ Fav(Kn)≲
1

n1/6−δ
(1-3)

for any δ > 0, with the bounds due to Bateman and Volberg [2010] and Nazarov, Peres, and Volberg
[Nazarov et al. 2010] respectively. Further, it is still a deep open question whether the Favard length
Fav(Kn) is larger or smaller than the analytic capacity γ (Kn), which is known to be of order n−1/2

[Tolsa 2002].
The primary aim of this paper is to formulate Theorem 1.1 in a nonlinear setting for families of

projections which are not orthogonal projections. In particular, we will consider families of maps
satisfying the so-called transversality condition. After we establish a correspondence between the energy
of a measure and its pushforwards under transversal families, we will apply these relationships to study
the asymptotic decay rates of nonlinear variants of Favard length. In the process, we generalize the
lower bounds on visibility established by Bond, Łaba, and Zahl [Bond et al. 2016], as well as provide a
simplified proof of the lower bound for the Favard curve length of Kn derived by Cladek, Davey, and
Taylor [Cladek et al. 2022]; both of these results are explored in Section 1A. Before stating our main
results in Section 1C, we give several examples of families of nonlinear projection operators in Section 1A
and we formalize the definition of transversality in Section 1B.

1A. Nonlinear projections. When orthogonal projections are replaced by more general families of
nonlinear projection-type maps, one may ask if Besicovitch’s theorem and its quantitative counterparts
still hold. In many settings, these theorems still apply. Examples of such families include radial projections
associated with visibility, curve-based projections associated with the Favard curve length and the surface
projections we will introduce in this paper. Due to the special geometry exhibited by these projection
families, the energy techniques of Mattila can be applied with appropriate modifications, leading to
analogous lower bound on nonlinear Favard lengths.
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1A1. Visibility. For a point a ∈Rn, the radial projection based at a maps Rn
\{a} to the (n−1)-dimensional

unit sphere via

Pa(x) :=
x − a
|x − a|

. (1-4)

The visibility of a measurable set E ⊂ Rn from a vantage point a is

vis(a, E)= |Pa(E)|, (1-5)

where | · | denotes the (n−1)-dimensional Hausdorff measure on the unit sphere. In applications, we will
restrict the vantage points a to a vantage set A. Informally, the visibility of a set E measures how much
of the sky is filled up by the constellation E from an observer at vantage point a. As such, the set E is
referred to as the visible set.

Bond, Łaba, and Zahl obtained upper and lower bounds on the visibility of δ-neighborhoods of unrecti-
fiable self-similar 1-sets in the plane. In particular, their lower bound [Bond et al. 2016, Theorem 2.4]
for visibility states that if µ is a positive, Borel, probability measure supported on a visible set E ⊂ R2

paired with an L-shaped vantage set A ⊂ R2 (with an extra separation condition), then

I1(µ)
−1 ≲

∫
A

vis(a, E) da.

Their work provides quantitative versions of the results in [Marstrand 1954; Simon and Solomyak 2006/07].
We will generalize this result by proving it for a wider range of vantage sets and extending it to higher

dimensions. In particular, we provide a much weaker constraint on the geometric relationship between
the vantage set and the visible set. As a particular application, we will demonstrate how such results can
be used to obtain a lower bound on the rate of decay of the visibility of generations of the four-corner
Cantor set from a wide variety of curves.

1A2. Favard curve length. As a second example of a context in which energy techniques can be applied,
we define the family of maps which induce the Favard curve length. Let 0 denote a curve in R2. Given
α ∈ R and (x, y) ∈ R2, let 8α(x, y) denote the set of y-coordinates of the intersection of (x, y)+0 with
the line {x =α}. That is,

8α(x, y)= {β ∈ R : (α, β) ∈ ((x, y)+0)∩ {x =α}}. (1-6)

Given β ∈ R, the inverse set 8−1
α (β)= {p ∈ R2

: β ∈8α(p)} is given by (α, β)−0. In the case that 0
can be expressed as the graph of a function and 8α(x, y) ̸= ∅, the set 8α(x, y) is a singleton and we
identify 8α(x, y) with that point.

If E ⊂ R2, then the Favard curve length of E is defined by

Fav0(E) := |{(α, β) ∈ R2
:8−1

α (β)∩ E ̸= ∅}| =

∫
R

|8α(E)| dα. (1-7)

Our basic assumption on 0 is that it is a piecewise C1 curve with piecewise bi-Lipschitz continuous unit
tangent vectors; these conditions will be discussed in the transversality analysis that appears in Section 2C,
as well as in Section 4C, where we consider what goes wrong for nontransversal families.



TRANSVERSAL FAMILIES OF NONLINEAR PROJECTIONS AND GENERALIZATIONS OF FAVARD LENGTH 283

The maps under consideration were originally introduced by Simon and the second author of this
paper to study sum sets of the form E +0, where 0 denotes a sufficiently smooth curve and E denotes a
compact set in R2. To see the connection, we write

Fav0(E)= |{(α, β) ∈ R2
:8−1

α (β)∩ E ̸= ∅}|

= |{(α, β) ∈ R2
: {(α, β)−0} ∩ E ̸= ∅}|

= |{(α, β) ∈ R2
: (α, β)∩ (E +0) ̸= ∅}| = |E +0|.

The measure and dimension of sets of the form E +0 was established in [Simon and Taylor 2022] and the
interior of such sum sets was subsequently studied in [Simon and Taylor 2020]. Connections to the study
of pinned distance sets and the Falconer distance conjecture are also explored there. In both [Simon and
Taylor 2020; 2022], the results rely on relating the set E to the dimension, measure, and interior of the
images of E under the maps {8α}. A unifying ingredient in each of these works is the observation that
the maps introduced in (1-6) are similar to orthogonal projection maps from the perspectives of measure,
dimension, and interior.

As a further interpretation of the Favard curve length, there is a probabilistic interpretation. The
Favard length of a set is comparable to its Buffon needle probability (that is, the probability that a long,
thin needle dropped near the set intersects the set). In the nonlinear setting, the Favard curve length is
comparable to the probability that a dropped curve meets the set — that is, the probability that 0∩ E ̸=∅
after conditioning to the event that 0 lies near E . We denote this probability by P0(E). In summary,

Fav0(E)∼ |E +0| ∼ P0(E), (1-8)

and our Theorem 1.5 gives a lower bound on these equivalent quantities.
Cladek, Davey, and Taylor [Cladek et al. 2022] obtained upper and lower bounds on the Favard curve

length of Kn , the n-th generation in the construction of the four-corner Cantor set:

1
n
≲ Fav0(Kn)≲ n−1/6+δ, (1-9)

which by (1-8) implies upper and lower bounds on |Kn +0| ∼ P0(Kn). The lower bound relied on
self-similarity and a square-counting argument adapted to the nonlinear setting. We will use energy
methods to provide a simple alternative proof of the lower bound in (1-9) which holds in a more general
setting and does not require self-similarity. See Corollary 1.9 for the details. Further, we obtain a
higher-dimensional analogue of the lower bound in (1-9); this is the topic of the next section. We return
to our discussion of Favard curve length in Section 2C after stating our main results.

It is worth remarking that other authors have studied related Buffon-type probability problems. In
particular, Bond and Volberg [2011] considered lower bounds in the context of the intersection of Kn

with large circles of radius n. In that context, the curves were adapted to the generation n, instead of
having a fixed underlying curve.

1A3. Favard surface length in Rd. The Favard curve length can also be formulated in a higher-dimensional
setting, and we refer to the resulting quantity as the Favard surface length. Note that we still use the term
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“length” as we will consider a family of maps 8α : Rd
→ R and take the average of the 1-dimensional

measures of the images of E under such maps. To the best of the authors’ knowledge, this is the first
article to define such a general notion of Favard length in higher dimensions.

Let 0 = 0d denote a surface in Rd. Given α ∈ Rd−1 and x⃗ =: (x1, . . . , xd) ∈ Rd, let 8α(x⃗) denote the
set of xd -coordinates of the intersection of x⃗ +0 with the line x̃ =: (x1, . . . , xd−1)= α. That is,

8α(x⃗)= {β ∈ R : (α, β) ∈ (x⃗ +0)∩ {x̃ =α}}. (1-10)

Given β ∈ R, the inverse set 8−1
α (β)= {p ∈ Rd

: β ∈8α(p)} is given by (α, β)−C. If 0 can be expressed
as the graph of a function and8α(x⃗) ̸=∅, then8α(x⃗) is a singleton and we identify8α(x⃗) with that point.

If E ⊂ Rd, then the Favard surface length of E is defined by

Fav0,d(E) := |{(α, β) ∈ Rd
:8−1

α (β)∩ E ̸= ∅}| =

∫
Rd−1

|8α(E)| dα. (1-11)

As was the case for the Favard curve length defined in the previous section, the Favard surface length of a
set E is equivalent to the d-dimensional Lebesgue measure of the Minkowski sum:

Fav0,d(e)∼ |E +0|d .

The quantity Fav0,d(E) has a probabilistic interpretation in terms of a Buffon surface problem.

1B. Overview of transversality. It is known that nonlinear analogues of Besicovitch’s and Marstrand’s
projection theorems hold for families of maps satisfying a transversality condition. A version of the
Besicovitch projection theorem for transversal families can be found in [Hovila et al. 2012], and a quantita-
tive version is developed in [Davey and Taylor 2022]. Marstrand’s theorem is developed in the transversal
setting in [Solomyak 1998, Theorem 5.1] and [Mattila 2015, Chapter 18]; see also Proposition 1.4.

The concept of transversality originated in [Pollicott and Simon 1995], where it was used to study the
Hausdorff dimension of the attractors of a one-parameter family of iterated function systems. Solomyak
[1995] then developed the transversality condition for the absolute continuity of invariant measures for
a one-parameter family of iterated function systems. Moreover, in [Solomyak 1998] he combined the
methods from [Pollicott and Simon 1995; Solomyak 1995] to establish a much more general transversality
method for generalized projections. The next step was made by Peres and Schlag [2000], who further
developed the method of transversality and gave a number of far-reaching applications. Such results have
been utilized and further developed by a number of authors with extensive geometric applications. See,
for instance, [Bourgain 2010; Cladek et al. 2022; Peres and Schlag 2000; Shmerkin 2020; Simon and
Taylor 2020; 2022].

The transversality condition naturally arises when studying projection-type operators that do not overlap
too much with each other, and this paper will explore the role transversality plays in developing energy
estimates. The transversality condition addresses how, for distinct points x and y in the plane, the graphs
{(θ, πθ (x))} and {(θ, πθ (y))} should behave at points of intersection. Roughly speaking, it says that if
πθ (x) and πθ (y) are close for some value of θ , then they cannot remain close as θ changes. That is, the
graphs cannot intersect tangentially, but must do so at a positive angle.
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An alternative perspective on transversality will frequently come up in our techniques. If x and y are
two fixed points, then the set of projections which cannot distinguish x and y must be rather small; placing
this on the appropriate scale, this means that for each δ > 0 there is an upper bound on the size of the set{

θ :
|πθ (x)−πθ (y)|

|x − y|
≤ δ

}
.

Informally, this means that if πθ is a randomly chosen projection then it will, with high probability,
separate x and y on the projection side.

We now make precise our notion of transversality. The main objects are an indexed family of maps, a
common domain and codomain equipped with measures, and a probability measure on the index set. In
Section 2, we will place each of the families mentioned previously in the context of this definition and
establish transversality with the appropriate parameters.

Definition 1.2 (nonlinear projections). For 1 ≤ m < n, a family of projection-type operators will have the
following objects associated to it:

• a domain � contained in Rn,

• a codomain X contained in a Euclidean space, a nonnegative integer m, and a Borel measure h on X
such that

h(B(x, δ))≳ δm

for all x ∈ X and δ ∈ (0, 1),

• an indexing set A contained in an Euclidean space equipped with a compactly supported probability
measure ψ ,

• and a family of maps π̃α :�→ X indexed by α ∈ A such that the function (p, α) 7→ π̃α(p) is continuous.

In order to be transversal, we will require that the family of projections satisfies a compatibility
condition for different parameters:

Definition 1.3 (transversality). For a given s ≥ 0, a family of maps {̃πα : α ∈ A} satisfying Definition 1.2
is called s-transversal if there exist constants c > 0 and δ0 > 0 so that, for all distinct x, y ∈ � and
0< δ ≤ δ0, we have

ψ{α : |̃πα(x)− π̃α(y)| ≤ δ|x − y|}< c · δm
· |x − y|

m−s, (1-12)

or equivalently that

ψ{α : |̃πα(x)− π̃α(y)| ≤ δ}< c ·
δm

|x − y|s
. (1-13)

Although this definition is written with a tunable parameter s, our most important case will be when the
parameter s for transversality matches the dimension m of the target space; in this case, the transversality
condition reduces to

ψ{α : |̃πα(x)− π̃α(y)| ≤ δ|x − y|} ≲ δm .

We note that our definition has some points in common with [Mattila 2015, Definition 18.1], but that we
do not require smoothness of the projections nor derivative bounds of nonzero order.
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1C. Main results. The uniting theme of our results is that for families of maps satisfying the transversality
condition introduced in Definition 1.3, the energies associated to a measure µ will be closely related to
the energies of the pushforward measures π̃α♯µ. As a demonstration of the techniques, we will begin
by giving a brief formulation of part of the Marstrand projection theorem in the transversal setting: the
dimension of a typical projection of a set with dimension s < 1 does not decrease. The proof of this fact,
found in Section 3, demonstrates the utility of examining the energy of pushforward measures and is
similar to the presentation in [Mattila 2015, Chapter 18]. (For the statement of the Marstrand projection
theorem in the classic setting for orthogonal projections, as well as a formulation in higher dimensions,
see [Mattila 2015, Section 5.3].)

Proposition 1.4 (nonlinear Marstrand theorem). Suppose that {̃πα : α ∈ A} is a family of maps into
an m-dimensional space supporting a measure h, as in Definition 1.2. If E is a set with Hausdorff
dimension t ≤ m and the family of projections is m-transversal, then for ψ-almost every α ∈ A we have

dimH π̃αE = t. (1-14)

Developing the energy techniques further, we give more general asymptotic lower bounds on the average
size of a projection. The next theorem serves as a direct generalization of Mattila’s result, Theorem 1.1.

Theorem 1.5 (average nonlinear projection length for neighborhoods). With the notation of Definition 1.2,
assume that {̃πα : α ∈ A} is an m-transversal family of projections into an m-dimensional space. Fix a
positive Borel probability measure µ supported on a compact set F ⊆�, so that

µ(B(x, r))≲ r t

for all x ∈� and 0< r <∞.

• If t < m, then ∫
A

h(π̃αF(r)) dψ(α)≳ rm−t .

• If t = m, then ∫
A

h(π̃αF(r)) dψ(α)≳ (log r−1)−1.

As a first application, we can phrase Theorem 1.5 in the setting of radial projections and visibility
defined in (1-4) and (1-5) respectively.

Theorem 1.6 (visibility for surfaces in Rn). Fix a set E ⊆Rn of positive and finite s-dimensional Hausdorff
measure, and consider a vantage set A which is a piecewise smooth (n−1)-dimensional surface equipped
with Hausdorff measure; assume that for all a ∈ A and e ∈ E we have |a − e| ≲ 1. Finally, assume that
there exists a positive ρ such that for almost every a ∈ A the tangent plane based at a does not pass within
distance ρ of E. The following statements hold:

• The family of radial projections {Pa : a ∈ A} is (n−1)-transversal.

• If s < n − 1, we have ∫
A

vis(a, E(r)) dHn−1(a)≳ rn−1−s .
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• If s = n − 1, we have ∫
A

vis(a, E(r)) dHn−1(a)≳ (log r−1)−1.

The first claim of Theorem 1.6 is established in Section 2B and the latter two claims are established in
Section 4.

In a similar manner, we can put this result in the context of Favard curve length defined in (1-7). For
curves in the plane, our techniques yield the following:

Theorem 1.7 (Favard curve length of neighborhoods). Let E be a compact set in the plane and 0 a
piecewise C1 curve with piecewise bi-Lipschitz continuous unit tangent vectors. Assume further that E
supports a Borel probability measure µ with the t-dimensional growth condition µ(B(x, r))≲ r t for all
x ∈ E , 0< r <∞. The following statements hold:

• The family of curve projections 8α is 1-transversal.

• If t < 1, then for all sufficiently small r we have

Fav0(E(r))≳ r1−t .

• If t = 1, then for all sufficiently small r we have

Fav0(E(r))≳ (log r−1)−1.

Next, we consider applications of Theorem 1.5 to study self-similar sets such as Kn , the n-th generation
in the construction of the four-corner Cantor set. Although they are not precisely the same as neighborhoods
of 1-sets, the sets Kn still support measures with easily computable density and Mattila’s energy techniques
can be adapted to estimate their visibilities (1-5) and Favard curve lengths (1-7) from below. Our techniques
are similarly amenable to such sets, and we will have the following corollaries:

Corollary 1.8 (visibility of Kn). Suppose that 0 is a smooth curve such that for any point x ∈ [0, 1]
2 and

any γ ∈ 0 we have |x − γ | ∼ 1, and that no tangent line to 0 passes through [0, 1]
2. Then∫

0

vis(a,Kn) dH1(a)≳ 1
n
.

Corollary 1.9 (Favard curve length of Kn). If 0 is a piecewise C1 curve with piecewise bi-Lipschitz
continuous unit tangent vectors, then

Fav0(Kn)≳
1
n
.

Although these results are stated for the generations Kn specifically, there are substantial generalizations
of the results. The core fact used in the proof is that Kn supports a measure with a specific density
property; this behavior can be observed in a very broad family of 1-dimensional fractal sets generated by
iterated function systems.

Finally, we consider an application of Theorem 1.5 for the Favard surface length, defined in (1-11),
when d = 3. Although we do not state them here, there are natural generalizations of this result to arbitrary
dimension.
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Theorem 1.10 (Favard surface length of neighborhoods). Let E be a compact set in the plane and
0 denote a surface in R3 defined by 0 = {(t, γ (t)) : t ∈ I }, where γ : R2

→ R, γ (s) = f (|s|), and
f : R → R is a C2 function on a nonempty compact interval I satisfying f (x)= f (−x), with f ′′ > 0 on I.

Assume further that E supports a Borel probability measure µ with the t-dimensional growth condition
µ(B(x, r))≲ r t for all x ∈ E , 0< r <∞. The following statements hold:

• The family of curve projections 8α is 1-transversal.

• If t < 1, then for all sufficiently small r we have

Fav0(E(r))≳ r1−t .

• If t = 1, then for all sufficiently small r we have

Fav0(E(r))≳ (log r−1)−1.

The outline of the paper is as follows. In Section 2, we will show how each of the aforementioned
families of maps exhibit the required transversality properties. Geometrically motivated proofs are given
for each family. Section 3 develops the energy techniques necessary to study pushforward measures,
beginning with an illustration of how a transversal family of maps can be used to prove a classical result
of Marstrand. The proof of Theorem 1.5 appears in Section 3. In Section 4, we prove Theorems 1.6
and 1.7 as applications of Theorem 1.5 paired with the transversality established in Section 2, and we
explore applications and sharpness examples.

2. Establishing transversality

The aim of this section is to illustrate several families of projections that meet the transversality condition
described in Definition 1.3. This includes orthogonal, radial, curve, and surface projections.

2A. Orthogonal projections. Our first example of a transversal family is the collection of orthogonal pro-
jections from Rn to Rm for some m < n. To be explicit about the setup, we will consider a domain �= Rn,
a codomain X = Rm, and equip the codomain with the appropriate Lebesgue measure. We then have the
family

{ιV ◦ PV : V ∈ G(n,m)}

of projections indexed by the Grassmanian, where PV is the orthogonal projection into the m-plane V,
and with the natural inclusion ιV : V → Rm ; equip this set with the Haar measure γn,m . The full details
of the construction of the Grassmanian manifold and the measure γn,m can be found, for example, in
[Mattila 1995, Chapter 3].

To establish transversality, the core estimate in this context is contained in [Mattila 1995, Lemma 2.7]:
for any distinct points x, y ∈ Rn,

γn,m({V ∈ G(n,m) : |PV (x − y)| ≤ δ})∼
δm

|x − y|m
. (2-1)

Using the linearity of PV , one can quickly establish:
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Lemma 2.1 (orthogonal projections are transversal). The family of orthogonal projections from Rn to Rm

equipped with the Haar measure γn,m is m-transversal.

As in [Mattila 1995], this can be done geometrically, by reducing to an estimate of the m-dimensional
measure of a patch on a sphere. There is also an important probabilistic interpretation, which will turn out
to be the main ingredient when studying other transversal families. If x and y are fixed points in Rn, then
a randomly chosen m-dimensional plane is likely to preserve some, if not most, of the distance between x
and y; that is, on average we have that |PV (x)− PV (y)| ≥ δ|x − y|. However, there is still an exceptional
set of m-planes which do not respect this inequality at scale δ— for example, any m-plane which is
sufficiently close to lying in the orthogonal complement to the line between x and y. Transversality
comes from controlling the γn,m-measure of the exceptional set for scale δ.

2B. Visibility. We now turn to establishing the transversality condition for families of radial maps. We
begin by first recalling the notation defined in Section 1A1. For a point a in Rn, the radial projection
based at a maps Rn

\ {a} → Sn−1 via

Pa(x)=
x − a
|x − a|

.

For a fixed vantage set A ⊂ Rn equipped with a measure ψ , our family of projections will be {Pa : a ∈ A}.
The common domain will be a visible set E , which will be assumed to be disjoint from A. Our codomain
is Sn−1 equipped with the surface measure and so m = n − 1 and Pa : E → Sn−1. The aim of this section
is to establish some minimal geometric relations between the vantage set A with the measure ψ and the
visible set E so that the family {Pa : a ∈ A} is (n−1)-transversal. A natural condition on the probability
measure ψ will arise after we analyze the geometry of the radial projections.

To this end, we will make use of the following geometric lemma. A 2-dimensional variant appeared in
[Bond et al. 2016, Lemma 2.3]; we will provide a somewhat different proof and generalize the result to
higher dimensions.

Lemma 2.2 (visibility and tubes). Fix a scale R > 0 and two points x, y not contained in the vantage
set A with |x − y| ≤ R. Let L x,y denote the line connecting them. Then there exists a constant C <∞

depending only on R such that

{a ∈ A : |Pa(x)− Pa(y)| ≤ δ|x − y|} ∩ B(x, R)⊆ L x,y(Cδ),

where L x,y(Cδ) denotes the Cδ-neighborhood of the line L x,y .

Proof. We proceed by contrapositive. Suppose that a is within the ball B(x, R) but outside the tube
L x,y(ρ) of radius ρ around L x,y . Draw a triangle with vertices x, y, and a; let θ denote the internal angle
at vertex a and γ denote the internal angle at vertex y. Since |Pa(x)− Pa(y)| is comparable to the internal
angle θ of the triangle, it is sufficient to give a lower bound on the angle θ . By the law of sines, we have

sin θ
|x − y|

=
sin γ

|a − x |

so that
θ ≥ sin θ =

sin γ
|a − x |

|x − y|.
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If Ax,y,a denotes the altitude of the triangle (as viewed with base side xy) then

sin γ =
Ax,y,a

|y − a|

and
θ ≥

Ax,y,a · |x − y|

|a − x | · |a − y|
.

Since a, x, y ∈ B(x, R), we have |a − x | ≤ 2R and |a − y| ≤ 2R. Since a lies outside the tube L x,y(ρ),
the altitude must be at least ρ. Therefore, there exists a constant c ∼ 1 for which

|Pa(x)− Pa(y)| ≥ cθ ≥ c ·
ρ

4R2 · |x − y|.

Choosing ρ = Cδ for C > 4R2/c establishes that |Pa(x)− Pa(y)|> δ|x − y|, as desired. □

We now have a natural condition to impose on the probability measure ψ : as we wish to verify (1-12)
with s = m = n −1, Lemma 2.2 implies that the measure of a tube should be bounded by the radius of the
tube to an appropriate power. To be precise, we will say that ψ satisfies the tube condition with respect
to E if for any tube Tδ with sufficiently small radius δ that passes through the visible set, E , we have

ψ(Tδ)≲ δn−1. (2-2)

In this case, provided the distance from A to E is at most R, we have established that {Pa : a ∈ A} is a
family of maps from an n-dimensional space to an (n−1)-dimensional space with

ψ{a ∈ A : |Pa(x)− Pa(y)| ≤ δ|x − y|} ≲ δn−1.

Comparing this to the definition of transversality, we have established the following:

Lemma 2.3 (radial maps are transversal). Fix a scale R > 0. Fix a vantage set A and a visible set E
with the condition that for all a ∈ A and e ∈ E we have |a − e| ≲ 1. If A is equipped with a measure ψ
satisfying the tube condition with respect to E (2-2), then the family {Pa : a ∈ A} is (n−1)-transversal as
in (1-13).

This gives a substantial degree of flexibility in structuring the vantage set. One application of this
technique is to a vantage set which is made up of a smooth curve 0 whose tangent lines do not come
too close to the visible set. When ψ is taken to be the restriction of Hn−1 to the vantage set A, this will
imply that ψ satisfies the tube condition with respect to E . We discuss this idea more in Section 4A.

2C. Favard curve length. In this section, we verify that the maps8λ : R2
→ R introduced in (1-6) satisfy

the transversality condition of Definition 1.3. This will proceed through a couple of reductions. First,
we will set up some basic assumptions on the smoothness of the curve, as well as some notation. Next,
by breaking the curve into simpler pieces, we reduce to the case of a curve that is a graph satisfying a
simpler curvature condition. We establish transversality in this simpler setting and note this is sufficient
to establish lower bounds on the Favard length for the general setting.

Definition 2.4. We say that 0 satisfies our standard curvature condition if 0 is a piecewise C1 curve with
piecewise bi-Lipschitz continuous unit tangent vectors.
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Under the assumptions of Definition 2.4, 0 can be expressed as a disjoint union of continuous
subcurves 0 =

⋃
∞

i=1 0i , where each 0i is C1 of finite length with a bi-Lipschitz continuous unit tangent
vector. By further decomposition of the curve, each 0i can be expressed either as a graph with respect
to the first coordinate, 0i = {(t, γi (t)) : t ∈ Ii }, or as a graph with respect to the second coordinate,
0i = {(γi (t), t) : t ∈ Ii }, so that supt∈Ii

|γ ′

i (t)| ≤ 1, and γ ′

i is λi -bi-Lipschitz.
In order to obtain lower bounds on Fav0(E), where E will denote a compact subset of R2, since

Fav0(E)≥ Fav0i (E) for each i , it suffices to obtain lower bounds on Fav0i (E). Fixing i and observing
that rotating the curve and the set E by the same amount has no affect on Fav0i (E)= |E +0i |, we may
simply assume that 0i is a graph with respect to the first coordinate. Finally, for ease of notation, we drop
the subscript i and assume that 0 has all the properties of 0i .

Definition 2.5. We say that 0 is a curve satisfying the simple curvature condition if 0= {(t, γ (t)) : t ∈ I },
where γ : R → R,

sup
t∈I

|γ ′(t)| ≤ 1, (2-3)

and γ ′ is 3-bi-Lipschitz satisfying

3−1
|s − t | ≤ |γ ′(s)− γ ′(t)| ≤3|s − t | (2-4)

for some 0<3<∞ and for each s, t in a nontrivial closed interval I.

Let 0 = {(t, γ (t)) : t ∈ I } be a curve satisfying the simple curvature condition of Definition 2.5. Note
that condition (2-4) guarantees that γ ′ is monotonic; without loss of generality, we will assume that 0 is
concave down so that if t < s, then

γ ′(s)− γ ′(t)
s − t

< 0. (2-5)

Write I = [L1, L2] for some L1< L2 and set h =
1
2(L2 − L1). Set �= [0, h]

2
⊂ R2 and A = [L1 +h, L2].

With this set up, for each λ ∈ A and a ∈�,

ℓλ ∩ (a +0)= (λ, a2 + γ (λ− a1))

is a singleton, as in Figure 1, and we can define the one-parameter family of mappings {8λ( · )}λ∈A,
8λ :�→ ℓλ, by

8λ(a)= a2 + γ (λ− a1). (2-6)

We are now ready to show that the simple curvature assumption implies 1-transversality. In line with
Definition 1.2, our codomain is R equipped with the 1-dimensional Lebesgue measure and so m = 1.

Lemma 2.6 (curve maps are transversal). Let 0 be a curve satisfying the simple curvature assumption
of Definition 2.5. Equip the parameter space A with the 1-dimensional Lebesgue measure. Then the
associated family of projections {8λ :�→ R : λ ∈ A} is 1-transversal as in (1-13).

Proof. Fix a choice of a = (a1, a2), b = (b1, b2) ∈ �, with a ̸= b. The proof comes in two parts: the
translated graphs (a +0) and (b +0) will either intersect at a point, or they will be disjoint. We first



292 ROSEMARIE BONGERS AND KRYSTAL TAYLOR

�̀̀�̀�

(�,��(a))

y

a+0

ℓλ

8λ(a)

λ

(λ,8λ(a))

x

Figure 1. 8λ(a).

handle the intersecting case when
(a +0)∩ (b +0) ̸= ∅. (2-7)

That is, suppose there exist s0, t0 ∈ I and a = (a1, a2) ∈ R2 such that

x := (a1, a2)+ (s0, γ (s0))= (b1, b2)+ (t0, γ (t0)).

Comparing coordinates, we have
x1 = a1 + s0 = b1 + t0, (2-8)

x2 = a2 + γ (s0)= b2 + γ (t0). (2-9)
For λ ∈ A, set

dλ := dist(x, ℓλ)= |λ− x1|, (2-10)

as depicted in Figure 2. We verify that

|8λ(a)−8λ(b)| ∼ dλ · |a − b|, (2-11)

where the implied constant is independent of λ, a, and b. Strictly speaking, we only need that the left-hand
side dominates the right-hand side. Upon establishing (2-11), it will follow that if δ > 0 and λ ∈ A satisfy
|8λ(a)−8λ(b)| ≤ δ, then

dλ · |a − b| ≲ δ,

a+(s0, γ (s0))= b+(t0, γ (t0))

a+0

b+0

x

b−a

x
dλ ℓλ

8λ(b)

b+0a+08λ(a)

Figure 2
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and so
|{λ ∈ A : |8λ(a)−8λ(b)| ≤ δ}| ≲

δ

|a − b|
(2-12)

which is the desired transversality condition.
We have two further reductions. First, as depicted in Figure 2, we consider the case when λ≥ x1 so that

dλ = λ− x1 ≥ 0. (2-13)

Note that the case when λ− x1 < 0 can be handled by reflecting E and 0 about the y-axis. Secondly,
by relabeling a and b if necessary, we may assume that when λ > x1, we have

8λ(b)−8λ(a) > 0 (2-14)

as in Figure 2. Finally, we will also have
(b1 − a1) > 0. (2-15)

This follows from the geometry of the curves: in order for (2-14) to hold in the intersecting case, the
convexity of 0 shows that b must lie below and to the right of a.

Using the convexity condition (2-5), we will show that

8λ(b)−8λ(a)∼ (b1 − a1) · dλ. (2-16)

Observe that by the bound on γ ′ and the relationships established in (2-8) and (2-9),

|b2 − a2| = |γ (s0)− γ (t0)| ≤ |s0 − t0| = |b1 − a1|. (2-17)

As such, proving (2-16) will be sufficient to establish (2-11). We now carry out the verification of (2-16)
in three cases based on the relative sizes of dλ and |b1 − a1|. We will handle the nonintersecting case
(where (2-7) does not hold) separately.

Case 1: (b1 − a1) <
1
2 dλ. We begin by examining the simplest case, which motivates the finer analysis

to come. This is depicted in Figure 3.
Using the relationships established in (2-6)–(2-9) and the mean value theorem, we have

8λ(b)−8λ(a)= (b2 + γ (λ− b1))− (a2 + γ (λ− a1))

= (b2 − a2)+ (γ (λ− b1)− γ (λ− a1))

= (γ (s0)− γ (t0))+ (γ (λ− b1)− γ (λ− a1))

= γ ′(ξ)(b1 − a1)− γ
′(η)(b1 − a1)

= [γ ′(ξ)− γ ′(η)](b1 − a1)

for some η ∈ (λ− b1, λ− a1) and ξ ∈ (t0, s0). It follows by (2-4) and (2-5) that

8λ(b)−8λ(a)∼ (η− ξ) · (b1 − a1).

Since (b1 − a1) <
1
2 dλ, we see that (2-16) is verified following the observation that

(η− ξ)∼ dλ.
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t0 s0ξ λ−b1 η λ−a1

b1−a1 b1−a1

dλ

Figure 3. Case 1.

To see this, recall from (2-13) and (2-8) that dλ = λ− a1 − s0 = λ− b1 − t0. Following Figure 3,

η− ξ > (λ− b1)− s0 = (λ− b1 − t0)− (s0 − t0)= dλ − (b1 − a1),

and similarly
η− ξ < (λ− a1)− t0 = (λ− a1 − s0)+ (s0 − t0)= dλ + (b1 − a1).

Before moving to the general argument, we observe that the separation of dλ and (b1−a1) was crucial in
guaranteeing that the variables arising from the application of the mean value theorem, ξ and η, were prop-
erly separated. More generally, a finer analysis using telescoping sums is used to guarantee such separation.

Case 2: 1
2 dλ ≤ (b1 − a1) < dλ. Set

p =
1
2(b1 − a1) and q = s0. (2-18)

First, we take a moment to compare the variables under examination. Note p > 0 by (2-15). Using
(2-13) and (2-8), we can write dλ = λ− b1 − t0 and b1 − a1 = s0 − t0. Therefore, when b1 − a1 < dλ, we
have s0 − t0 < λ− b1 − t0 and so s0 < λ− b1. This implies

t0 < s0 < λ− b1 < λ− a1,

and so, for p and q as in (2-18),

t0 = q − 2p < q − p < q = s0 < λ− b1 = λ− a1 − 2p < λ− a1 − p < λ− a1.

Appealing to (2-6) and (2-9), we can write

8λ(a)−8λ(b)= γ (λ− a1)− γ (λ− b1)− (b2 − a2)

= γ (λ− a1)− γ (λ− b1)− (γ (s0)− γ (t0))

=

1∑
j=0

(
γ (λ− a1 − j p)− γ (λ− a1 − ( j + 1)p)

)
−

1∑
j=0

(
γ (q − j p)− γ (q − ( j + 1)p)

)
.

Applying the mean value theorem, there exist h0, h1, h′

0, h′

1 ∈ (0, 1) so that

8λ(a)−8λ(b)=

1∑
j=0

(γ ′(λ− a1 − j p − h j p) · p)−
1∑

j=0

(γ ′(q − j p − h′

j p) · p),

and it follows that

8λ(a)−8λ(b)∼

( 1∑
j=0

(γ ′(λ− a1 − j p − h j p)− γ ′(q − j p − h′

j p))
)

· p. (2-19)
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q−2p = t0 q = λ−b1 s0 λ−a1−p λ−a1

b1−a1 dλ

b1−a1

p

Figure 4. Case 3.

The purpose for adding and subtracting terms, is that the terms λ−a1 − j p−h j p and q − j p−h′

j p are
now appropriately separated for j = 0, 1. Indeed, when dλ > (b1 − a1), recalling that q = s0, it holds that

(λ− a1 − j p − h j p)− (s0 − j p − h′

j p)= dλ − h j p + h′

j p ≥
1
2 dλ,

and

(λ− a1 − j p − h j p)− (s0 − j p − h′

j p)= dλ − h j p + h′

j p ≤
3
2 dλ.

The key point is that in (2-19), the arguments of γ ′ within each summand are separated by a positive
quantity comparable to dλ. Using the bi-Lipschitz condition on γ ′ (in which case γ ′ is strictly monotonic
on I ), we conclude that

8λ(b)−8λ(a)∼ dλ · p.

Since p ∼ (b1 − a1), this case is completed.

Case 3: dλ ≤ (b1 − a1). Set

p =
1
2 dλ and q = (λ− b1). (2-20)

With this choice of p and q, the proof proceeds as in the previous case. This situation is depicted in
Figure 4.

Using (2-8) and (2-13), we can write dλ = λ− b1 − t0 = λ− a1 − s0 ≥ 0 and b1 − a1 = s0 − t0 > 0.
Therefore, when dλ ≤ b1 − a1, we have λ− b1 − t0 ≤ s0 − t0 and so λ− b1 ≤ s0. Combining these
observations, if dλ ≤ (b1 − a1), then

t0 ≤ λ− b1 ≤ s0 ≤ λ− a1,

and so, for p and q as in (2-20),

t0 = q − 2p ≤ q − p ≤ q = λ− b1 ≤ s0 = λ− a1 − 2p ≤ λ− a1 − p ≤ λ− a1.

Using an identical telescoping argument to that used in the previous case to obtain (2-19), except now
with p and q as in (2-20), we conclude that there exist h0, h1, h′

0, h′

1 ∈ (0, 1) so that

8λ(a)−8λ(b)∼

( 1∑
j=0

(γ ′(λ− a1 − j p − h j p)− γ ′(q − j p − h′

j p))
)

· p. (2-21)
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We now observe that λ−a1 − j p − h j p and q − j p − h′

j p are sufficiently separated for j = 0, 1 when
dλ ≤ b1 − a1:

(λ− a1 − j p − h j p)− (q − j p − h′

j p)= b1 − a1 − h j p + h′

j p ≥
1
2(b1 − a1)

and
(λ− a1 − j p − h j p)− (q − j p − h′

j p)= b1 − a1 − h j p + h′

j p ≤
3
2(b1 − a1).

As in Case 2 above, we have now established the necessary separation between the arguments of γ ′

in each summand; it follows that

8λ(b)−8λ(b)∼ (b1 − a1) · p.

Since p ∼ dλ, this case is finished.

Nonintersection case: It remains to verify (1-13) when (2-7) does not hold. Assume that a and b are such
that

(a +0)∩ (b +0)= ∅. (2-22)

Let δ > 0. For each λ ∈ A, set

h(λ) :=8λ(b)−8λ(a)= γ (λ− b1)− γ (λ− a1)+ (b2 − a2).

Relabeling if necessary, we may assume that the graph (b +0) is above (a +0) in the sense that, for
each λ ∈ A, it holds that

h(λ) > 0.

Observe that in the case a1 = b1, we have h(λ) = b2 − a2 is constant, and so the left-hand-side of
(1-13) is nonzero identically when |a − b| = |a2 − b2| ≤ δ, in which case the right-hand-side of (1-13) is
bounded below by the constant c, and the inequality is satisfied provided that c is chosen so that c ≥ |A|.

Assume then that a1 ̸= b1. We will apply a vertical shift to the curve (b + 0) to reduce to the
intersection case considered in (2-7) and handled above. It is a consequence of the curvature assumption
of Definition 2.5 that there exists a unique λ̂ ∈ A where h(λ) is minimized. Set

d := h(λ̂).

(Indeed, when a1 ̸= b1, note that h is strictly monotonic as h′
̸= 0 by (2-4)). Now

(0+ (b1, b2 − d))∩ (0+ a) ̸= ∅,
and we see that

8λ(b)= b2 + γ (λ− b1)= b2 − d + γ (λ− b1)+ d =8λ((b1, b2 − d))+ d. (2-23)

Set b(d)= (b1, b2 − d). Now, if λ is such that h(λ)=8λ(b)−8λ(a)≤ δ, then

8λ(b(d))−8λ(a)≤ δ− d ≤ δ.

Note we may assume that δ ≥ d since h(λ)≥ d for each λ ∈ A. Therefore

{λ ∈ A :8λ(b)−8λ(a)≤ δ} ⊂ {λ ∈ A :8λ((b1, b2 − d))−8λ(a)≤ δ}, (2-24)
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and it follows from the previous Cases 1–3 that there exists a constant c > 0 that depends only on the
constant 3 in (2-4) so that

|{λ ∈ A :8λ((b1, b2 − d))−8λ(a)≤ δ}| ≤
c δ

|b(d)− a|
. (2-25)

Combining (2-24) and (2-25), we see that if |b(d)−a| were bounded below by |b−a|, then the argument
would be complete. Since this may not always be the case, we need a slightly more delicate analysis.

We will now proceed in two cases, based on the relative sizes of |b1 − a1| and |b2 − a2|. When the
first difference is dominant, the shift between b and a is mostly horizontal and this horizontal translation
is detected by the first coordinate of b(d). The more challenging case is when the translation is nearly
vertical; this will follow the same lines as when b1 = a1. To be precise, we now consider the cases when
|b1 − a1| ≥

1
2 |b2 − a2| and |b1 − a1|<

1
2 |b2 − a2| separately.

In the former case,

|b1 − a1| ≳ |b − a|

and so

|b(d)− a|
2
= |b1 − a1|

2
+ |b2 − d − a2|

2
≥ |b1 − a1|

2 ≳ |b − a|
2.

In this case, we see that |b(d)− a| is bounded below by a constant multiple of |b − a|, and the argument
is complete upon combining (2-24) and (2-25).

Now consider the latter case that |b1 − a1|<
1
2 |b2 − a2|. Suppose that λ is such that h(λ)≤ δ. By the

mean value theorem, there exists an η so that

γ (λ− b1)− γ (λ− a1)= −γ ′(η)(b1 − a1).

Recall from (2-3) that supt∈I |γ ′(t)| ≤ 1. It follows from the reverse triangle inequality that

h(λ)≥ |b2 − a2| − |γ ′(η)(b1 − a1)|

≥ |b2 − a2| − |b1 − a1|

≥ |b2 − a2| −
1
2 |b2 − a2|

=
1
2 |b2 − a2| ∼ |b − a|,

where the implicit constants are independent of b, a and λ. It follows that there exists a c′ > 0 so that
if λ is such that h(λ)≤ δ, then |b − a| ≤ c′δ or 1 ≤ c′δ/|b − a|. Now,

|{λ ∈ A : h(λ)≤ δ}| ≤ |A| ≤ c ≤ c
c′ δ

|b − a|
,

provided c is chosen so that c ≥ |A|. □

2D. Surface projections. Here, we show that the maps corresponding to the Favard surface length and
introduced in Section 1A3 satisfy the transversality condition of (1-13). We will consider the case when 0
is a surface of revolution generated by an even, C2, concave-up function f defined on a neighborhood of
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the origin. That is, 0 will be the graph of γ : R2
→ R given by

γ (s)= f (|s|)

defined on a closed ball B := B(0, L) for some L > 0.
Note that f ′′ > 0 on [−L , L]. It is straightforward to check that f ′(x)≥ 0 on [0, L] with equality only

at x = 0; computing the second partial derivative of γ in x at |(x, y)| = 0 and |(x, y)| ̸= 0 separately
shows that there exists c > 0 so that for each (x, y) ∈ B

∂2γ

∂x2 (x, y) > c. (2-26)

Now, we choose a parameter set A and a domain � as in Definition 1.2: set A = B
(
0, 1

3 L
)
⊂ R2 and

�= B
(
0, 1

3 L
)
⊂ R3. For α ∈ A, define the vertical line

ℓα := {(x, y, z) : (x, y)= α}.

If α = (α1, α2) ∈ A and a = (a1, a2, a3) ∈�, note (α1 − a1, α2 − a2) ∈ B and

ℓα ∩ (a +0)= (α1, α2, a3 + γ (α1 − a1, α2 − a2))

is a singleton. Thus, we can define the two-parameter family of mappings {8α( · )}α∈A, 8α :�→ R by

8α(a)= a3 + γ (α1 − a1, α2 − a2). (2-27)

The following lemma states that this family of maps satisfy the transversality condition of (1-13)
when 0 is a surface of revolution of this form.

Lemma 2.7 (surface maps are transversal). Let 0 = {(t, γ (t)) : t ∈ B} = {(t, f (|t |)) : t ∈ B} be a surface
of revolution with f : R → R, γ : R2

→ R as defined above so that (2-26) holds on B = B(0, L). With the
notation above, the associated family of projections {8α :�→ R : α ∈ A} is 1-transversal in the sense of
Definition 1.3.

While the proof of Lemma 2.7 is similar to its 2-dimensional analogue, Lemma 2.6, there is a new
layer of complexity that arises. In the 2-dimensional case, in which 0 was a curve and the graph of a
real-valued function, the intersection set (a +0)∩ (b +0) consisted of at most one point. Denoting this
point by x = (x1, x2) (when it exists) and setting H(λ) := |8λ(a)−8λ(b)|, with 8α as in (2-6), we saw
that H(x1)= 0 and observed that H grows at a linear rate in a neighborhood of x1. In the 3-dimensional
case, in which 0 is a surface, the set (a +0)∩ (b +0) may consists of many points. Here, we show that
the function H(λ), now with 8α as in (2-27), obeys a similar linear growth condition along horizontal
lines. We now prove Lemma 2.7 using the set-up above, and we begin with a few simplifying reductions.

Proof. By rescaling in the z-axis, we may assume that all the first partial derivatives of γ are bounded
by 1. For distinct a, b ∈�, our aim is to verify that

|{λ ∈ A : |8λ(a)−8λ(b)| ≤ δ}| ≲
δ

|a − b|
.
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Translating, it is enough to consider the situation when a = (0, 0, 0). Further, since 0 is symmetric about
the origin, it suffices to consider the case when b = (b1, 0, b3) for b1, b3 ≥ 0.

After this reduction, our goal is to show that

|{λ ∈ A : |8λ(0⃗)−8λ(b)| ≤ δ}| ≲
δ

|b|
(2-28)

for a universal constant independent of b and δ. To this end, fix the coordinate λ2 and form a slice parallel
to the xz-plane; we will show that

|{λ1 : λ= (λ1, λ2) ∈ A and |8λ(0⃗)−8λ(b)| ≤ δ}| ≲
δ

|b|
(2-29)

for a universal constant independent of λ2. Once this is completed, we may integrate the estimate with
respect to λ2 over the interval

[
−

1
3 L , 1

3 L
]

and apply Fubini’s theorem to recover (2-28). Note that | · | in
(2-28) denotes the 2-dimensional Lebesgue measure and | · | in (2-29) denotes the 1-dimensional Lebesgue
measure.

We are now working within a 2-dimensional slice of the surface and will be able to apply the results of
Section 2C. Note that the slice

γλ2 := 0 ∩ {y = λ2} = {(t1, λ2, γ (t1, λ2)) : (t1, λ2) ∈ B}

forms a curve in the plane {y = λ2}. Since b = (b1, 0, b3), the translated surface (0+ b) also intersects
this plane in a curve

(0+ b)∩ {y = λ2} = {(s1 + b1, λ2, γ (s1, λ2)+ b3) : (s1, λ2) ∈ B}.

The key point is that this curve is merely a translate of γλ2 :

(0+ b)∩ {y = λ2} = γλ2 + b.

Recalling the curvature condition (2-26), we see that the curve γλ2 satisfies the simple curvature
condition of Definition 2.5. Applying Lemma 2.6 (in particular, the result of (2-12)) then establishes
(2-29) as desired. □

3. Energy techniques for pushforwards

We now turn to measure estimates using the energy and potential based approach of [Mattila 1990]. The
key idea here will be that the energies associated to a measure µ and its pushforwards π̃α♯µ are closely
related. This will allow us to prove strong asymptotic lower bounds for the Favard curve lengths of
neighborhoods of sets. First, we begin by proving Proposition 1.4, illustrating how transversality plays a
role in the study of pushforward measures. This proposition provides a generalization of Marstrand’s
result on the typical dimension of projections to a nonlinear setting, and the proof provided here is similar
to that which appeared in [Solomyak 1998] in the context of general metric spaces.
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Recall that we have a family {̃πα : α ∈ A} of maps into an m-dimensional space, dimH E = t ≤ m, and
the family of projections is m-transversal. Our goal is to show that for ψ-almost every α ∈ A,

dimH π̃αE = t.

The primary tool will be to use that if x and y are two fixed points, then the projection operators π̃α will usu-
ally be able to distinguish between x and y on scale |x−y|. This is quantified with the distribution function.

Proof of Proposition 1.4. Suppose that E supports a Borel probability measure µ with finite τ -energy.
Recall the energy of the measureµ, Iτ (µ), is defined in (1-1) and the pushforward, π̃α♯µ, is defined in (1-2).
Averaging over the set of parameters and computing the energies of the pushforward measures, we have∫

A
Iτ (π̃α♯µ) dψ(α)=

∫
A

∫∫
1

|u − v|τ
dπ̃α♯µ(u) dπ̃α♯µ(v) dψ(α)

=

∫
A

∫∫
1

|̃πα(x)− π̃α(y)|τ
dµ(x) dµ(y) dψ(α)

=

∫∫ ∫
A

1
|̃πα(x)− π̃α(y)|τ

dψ(α) dµ(x) dµ(y)

=

∫∫ [∫
A

|x − y|
τ

|̃πα(x)− π̃α(y)|τ
dψ(α)

]
dµ(x) dµ(y)

|x − y|τ
.

We can study the innermost integral using the transversality condition together with the distribution
function: ∫

A

|x − y|
τ

|̃πα(x)− π̃α(y)|τ
dψ(α)=

∫
∞

0
ψ

({
α :

|x − y|
τ

|̃πα(x)− π̃α(y)|τ
≥ r

})
dr

=

∫
∞

0
ψ({α : |̃πα(x)− π̃α(y)| ≤ r−1/τ

|x − y|}) dr

= τ

∫
∞

0
ψ({α : |̃πα(x)− π̃α(y)| ≤ δ|x − y|})

dδ
δ1+τ

.

For a fixed δ0 > 0, the integral on [δ0,∞) converges: our parameter set has finite measure, and∫
∞

δ0
(1/δ1+τ ) dδ is finite. Therefore, we only need to consider the case of δ ∈ [0, δ0); this corresponds

to the set of parameters which are not able to distinguish x and y, and will have small measure due to
transversality. In particular, the m-transversality of (1-12) with s = m yields

ψ(|{α : |̃πα(x)− π̃α(y)≤ δ|x − y|})≲ δm

for all δ ≤ δ0, implying∫ δ0

0
ψ({α : |̃πα(x)− π̃α(y)| ≤ δ|x − y|})

dδ
δ1+τ

≲
∫ δ0

0
δm−τ dδ

δ
.

This converges provided that τ < m. We have now shown that, for τ < m,∫
A

Iτ (π̃α♯µ) dα ≲
∫∫

dµ(x) dµ(y)
|x − y|τ

= Iτ (µ) <∞,

and therefore the energy Iτ (π̃α♯µ) is finite for ψ-almost every α.
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To finish the proof, recall that if E has positive Ht measure, then for any τ < t there exists a measure µ
supported on E with finite τ -energy (see Frostman’s lemma in [Mattila 2015]). It follows that if τ < t ≤ m,
then the pushforward π̃α♯µ will also have finite τ -energy, implying that π̃α(E) has Hausdorff dimension
at least τ . Passing to a countable sequence τn converging upwards to t gives the desired result. □

For the remainder of the section, we will employ the notation of Definition 1.2. Recall that the lower
derivative of the measure π̃α♯µ with respect to h at the point u is defined by

D(π̃α♯µ, h, u)= lim inf
δ→0

π̃α♯µ(B(u, δ))
h(B(u, δ))

.

The upper derivative is similarly defined, taking the limit supremum. In the case that the lower and upper
derivatives coincide, they will agree with the Radon–Nikodym derivative denoted by D(π̃α♯µ, h, u).

Lemma 3.1 (absolute continuity of pushforwards). Suppose that {̃πα : α ∈ A} is an s-transversal family
of maps and that ψ is a Borel measure on A. If µ is a Borel measure with compact support contained
in � and Is(µ) <∞, then for ψ-almost every α we have that π̃α♯µ≪ h and∫

A

∫
X

D(π̃α♯µ, h, u)2 dh(u) dψ(α)≲ Is(µ).

Proof. Consider the integral ∫∫
D(π̃α♯µ, h, u) dπ̃α♯µ(u) dψ(α).

Due to the joint continuity assumption for the functions (x, α) 7→ π̃α(x), the integrands will be measurable
with respect to the appropriate measures (each of which are Borel measures). We now follow the definition
of the lower derivative along with Mattila’s approach:∫∫

D(π̃α♯µ, h, u) dπ̃α♯µ(u) dψ(α)=

∫∫
lim inf
δ→0

π̃α♯µ(B(u, δ))
h(B(u, δ))

dπ̃α♯µ(u) dψ(α)

≲ lim inf
δ→0

1
δm

∫∫
π̃α♯µ(B(u, δ)) dπ̃α♯µ(u) dψ(α)

= lim inf
δ→0

1
δm

∫∫
µ(π̃α

−1 B(u, δ)) dπ̃α♯µ(u) dψ(α)

= lim inf
δ→0

1
δm

∫∫
µ{y : π̃α y ∈ B(u, δ)} dπ̃α♯µ(u) dψ(α). (3-1)

Pushforward measures obey the identity∫
g d f♯ν =

∫
(g ◦ f ) dν

for nonnegative Borel functions f and g and a Borel measure ν. Applying this to the function

g(u) := µ{y : π̃α y ∈ B(u, δ)},
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we find that∫∫
µ{y : π̃α y ∈ B(u, δ)} dπ̃α♯µ(u) dψ(α)=

∫∫
µ{y : π̃α y ∈ B(π̃αx, δ)} dµ(x) dψ(α)

=

∫∫
ψ{α : π̃α y ∈ B(π̃αx, δ)} dµ(x) dµ(y)

=

∫∫
ψ({α : dist(π̃αx, π̃α y)≤ δ}) dµ(x) dµ(y). (3-2)

Combining (3-1) and (3-2), we get∫∫
D(π̃α♯µ, h, u) dπ̃α♯µ(u) dα ≲ lim inf

δ→0

∫∫
ψ({α : |̃παx − π̃α y| ≤ δ})

δm dµ(x) dµ(y). (3-3)

We are now ready to apply the s-transversality condition. Since

ψ({α : |̃πα(x)− π̃α(y)| ≤ δ})≲
δm

|x − y|s
,

we find that ∫∫
D(π̃α♯µ, h, u) dπ̃α♯µ(u) dψ(α)≲

∫∫
dµ(x) dµ(y)

|x − y|s
= Is(µ). (3-4)

Since Is(µ) <∞, we conclude that for ψ-almost every α, the lower derivative D(π̃α♯µ, h, u) is finite
for π̃α♯µ-a.e. u ∈ X . Following [Mattila 1995, Theorem 2.12], this implies that π̃α♯µ≪ h for all such
parameters, in which case D(π̃α♯µ, h, u) exists for π̃α♯µ-a.e. u ∈ X . Finally, we can use Fubini’s theorem
to conclude that ∫

X
D(π̃α♯µ, h, u)2 dh(u)=

∫
X

D(π̃α♯µ, h, u) dπ̃α♯µ(u). (3-5)

The combination of (3-5) with the estimate (3-4) establishes the desired result. □

The next result follows from Lemma 3.1 and, in essence, states that nonlinear variants of Favard length
are controlled from below by the energy of any nice measure placed on the set.

Lemma 3.2 (lower bound on average projection length). Suppose that {̃πα : α ∈ A} is an s-transversal
family of maps with a Borel probability measure ψ on A. If µ is a Borel probability measure supported on
a compact set F ⊆�, then ∫

A
(h(π̃αF))−1 dψ(α)≲ Is(µ)

and
1

Is(µ)
≲

∫
A

h(π̃αF) dψ(α). (3-6)

This is an analogue of [Mattila 1990, Theorem 3.2]. The proof relies on Lemma 3.1.

Proof. Since F ⊆ π̃α
−1(π̃αF) and µ is a probability measure, we can apply the definition of the

pushforward to conclude that

1 = π̃α♯µ(π̃αF)2 =

(∫
π̃αF

D(π̃α♯µ, h, u) dh(u)
)2

.
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Invoking the Cauchy–Schwarz inequality,

1 ≤ h(π̃αF)
∫
π̃αF

D(π̃α♯µ, h, u)2 dh(u)

for all α ∈ A. After dividing both sides by h(π̃αF), integrating in ψ , and invoking Lemma 3.1, we have∫
A
(h(π̃αF))−1 dψ(α)≤

∫
A

∫
π̃αF

D(π̃α♯µ, h, u)2 dh(u) dψ(α)

≤

∫
A

∫
X

D(π̃α♯µ, h, u)2 dh(u) dψ(α)≲ Is(µ),

thus establishing the first inequality.
For the second part of the theorem, consider the function f (α) = h(π̃αF). Applying the Cauchy–

Schwarz inequality to 1 =
∫

dψ =
∫

f 1/2
· f −1/2 dψ immediately gives the claimed result. □

In order to apply Lemma 3.2 to neighborhoods, we construct a measure with appropriate support and
obtain an upper bound on the energy. The following lemma says that whenever the dimension of F is
known, there is at least one auxiliary measure supported on the neighborhood F(r) whose energy is easily
computable. This is the final tool that we will need in order to estimate the average projection size of a
neighborhood, and it comes directly from [Mattila 1990, Theorem 4.1]. We give a summary of the main
idea of the construction.

Lemma 3.3 (construction of auxiliary measure). Let 0< s ≤ m. Suppose µ is a Borel probability measure
supported on a compact set F ⊂ Rn and there exists c > 0 so that

µ(B(x, r))≤ cr s

for each x ∈ Rn and r > 0. Then for each r ∈ (0, 1) there exists a probability measure ν supported
in F(2r) so that

Is(ν)≲ r s−m if s < m, (3-7)

Is(ν)≲ log
(1

r

)
if s = m. (3-8)

Summary of proof. For F , µ and r as in the statement of Lemma 3.3, we can use a covering argument to
find a disjoint collection of balls {Bi }

k
i=1, each with radius r , so that τ :=µ

(⊔k
i=1 Bi

)
> 0. The measure ν

is then defined to be

ν(A) :=
1
τ

k∑
i=1

µ(Bi )
|A ∩ Bi |

|Bi |
, (3-9)

where |·| denotes the n-dimensional Lebesgue measure. Note that ν is supported in F(2r). The ν-measure
of a ball of radius u can be bounded from above, considering the cases when u ≤ r , r ≤ u ≤ 1, and 1 ≤ u
separately, and a computation with the distribution function (analogous to the computations in the proof
of Proposition 1.4) shows that Im(ν)≲ r s−m when s < m. Further, when s = m, a similar computation
shows that Im(ν)≲ log

( 1
r

)
. □
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With Lemmas 3.2 and 3.3 in tow, we now turn to the proof of Theorem 1.5. In this context, it will be
important that the family is m-transversal, with m matching the dimension of the target set.

Proof of Theorem 1.5. Assume that {̃πα : α ∈ A} is m-transversal. Letting F and µ be as in the hypotheses,
we can use Lemma 3.3 to construct the auxiliary measure ν with computable energy. Applying the
estimate (3-6) of Lemma 3.2 to ν and F(2r) yields the theorem. □

4. Applications and examples

4A. Proving Theorems 1.6 and 1.7. We now turn to self-contained proofs of the applications to Favard
curve length and visibility, respectively.

Proof of Theorem 1.7. In the case that 0 satisfies the simple curvature assumption of Definition 2.5, we
can apply Lemma 2.6 to conclude that the curve projections associated to Fav0 form a 1-transversal
family, and the theorem follows from Theorem 1.5. The reductions made at the beginning of Section 2C
imply that establishing the theorem for this special class of 0 suffices. □

On the other hand, the visibility result requires a little bit more analysis, since transversality depends
on the relative geometry of the visible set and the vantage set.

Proof of Theorem 1.6. In Lemma 2.3, we established that the family of radial projections {Pa : a ∈ A} is
(n−1)-transversal provided that the underlying probability measure ψ supported on A satisfies the tube
condition with respect to E :

ψ(Tδ)≲ δn−1.

In our context, ψ = Hn−1 and it suffices to show that there exists a positive δ > 0 such that for any
tube Tδ passing through the visible set E we have

Hn−1(Tδ ∩ A)≲ δn−1.

However, this follows immediately from the tangent plane condition: the angle between the tube Tδ
and any tangent plane to A is uniformly bounded away from zero and the claim follows. Now that
transversality has been established, we conclude the proof with an application of Theorem 1.5 as in the
previous argument. □

A slightly more general version of Theorem 1.6 is available without separation between the vantage
set A and the visible set E . The tube condition is also guaranteed upon replacing our tangent plane
condition with the following slightly more technical statement: there exist δ0 > 0 and θ0 ∈

(
0, π2

)
so that,

if a ∈ L x,y(δ0)∩ A for distinct x, y ∈ E , then Aa meets L x,y at an angle of at least θ0.

4B. Applications to dynamically generated sets. A key tool in proving Theorem 1.5 was to establish the
existence of an auxiliary measure ν supported near F whose s-energy is easily computable. Lemma 3.2
then relates the average projection length to the energy. In the case of many fractal sets, we can construct the
special measure ν in a geometrically motivated ad hoc manner. We now turn to the proof of Corollary 1.9.
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Proof of Corollary 1.9. Set s = m = 1 and r =
(1

4

)n. Recall Kn denotes the n-th generation in the
construction of the four-corner Cantor set K. We can write Kn as the union of 4n squares Qi of side
length 4−n , and define a probability measure on ν supported on Kn by

ν(A)=

4n∑
i=1

|A ∩ Qi |( 1
4

)n .

This is the equidistributed measure on Kn (and can be compared to the constructed measure of Lemma 3.3
when µ denotes the 1-Hausdorff measure restricted to K).

Observe ν(Kn)= 1 and

ν(B(x, u))∼


u2/r for u ≤ r,
u for u ≥ r,
1 for u ≥ 1.

A direct estimate of the energy integral leads to

I1(ν)∼ log
(1

r

)
∼ n. (4-1)

Next, as we have already established in Lemma 2.6 that the curve projections which lead to Fav0 are a
1-transversal family under our simple curvature assumption, we can apply Lemma 3.2 to conclude that

1
I1(ν)

≲
∫

R

|8α(Kn)| dα. (4-2)

Combining (4-1) and (4-2) completes the proof of Corollary 1.9. □

It is worth emphasizing that the main point here is the existence of the measure ν with easily bounded
energy at the appropriate dimension. As such, these techniques apply to a much broader class of fractal
sets at dimension 1; whenever we can have a piece-counting argument that gives a sharp estimate for I1(ν),
we will get a similar bound. This is frequently the case for fractals that are generated by an iterated
function system, including Kn .

Next, we give the corresponding applications for visibility:

Proof of Corollary 1.8. Since no tangent line to the curve 0 passes through the compact set [0, 1]
2,

there is a positive distance between any tangent line to 0 and Kn . This is the 2-dimensional version of
the nontangency assumption of Theorem 1.6 and thus the family of radial projections {Pa : a ∈ 0} is
1-transversal. Again taking ν to be the equidistributed measure on Kn , the corollary now follows from
Lemma 3.2 and the estimate (4-1). □

4C. Projections without transversality. In each of the cases handled above, a notion of transversality is
used to show that the set of parameters which cannot distinguish two nearby points on an appropriate
scale is rather small. One may ask whether such a condition is necessary. In the following examples, we
explore what can happen when transversality is absent.

Example 4.1 (asymptotic Fav0 that decays too fast). Suppose that the curve 0 is x-axis in R2, suppose F
is a horizontal line segment, and consider the curve projections 8α of Section 2C. Then Section 2C fails.
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Recalling (1-8), we see that
Fav0(F(r))∼ 2r.

This tends to zero much more rapidly than (log r−1)−1.
Our next example illustrates that Favard curve length does not necessarily detect rectifiability without a

transversality assumption. In particular, without a curvature assumption, it is possible to have a purely un-
rectifiable set with positive and finite Hausdorff 1-measure, which has strictly positive Favard curve length.

Example 4.2 (a lower bound that does not decay). Suppose that 0 is a straight line in R2 passing through
the origin with slope 1

2

(
or angle θ = arctan 1

2

)
and that F is the four-corner Cantor set. Consider the

curve projections 8α of Section 2C. Then for all α so that 8α is defined on K, the projection 8α K is an
interval with length comparable to 1.

To see this, consider the first generation of the four-corner Cantor set K and its four constituent squares.
Each square projects to an interval. Since the line has slope 1

2 , the points
(1

4 , 0
)

and
(3

4 ,
1
4

)
project to

the same position within Lα. Similarly,
(
0, 1

4

)
and

(
1, 3

4

)
share a projection and so do

( 1
4 ,

3
4

)
and

( 3
4 , 1

)
.

Therefore, the projection of the bottom right square is a segment connecting π̃α(1, 0) and π̃α
( 3

4 ,
1
4

)
; the

projection of the lower left square is a segment connecting π̃α
(1

4 , 0
)

and π̃α
(
0, 1

4

)
, and so on. The four

intervals found in this manner only meet at their endpoints, and their union is an interval with length
greater than 1. Finally, an application of self-similarity shows that this argument works for the second
generation of the Cantor set as well; this extends to all subsequent generations and K itself.

As a final example, we see what happens for visibility when we do not assume the tube condition.

Example 4.3 (coplanar sets lack the tube condition). Suppose A and E are as in Theorem 1.6 so that A
is a smooth (n−1)-dimensional surface, E has positive s-dimensional Hausdorff measure, and |a − e|≲ 1
for each a ∈ A and e ∈ E . Moreover, assume that A and E are both subsets of the same hyperplane in Rn.
Consider the radial projections Pa of (1-4). Then the lower bounds of Theorem 1.6 fail when s > n − 2.

For A and E in Rn and a ∈ A, the radial projection Pa(E) is a set of Hausdorff dimension at most n−1.
Embedding A and E in the same hyperplane guarantees that Pa(E) is a set of Hausdorff dimension
at most n − 2. As such, it can be covered by C

( 1
r

)n−2 balls of radius r for some C . Since the (n−1)-
dimensional measure of a ball is of order rn−1, we conclude that the (n−1)-dimensional Hausdorff
measure restricted to Sn−1 is bounded by |Pa(E(r))| ≲ r . Since r ≪ log

( 1
r

)−1 and r ≪ rn−1−s whenever
n −2< s and r is sufficiently small, both the first and second estimates of Theorem 1.6 fail in this regime.

To see what goes awry in Example 4.3, note that the tube L x,y(δ) for distinct x, y ∈ E(r) intersects A
in a set of measure δn−2

≫ δn−1 and the upper bound required by the tube condition in (2-2) fails. In this
case, Pa(E) for a ∈ A fails to differentiate the points of E .

As an explicit example of what fails, consider the case n = 2. When A and E are contained in the
same line, Pa(E) consists of at most two points for any a ∈ A. This means that the projections Pa cannot
differentiate points in E .
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