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GROWTH OF HIGH L p NORMS FOR EIGENFUNCTIONS
AN APPLICATION OF GEODESIC BEAMS

YAIZA CANZANI AND JEFFREY GALKOWSKI

This work concerns L p norms of high energy Laplace eigenfunctions: (−1g − λ2)φλ = 0, ∥φλ∥L2 = 1.
Sogge (1988) gave optimal estimates on the growth of ∥φλ∥L p for a general compact Riemannian manifold.
Here we give general dynamical conditions guaranteeing quantitative improvements in L p estimates
for p > pc, where pc is the critical exponent. We also apply results of an earlier paper (Canzani and
Galkowski 2018) to obtain quantitative improvements in concrete geometric settings including all product
manifolds. These are the first results giving quantitative improvements for estimates on the L p growth of
eigenfunctions that only require dynamical assumptions. In contrast with previous improvements, our
assumptions are local in the sense that they depend only on the geodesics passing through a shrinking
neighborhood of a given set in M. Moreover, we give a structure theorem for eigenfunctions which saturate
the quantitatively improved L p bound. Modulo an error, the theorem describes these eigenfunctions as
finite sums of quasimodes which, roughly, approximate zonal harmonics on the sphere scaled by 1/

√
log λ.

1. Introduction

Let (M, g) be a smooth, compact, Riemannian manifold of dimension n and consider normalized Laplace
eigenfunctions, i.e., solutions to

(−1g − λ2)φλ = 0, ∥φλ∥L2(M) = 1.

This article studies the growth of L p norms of the eigenfunctions φλ as λ → ∞. Since the work of
Sogge [1988], it has been known that there is a change of behavior in the growth of L p norms for
eigenfunctions at the critical exponent pc := 2(n + 1)/(n − 1). In particular,

∥φλ∥L p(M) ≤ Cλδ(p), δ(p) :=

{
n−1

2 −
n
p , pc ≤ p,

n−1
4 −

n−1
2p , 2 ≤ p ≤ pc.

(1-1)

For p ≥ pc, (1-1) is saturated by the zonal harmonics on the round sphere Sn. On the other hand, for p ≤ pc,
these bounds are saturated by the highest weight spherical harmonics on Sn, also known as Gaussian
beams. In a very strong sense, the authors showed in [Canzani and Galkowski 2021, page 4] that any
eigenfunction saturating (1-1) for p > pc behaves like a zonal harmonic, while Blair and Sogge [2015b;
2017] showed that for p < pc such eigenfunctions behave like Gaussian beams. In the case p ≤ pc, Blair
and Sogge [2015a; 2018; 2019] have made substantial progress on improved L p estimates on manifolds
with nonpositive curvature.
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This article concerns the behavior of L p norms for high p; that is, for p > pc. While there has been a
great deal of work on L p norms of eigenfunctions [Hezari and Rivière 2016; Koch et al. 2007; Sogge
et al. 2011; Sogge and Zelditch 2002; 2016; Tacy 2018; 2019; Toth and Zelditch 2002; 2003], this article
departs from the now standard approaches. We both adapt the geodesic beam methods developed by
the authors in [Canzani and Galkowski 2023; 2019; 2021; Canzani et al. 2018; Galkowski 2018; 2019;
Galkowski and Toth 2018; 2020] and develop a new second microlocal calculus used to understand the
number of points at which |uλ| can be large (see Section 1A for details on the new ideas here). By doing
this, we give general dynamical conditions guaranteeing quantitative improvements over (1-1) for p > pc.
In order to work in compact subsets of phase space, we semiclassically rescale our problem. Let h = λ−1,
and, abusing notation slightly, write φλ = φh , so that

(−h21g − 1)φh = 0, ∥φh∥L2(M) = 1.

We also work with the semiclassical Sobolev spaces H s
h (M), with s ∈ R, defined by the norm

∥u∥
2
H s

h (M)
:= ⟨(−h21g + 1)su, u⟩

L2(M)
.

We start by stating a consequence of our main theorem. Let 4 denote the collection of maximal unit
speed geodesics for (M, g). For m a positive integer, r > 0, t ∈ R, and x ∈ M, define

4m,r,t
x := {γ ∈4 : γ (0)= x and there exists at least m conjugate points to x in γ (t − r, t + r)},

where we count conjugate points with multiplicity. Next, for a set V ⊂ M, write

Cm,r,t
V :=

⋃
x∈V

{γ (t) : γ ∈4m,r,t
x }.

Note that if rt → 0+ as |t | → ∞, then saying y ∈ Cn−1,rt ,t
x for t large indicates that y behaves like a

point that is maximally conjugate to x . This is the case for every point x on the sphere when y is either
equal to x or its antipodal point. The following result applies under the assumption that points are not
maximally conjugate and obtains quantitative improvements.

Theorem 1.1. Let p > pc and U ⊂ M, and assume there exist t0 > 0 and a > 0 such that

inf
x1,x2∈U

d(x1, Cn−1,rt ,t
x2

)≥ rt for t ≥ t0,

with rt =
1
a e−at. Then, there exist C > 0 and h0 > 0 such that, for 0< h < h0 and u ∈ D′(M),

∥u∥L p(U ) ≤ Ch−δ(p)
(

∥u∥
L2(M)√

log h−1
+

√
log h−1

h
∥(−h21g − 1)u∥H (n−3)/2−n/p

h (M)

)
.

The assumption in Theorem 1.1 rules out maximal conjugacy of any two points x, y ∈ U uniformly up
to time ∞, and we expect it to hold for a dense set of metrics on any smooth manifold M with U = M.
Since Theorem 1.1 includes the case of manifolds without conjugate points, it generalizes the work of
Hassell and Tacy [2015], where it was shown that logarithmic improvements in L p norms for p > pc

are possible on manifolds with nonpositive curvature. One family of examples where the assumptions
of Theorem 1.1 hold is that of product manifolds [Canzani and Galkowski 2021, Lemma 1.1], i.e.,
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(M1 × M2, g1 ⊕ g2), where the (Mi , gi ) are nontrivial compact Riemannian manifolds. Note that this
family of examples includes manifolds with large numbers of conjugate points, e.g., S2

× M for any
nontrivial M.

The proof of Theorem 1.1 gives a great deal of information about eigenfunctions which saturate L p

bounds (p > pc). Indeed, its proof yields Theorem 3.8 (see Section 3G), which describes the profile
of these functions modulo an error in L p. It shows that, under the assumptions of Theorem 1.1, an
eigenfunction can saturate the logarithmically improved L∞ norm near at most boundedly many points (it
actually shows the same for the L p norm when p > pc). That is, for ε > 0, there is Nε > 0 such that

#
{
α ∈ I(h) : ∥u∥L∞(B(xα,R(h))) ≥

εh(1−n)/2√t0√
log h−1

∥u∥
L2(M)

, B(xα, R(h))∩ U ̸= ∅
}

≤ Nε, (1-2)

where {xα}α∈I(h) is a maximal R(h) := h1/2−δ separated collection of points with δ > 0.
Moreover, modulo an error small in L p, near each of these points the eigenfunction u can be decom-

posed as a sum of quasimodes which are similar to the highest weight spherical harmonics scaled by
h(n−1)/4/

√
log h−1 whose number is nearly proportional to h(1−n)/2. Indeed, Theorem 3.8 (see Section 3G)

shows that there is a collection of geodesic tubes {Tj }j∈L(ε,u) ⊂ S∗M of radius R(h) (see Definition 1.3)
with indices in the set L(ε, u)=

⋃C
i=1 J i and with pairwise disjoint tubes Tk ∩Tℓ = ∅ for k, ℓ ∈ J i with

k ̸= ℓ, such that

u = ue +
1√

log h−1

∑
j∈L(ε,u)

vj .

Here, ue should be understood as an error term satisfying, for all p ≤ q ≤ ∞,

∥ue∥Lq ≤ εh−δ(q)(log h−1)−1/2
∥u∥L2 .

Each vj is microsupported in the geodesic tube Tj and is a quasimode with

∥(−h21g − 1)vj∥L2 ≤ Cε−1h R(h)(n−1)/2
∥u∥L2 and ∥v j∥L2 ≤ Cε−1 R(h)(n−1)/2

∥u∥L2 . (1-3)

While similar to highest weight spherical harmonics (also known as Gaussian beams), they are not as
tightly localized to a geodesic segment and do not have Gaussian profiles. We refer to these quasimodes
as geodesic beams (see Remark 3.2 and Figure 1 for an illustration).

Furthermore, in Theorem 3.8 we prove that near each point xα on which u nearly saturates the L p

bound, i.e., for α that belongs to the set displayed in (1-2), we have

cε2 R(h)1−n
≤ |L(ε, u, α)| ≤ C R(h)1−n, (1-4)

where L(ε, u, α) := { j ∈ L(ε, u) : πM(Tj ) ∩ B(xα, 3R(h)) ̸= ∅} and πM : S∗M → M is the natural
projection. Since dim S∗

xα M = n − 1, this means that at points xα at which u nearly saturates its L p norm
there must be a full measure set of directions on which u is microsupported. In addition, we also prove
that the collection of geodesic beams vj on which u has its microsupport carries a positive portion of the
total L2 mass: ∑

j∈L(ε,u,α)

∥vj∥
2
L2 ≥ c2ε2

∥u∥
2
L2 .
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Figure 1. The figure illustrates a function u that saturates the L∞ bound at three points
xα1, xα2, xα3 viewed as a superposition of geodesic beams vj . Each ridge corresponds to
a beam vj and is microsupported on a tube Tj of radius R(h).

Note that, together with (1-3) and (1-4), this implies that most of the geodesic beams carry mass exactly
proportional to R(h)(n−1)/2

∥u∥L2 , and hence that the mass is nearly uniform over all possible directions.
For the precise statement of these estimates, see Section 3G.

Remark 1.2. Note that we do not use the bound (1-2) to prove our main theorem. Instead, this decompo-
sition is a consequence of the proof of Theorem 1.1, which, in principle describes much more about the
profile of eigenfunctions (see the outline of the proof in Section 1A for more details).

The proofs of Theorems 1.1 and 3.8 hinge on a much more general theorem, Theorem 1.4, which does
not require global geometric assumptions on (M, g). As far as the authors are aware, Theorem 1.4 is the
first result giving quantitative estimates for the L p growth of eigenfunctions that only requires dynamical
assumptions. We emphasize that, in contrast with previous improvements on Sogge’s L p estimates, the
assumptions in Theorem 1.4 are purely dynamical and, moreover, are local in the sense that they depend
only on the geodesics passing through a shrinking neighborhood of a given set in M. Moreover, the
techniques do not require long-time wave parametrices.

Theorem 1.4 controls ∥u∥L p(U ) using an assumption on the maximal volume of long geodesics joining
any two given points in U. For our proof, it is necessary to control the number of points in U where
the L∞ norm of u can be large (see Step 4 in Section 1A). This is a very delicate and technical part
of the argument, as the points in question may be approaching one another at rates ∼ hδ as h → 0+

with 0< δ < 1
2 . To state our theorem, we need to introduce a few geometric objects. First, consider the

Hamiltonian function p ∈ C∞(T ∗M\{0}),

p(x, ξ)= |ξ |g − 1,

and let ϕt : T ∗M \ 0 → T ∗M \ 0 denote the Hamiltonian flow for p at time t , which coincides with
the geodesic flow in this case. We also define the maximal expansion rate and the Ehrenfest time at
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frequency h−1, respectively, as

3max := lim sup
|t |→∞

1
|t |

log sup
S∗M

∥dϕt(x, ξ)∥ and Te(h) :=
log h−1

23max
, (1-5)

where ∥ · ∥ denotes the norm in any metric on T (T ∗M). Note that 3max ∈ [0,∞), and if 3max = 0 we
may replace it by an arbitrarily small positive constant. We next describe a cover of S∗M by geodesic
tubes.

For each ρ0 ∈ S∗M, the cosphere bundle to M, let Hρ0 ⊂ M be a hypersurface such that ρ0 ∈ SN ∗Hρ0 ,
the unit conormal bundle to Hρ0 . Then, let

Hρ0 ⊂ T ∗

Hρ0
M = {(x, ξ) ∈ T ∗M : x ∈ Hρ0}

be a hypersurface containing SN ∗Hρ0 . Next, for q ∈ Hρ0 and τ > 0, we define the tube through q of
radius R(h) > 0 and “length” τ + R(h) as

3τq(R(h)) :=

⋃
|t |≤τ+R(h)

ϕt(BHρ0
(q, R(h))),

BHρ0
(q, R(h)) := {ρ ∈ Hρ0 : d(ρ, q)≤ R(h)},

(1-6)

where d is the distance induced by the Sasaki metric on T ∗M (see e.g., [Blair 2010, Chapter 9] for a
description of the Sasaki metric). Note that the tube runs along the geodesic through q ∈ Hρ0 . Similarly,
for A ⊂ S∗M, we define 3τA(R(h)) in the same way, replacing q with A in (1-6).

Definition 1.3. Let A ⊂ S∗M, r > 0, and {ρj (r)}
Nr
j=1 ⊂ A for some Nr > 0. We say the collection of tubes

{3τρj
(r)}Nr

j=1 is a (τ, r) cover of a set A ⊂ S∗M provided

3τA
( 1

2r
)
⊂

Nr⋃
j=1

Tj , Tj :=3τρj
(r).

Given a (τ, r) cover {Tj }j∈J for S∗M, for each x ∈ M we define

J x := { j ∈ J : π(Tj )∩ B(x, r) ̸= ∅}.

We are now ready to state Theorem 1.4, where we give explicit dynamical conditions guaranteeing
quantitative improvements in L p norms.

Theorem 1.4. There exists τM > 0 such that for all p > pc and ε0 > 0 the following holds. Let U ⊂ M
and 0< δ1 < δ2 <

1
2 , and let hδ2 ≤ R(h)≤ hδ1 for all h > 0. Let 1 ≤ T (h)≤ (1−2δ2)Te(h) and let t0 > 0

be h-independent. Let {Tj }j∈J be a (τ, R(h)) cover for S∗M for some 0< τ < τM .
Suppose that, for any pair of points x1, x2 ∈ U, the tubes over x1 can be partitioned into a disjoint

union
J x1 = Bx1,x2 ⊔Gx1,x2,

where ⋃
j∈Gx1,x2

ϕt(Tj )∩ S∗

B(x2,R(h))M = ∅, t ∈ [t0, T (h)].
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Then, there are h0 > 0 and C > 0 such that, for all u ∈ D′(M) and 0< h < h0,

∥u∥L p(U ) ≤ Ch−δ(p)
( √

t0
√

T (h)
+

[
sup

x1,x2∈U
|Bx1,x2 |R(h)

n−1](6+ε0)
−1(1−pc/p)

)
×

(
∥u∥L2 +

T (h)
h

∥(−h21g − 1)u∥H (n−3)/2−n/p
h

)
. (1-7)

In order to interpret (1-7), note that we think of the tubes Gx1,x2 and Bx1,x2 as good (or nonlooping) and
bad (or looping), respectively. Then, observe that

|Bx1,x2 |R(h)
n−1

∼ vol
( ⋃

j∈Bx1,x2

Tj ∩ S∗

x1
M

)
and that

⋃
j∈Bx1,x2

Tj is the set of directions over x1 which may loop through x2 in time T (h). Therefore,
if the volume of points in S∗

x1
M looping through x2 is bounded by T (h)−(3+ε0)(1−pc/p)−1

, (1-7) provides
T (h)−1/2 improvements over the standard L p bounds. We expect these nonlooping-type assumptions to
be valid for a dense set of metrics on any smooth manifold M.

Theorem 1.4 can be used to obtain improved L p resolvent bounds [Cuenin 2020, Theorem 2.21] which,
as shown there, are stable by certain rough perturbations. These estimates in turn can be used to construct
complex geometric optics solutions and solve certain inverse problems [Dos Santos Ferreira et al. 2013].

One can check using a similar argument to that in [Canzani and Galkowski 2021, Lemma 5.1 (see also
Theorem 5, Section 1.5.3)] that in certain integrable situations(

sup
x1,x2∈U

|Bx1,x2 |R(h)
n−1)(6+ε0)

−1(1−pc/p)
≤

C
√

T (h)
,

with T (h)≫ log h−1 and U a nontrivial open subset of M, thus producing o((log h−1)−1/2) improvements
on the L p norms over U after an application of Theorem 1.4. One example of such an integrable system
is the spherical pendulum where U can be taken to be any set that lies at a positive distance from the
poles.

For other examples, where one can understand these types of good and bad tubes, we refer the reader
to [Canzani and Galkowski 2023], where they are used to understand averages and L∞ norms under various
assumptions on M, including that it has Anosov geodesic flow or nonpositive curvature. Since our results
do not require parametrices for the wave group, we expect that the arguments leading to Theorem 1.4
will provide polynomial improvements over Sogge’s estimates on manifolds where Egorov-type theorems
hold for longer than logarithmic times.

Note that Theorem 1.4 addresses L p norms with pc < p ≤ ∞, while the authors’ previous work
in [Canzani and Galkowski 2021] considers p = ∞ alone. Moreover, for p = ∞, the estimate in
Theorem 1.4 is actually weaker than those in that previous work in that it requires an assumption about
geodesics passing near two distinct points, while those in that previous work require only a nonrecurrent
assumption on geodesics passing through a small neighborhood of a single point. This is because
describing the L p norm for p <∞ requires understanding the behavior at many points simultaneously,
while the L∞ norm cares only about a single point with maximal growth.
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Remark 1.5. The proofs below could be adapted to the case of quasimodes for real principal type
semiclassical pseudodifferential operators of Laplace type. That is, to operators with principal symbol p
satisfying both that ∂ξ p ̸= 0 on {p = 0} and that {p = 0}∩ T ∗

x M has positive definite second fundamental
form. This is the case, for example, for Schrödinger operators away from the forbidden region. However,
for concreteness and simplicity of exposition, we have chosen to consider only the Laplace operator.

1A. Outline of the proof of Theorem 1.4. Our method for proving Theorem 1.4 differs from the standard
approaches for treating L p norms in two major ways: it hinges on adapting the geodesic beam techniques
constructed by the authors [Canzani and Galkowski 2021] and on the development of a new second
microlocal calculus. We now give a detailed sketch of the argument used in this proof.

To simplify the presentation in this outline, we suppose u is a Laplace eigenfunction and U = M, and
sketch the proof of Theorem 1.4.

Step 1: We first write u =
∑

j χTj u, where the Tj are as in Definition 1.3 and χTj is a microlocal cutoff
to Tj which approximately commutes with P = −h21g − 1; see Section 3A. We also cover M by balls
{B(xα, R)}α∈I such that I consists of a union of boundedly many collections of disjoint balls. We next
organize the tubes Tj by the L2 mass of χTj u, writing

Ak := { j : 2−(k+1)
∥u∥L2 ≤ ∥χTj u∥L2 ≤ 2−k

∥u∥L2};

see Section 3B. For each k, we then organize the balls B(xα, R) by the L∞ norm of
∑

j∈Ak
χTj u, writing

Ik,m :=

{
α ∈ I : 2m−k−1

∥u∥L2 ≤ h(n−1)/2 R(1−n)/2
∥∥∥∥ ∑

j∈Ak

χTj u
∥∥∥∥

L∞(B(xα,R))
≤ 2m−k

∥u∥L2

}
; (1-8)

see Section 3C. The reason for this choice comes from the geodesic beam estimate (see [Canzani and
Galkowski 2021]) ∥∥∥∥ ∑

j∈Ak

χTj u
∥∥∥∥

L∞(B(xα,R))
≤ Ch(1−n)/2 R(n−1)/2

∑
j∈Ak(α)

∥χTj u∥L2, (1-9)

where Ak(α) denotes those tubes Tj such that j ∈ Ak and Tj passes over the ball B(xα, R). Because of
the definition of Ak , we have that 2m is a lower bound for the number of tubes in Ak(α) for α ∈ Ik,m ;
see (3-20).

With this bookkeeping completed, we record the estimate on the L p norm:

∥u∥L p ≤ C
∑

k

(∑
m

∥∥∥∥ ∑
j∈Ak,m

χTj u
∥∥∥∥p

L p(
⋃
α∈Ik,m

B(xα,R))

)1/p

, (1-10)

where Ak,m =
⋃
α∈Ik,m

Ak(α), i.e., those tubes in Ak which pass over a ball in Ik,m .

Step 2: We control each L p norm in (1-10) by using interpolation between the L∞ estimate analogous
to (1-9) and the standard L pc estimate:∥∥∥∥ ∑

j∈Ak,m

χTj u
∥∥∥∥

L pc

≤ Ch−1/pc

∥∥∥∥ ∑
j∈Ak,m

χTj u
∥∥∥∥

L2
≤ Ch−1/pc 2−k

|Ak,m |
1/2

∥u∥L2 .
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In Section 3D, we start by handling the “easy” piece where the L∞ norm is smaller than T(h)−Nh−(n−1)/2

for some very large N. This piece can be neglected since the standard interpolation estimate shows that it
has L p norm ≪ h−δ(p)/

√
T (h)∥u∥L2 .

Next, in Section 3E, we write Ak,m = Gk,m ⊔Bk,m , where
⋃

j∈Gk,m
Tj is non-self-looping in the sense

that ⋃
t∈[t0,T (h)]

ϕt
(⋃

j∈Gk,m
Tj

) ⋂ ⋃
j∈Gk,m

Tj = ∅.

Using non-self-looping estimates from [Canzani and Galkowski 2021] (see also Lemma 3.6) and summing
carefully, we are able to show that

C
∑

k

(∑
m

∥∥∥∥ ∑
j∈Gk,m

χTj u
∥∥∥∥p

L p(
⋃
α∈Ik,m

B(xα,R))

)1/p

≤
h−δ(p)
√

T (h)
∥u∥L2 .

This is done in Section 3E2.
Our final task is to estimate the sum over the bad tubes. For this, we again use the geodesic beam

estimate to control the L∞ norm of
∑

j∈Bk,m
χTj u by the maximal number, |Bmax

k,m |, of “bad” tubes passing
over a ball B(xα, R) with α ∈ Ik,m . In addition, we control the L2 norm of this sum by |Bk,m |

1/22−k. The
numbers of “bad” tubes are estimated in the next step.

Step 3: We first estimate |Bmax
k,m | using the dynamical hypothesis. In particular, we check that

|Bmax
k,m | ≤ |Ik,m ||Bx1,x2 |.

This estimate comes from imagining the worst case scenario that every tube connecting some ball B(xα, R)
with α ∈ Ik,m to another ball B(xβ, R) with β ∈ Ik,m lies in Ak and that no such tube connects B(xα, R)
to B(xβ, R) and B(xβ ′, R) for β ̸= β ′; see (3-46). Using a similar argument, we can see that

|Bk,m | ≤ |Ik,m |
2 sup

x1,x2

|Bx1,x2 |;

see (3-39). Thus, it remains only to estimate |Ik,m |.

Step 4: To estimate the size of Ik,m , we need to estimate the number of balls on which the combination
of beams wk,m :=

∑
j∈Ak,m

χTj u with L2 mass 2−k has L∞ norm 2m−k R(n−1)/2h(1−n)/2
∥u∥L2 .

To do this, we aim to understand both the minimal amount of L2 mass needed for an eigenfunction
to have a certain (large) L∞ norm and where that mass must be located in phase space. The standard
Hörmander-type L∞ bound (as presented in [Koch et al. 2007]) answers the first question: for x ∈ M,

h(n−1)/2
|w(x)| ≤ C(∥w∥L2 + h−1

∥Pw∥L2). (1-11)

To answer the second question, we need to understand to what extent this inequality can be microlocalized.
Because of the invariance of eigenfunctions under the geodesic flow we localize to the coisotropic
submanifolds

0x :=

⋃
|t |≤1

ϕt(T ∗

x M). (1-12)
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We want three properties for X0x , our localizers to 0x ; see (3-25) for the precise requirements and
Theorem 6.3 for their construction. First, they should localize tightly (hρ with ρ ∼ 1) to 0x . Second, they
must nearly maintain the value of a function at x :

w(x)= (X0xw)(x)+ O(h∞). (1-13)

Third, they must preserve quasimodes for P so that, using the inequality (1-11), we have

h(n−1)/2
|(X0xwk,m)(x)| ≤ C∥X0xwk,m∥L2 . (1-14)

Thus, from (1-13) and (1-14) it follows that, for α ∈ Ik,m , there is x̃α ∈ B(xα, R) with

R(n−1)/22m−k
∥u∥L2 ≤ h(n−1)/2

∥X0x̃α
wk,m∥L∞(B(xα,R)) ≤ ∥X0x̃α

wk,m∥L2 . (1-15)

Note that we use 0x as defined above, as opposed to the flowout of S∗
x M , precisely so that (1-13) is

possible.
Finally, we will bound |Ik,m | by summing (1-15) over all balls in Ik,m to obtain

Rn−122(m−k)
|Ik,m | ≤

∑
α∈Ik,m

∥X0x̃α
wk,m∥

2
L2 . (1-16)

We produce an upper bound on (1-16) of the form∑
α∈Ik,m

∥X0x̃α
wk,m∥

2
L2 ≤ ∥wk,m∥

2
L2 . (1-17)

This follows from Proposition 6.6 (see the analysis leading to (3-31)) and controls the minimal L2 mass
necessary for wk,m to have a large value at all the points in Ik,m . We view this estimate as an uncertainty
principle type of result in which we prove that, for x̃α ̸= x̃β , localization to 0x̃α and 0x̃β are incompatible
in the sense that

∥X0x̃α
X0x̃β

∥L2→L2 ≪ 1, (1-18)

with uniform estimates in d(x̃α, x̃β). Combining (1-16) with (1-17) yields the bound needed on |Ik,m | to
finish the analysis in the proof of Theorem 1.4. This is done in Section 3E1.

Remark 1.6 (uncertainty principle). Note that, if the function wk,m could be localized simultaneously on
all the manifolds 0x̃α , then we would have∑

α∈Ik,m

∥X0x̃α
wk,m∥

2
L2 ≥ c|Ik,m |∥wk,m∥

2
L2 ≫ ∥wk,m∥

2
L2 .

This contradicts (1-17). Hence, if one more carefully quantifies this argument by assigning weights to the
localized masses ∥X0x̃α

wk,m∥L2 , we can understand how much of the L2 mass of wk,m can be localized
to many 0x̃α . This is a type of uncertainty principle. Since (1-15) shows that 0x̃α must carry mass in order
for wk,m(x̃α) to be large, this can be thought of as an estimate on how much a “single unit” of L2 mass
can be used to produce a large L∞ norm at multiple points.
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Remark 1.7 (zonal harmonics). Another way to think of the estimate (1-18) is on the round sphere S2,
where the natural enemy is a zonal harmonic Zx at a point x ∈ S2. Recall that the zonal harmonic Zx is
localized h close to 0x , in the sense that in a fixed size neighborhood of x ,

X0x Zx = Zx + O(h∞).

The estimate (1-18), or more precisely Corollary 6.5, can be used to give lower bounds on∥∥∥∥∑
xα∈I

Zxα

∥∥∥∥2

L2
=

∑
xα∈I

∥Zxα∥
2
L2 +

∑
xα ̸=xβ

⟨X∗

0xβ
X0xα

Zxα , Zxβ ⟩L2,

where d(xα, xβ) > R for α ̸= β. Equation (1-18) shows that, for α ̸= β,

∥X∗

0xβ
X0xα

∥ ≪ 1

and hence quantifies the amount of cancellation in such a sum. This cancellation is easy to see with
d(xα, xβ) > c > 0, but becomes much more subtle when this distance is small.

Remark 1.8 (second microlocal calculus). In order to build the localizers X0x satisfying (1-13) and (1-14),
we develop a new second microlocal calculus associated to a Lagrangian foliation L over a coisotropic
submanifold 0 ⊂ T ∗M. In the case of the 0x defined in (1-12), the leaves of L will be given by ϕt(T ∗

x M)
for a fixed time t . The calculus allows for simultaneous hρ localization (with ρ close to 1) along a leaf
of L and along 0. Because of this and the fact that T ∗

x M is one such leaf, we can find localizers with the
property (1-13). We note that other works on L p norms, especially [Blair and Sogge 2015b; 2017], use
localizers to h1/2 neighborhoods of geodesic segments. However, when two cutoffs X1 and X2 localizing
at scale h1/2 have overlapping support, we always have

∥X1 X2∥L2→L2 ∼ 1,

and hence (1-18) does not hold. Therefore, in our framework it is necessary to localize in some directions
at scales below h1/2 and hence to develop a special calculus associated to the pairs (L , 0). The calculus,
which is developed in Section 5, can be seen as an interpolation between those in [Dyatlov and Zahl
2016; Sjöstrand and Zworski 1999].

Outline of the paper. In Section 2, we construct the covers of S∗M and T ∗M consisting of tubes and balls,
respectively, which are necessary in the rest of the article. Section 3 contains the proof of Theorems 1.4
and 3.8. This proof uses the anisotropic calculus developed in Section 5 and the almost-orthogonality
results from Section 6. Section 4 contains the necessary dynamical arguments to prove Theorem 1.1 using
Theorem 1.4.

2. Tube lemmas

The next few lemmas are aimed at constructing (τ, r)-good covers and partitions of various subsets
of T ∗M ; see also [Canzani and Galkowski 2021, Section 3.2]. Before we proceed, we recall the symbol
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classes Sm
δ (T

∗M); see also, e.g., [Zworski 2012, Chapters 4, 9]. We say that a ∈ C∞(T ∗M) is in Sm
δ (T

∗M)
if, for all α, β ∈ Nd, there is Cαβ > 0 such that, for 0< h < 1,

|∂αx ∂
β
ξ a(x, ξ)| ≤ Cαβh−δ(|α|+|β|)

⟨ξ⟩m−|β|, ⟨ξ⟩ := (1 + |ξ |2)1/2.

We sometimes write Sδ(T ∗M)= S0
δ (T

∗M), and we write a ∈ Sm
δ (T

∗M; A) if a ∈ C∞(T ∗M; A) is also
in Sm

δ (T
∗M).

Definition 2.1 (good covers and partitions). Let A ⊂ T ∗M, r > 0, and {ρj (r)}
Nr
j=1 ⊂ A be a collection of

points for some Nr > 0. Let D be a positive integer. We say that the collection of tubes {3τρj
(r)}Nr

j=1 is a
(D, τ, r)-good cover of A ⊂ T ∗M provided it is a (τ, r) cover of A and there exists a partition {Jℓ}Dℓ=1
of {1, . . . , Nr } such that for every ℓ ∈ {1, . . . ,D},

3τρj
(3r)∩3τρi

(3r)= ∅, i, j ∈ Jℓ, i ̸= j.

In addition, for 0 ≤ δ ≤
1
2 and R(h)≥ 8hδ, we say that a collection {χj }

Nh
j=1 ⊂ Sδ(T ∗M; [0, 1]) is a δ-good

partition for A associated to a (D, τ, R(h))-good cover if {χj }
Nh
j=1 is bounded in Sδ and

suppχj ⊂3τρj
(R(h)) and

Nh∑
j=1

χj ≥ 1 on 3τ/2A

( 1
2 R(h)

)
.

Remark 2.2. We show below that for any compact Riemannian manifold M, there are DM , R0, τ0 > 0,
depending only on (M, g), such that, for 0< τ < τ0 and 0< r < R0, there exists a (DM , τ, r)-good cover
for S∗M.

We start by constructing a useful cover of any Riemannian manifold with bounded curvature.

Lemma 2.3. Let M̃ be a compact Riemannian manifold. There exist Dn > 0, depending only on n, and
R0 > 0, depending only on n and a lower bound for the sectional curvature of M̃, so that the following
holds: for 0 < r < R0, there exists a finite collection of points {xα}α∈I ⊂ M̃, I = {1, . . . , Nr }, and a
partition {Ii }

Dn
i=1 of I such that

M̃ ⊂

⋃
α∈I

B(xα, r), B(xα1, 3r)∩ B(xα2, 3r)= ∅ for α1, α2 ∈ Ii , α1 ̸= α2,

{xα}α∈I is a maximal 1
2r -separated set in M̃.

Proof. Let {xα}α∈I be a maximal 1
2r -separated set in M̃. Fix α0 ∈I and suppose B(xα0, 3r)∩B(xα, 3r) ̸=∅

for all α ∈ Kα0 ⊂ I. Then, for all α ∈ Kα0 , we have B
(
xα, 1

2r
)
⊂ B(xα0, 8r). In particular,∑

α∈Kα0

vol
(
B

(
xα, 1

2r
))

≤ vol(B(xα0, 8r)).

Now, there exist R0 > 0, depending on n and a lower bound on the sectional curvature of M̃, and
Dn > 0, depending only on n, such that, for all 0< r < R0,

vol(B(xα0, 8r))≤ vol(B(xα, 14r))≤ Dn vol
(
B

(
xα, 1

2r
))
. (2-1)
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Hence, it follows from (2-1) that∑
α∈Kα0

vol
(
B

(
xα, 1

2r
))

≤ vol(B(ρα0, 8r))≤
Dn

|Kα0 |

∑
α∈Kα0

vol
(
B

(
xα, 1

2r
))
.

In particular, |Kα0 | ≤ Dn .
At this point we have proved that each of the balls B(xα, 3r) intersects at most Dn − 1 other balls. We

now construct the sets I1, . . . , IDn using a greedy algorithm. We will say that the index α1 intersects the
index α2 if

B(xα1, 3r)∩ B(xα2, 3r) ̸= ∅.

We place the index 1 ∈ I1. Then suppose we have placed the indices {1, . . . , α} in I1, . . . , IDn so each
of the Ii consists of disjoint indices. Then, since α+ 1 intersects at most Dn − 1 indices, it is disjoint
from Ii for some i . We add the index α to Ii . By induction we obtain the partition I1, . . . , IDn .

Now, suppose that there exists x ∈ M̃ such that x /∈
⋃
α∈I B(xα, r). Then, minα∈I d(x, xα) ≥ r , a

contradiction of the 1
2r maximality of xα. □

In order to construct our microlocal partition, we first fix a smooth hypersurface H ⊂ M, and choose
Fermi normal coordinates x = (x1, x ′) in a neighborhood of H = {x1 = 0}. We write (ξ1, ξ

′) ∈ T ∗
x M for

the dual coordinates. Let

6H :=
{
(x, ξ) ∈ S∗

H M
∣∣ |ξ1| ≥

1
2

}
. (2-2)

We then consider

H6H :=
{
(x, ξ) ∈ T ∗

H M
∣∣ |ξ1| ≥

1
2 ,

1
2 < |ξ |g(x) <

3
2

}
. (2-3)

Then H6H is transverse to the geodesic flow and there is 0< τinjH < 1 such that the map

9 : [−τinjH , τinjH ] ×H6H → T ∗M, 9(t, ρ) := ϕt(ρ), (2-4)

is injective. Our next lemma shows that there is Dn > 0 depending only on n such that one can construct
a (Dn, τ, r)-good cover of 6H .

Lemma 2.4. There exist Dn > 0 depending only on n and R0 = R0(n, H) > 0 such that, for 0< r1 < R0,
0< r0 ≤

1
2r1, there exist points {ρj }

Nr1
j=1 ⊂ 6H and a partition {Ji }

Dn
i=1 of {1, . . . , Nr1} such that, for all

0< τ < 1
2τinjH ,

3τ6H
(r0)⊂

Nr1⋃
j=1

3τρj
(r1),

3τρj
(3r1)∩3

τ
ρℓ
(3r1)= ∅,

for j, ℓ ∈ Ji , j ̸= ℓ.

Proof. We first apply Lemma 2.3 to M̃ = 6H to obtain R0 > 0 depending only on n and the sectional
curvature of H and that of M near H such that, for 0< r1 < R0, there exist {ρj }

Nr1
j=1 ⊂6H and a partition
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{Ji }
Dn
i=1 of {1, . . . , Nr1} such that

6H ⊂

Nr1⋃
j=1

B(ρj , r1), B(ρj , 3r1)∩ B(ρℓ, 3r1)= ∅ for j, ℓ ∈ Ji , j ̸= ℓ,

{ρj }
Nr1
j=1 is a maximal 1

2r1-separated set in 6H .

Now, suppose that j, ℓ ∈ Ji and

3τρℓ(3r1)∩3
τ
ρj
(3r1) ̸= ∅.

Then, there exist

qℓ ∈ B(ρℓ, 3r1)∩H6H , qj ∈ B(ρj , 3r1)∩H6H ,

and tℓ, tj ∈ [−τ, τ ] such that ϕtℓ−tj (qℓ)= qj . Here, H6 is the hypersurface defined in (2-3). In particular,
for τ < 1

2τinjH , this implies that qℓ = qj , tℓ = tj , and hence B(ρℓ, 3r1)∩ B(ρj , 3r1) ̸= ∅, a contradiction.
Now, suppose r0 ≤ r1 and that there exists ρ ∈3τ6H

(r0) so that ρ /∈
⋃

j=1,...,Nr1
3τρj

(r1). Then, there
are |t |< τ + r0 and q ∈ H6H such that

ρ = ϕt(q), d(q, 6H ) < r0, min
j=1,...,Nr1

d(q, ρj )≥ r1.

In particular, there exists ρ̃ ∈6H with d(q, ρ̃) < r0 such that for all j = 1, . . . , Nr1 ,

d(ρ̃, ρj )≥ d(q, ρj )− d(q, ρ̃) > r1 − r0.

This contradicts the maximality of {ρj }
Nr1
j=1 if r0 ≤

1
2r1. □

We proceed to build a δ-good partition of unity associated to the cover we constructed in Lemma 2.4.
The key feature in this partition is that it is invariant under the geodesic flow. Indeed, the partition is built
so that its quantization commutes with the operator P = −h21− I in a neighborhood of 6H .

Proposition 2.5. There exist τ1 = τ1(τinjH ) > 0 and ε1 = ε1(τ1) > 0, and given 0< δ < 1
2 and 0< ε ≤ ε1

there exists h1 > 0 such that, for any 0< τ ≤ τ1 and R(h)≥ 2hδ, the following holds.
There exist C1 > 0 such that for all 0< h ≤ h1 and every (τ, R(h)) cover of 6H there exists a partition

of unity

χj ∈ Sδ ∩ C∞

c (T
∗M; [−C1h1−2δ, 1 + C1h1−2δ

])

on 3τ6H

( 1
2 R(h)

)
for which

suppχj ⊂3τ+ερj
(R(h)), MSh([P,Oph(χj )])∩3

τ
6H
(ε)= ∅,

∑
j

χj ≡ 1 on 3τ6H

( 1
2 R(h)

)
,

{χj }j is bounded in Sδ, and [−h21g,Oph(χj )] is bounded in 9δ.

Proof. The proof is identical to that of [Canzani and Galkowski 2021, Proposition 3.4]. Although the
claim that

∑
j χj ≡ 1 on 3τ6H

( 1
2 R(h)

)
does not appear in its statement, it is included in its proof. □
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3. Proof of Theorem 1.4

For each q ∈ S∗M, choose a hypersurface Hq ⊂ M with q ∈ SN ∗Hq and τinj Hq >
1
2 inj(M), where τinj Hq

is defined in (2-4) and inj(M) is the injectivity radius of M. We next use Lemma 2.4 to generate a cover
of 6Hq . Lemma 2.4 yields the existence of Dn > 0 depending only on n and R0 = R0(n, Hq) > 0 such
that the following holds: Since by assumption R(h)≤ hδ1, there is h0 > 0 such that hδ2 ≤ R(h)≤ R0 for
all 0< h < h0. Also, set r1 := R(h) and r0 :=

1
2 R(h). Then, by Lemma 2.4 there exist

NR(h) = NR(h)(q, R(h)) > 0, {ρj }j∈J q ⊂6Hqwi thJ q = {1, . . . , NR(h)},

and a partition {Jq,i }
Dn
i=1 of J q , such that, for all 0< τ < 1

2τinjH q ,

3τ6Hq

( 1
2 R(h)

)
⊂

⋃
j∈J q

3τρj
(R(h)), (3-1)

Dn⋃
i=1

Jq,i = J q , (3-2)

3τρj1
(3R(h))∩3τρj2

(3R(h))= ∅ for j1, j2 ∈ Jq,i , j1 ̸= j2. (3-3)

By (3-1) there is an h-independent open neighborhood of q , Vq ⊂ S∗M, covered by tubes as in Lemma 2.4.
Since S∗M is compact, we may choose {qℓ}L

ℓ=1 with L independent of h such that S∗M ⊂
⋃L
ℓ=1 Vqℓ . In

particular, if 0< τ ≤ min1≤ℓ≤L τHqℓ
and for each ℓ ∈ {1, . . . , L} we let

Tqℓ, j =3τρj
(R(h)),

then there is DM > 0 such that
L⋃
ℓ=1

{Tqℓ, j }j∈J qℓ

is a (DM , τ, R(h))-good cover for S∗M. Let {ψqℓ}
L
ℓ=1 ⊂ C∞

c (T
∗M) satisfy

suppψqℓ ⊂

{
(x, ξ) ∈ T ∗M \ {0}

∣∣∣∣ (
x,

ξ

|ξ |g

)
∈ Vqℓ

}
for all ℓ= 1, . . . , L ,

L∑
ℓ=1

ψqℓ ≡ 1 in an h-independent neighborhood of S∗M.

We split the analysis of u in two parts: near and away from the characteristic variety {p = 0} = S∗M. In
what follows we use C to denote a positive constant that may change from line to line.

3A. It suffices to study u near the characteristic variety. In this section we reduce the study of ∥u∥L p(U )

to an h-dependent neighborhood of the characteristic variety {p = 0} = S∗M. We will use repeatedly the
following result.

Lemma 3.1. For all ε > 0 and all p ≥ 2, there exists C > 0 such that

∥u∥L p ≤ Chn(1/p−1/2)
∥u∥Hn(1/2−1/p)+ε

h
. (3-4)
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Proof. By [Galkowski 2019, Lemma 6.1] (or more precisely its proof), for any ε > 0, there exists Cε ≥ 1
so that ∥Id∥Hn/2+ε

h →L∞ ≤ Cεh−n/2. By complex interpolation of Id : L2
→ L2 and Id : H n/2+ε

h → L∞

with θ = 2/p, we obtain ∥Id∥Hh (n/2+ε)(1−θ)→L p ≤ C1−θ
ε h−n(1−θ)/2, and this yields (3-4). □

Observe that

u =

L∑
ℓ=1

Oph(ψqℓ)u +

(
1 −

L∑
ℓ=1

Oph(ψqℓ)

)
u.

Since 1 −
∑L

ℓ=1 ψqℓ=0 in an h-independent neighborhood of S∗M = {p = 0}, by the standard elliptic
parametrix construction (e.g., [Dyatlov and Zworski 2019, Appendix E]) there is E ∈9−2(M) with

1 −

L∑
ℓ=1

Oph(ψqℓ)= E P + O(h∞)9−∞ . (3-5)

Next, combining (3-5) with Lemma 3.1 and using that hn(1/p−1/2)
= h−δ(p)+1/2h−1, we have∥∥∥∥(

1 −

L∑
ℓ=1

Oph(ψqℓ)

)
u
∥∥∥∥

L p
≤ Chn(1/p−1/2)

∥E Pu∥Hn(1/2−1/p)+ε
h

+ O(h∞)∥u∥L2

≤ Ch−δ(p)+1/2h−1
∥Pu∥Hn(1/2−1/p)+ε−2

h
+ O(h∞)∥u∥L2 . (3-6)

It remains to understand the terms Oph(ψqℓ)u. Since there are finitely many such terms,∥∥∥∥ L∑
ℓ=1

Oph(ψqℓ)u
∥∥∥∥

L p
≤

L∑
ℓ=1

∥Oph(ψqℓ)u∥L p , (3-7)

and we consider each term ∥Oph(ψqℓ)u∥L p individually.
By Proposition 2.5, for each ℓ= 1, . . . , L , there exist τ1(qℓ) > 0 and ε1(qℓ) > 0 and a family of cutoffs

{χ̃Tqℓ, j }j∈J qℓ
with χ̃Tqℓ, j supported in 3τ+ε1(qℓ)

ρj (R(h)) such that, for all 0< τ < τ1(qℓ),∑
j∈J qℓ

χ̃Tqℓ, j ≡1 on 3τ6Hqℓ

( 1
2 R(h)

)
. (3-8)

Let τ0(qℓ) be as in [Canzani and Galkowski 2021, Theorem 10]. Then, set

τM := min
1≤ℓ≤L

{1
4 inj(M), τ0(qℓ), τ1(qℓ), 1

2τinj Hqℓ

}
.

From now on we work with tubes Tqℓ, j =3τρj
(R(h)) for some 0< τ < τM . Next, we localize u near and

away from 3τ6Hqℓ
(hδ):

Oph(ψqℓ)u =

∑
j∈J qℓ

Oph(χ̃Tqℓ, j )Oph(ψqℓ)u +

(
1 −

∑
j∈J qℓ

Oph(χ̃Tqℓ, j )

)
Oph(ψqℓ)u.

Remark 3.2. We refer to functions of the form Oph(χ̃Tqℓ , j )u as geodesic beams. One can check using
Proposition 2.5 that if u solves Pu = O(h)L2 , then the geodesic beams solve

POph(χ̃Tqℓ, j )u = O(h)H k
h

for any k and are localized to an R(h) neighborhood of a length ∼ 1 segment of a geodesic.
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In particular, by (3-8), 1
2 R(h) ≥

1
2 hδ2, and [Canzani and Galkowski 2021, Lemma 3.6], there is

E ∈ h−δ29comp
δ2

so that (
1 −

∑
j∈J qℓ

Oph(χ̃Tqℓ, j )

)
Oph(ψqℓ)= E P + O9−∞(h∞). (3-9)

Since hn(1/p−1/2)−δ2 = h−δ(p)+1/2−δ2h−1, combining (3-9) with Lemma 3.1 yields∥∥∥∥(
1 −

∑
j∈J qℓ

Oph(χ̃Tqℓ, j )

)
Oph(ψqℓ)u

∥∥∥∥
L p

≤ Ch−δ(p)−1/2−δ2∥Pu∥Hn(1/2−1/p)+ε−2
h

+ O(h∞)∥u∥L2 . (3-10)

Combining (3-6), (3-7), and (3-10), we have proved that for U ⊂ M,

∥u∥L p(U ) ≤

L∑
ℓ=1

∥∥∥∥ ∑
j∈J qℓ

Oph(χ̃Tqℓ, j )Oph(ψqℓ)u
∥∥∥∥

L p(U )

+ Ch−δ(p)+1/2−δ2h−1
∥Pu∥Hn(1/2−1/p)+ε−2

h
+ O(h∞)∥u∥L2 . (3-11)

3B. Filtering tubes by L2 mass. By (3-11) it only remains to control terms of the form∥∥∥∥ ∑
j∈J qℓ

Oph(χ̃Tqℓ, j )Oph(ψqℓ)u
∥∥∥∥

L p
,

where u is localized to Vqℓ within the characteristic variety S∗M and, more importantly, to the tubes Tqℓ, j .
We fix ℓ and, abusing notation slightly, write

ψ := ψqℓ, J = J qℓ, Tj = Tqℓ, j , χ̃Tj := χ̃Tqℓ, j , v :=

∑
j∈J

Oph(χ̃Tj )Oph(ψ)u. (3-12)

Let T = T (h)≥ 1. For each j ∈ J let

χTj ∈ C∞

c (T
∗M; [0, 1])∩ Sδ (3-13)

be a smooth cut-off function with suppχTj ⊂ Tj and χTj ≡ 1 on supp χ̃Tj , and such that {χj }j is bounded
in Sδ. We shall work with the modified norm

∥u∥P,T := ∥u∥L2 +
T
h

∥Pu∥L2 .

Note that this norm is the natural norm for obtaining T −1/2 improved estimates in L p bounds since the
fact that u is an o(T −1h) quasimode implies, roughly, that u is an accurate solution to (h Dt + P)u = 0
for times t ≤ T . For each integer k ≥ −1, we consider the set

Ak =

{
j ∈ J :

1
2k+1 ∥u∥P,T ≤ ∥Oph(χTj )u∥L2 + h−1

∥Oph(χTj )Pu∥L2 ≤
1
2k ∥u∥P,T

}
. (3-14)

It follows that Ak consists of those tubes Tj with L2 mass comparable to 2−k.
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Remark 3.3. Note that if A ∈9δ and MSh(A)⊂ {χTj ≡ 1}, then the elliptic estimate implies

∥Av∥L2 ≤ C∥Oph(χTj )v∥L2 + O(h∞)∥v∥L2 .

In particular, if j ∈ Ak and MSh(A)⊂ {χTj ≡ 1}, then

∥Au∥L2 + h−1
∥APu∥L2 ≤ C2−k

∥u∥P,T + O(h∞)∥u∥P,T .

Observe that since |χTj | ≤ 1, for h small enough depending on finitely many seminorms of χj ,
∥Oph(χTj )∥L2→L2 ≤ 2. In particular, this together with T ≥ 1 implies that

J =

⋃
k≥−1

Ak. (3-15)

Lemma 3.4. There exists Cn > 0 so that for all k ≥ −1

|Ak | ≤ Cn22k . (3-16)

Proof. According to (3-2), the collection {Tj }j∈J can be partitioned into Dn sets of disjoint tubes. Thus,
we have

∑
j∈J |χTj |

2
≤ Dn and there is Cn > 0 depending only on n such that∥∥∥∥∑

j∈J

Oph(χTj )
∗ Oph(χTj )

∥∥∥∥
L2→L2

≤ Cn.

In particular, ∑
j∈J

∥Oph(χTj )u∥
2
L2 ≤ Cn∥u∥

2
L2,∑

j∈J

∥Oph(χTj )Pu∥
2
L2 ≤ Cn∥Pu∥

2
L2 .

Therefore,

|Ak |2−2k−2
∥u∥

2
P,T ≤ 2

( ∑
j∈Ak

∥Oph(χTj )u∥
2
L2 + h−2

∥Oph(χTj )Pu∥
2
L2

)
≤ Cn∥u∥

2
P,T . □

Next, let

wk :=

∑
j∈Ak

Oph(χ̃Tj )Oph(ψ)u. (3-17)

Then, by (3-12) and (3-15) we have

v =

∞∑
k=−1

wk . (3-18)

The goal is therefore to control ∥wk∥L p(U ) for each k since the triangle inequality yields

∥v∥L p(U ) ≤

∞∑
k=−1

∥wk∥L p(U ).
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3C. Filtering tubes by L∞ weight on shrinking balls. By Lemma 2.3, there are points {xα}α∈I ⊂ M
such that there exists a partition {Ii }

Dn
i=1 of I such that

M ⊂

⋃
α∈I

B(xα, R(h)),

B(xα1, 3R(h))∩ B(xα2, 3R(h))= ∅ for α1, α2 ∈ Ii , α1 ̸= α2.

Then, for m ∈ Z, define

Ik,m :=

{
α ∈ IU : 2m−1

≤ h(n−1)/2 R(h)(1−n)/22k ∥wk∥L∞(B(xα,R(h)))

∥u∥P,T
≤ 2m

}
, (3-19)

where IU := {α ∈ I : B(xα, R(h))∩ U ̸= ∅}. For each k ∈ Z+ and α ∈ I, consider the sets

Ak(α) := { j ∈ Ak : πM(Tj )∩ B(xα, 2R(h)) ̸= ∅},

where πM : T ∗M → M is the standard projection. The indices in Ak are those that correspond to tubes
with mass comparable to 1

2k ∥u∥P,T , while indices in Ak(α) correspond to tubes of mass 1
2k ∥u∥P,T that

run over the ball B(xα, 2R(h)). In particular, we claim that Lemma 3.4 and [Canzani and Galkowski
2021, Lemma 3.7] yield the existence of Cn, cM > 0 such that

cM 2m
≤ |Ak(α)| ≤ Cn22k for α ∈ Ik,m . (3-20)

The upper bound follows directly from Lemma 3.4, while, to obtain the lower bound, we first observe
that for α ∈ Ik,m ,

2m−1h(1−n)/2 R(h)(n−1)/22−k
∥u∥P,T ≤ ∥wk∥L∞(B(xα,R(h))). (3-21)

In addition, (3-14) and [Canzani and Galkowski 2021, Lemma 3.7] imply that there exist cM > 0, τM > 0,
and Cn > 0, depending on M and n respectively, such that for all N > 0 there exists CN > 0 with

∥wk∥L∞(B(xα,R(h)))

≤
Cn R(h)(n−1)/2

τ
1/2
M h(n−1)/2

∑
j∈Ak(α)

∥Oph(χ̃Tj )Oph(ψ)u∥L2 + h−1
∥Oph(χ̃Tj )P Oph(ψ)u∥L2 + CN hN

∥u∥P,T

≤ c−1
M h−(n−1)/2 R(h)(n−1)/22−k

∥u∥P,T |Ak(α)| + CN hN
∥u∥P,T ,

which, combined with (3-21), proves the lower bound in (3-20). To obtain the second bound we used
Remark 3.3. To simplify notation, let

Ak,m :=

⋃
α∈Ik,m

Ak(α). (3-22)

Note that for each α ∈ Ik,m , there is x̃α ∈ B(xα, R(h)) such that

|wk(x̃α)| ≥ 2m−1h(1−n)/2 R(h)(n−1)/22−k
∥u∥P,T . (3-23)

We finish this section with a result that controls the size of Ik,m in terms of that of Ak,m . Let

1
2(δ2 + 1) < ρ < 1, (3-24)
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0< ε < δ, χ̃ ∈ C∞
c ((−1, 1)), and define the operator

χh,x̃αu(x) := χ̃
(1
ε

h−ρd(x, x̃α)
)[

Oph

(
χ̃

(1
ε
(|ξ |g − 1)

))
u
]
(x).

In Lemma 6.2 we prove that χh,x̃α ∈9−∞

0x̃α ,L x̃α ,ρ
, where

�x̃α = {ξ ∈ T ∗

x̃α M : |1 − |ξ |g(x̃α)|< δ}, 0x̃α =

⋃
|t |< 1

2 inj(M)

ϕt(�x̃α ),

and 9−∞

0x̃α ,L x̃α ,ρ
is a class of smoothing pseudodifferential operators that allows for localization to hρ

neighborhoods of 0x̃α and is compatible with localization to hρ neighborhoods of the foliation L x̃α of 0x̃α

generated by �x̃α .
In Theorem 6.3 for ε > 0 we explain how to build a cut-off operator X x̃α ∈9−∞

0x̃α ,L x̃α ,ρ
such that{

χh,x̃α X x̃α = χh,x̃α + O(h∞)9−∞,

WFh
′([P, X x̃α ])∩

{
(x, ξ) : x ∈ B

(
x̃α, 1

2 inj M
)
, ξ ∈�x

}
= ∅,

(3-25)

where inj M denotes the injectivity radius of M. Moreover, X x̃α acts microlocally in the sense that if
a, b ∈ S(T ∗M) with supp a ∩ supp b = ∅, then

Oph(a)X x̃α Oph(b)= O(h∞)9−∞ . (3-26)

Lemma 3.5. Let 1
2(δ2 + 1) < ρ ≤ 1. There exists C > 0 such that for every k ≥ −1 and m ∈ Z the

following holds: if

|Ak,m | ≤ C 22m R(h)n−1(hρ−1/2 R(h)−1/2)−2n(n−1)/(3n+1),

then

|Ik,m | ≤ C |Ak,m |2−2m R(h)1−n. (3-27)

Proof. We claim that by (3-17), for α ∈ Ik,m ,

χh,x̃αwk = χh,x̃αwk,m + O(h∞
∥u∥L2) and wk,m :=

∑
j∈Ak,m

Oph(χ̃Tj )Oph(ψ)u. (3-28)

Indeed, it suffices to show that χh,x̃α Oph(χ̃Tj )Oph(ψ)u = O(h∞
∥u∥L2) for α ∈ Ik,m and j /∈ Ak,m . Note

that for such indices πM(Tj )∩ B(x̃α, 2R(h))= ∅, while

supp χ̃
(1
ε

h−ρd(x, x̃α)
)

⊂ B(x̃α,Cεhρ)⊂ B
(
xα, 3

2 R(h)
)

for some C > 0 and all h small enough.
Our next goal is to produce a lower bound for |Ak,m | in terms of |Ik,m | by using the lower bound (3-23)

on ∥χh,x̃αwk,m∥L∞ for indices α ∈ Ik,m . By (3-25), we have

χh,x̃αwk,m = χh,x̃α X x̃αwk,m + O(h∞)L∞

for α ∈ Ik,m .



2286 YAIZA CANZANI AND JEFFREY GALKOWSKI

Next, note that since MSh(χ̃Tj )⊂ {||ξ |g − 1| ≪ ε}, using (3-26) we have

Oph

(
χ̃

(1
ε
(|ξ |g − 1)

)
i
)

X x̃αwk,m

= Oph

(
χ̃

(1
ε
(|ξ |g − 1)

))
X x̃α Oph

(
χ̃

(10
ε
(|ξ |g − 1)

))
wk,m + O(h∞

∥u∥P,T )L∞

= X x̃αwk,m + O(h∞
∥u∥P,T )L∞ .

In particular, using this with (3-23) and (3-28),

2m−1h(1−n)/2 R(h)(n−1)/22−k
∥u∥P,T ≤ ∥χh,x̃αwk∥L∞

≤

∥∥∥Oph

(
χ̃

(1
ε
(|ξ |g − 1)

))
X x̃αwk,m

∥∥∥
L∞

+O(h∞)∥u∥P,T

= ∥X x̃αwk,m∥L∞+O(h∞)∥u∥P,T . (3-29)

Therefore, applying the standard L∞ bound for quasimodes of the Laplacian (see, e.g., [Zworski 2012,
Theorem 7.12]) and using, by (3-25), that X x̃α nearly commutes with P on B

(
x̃α, 1

2 inj M
)
, we have

2m−1 R(h)(n−1)/22−k
∥u∥P,T ≤ C(∥X x̃αwk,m∥L2 + h−1

∥P X x̃αwk,m∥L2(B))+ O(h∞
∥u∥P,T ).

≤ C(∥X x̃αwk,m∥L2 + h−1
∥X x̃α Pwk,m∥L2)+ O(h∞

∥u∥P,T ). (3-30)

Note that we have canceled the factor h(1−n)/2 which appears both in (3-29) and the standard L∞ bounds
for quasimodes. Using that h2ρ−1 R(h)−1

= o(1), Proposition 6.6 proves that, for all Ĩ ⊂ Ik,m and
v ∈ L2(M), ∑

α∈Ĩ

∥X x̃αv∥
2
L2 ≤ C(1 + ah |̃I|

(3n+1)/(2n))∥v∥2
L2,

where ah = (hρ−1/2 R(h)−1/2)n−1. As a consequence, (3-30) gives

|̃I|R(h)n−12−2k22(m−1)
∥u∥

2
P,T ≤ C

(∑
α∈Ĩ

∥X x̃αwk,m∥
2
L2 + h−2

∑
α∈Ĩ

∥X x̃α Pwk,m∥
2
L2

)
≤ C(1 + ah |̃I|

(3n+1)/(2n))(∥wk,m∥
2
L2 + h−2

∥Pwk,m∥
2
L2)

≤ C(1 + ah |̃I|
(3n+1)/(2n))2−2k

|Ak,m |∥u∥
2
P,T .

The last inequality follows from the definition of wk,m together with the definition of Ak in (3-14).
In particular, we have proved that there is C > 0 such that for all Ĩ ⊂ Ik,m ,

|̃I|R(h)n−122m
≤ C max(1, ah |̃I|

(3n+1)/(2n))|Ak,m |. (3-31)

Now, suppose that ah|Ik,m |
(3n+1)/(2n)

≥ 1. Then, there exists Ĩ ⊂ Ik,m such that ah |̃I|
(3n+1)/(2n)

= 1. In
particular, |̃I|R(h)n−122m

≤ C |Ak,m |. This implies that if

|Ak,m | ≤
1
C

a−(2n)/(3n+1)
h R(h)n−122m,

then ah|Ik,m |
(3n+1)/(2n)

≤ 1, and so by (3-31),

|Ik,m |R(h)n−122m
≤ C |Ak,m |. □
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Note that for wk,m defined as in (3-28),

∥wk∥
p
L p(U ) ≤ Dn

∞∑
m=−∞

∥wk∥
p
L p(Uk,m)

= Dn

∞∑
m=−∞

∥wk,m∥
p
L p(Uk,m)

+ O(h∞
∥u∥P,T ), (3-32)

where
Uk,m :=

⋃
α∈Ik,m

B(xα, R(h)). (3-33)

Finally, we split the study of ∥wk∥L p(U ) into two regimes: tubes with low or high L∞ mass. Fix N > 0
large, to be determined later. (Indeed, we will see that it suffices to take N> 1

2(1 − pc/p)−1.) Then, we
claim that, for each k ≥ −1,

∥wk∥
p
L p(U ) ≤ Dn

m1,k∑
m=−∞

∥wk,m∥
p
L p(Uk,m)

+Dn

m2,k∑
m=m1,k+1

∥wk,m∥
p
L p(Uk,m)

+ O(h∞
∥u∥P,T ), (3-34)

where m1,k and m2,k are defined by

2m1,k = min
(

2k R(h)(1−n)/2

T N , cn22k, c0 R(h)1−n
)
,

2m2,k = min(cn22k, c0 R(h)1−n),

where c0 and cn are described in what follows. Indeed, note that the bound (3-20) yields that 2m is
bounded by |Ak(α)| for all α ∈ Ik,m , and the latter is controlled by c0 R(h)n−1 for some c0 > 0, depending
only on (M, g). Also, note that by (3-20) the wk,m are only defined for m satisfying 2m

≤ cn22k. These
observations justify that the second sum in (3-34) runs only up to m2,k .

3D. Control of the low L∞ mass term, m ≤ m1,k. We first estimate the small m term in (3-34). The
estimates here essentially amount to interpolation between L pc and L∞. From the definition of Ik,m

in (3-19), together with 1
2(1 − n)(p − pc)− 1 = −pδ(p) and using Sogge’s L pc estimate

∥wk,m∥L pc (Uk,m) ≤ Ch−1/pc(∥wk,m∥L2 + h−1
∥Pwk,m∥L2)

≤ Ch−1/pc∥u∥P,T ,

we obtain
m1,k∑

m=−∞

∥wk,m∥
p
L p(Uk,m)

≤ C
m1,k∑

m=−∞

∥wk,m∥
p−pc
L∞(Uk,m)

∥wk,m∥
pc
L pc (Uk,m)

≤ Ch−pδ(p)R(h)(n−1)(p−pc)/22−k(p−pc)

m1,k∑
m=−∞

2m(p−pc)∥u∥
p
P,T

≤ Ch−pδ(p)R(h)(n−1)(p−pc)/22(m1,k−k)(p−pc)∥u∥
p
P,T .

It follows that∑
k≥−1

( m1,k∑
m=−∞

∥wk,m∥
p
L p(Uk,m)

)1/p

≤ Ch−δ(p)R(h)(n−1)(1−pc/p)/2
∥u∥P,T

∑
k≥−1

2(m1,k−k)(1−pc/p). (3-35)
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Finally, define k1 and k2 such that

2k1 =
R(h)(1−n)/2

cnT N and 2k2 = c0 R(h)(1−n)/2T N. (3-36)

If k ≤ k1, then 2m1,k = cn22k, so there exists Cn,p > 0 such that

k1∑
k=−1

2(m1,k−k)(1−pc/p)
≤ Cn,p

R(h)(1−n)(1−pc/p)/2

T N (1−pc/p) .

If k1 ≤ k ≤ k2, then 2m1,k = 2k R(h)(1−n)/2/T N. Therefore, since |k2 − k1| ≤ cN log T for some c > 0,
there exists C > 0 such that

k2∑
k=k1

2(m1,k−k)(1−pc/p)
≤ C N log T

R(h)(1−n)(1−pc/p)/2

T N (1−pc/p) .

Last, if k ≥ k2, then 2m1,k = c0 R(h)1−n, so there exists C p > 0 such that

∞∑
k=k2

2(m1,k−k)(1−pc/p)
≤ C p

R(h)(1−n)(1−pc/p)/2

T N (1−pc/p) .

Putting these three bounds together with (3-35), we obtain

∑
k≥−1

( m1,k∑
m=−∞

∥wk,m∥
p
L p(Uk,m)

)1/p

≤ Ch−δ(p) N log T
T N (1−pc/p) ∥u∥P,T . (3-37)

3E. Control of the high L∞ mass term, m ≤ m1,k. In this section we estimate the large m term in (3-34).
To do this we write

Ak,m = Gk,m ⊔Bk,m,

where the set of “good” tubes
⋃

j∈Gk,m
Tj is [t0, T ] non-self-looping and the number of “bad” tubes |Bk,m |

is small. To do this, let

BU (α, β) :=

{
j ∈

⋃
k

Ak(α) :

T⋃
t=t0

ϕt(Tj )∩ S∗

B(xβ ,2R(h))M ̸= ∅
}
. (3-38)

Then, we define
Bk,m :=

⋃
α,β∈Ik,m

BU (α, β)∩Ak(α).

Let Gk,m := Ak,m \Bk,m . Then, by construction,
⋃

j∈Gk,m
Tj is [t0, T ] non-self-looping and we have

|Bk,m | ≤ c|Ik,m |
2
|BU | (3-39)

for some c > 0, where
|BU | := sup{|BU (α, β)| : α, β ∈ I}. (3-40)

That is, |BU | is the maximum number of loops of length in [t0, T ] joining any two points in U.
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Then, define

wG
k,m :=

∑
j∈Gk,m

Oph(χ̃Tj )Oph(ψ)u and wB
k,m :=

∑
j∈Bk,m

Oph(χ̃Tj )Oph(ψ)u. (3-41)

Next, consider( m2,k∑
m=m1,k

∥wk,m∥
p
L p(Uk,m)

)1/p

≤

( m2,k∑
m=m1,k

∥wG
k,m∥

p
L p(Uk,m)

)1/p

+

( m2,k∑
m=m1,k

∥wB
k,m∥

p
L p(Uk,m)

)1/p

. (3-42)

3E1. Bound on the looping piece. We start by estimating the “bad” piece

∑
k≥−1

( m2,k∑
m=m1,k

∥wB
k,m∥

p
L p(Uk,m)

)1/p

.

Observe that if 2m1,k = min(c0 R(h)1−n, cn22k), then m1,k = m2,k and we need not consider this part of
the sum. Therefore, the high L∞ mass term has

2m1,k =
2k R(h)(1−n)/2

T N (3-43)

and k1 ≤ k ≤ k2. Hence, for m1,k < m ≤ m2,k , Lemma 3.4 gives that there is Cn > 0 with

|Ak,m | ≤ Cn22k
≤ Cn R(h)n−122m T 2N.

Furthermore, since R(h) ≥ hδ2 with δ2 <
1
2 , (3-24) yields that there is ε = ε(n, N ) > 0 such that

hρ−1/2 R(h)−1/2 < hε, and hence, since T = O(log h−1),

|Ak,m |= o(R(h)n−122m(hρ−1/2 R(h)−1/2)−2n(n−1)/(3n+1)).

In particular, a consequence of Lemma 3.5 is the existence of h0 > 0 and C > 0 such that

|Ik,m | ≤ C R(h)1−n2−2m
|Ak,m | (3-44)

≤ C R(h)1−n22k−2m (3-45)

for all 0< h ≤ h0, where we have used again Lemma 3.4 to bound |Ak,m |.
Next, note that for each point in Ik,m there are at most c|Ik,m ||BU | tubes in Bk,m touching it. Therefore,

we may apply [Canzani and Galkowski 2021, Lemma 3.7] to obtain C > 0 such that

∥wB
k,m∥L∞(Uk,m) ≤ Ch(1−n)/2 R(h)(n−1)/2

|Ik,m ||BU |2−k
∥u∥P,T . (3-46)

Using (3-46) and interpolating between L∞ and L pc we obtain

∥wB
k,m∥

p
L p(Uk,m)

≤ Ch−pδ(p)(R(h)(n−1)/2
|Ik,m ||BU |2−k

∥u∥P,T )
p−pc∥wB

k,m∥
pc
L2(Uk,m)

. (3-47)

In addition, since combining (3-14) with (3-39) yields

∥wB
k,m∥L2(Uk,m) ≤ C |Bk,m |

1/22−k
∥u∥P,T ≤ C2−k

|Ik,m ||BU |
1/2

∥u∥P,T ,
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the bounds in (3-47) and (3-45) together with the definition of m1,k in (3-43) yield

m2,k∑
m=m1,k

∥wB
k,m∥

p
L p(Uk,m)

≤ Ch−pδ(p)R(h)(n−1)(p−pc)/2
m2,k∑

m=m1,k

|Ik,m |
p
|BU |

p−pc/22−kp
∥u∥

p
P,T

≤ Ch−pδ(p)R(h)(n−1)(−p−pc)/22kp
|BU |

p−pc/2∥u∥
p
P,T

m2,k∑
m=m1,k

2−2mp

≤ Ch−pδ(p)R(h)(n−1)(p−pc)/2|BU |
p−pc/2T 2N p 2−kp

∥u∥
p
P,T .

Then, with k1 and k2 defined as in (3-36), we have

k2∑
k=k1

( m2,k∑
m=m1,k

∥wB
k,m∥

p
L p(Uk,m)

)1/p

≤ Ch−δ(p)R(h)(n−1)(1−pc/p)/2
|BU |

1−pc/(2p)T 2N
∥u∥P,T

k2∑
k=k1

2−k

≤ Ch−δ(p)(R(h)n−1
|BU |)1−pc/(2p)T 3N

∥u∥P,T .

Finally, since we only need to consider k1 ≤ k ≤ k2,

∑
k≥−1

( m2,k∑
m=m1,k

∥wB
k,m∥

p
L p(Uk,m)

)1/p

≤ Ch−δ(p)(R(h)n−1
|BU |)1−pc/(2p)T 3N

∥u∥P,T . (3-48)

3E2. Bound on the non-self-looping piece. In this section we aim to control the “good” piece,

∑
k≥−1

( m2,k∑
m=m1,k

∥wG
k,m∥

p
L p(Uk,m)

)1/p

. (3-49)

So far all L p bounds appearing have been ≪ h(1−n)/2/
√

T . The reason for this is that the bounds were
obtained by interpolation with an L∞ estimate which is substantially stronger than h(1−n)/2/

√
T .

We now estimate the number of non-self-looping tubes Tj with j ∈ Ak . That is, tubes on which the
L2 mass of u is comparable to 2−k

∥u∥P,T .

Lemma 3.6. Let k ∈ Z, k ≥ −1, and t0 > 1. Suppose that G ⊂ Ak is such that⋃
j∈G

Tj is [t0, T ] non-self-looping.

Then, there exists a constant Cn > 0, depending only on n, such that |G| ≤ (Cnt0/T )22k.

Proof. Using that G ⊂ Ak , we have

|G|
∥u∥

2
P,T

22(k+1) ≤ 2
∑
j∈G

(∥Oph(χTj )u∥
2
L2 + h−2

∥Oph(χTj )Pu∥
2
L2). (3-50)

Since {Tj }j∈G is (Dn, τ, R(h))-good, there are {Gi }
Dn
i=1 ⊂ G, such that, for each i = 1, . . . ,Dn ,

Tj ∩ Tk = ∅, j, k ∈ Gi , j ̸= k.
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By [Canzani and Galkowski 2021, Lemma 4.1] with tℓ = t0 and Tℓ = T for all ℓ,∑
j∈G

∥Oph(χTj )u∥
2
L2 ≤

Dn∑
i=1

∑
j∈Gi

∥Oph(χTj )u∥
2
L2 ≤

Dn4t0
T

∥u∥
2
P,T . (3-51)

On the other hand, since
∑

j∈Gi
∥Oph(χTj )∥

2
≤ 2 for each i ,∑

j∈G

∥Oph(χTj )Pu∥
2
L2 ≤ 2Dn∥Pu∥

2
L2 . (3-52)

Combining (3-50), (3-51), and (3-52) yields

|G|
∥u∥

2
P,T

22(k+1) ≤
8Dnt0

T
∥u∥

2
P,T +

4Dn

h2 ∥Pu∥
2
L2 ≤

8Dnt0 + 4Dn/T
T

∥u∥
2
P,T . □

We may now proceed to estimate the L p norm of the nonlooping piece (3-49). The first step is to
notice that we only need to sum up to m ≤ m3,k , where m3,k is defined by

2m3,k := min
(

Cnt022k

cM T
, c0 R(h)1−n

)
,

cM > 0 is as defined in (3-20), and Cn > 0 is the constant in Lemma 3.6. To see this, first observe that,
using (3-19), (3-44), and (3-46), for each α ∈ Ik,m ,

∥wG
k,m∥L∞(B(xα,R(h))) ≤ ∥wk,m∥L∞(B(xα,R(h))) + ∥wB

k,m∥L∞(B(xα,R(h)))

≤ C(2m
+ |Ik,m ||BU |)2−kh(1−n)/2 R(h)(n−1)/2

∥u∥P,T

≤ C(1 + R(h)1−n2−3m
|Ak,m ||BU |)2m−kh(1−n)/2 R(h)(n−1)/2

∥u∥P,T . (3-53)

Furthermore, since |Gk,m | ≥ |Ak,m | − |Ik,m |
2
|BU | and Gk,m is [t0, T ] non-self-looping, Lemma 3.6 yields

the existence of Cn > 0 such that

|Ak,m | − |Ik,m |
2
|BU | ≤ Cn

t0
T

22k.

Next, since m1,k ≤ m ≤ m2,k , we may apply Lemma 3.5 to bound |Ik,m | as in (3-44) to obtain that for
some C > 0,

|Ak,m |(1 − C R(h)2(1−n)2−4m
|Ak,m ||BU |)≤ Cn

t0
T

22k. (3-54)

In addition, provided
|BU |R(h)n−1

≪ T −6N, (3-55)

we have that, for m ≥ m1,k and k1 ≤ k ≤ k2,

R(h)2(1−n)2−4m
|Ak,m ||BU | ≤ R(h)2(1−n)2−4m+2k

|BU | ≤ 2−2k T 4N
|BU | ≤ R(h)n−1T 6N

|BU |≪ 1, (3-56)

where we used that, by (3-20), |Ak,m | is controlled by 22k to get the first inequality, that m ≥ m1,k to
get the second, and that k ≥ k1 to get the third. Combining (3-54) and the bound in (3-56) we obtain
|Ak,m | ≤ Cnt022k/T , and so, by (3-20), 2m

≤ Cnt022k/(cM T ). As claimed, this shows that to deal
with (3-49) we only need to sum up to m ≤ m3,k .
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The next step is to use interpolation to control the first sum in (3-49) by
m2,k∑

m=m1,k

∥wG
k,m∥

p
L p(Uk,m)

=

m3,k∑
m=m1,k

∥wG
k,m∥

p
L p(Uk,m)

. (3-57)

We claim that (3-53) yields

∥wG
k,m∥L∞(B(xα,R(h))) ≤ C2m−kh(1−n)/2 R(h)(n−1)/2

∥u∥P,T . (3-58)

Indeed, using the bound (3-55) on |BU |, that |Ak,m | is controlled by 22k, that m ≥ m1,k as in (3-43), and
that k1 ≤ k ≤ k2, we have

R(h)1−n2−3m
|Ak,m ||BU | ≪ R(h)2(1−n)2−3m+2k T −6N

≤ T −2N.

Note that

∥wG
k,m∥L pc (Uk,m) ≤ Ch−1/pc(∥wG

k,m∥L2 +h−1
∥PwG

k,m∥L2)

≤ Ch−1/pc

(
∥wG

k,m∥L2 +h−1
∥∥∥∥ ∑

j∈Gk,m

[P,Oph(χ̃Tj )]w
G
k,m

∥∥∥∥
L2

+h−1
∥∥∥∥ ∑

j∈Gk,m

Oph(χ̃Tj )Pu
∥∥∥∥

L2

)
≤ Ch−1/pc 2−k

|Gk,m |
1/2

∥u∥P,T +O(h∞
∥u∥P,T ),

where the last line follows from the definition of Ak,m , the fact that [P,Oph(χ̃Tj )] ∈ h9δ with its micro-
support contained in supp χ̃Tj , and Remark 3.3. Finally, by Lemma 3.6, |Gk,m | ≤ (Cnt0/T )22k, and hence

∥wG
k,m∥L pc (Uk,m) ≤ C

√
t0
T

h−1/pc∥u∥P,T + O(h∞
∥u∥P,T ).

Using this together with interpolation and (3-58) we obtain

∥wG
k,m∥

p
L p(Uk,m)

≤ ∥wG
k,m∥

p−pc
L∞(Uk,m)

∥wG
k,m∥

pc
L pc (Uk,m)

≤ Ch−pδ(p)(R(h)(n−1)/22m−k)p−pc
t pc/2
0

T pc/2
∥u∥

p
P,T + O(h∞

∥u∥
p
P,T ). (3-59)

Using this, we estimate (3-57):
m2,k∑

m=m1,k

∥wG
k,m∥

p
L p(Uk,m)

≤ Ch−pδ(p)(R(h)(n−1)/22(m3,k−k))p−pc∥u∥
p
P,T

t pc/2
0

T pc/2
+ O(h∞

∥u∥
p
P,T ). (3-60)

Then, summing in k, and again using that only k1 ≤ k ≤ k2 contribute,
∞∑

k=−1

( m2,k∑
m=m1,k

∥wG
k,m∥

p
L p(Um)

)1/p

≤ Ch−δ(p)
∥u∥P,T

t pc/(2p)
0

T pc/(2p)

k2∑
k=k1

(R(h)(n−1)/22(m3,k−k))1−pc/p
+ O(h∞

∥u∥P,T )

≤ Ch−δ(p) t1/2
0

T 1/2 ∥u∥P,T +O(h∞
∥u∥P,T ). (3-61)

Note that the sum over k in (3-61) is controlled by the value of k for which Cnt022k/(cM T )= c0 R(h)1−n,
since the sum is geometrically increasing before such k and geometrically decreasing afterward.
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3F. Wrapping up the proof of Theorem 1.4. Combining (3-37), (3-48), and (3-61) with (3-42) and (3-34),
and taking N> 1

2(1 − pc/p)−1 provided R(h)n−1
|BU | ≤ CT −6N for some C > 0, we obtain

∥v∥L p(U ) ≤

∞∑
k=−1

∥wk∥L p(U ) ≤ Ch−δ(p)
(

t1/2
0

T 1/2 + (R(h)n−1
|BU |)1−pc/(2p)T 3N

)
∥u∥P,T

as requested in (3-55). Since this estimate holds only when |BU |R(h)n−1
≤ CT −6N, we replace T by

T0 := min
{ 1

C (R(h)
n−1

|BU |)−1/6N, T
}
, so that

∥v∥L p(U ) ≤ Ch−δ(p)
(

t1/2
0

T0
1/2 + (R(h)n−1

|BU |)1−pc/(2p)T 3N
0

)
∥u∥P,T

≤ Ch−δ(p)
(

t1/2
0

T 1/2 + t1/2
0 (R(h)n−1

|BU |)1/(12N )
+ (R(h)n−1

|BU |)(1−pc/p)/2
)

∥u∥P,T

≤ Ch−δ(p)
(

t1/2
0

T 1/2 + (R(h)n−1
|BU |)1/(12N )

)
∥u∥P,T , (3-62)

where the constant C is adjusted from line to line.
Next, combining (3-62) with (3-11) and the definition of v in (3-12), we obtain

∥u∥L p(U ) ≤ Ch−δ(p)
(

t1/2
0

T 1/2 + (R(h)n−1
|BU |)1/(12N )

)
∥u∥P,T + Ch−δ(p)+1/2−δ2h−1

∥Pu∥Hn(1/2−1/p)+ε−2
h

.

Putting ε =
1
2 and setting N =

1
2

(
1 +

1
6ε0

)
(1 − pc/p)−1, estimate (1-7) will follow once we relate |BU |

for a given (τ, R(h)) cover to |BU | for the (D, τ, R(h)) cover used in our proof.
Finally, to finish the proof of Theorem 1.4, we need to show that for any (τ, R(h)) cover {Tj }j of S∗M,

up to a constant depending only on M, |BU | can be bounded by |̃BU | where B̃U is defined as in (3-40)
using a (D̃, τ, R(h))-good cover {T̃k}k of S∗M.

Lemma 3.7. There exists CM > 0 depending only on M such that if {Tj }j∈J and {T̃k}k∈K are a (τ, R(h))
cover of S∗M and a (D̃, τ, R(h))-good cover of S∗M, respectively, and |BU | and |̃BU | are defined as
in (3-40) for the covers {Tj }j∈J and {T̃k}k∈K, respectively, then

|̃BU | ≤ CMD̃|BU |.

Proof. Fix α, β such that xα, xβ ∈ U. Suppose that j ∈ BU (α, β), where BU (α, β) is as in (3-38). Then,
there is k ∈ B̃U (α, β) such that T̃k ∩ Tj ̸= ∅. Now, fix j ∈ J and let

Cj := {k ∈ K : Tj ∩ T̃k ̸= ∅}.

We claim that there is cM > 0 such that for each k ∈ Cj ,

T̃k ⊂3cMτ
ρj
(cM R(h)). (3-63)

Assuming (3-63) for now, there exists CM > 0 such that

|Cj | ≤ D̃
vol(3cMτ

ρj
(cM R(h))

infk∈K vol(T̃k)
≤ D̃CM .



2294 YAIZA CANZANI AND JEFFREY GALKOWSKI

Thus, for each j ∈ BU (α, β), there are at most CMD̃ elements in B̃U (α, β), and hence

|BU (α, β)| ≥
|̃BU (α, β)|

CMD̃
as claimed.

We now prove (3-63). Let q ∈ T̃k . Then, there are ρ ′

k, ρ
′

j , q ′
∈ S∗M and tk, tj , s ∈ [τ − R(h), τ + R(h)]

such that
d(ρk, ρ

′

k) < R(h), d(ρj , ρ
′

j ) < R(h), d(ρk, q ′) < R(h),

ϕtk (ρ
′

k)= ϕtj (ρ
′

j ), ϕs(q ′)= q.

In particular, d(q ′, ρ ′

k) < 2R(h), so there is cM > 0 such that d(ϕtk (ρ
′

k), ϕtk−s(q)) < cM R(h). Apply-
ing ϕ−tj , and adjusting cM in a way depending only on M, we have d(ρ ′

j , ϕtk−tj −s(q)) < cM R(h). In
particular, adjusting cM again, d(ρj , ϕtk−tj −s(q)) < cM R(h) and the claim follows. □

3G. Profiles of near-saturating functions. As explained in the introduction, our next theorem describes
the profiles of functions which extremize the improved bounds from Theorem 1.4.

Theorem 3.8. Let p > pc, T (h) → ∞, and δ > 0. Let 0 < δ1 < δ2 <
1
2 , hδ2 ≤ R(h) ≤ hδ1, and

{xα}α∈I(h) ⊂ M be a maximal R(h)-separated set. Let BU be as in (3-40), and suppose that

|BU |R(h)n−1T (h)3p/(p−pc)+δ = o(1)

and u ∈ D′(M) with

∥Pu∥H (n−3)/2
h

= o
( h

T
∥u∥L2

)
. (3-64)

For ε > 0, set

SU (h, ε, u) :=

{
α ∈ I(h) : ∥u∥L∞(B(xα,R(h))) ≥

εh(1−n)/2√t0
√

T (h)
∥u∥

L2(M)
, B(xα, R(h))∩ U ̸= ∅

}
.

Then, there are c,C > 0 such that, for all ε > 0, there are Nε > 0 and h0 > 0 such that |SU (h, ε, u)| ≤ Nε
for all 0< h ≤ h0.

Moreover, there is a collection of geodesic tubes {Tj }j∈L(ε,u) of radius R(h) (see Definition 1.3) with
indices satisfying L(ε, u)=

⋃C
i=1 J i and Tk ∩ Tℓ = ∅ for k, ℓ ∈ J i with k ̸= ℓ, such that

u = ue +
1

√
T (h)

∑
j∈L(ε,u)

vj ,

where vj is microsupported in Tj , |L(ε, u)| ≤ Cε−2 R(h)1−n, and, for all p ≤ q ≤ ∞,

∥ue∥Lq ≤ εh−δ(q)(T (h))−1/2
∥u∥L2,

∥vj∥L2 ≤ Cε−1 R(h)(n−1)/2
∥u∥L2, ∥Pvj∥L2 ≤ Cε−1 R(h)(n−1)/2h∥u∥L2 .

Finally, with L(ε, u, α) := { j ∈ L(ε, u) : π(Tj )∩ B(xα, 3R(h)) ̸= ∅}, for every α ∈ SU (h, ε, u),

cε2 R(h)1−n
≤ |L(ε, u, α)| ≤ C R(h)1−n and

∑
j∈L(ε,u,α)

∥vj∥
2
L2 ≥ c2ε2

∥u∥
2
L2 .

The proof of Theorem 3.8 is completed in the following three subsections.
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3G1. Proof of the bound on |SU (h, ε, u)|. We claim that there is c > 0 such that, for α ∈ SU (h, ε, u),

cε
√

t0
√

T
h−1/p

∥u∥P,T ≤ ∥u∥L p(B(xα,2R(h))). (3-65)

To see (3-65), first let χ0, χ1 ∈ C∞
c (−2, 2) with χ0 ≡ 1 on

[
−

3
2 ,

3
2

]
and χ1 ≡ 1 on suppχ0 and note

that, by Lemma 3.1, the elliptic parametrix construction for P, and (3-64),

∥(1 −χ0(−h21g))u∥L p ≤ Ch−δ(p)−1/2
∥Pu∥H (n−3)/2

h
= o

(
h−δ(p)+1/2

T

)
∥u∥L2 . (3-66)

Therefore, for α ∈ SU (h, ε, u), we have

∥χ0(−h21g)u∥L∞(B(xα,R(h))) ≥
εh(1−n)/2

2
√

T
∥u∥

L2(M)
(3-67)

for h small enough. Next, set χα,h(x) := χ0(R(h)−1d(x, xα)) and note

χ1(−h21g)χα,hχ0(−h21g)u = χα,hχ0(−h21g)u + O(h∞
∥u∥L2)C∞ .

Then, by (3-67) and [Zworski 2012, Theorem 7.15],

εh(1−n)/2

2
√

T
∥u∥

L2(M)
≤ ∥χ0(−h21g)u∥L∞(B(xα,R(h)))

= ∥χα,hχ0(−h21g)u∥L∞(B(xα,R(h)))

= ∥χ1(−h21g)χα,hχ0(−h21g)u∥L∞(B(xα,R(h))) + O(h∞)∥u∥L2

≤ Ch−n/p(∥χ0(−h21g)u∥L p(B(xα,2R(h))) + O(h∞)∥u∥L2). (3-68)

Combining (3-68) and (3-66) yields the claim in (3-65). It then follows from Theorem 1.4 that, if
{αi }

N
i=1 ⊂ SU (h, ε, u) with B(xαi , 2R(h))∩ B(xαj , 2R(h))= ∅ for i ̸= j , we have

N 1/p cε
√

t0
√

T
h−1/p

∥u∥P,T ≤ ∥u∥L p ≤ Ch−1/p
∥u∥L2 ≤ Ch−1/p

√
t0

√
T

∥u∥P,T .

Then, N 1/p
≤ Cε−1. Since at most Dn balls B(xα, 2R(h)) intersect, |SU (h, ε, u)| ≤ CDnε

−p.

3G2. Preliminaries for the decomposition of u. Let q ∈ R such that p ≤ q ≤ ∞. Below, all implicit
constants are uniform for p ≤ q ≤ ∞. As above, it suffices to prove the statement for v as in (3-12)
instead of u. Then, we write v =

∑
∞

k=−1wk as in (3-18). For V ⊂ U, by the same analysis that led
to (3-34),

∥wk∥
q
Lq (V ) ≤ Dn

m2,k∑
m=−∞

∥wk,m∥
q
Lq (V ∩Uk,m)

+ O(h∞)∥u∥P,T ,

where wk,m is as in (3-28). Then, by (3-37) with N =
1
2q/(q − pc)+

1
6δ,∑

k≥−1

( m1,k∑
m=−∞

∥wk,m∥
q
Lq (Uk,m)

)1/q

≤ Ch−δ(q) log T
T 1/2+δ(q−pc)/(6q) ∥u∥P,T (3-69)



2296 YAIZA CANZANI AND JEFFREY GALKOWSKI

for h small enough. Then, splitting wk,m = wB
k,m +wG

k,m , as in (3-41), we have by (3-48) that

∑
k≥−1

( m2,k∑
m=m1,k

∥wB
k,m∥

q
Lq (Uk,m)

)1/q

≤ Ch−δ(q)(R(h)n−1
|BU |)1−pc/(2q)T 3q/(2(q−pc))+δ/2∥u∥P,T . (3-70)

Define kε1 and kε2, respectively, by

22kε1 =
C−2D−2

n ε2 R(h)1−ncM T
4Cnt0

and 22kε2 =
C2D2

nε
−2 R(h)1−ncM T

4Cnt0
, (3-71)

where C is as in (3-61). Then, define K(ε) := {k : kε1 ≤ k ≤ kε2} and note that, since 2(k
ε
2−kε1) = C2D2

nε
−2,

|K(ε)| ≤ log2(4C2D2
nε

−2)=: Kε. Using (3-59) and summing over k /∈ K(ε), it follows that∑
k /∈K(ε)

( m3,k∑
m=m1,k

∥wG
k,m∥

q
Lq (Uk,m)

)1/q

≤
ε

4Dn

h−δ(q)√t0
√

T
∥u∥P,T . (3-72)

Next, for k ∈ K(ε), let

M(k, ε) := {m : mε
3,k ≤ m ≤ m3,k}, mε

3,k := m3,k −
q

q − pc
log2(ε

−12CDn),

and note |M(k, ε)| ≤ (q/(q − pc)) log2(ε
−12CDn) := Mε. Using (3-59) and summing over k ∈ K(ε)

and m /∈ M(k, ε), it follows that∑
k∈K(ε)

( ∑
m /∈M(k,ε)

∥wG
k,m∥

q
Lq (Uk,m)

)1/q

≤ Ch−δ(q) t pc/(2q)
0

T pc/(2q)

∑
k∈K(ε)

(R(h)(n−1)/22mε
3,k−k)1−pc/q∥u∥P,T + O(h∞

∥u∥P,T )

≤
ε

4Dn

h−δ(q)t1/2
0

T 1/2 ∥u∥P,T . (3-73)

Let

Nk,m(ε) :=

{
α ∈ Ik,m : ∥wG

k,m∥L∞(B(xα,R(h))) ≥
ε

4Dn MεKε

h(1−n)/2√t0
√

T
∥u∥P,T

}
. (3-74)

We claim
SU (h, ε, u)⊂

⋃
k∈K(ε)

⋃
m∈M(k,ε)

Nk,m(ε). (3-75)

To prove (3-75), suppose α /∈
⋃

k∈K(ε)
⋃

m∈M(k,ε)Nk,m(ε). Then, using (3-69) with q = ∞ and N =
1
2 +

δ
6 ,

1
Dn

∥v∥L∞(B(xα,R(h))) ≤
Ch(1−n)/2 log T

T 1/2+δ/6 ∥u∥P,T +

∑
k≥−1

m2,k∑
m=m1,k

∥wk,m∥L∞(Uk,m). (3-76)

Next, for the second term in the right-hand side of (3-76), we write the decomposition∑
k≥−1

m2,k∑
m=m1,k

∥wB
k,m∥L∞(Uk,m) +

∑
k /∈K(ε)

m3,k∑
m=m1,k

∥wG
k,m∥L∞(Uk,m) +

∑
k∈K(ε)

m2,k∑
m=m1,k

∥wG
k,m∥L∞(Uk,m). (3-77)
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Note that in the term with the sum over k /∈ K(ε) we only sum over m ≤ m3,k for the same reason as
in (3-57). We bound the three terms in (3-77) using (3-70), (3-72), (3-73), and (3-74) with q = ∞ and
N =

1
2 +

δ
6 . Combining with (3-76) this yields

1
Dn

∥v∥L∞(B(xα,R(h))) ≤ Ch(1−n)/2
∥u∥P,T

(
log T

T 1/2+δ/6 + R(h)n−1
|BU |T 3/2+δ/2

+
3ε

4Dn

√
t0

√
T

+ O(h∞)

)
.

Thus, if α /∈
⋃

k∈K(ε)
⋃

m∈M(k,ε)Nk,m(ε), then ∥v∥L∞(B(xα,R(h)))≤ εh
(1−n)/2

√
t0

√
T
∥u∥P,T for h small enough.

In particular, α /∈ SU (h, ε, u). This proves the claim (3-75).

3G3. Decomposition of u. We next decompose u as described in the theorem. First, put

ue,1 :=

∑
k≥−1

m1,k∑
m=−∞

wk,m +

∑
k≥−1

m2,k∑
m=m1,k

wB
k,m +

∑
k /∈K(ε)

m3,k∑
m=m1,k

wG
k,m +

∑
k∈K(ε)

∑
m /∈M(k,ε)

wG
k,m,

ubig :=

∑
k∈K(ε)

∑
m∈M(k,ε)

wG
k,m,

and ue,2 := u − ubig − ue,1. Note that

∥ue,1∥Lq ≤
3ε
4

h−δ(q)
√

t0
√

T
∥u∥P,T ,

∥ue,2∥Lq ≤ Ch−δ(q)+1/2−δ2h−1
∥Pu∥H (n−3)/2

h
,

where we use (3-70), (3-72), (3-73), (3-76), and (3-77) to obtain the first estimate, and (3-11) to obtain
the second. These two estimates prove the claim on ∥ue∥Lq after combining them with (3-64). Next,
observe that

ubig =

∑
j∈L(ε)

u j , u j := Oph(χ̃Tj )Oph(ψ)u, and L(ε) :=

⋃
k∈K(ε)

⋃
m∈M(k,ε)

Gk,m .

We claim that the statement of the theorem holds with vj =
√

T u j . Note that the vj are manifestly
microsupported inside Tj .

Let α ∈ SU (h, ε, u). Then by definition,

∥ubig∥L∞(B(xα,R(h))) ≥
ε

4
h(1−n)/2

√
t0

√
T

∥u∥P,T . (3-78)

Note that for all j ∈ L(ε), the estimate

∥Oph(χ̃Tj )Oph(ψ)u∥L2 + h−1
∥Oph(χ̃Tj )Oph(ψ)Pu∥L2 ≤ 2−kε1+1

∥u∥P,T (3-79)

follows from the definition of Ak in (3-14) and the fact that χTj ≡ 1 on supp χ̃Tj . To see that u j is a
quasimode, we use the definition of Ak again, together with Proposition 2.5, and obtain

∥Pu j∥L2 ≤ ∥[−h21g,Oph(χ̃Tj )]u j∥L2 + ∥Oph(χ̃Tj )Pu∥L2 ≤ C2−kε1 h∥u∥P,T . (3-80)

The definition of kε1 together with (3-79) and (3-80) give the required bounds on vj and Pvj .
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Next, define

L(ε, u, α) := { j ∈ L : πM(Tj )∩ B(xα, 3R(h)) ̸= ∅},

and note that by [Canzani and Galkowski 2021, Lemma 3.7],

∥ubig∥L∞(B(xα,R(h)))

≤ Ch(1−n)/2 R(h)(n−1)/2
∑

j∈L(ε,u,α)

∥Oph(χ̃Tj )Oph(ψ)u∥L2+h−1
∥Oph(χ̃Tj )Oph(ψ)Pu∥L2+O(h∞)∥u∥L2

≤ Ch(1−n)/2 R(h)(n−1)/22−kε1 |L(ε,u,α)|∥u∥P,T +O(h∞)∥u∥P,T . (3-81)

(Note that in [Canzani and Galkowski 2021, Lemma 3.7], the number τ |HprH (ργ )| appears in the
prefactor. In our circumstance, one can check that |HprH (ργ )| = 2 and τ > 0 is a number uniformly
bounded below by c inj(M) for some c > 0.) Therefore, combining (3-78) with (3-81) yields

ε

√
t0

√
T

≤ C R(h)(n−1)/22−kε1 |L(ε, α, u)| + O(h∞).

Moreover,
⋃

j∈L(ε,u) Tj is [t0, T ] non-self-looping and so by Lemma 3.6, |L(ε, u)| ≤ (Cnt0/T )22kε2 . Using
the definition of kε1 and kε2 in (3-71), we have, for h small enough,

cε2 R(h)1−n
= ε

√
t0

√
T

R(h)(1−n)/22kε1 ≤ |L(ε, u, α)| ≤ |L(ε, u)| ≤
Cnt0

T
22kε2 ≤ Cε−2 R(h)1−n,

which yields the upper bound on |L(ε, u)| and the lower bound on |L(ε, u, α)|. Note that the upper bound
on |L(ε, u, α)| follows from the fact that the total number of tubes over B(xα, 3R(h)) is bounded by
C R(h)1−n. Next, we note that the fact that at most Dn tubes Tj overlap implies∑

j∈L(ε,u,α)

∥Oph(χ̃Tj )Oph(ψ)Pu∥
2
L2 ≤ C∥Pu∥

2
L2 + O(h∞

∥u∥L2).

Therefore, using the first inequality in (3-81) again, applying Cauchy–Schwarz, and using that there is
C > 0 such that |L(ε, u, α)| ≤ C R(h)1−n , we have

ε

4

√
t0

√
T

∥u∥P,T ≤ C R(h)(n−1)/2
|L(ε, u, α)|1/2

( ∑
j∈L(ε,u,α)

∥u j∥
2
L2

)1/2

+ Ch−1
∥Pu∥L2 + O(h∞)∥u∥L2

≤ C
( ∑

j∈L(ε,u,α)

∥u j∥
2
L2

)1/2

+ o(T −1
∥u∥L2). (3-82)

Here, the o(T −1
∥u∥L2) term comes from using (3-64). In particular, for h small enough,

c
√

t0
√

T
∥u∥P,T ≤

( ∑
j∈L(ε,u,α)

∥u j∥
2
)1/2

.

This completes the proof of Theorem 3.8. □
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4. Proof of Theorem 1.1

In order to finish the proof of Theorem 1.1, we need to verify that the hypotheses of Theorem 1.4 hold with
T (h)= b log h−1 for some b> 0, such that, for all x1, x2 ∈ U , there is some splitting J x1 = Gx1,x2 ∪Bx1,x2

of the set of tubes over x1 ∈ M with a set of “bad” tubes Bx1,x2 satisfying

(|Bx1,x2 |R(h)
n−1)(1−pc/p)/(6+ε0) ≤ T (h)−1/2

and ε0 > 0. Fix x1, x2 ∈ U and let F1, F2 : T ∗M → Rn+1 be smooth functions such that, for i = 1, 2,

S∗

xi
M = F−1

i (0), 1
2 d(q, S∗

xi
M)≤ |Fi (q)| ≤ 2d(q, S∗

xi
M), max

|α|≤2
(|∂αFi (q)|)≤ 2,

d Fi (q) has a right inverse RFi (q) with ∥RFi (q)∥ ≤ 2.
(4-1)

Define also ψi : R × T ∗M → Rn+1 by ψi (t, ρ)= Fi ◦ϕt(ρ).
To find Bx1,x2 , we apply the arguments from [Canzani and Galkowski 2023, Sections 2, 4]. In particular,

fix a> 0 and let rt := a−1e−a|t |, 3>3max, and 3max be as in (1-5). Suppose that d(x2 , C
n−1,rt0 ,t0
x1 ) > rt0 .

Then for ρ0 ∈ S∗
x1

M with d(S∗
x2

M, ϕt0(ρ0)) < rt0 , we have by [Canzani and Galkowski 2023, Lemma 4.1]
that there exists w ∈ Tρ0 S∗

x1
M such that

d(ψ2)(t0,ρ0) : R∂t × Rw → Tψ2(t0,ρ0)R
n+1

has a left inverse L(t0,ρ0) satisfying

∥L(t0,ρ0)∥ ≤ CM max(aeCM (a+3)|t0|, 1),

Next, let {3τρj
(r1)} be a (DM , τ, r1)-good cover for S∗M. We apply [Canzani and Galkowski 2023,

Proposition 2.2] to construct Bx1,x2 and Gx1,x2 .

Remark 4.1. We must point out that we are applying the proof of that proposition rather than the
proposition as stated. The only difference here is that the loops we are interested in go from a point x1 to
a point x2, where x1 and x2 are not necessarily equal. This does not affect the proof.

We use [Canzani and Galkowski 2023, Proposition 2.2] to see that there exist α1 = α1(M) > 0,
α2 = α2(M, a), and C0 = C0(M, a) such that the following holds. Let r0, r1, r2 > 0 satisfy

r0 < r1, r1 < α1 r2, r2 ≤ min{R0, 1, α2 e−γ T
}, r0 <

1
3 e−3T r2, (4-2)

where γ = 53+ 2a and 3 > 3max where 3max is as in (1-5). Then, for all balls B ⊂ S∗
x1

M of radius
R0 > 0, there is a family of points {ρj }j∈BB ⊂ S∗

x1
M such that

|BB | ≤ C0Dnr2
Rn−1

0

rn−1
1

T e4(23+a)T ,

and for j ∈ GB := { j ∈ J x1 : B(ρj , 2r1)∩ B ̸= ∅} \BB},⋃
t∈[t0,T ]

ϕt(3
τ
ρj
(r1))∩3

τ
S∗

x2
M(r1)= ∅.
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We proceed to apply [Canzani and Galkowski 2023, Proposition 2.2]. There is cMr1−n
≥ Nr > 0 such

that, for all x1 ∈ M, we can cover S∗
x1

M by Nr balls. Let 0< R0 < 1 and {Bi }
NR0
i=1 be such a cover. Fix

0< ε< ε1 <
1
4 and set

r0 := hε1, r1 := hε, r2 :=
2
α1

hε.

Let T (h)= b log h−1 with

0< b<
1

43max
<

1 − 2ε1

23max

to be chosen later. Then, the assumptions in (4-2) hold provided

hε <min
{1

2α1α2e−γ T , 1
2α1 R0

}
and hε1−ε <

2
3α1

e−3T .

In particular, if we set α3 =
1
2α1α2 and α4 =

2
3α

−1
1 , the assumptions in (4-2) hold provided h<

( 1
2α1 R(h)

)1/ε

and

T (h) <min
{
ε

γ
log h−1

+
logα3

γ
,
ε1 − ε

3
log h−1

+
log(α4)

3

}
. (4-3)

Fix b> 0 and h0 > 0 such that b< 1
12 min(ε, ε1 − ε)/(23+a) and (4-3) is satisfied for all h< h0. Note

that this implies that b =b(M, a) and h0 =h0(M, a). Let Bx1,x2 :=
⋃NR0

i=1 BBi . For j ∈Gx1,x2 :=J x1 \Bx1,x2 ,
we then have ⋃

t∈[t0,T ]

ϕt(3
τ
ρj
(r1))∩3

τ
S∗

x2
M(r1)= ∅.

Moreover, shrinking h0 in a way depending only on (M, a, ε), we have, for 0< h < h0,

rn−1
1 |Bx1,x2 | ≤ CM C0Dnr2T e4(23+a)T

≤ hε/3.

Therefore, putting R(h)= r1 = hε and T = T (h)= b log h−1 in Theorem 1.4 proves Theorem 1.1.

5. Anisotropic pseudodifferential calculus

In this section, we develop the second microlocal calculi necessary to understand “effective sharing” of
L2 mass between two nearby points. That is, to answer the question: how much L2 mass is necessary
to produce high L∞ growth at two nearby points? To that end, we develop a calculus associated to the
coisotropic

0x :=

⋃
|t |< 1

2 inj(M)

ϕt(�x), �x := {ξ ∈ T ∗

x M : |1 − |ξ |g|< δ},

which allows for localization to the Lagrangian leaves ϕt(�x). In Section 6B we will see, using a type of
uncertainty principle, that the calculi associated to two distinct points, xα, xβ ∈ M, are incompatible in
the sense that, despite the fact that 0xα and 0xβ intersect in a dimension 2 submanifold, for operators Xxα

and Xxβ localizing to 0xα and 0xβ , respectively,

∥Xxα Xxβ∥L2→L2 ≪ ∥Xxα∥L2→L2∥Xxβ∥L2→L2 .
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Let 0 ⊂ T ∗M be a coisotropic submanifold and L = {Lq}q∈0 be a family of Lagrangian subspaces
Lq ⊂ Tq0 that is integrable in the sense that if U is a neighborhood of 0, and V and W are smooth
vector fields on T ∗M such that Vq ,Wq ∈ Lq for all q ∈ 0, then [V,W ]q ∈ Lq for all q ∈ 0. The aim of
this section is to introduce a calculus of pseudodifferential operators associated to (L , 0) that allows
for localization to hρ neighborhoods of 0 with 0 ≤ ρ < 1 and is compatible with localization to hρ

neighborhoods of the foliation of 0 generated by L . This calculus is close in spirit to those developed
in [Dyatlov and Zahl 2016; Sjöstrand and Zworski 1999]. To see the relationships between these calculi,
note that the calculus in [Dyatlov and Zahl 2016] allows for localization to any leaf of a Lagrangian
foliation defined over an open subset of T ∗M , while that in [Sjöstrand and Zworski 1999] allows for
localization to a single hypersurface. The calculus developed in this paper is designed to allow localization
along leaves of a Lagrangian foliation defined only over a coisotropic submanifold of T ∗M. In the case
that the coisotropic is a whole open set, this calculus is the same as the one developed in [Dyatlov and
Zahl 2016]. Similarly, in the case that the coisotropic is a hypersurface and no Lagrangian foliation is
prescribed, the calculus becomes that developed in [Sjöstrand and Zworski 1999].

Definition 5.1. Let 0 be a coisotropic submanifold and L a Lagrangian foliation on 0. Fix 0 ≤ ρ < 1 and
let k be a positive integer. We say that a ∈ Sk

0,L ,ρ if a ∈ C∞(T ∗M), a is supported in an h-independent
compact set, and

V1 · · · Vℓ1 W1 · · · Wℓ2a = O(h−ρℓ2⟨h−ρd(0, · )⟩k−ℓ2), (5-1)

where W1, . . . ,Wℓ2 are any vector fields on T ∗M, V1, . . . , Vℓ1 are vector fields on T ∗M with

(V1)q , . . . , (Vℓ1)q ∈ Lq

for q ∈ 0, and q 7→ d(0, q) is the distance from q to 0 induced by the Sasaki metric on T ∗M.

We also define symbol classes associated to only to the coisotropic submanifold 0.

Definition 5.2. Let 0 be a coisotropic submanifold. We say that a ∈ Sk
0,ρ if a ∈ C∞(T ∗M), a is supported

in an h-independent compact set, and

V1 · · · Vℓ1 W1 · · · Wℓ2a = O(h−ρℓ2⟨h−ρd(0, · )⟩k−ℓ2)

where V1, . . . , Vℓ1 are tangent vector fields to 0 and W1, . . . ,Wℓ2 are any vector fields.

5A. Model case. The goal of this section is to define the quantization of symbols in Sk
00,L0,ρ

, where 00

and L0 are a model pair of coisotropic and Lagrangian foliation defined below. The model coisotropic
submanifold of dimension 2n − r is

00 := {(x ′, x ′′, ξ ′, ξ ′′) ∈ Rr
× Rn−r

× Rr
× Rn−r

: x ′
= 0}

with Lagrangian foliation

L0 := {L0,q}q∈00, L0,q = span{∂ξi , i = 1, . . . , n} ⊂ Tq00.
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Note that in this model case the distance from a point (x, ξ) to 00 is controlled by |x ′
|. Therefore,

a ∈ Sk
00,L0,ρ

if and only if a is supported in an h-independent compact set and, for all (α, β) ∈ Nn
× Nn,

there exists Cα,β > 0 such that

|∂αx ∂
β
ξ a| ≤ Cα,βh−ρ|α|

⟨h−ρ
|x ′

|⟩
k−|α|.

In the model case, it will be convenient to define ã ∈ C∞(Rn
x × Rn

ξ × Rr
λ) such that

a(x, ξ)= ã(x, ξ, h−ρx ′),

and, for all (α′, α′′, β, γ ) ∈ Nr
× Nn−r

× Nn
× Nr, there exists Cα,β,γ > 0 such that

|∂α
′

x ′ ∂
α′′

x ′′ ∂
β
ξ ∂

γ

λ ã(x, ξ, λ)| ≤ Cα,β,γ h−ρ|α′′
|
⟨λ⟩k−|γ |−|α′′

|. (5-2)

Similarly, if a ∈ Sk
00,ρ

, then, for (α′, α′′, β, γ ) ∈ Nr
× Nn−r

× Nn
× Nr, there exists Cα,β,γ > 0 such that

|∂α
′

x ′ ∂
α′′

x ′′ ∂
β
ξ ∂

γ

λ ã(x, ξ, λ)| ≤ Cα,β,γ ⟨λ⟩k−|γ |. (5-3)

Definition 5.3. The symbols associated with this submanifold are as follows: We say a ∈ S̃k
00,L0,ρ

if
a ∈ C∞(Rn

x × Rn
ξ × Rr

λ) satisfies (5-2) and a is supported in an h-independent compact set in (x, ξ). If
we have the improved estimates (5-3) then we say that a ∈ S̃k

00,ρ
.

Remark 5.4. While there is no ρ in the definition of S̃k
00,ρ

, we keep it in the notation for consistency.

Let a ∈ S̃k
00,L0,ρ

. We then define

[Õph(a)]u(x) :=
1

(2πh)n

∫
ei⟨x−y,ξ⟩/ha(x, ξ, h−ρx ′)u(y) dy dξ.

Since a ∈ S̃k
00,L0,ρ

is compactly supported in x , there exists C > 0 such that on the support of the integrand
|λ| ≤ Ch−ρ, and hence h ≤ Ch1−ρ

⟨λ⟩−1. This will be important when computing certain asymptotic
expansions.

Lemma 5.5. Let k ∈ R and a ∈ S̃k
00,L0,ρ

. Then,

∥Õph(a)∥L2→L2 ≤ C sup
R2n

|a(x, ξ, h−ρx ′)| + O(h−ρmax(k,0)+(1−ρ)/2).

Proof. Define Tδ : L2(Rn)→ L2(Rn) by

Tδu(x) := hnδ/2u(hδx). (5-4)

Then Tδ is unitary and, for a ∈ S̃k
00,L0,ρ

,

Õph(a)u = T −1
(1+ρ)/2 Op1(ah)T(1+ρ)/2u, ah(x, ξ) := a(h(1+ρ)/2x, h(1−ρ)/2ξ, h(1−ρ)/2x ′).

Then, for all α, β ∈ Nn, there exists Cα,β such that

|∂αx ∂
β
ξ ah| ≤ Cα,βh(1−ρ)(|α|+|β|)/2

⟨h(1−ρ)/2x ′
⟩

k−|α|.



GROWTH OF HIGH L p NORMS FOR EIGENFUNCTIONS: AN APPLICATION OF GEODESIC BEAMS 2303

Now, since ah ∈ S(1−ρ)/2, by [Zworski 2012, Theorem 4.23] there is a universal constant M > 0 with

∥Õp1(ah)∥L2→L2 ≤ C
∑

|α|≤Mn

sup
R2n

|∂αah| ≤ C sup |a| + Cah− max(ρk,0)+(1−ρ)/2.

(To see that [Zworski 2012, Theorem 4.23] applies equally well to the left quantization, we apply the
change of quantization formula [Zworski 2012, Theorem 4.13] and the boundedness of ei⟨Q D,D⟩/2 on
symbol classes [Zworski 2012, Theorem 4.17].) □

Lemma 5.6. Suppose that a ∈ S̃k1
00,L0,ρ

and b ∈ S̃k2
00,L0,ρ

. Then

Õph(a)Õph(b)= Õph(c)+ O(h∞)L2→L2,

where c ∈ S̃k1+k2
00,L0,ρ

satisfies
c = ab + O(h1−ρ)

S̃
k1+k2−1
00,L0,ρ

. (5-5)

In particular,

c ∼

∑
j

∑
|α|= j

i j

j !
((h Dx ′′)α

′′

(h Dx ′ + h1−ρDλ)
α′

b)Dα
ξ a. (5-6)

If instead a ∈ S̃k1
00,ρ

and b ∈ S̃k2
00,ρ

, then the remainder in (5-5) lies in h1−ρ S̃k1+k2−1
00,ρ

.

Proof. With Tδ as in (5-4), we have Õph(a)Õph(b)= T −1
ρ/2 Oph(ah)Oph(bh)Tρ/2, where

ah = a(hρ/2x, h−ρ/2ξ, h−ρ/2x ′) and bh = b(hρ/2x, h−ρ/2ξ, h−ρ/2x ′).

Now, for all α, β ∈ Nn, there exists Cα,β such that

|∂αx ∂
β
ξ ah| ≤ Cα,βh−ρ(|α|+|β|)/2

⟨h−ρ/2x ′
⟩

k1−|α| and |∂αx ∂
β
ξ bh| ≤ Cα,βh−ρ(|α|+|β|)/2

⟨h−ρ/2x ′
⟩

k2−|α|.

In particular, using that a and b are compactly supported, we have that ah ∈ h− max(ρk1,0)Sρ/2 and
bh ∈ h− max(ρk2,0)Sρ/2, and hence [Zworski 2012, Theorems 4.14, 4.17] apply. In particular, if we let
M > 0 and k̃ := max(k1, 0)+ max(k2, 0), we obtain Oph(ah)Oph(bh)= Oph(ch), where, for any N > 0,

ch(x, ξ)=

N−1∑
j=0

∑
|α|= j

h j i j

j !
(Dα

ξ ah(x, ξ))(Dα
x bh(x, ξ))+ O(h−ρk̃+N (1−ρ))Sρ/2

=

N−1∑
j=0

∑
|α|= j

∑
α′+α′′=α

h(1−ρ) j i j

j !
(Dα

ξ a)h[(hρDx ′′)α
′′

(hρDx ′ + Dλ)
α′

b]h + O(h−ρk̃+N (1−ρ))Sρ/2 .

Choosing

N = max
(

k1 + k2,
ρk̃ + M
1 − ρ

)
,

the remainder is O(hM)Sρ/2 . Moreover, since a and b were compactly supported, we may assume,
introducing an h∞ error, that the remainder is supported in {(x, ξ) : |(x, ξ)| ≤ Ch−ρ/2

}. Putting

c =

N−1∑
j=0

∑
|α|= j

∑
α′+α′′=α

i j

j !
(Dα

ξ a)[(h Dx ′′)α
′′

(h Dx ′ + h1−ρDλ)
α′

b],

we thus have T −1
ρ/2 Oph(ch)Tρ/2 = Õph(c)+ O(hM)D′→C∞ as claimed. □
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Lemma 5.7. Suppose that a ∈ S̃m1
00,L0,ρ

and b ∈ S̃m2
00,L0,ρ

. Then,

[Õph(a), Õph(b)] = −ih1−ρÕph(c)+ O(h∞)L2→L2,

where c ∈ S̃m1+m2−2
00,L0,ρ

satisfies

c = hρ
n∑

i=1

(∂ξi a∂xi b − ∂ξi b∂xi a)+
r∑

i=1

(∂ξi a∂λi b − ∂λi a∂ξi b)+ O(h1−ρ)
S̃

m1+m2−2
00,L0,ρ

.

If instead a ∈ S̃m1
00,ρ

and b ∈ S̃m2
00,ρ

, then the remainder lies in h1−ρ S̃m1+m2−2
00,ρ

. Moreover, if a ∈ Scomp(R2n)

is independent of λ and ∂ξ ′a = e(x, ξ)x ′ with e(x, ξ) : Rr
→ Rr for all (x, ξ), then

[Õph(a), Õph(b)] = −ihÕph(c)+ O(h∞)9−∞

with c = Hab +
∑r

i=1(eλ)i∂λi b + O(h1−ρ)S̃
m2−1
00,L0,ρ

. Similarly, the same conclusion holds if b ∈ S̃m2
00,ρ

with
the error term in c being O(h1−ρ)

S̃
m2−1
00,ρ

.

Proof. In each case, we need only apply formula (5-6). □

5B. Reduction to normal form. In order to define the quantization of symbols in S0,L ,ρ for general (0, L),
we first explain how to reduce the problem to the model case (00, L0).

Lemma 5.8. Let L be a Lagrangian foliation over a coisotropic submanifold 0⊂ R2n of dimension 2n −r .
Then, there is a neighborhood U0 of (x0, ξ0) and a symplectomorphism κ : U0 → V0 ⊂ T ∗Rn for each
(x0, ξ0) ∈ 0 such that

κ(0 ∩ U0)= 00 ∩ V0 and (κ∗)q Lq = L0,q for q ∈ 0 ∩ U0.

Proof. We first put 0 in normal form. That is, we build symplectic coordinates (y, η) such that

0 = {(y, η) : y1 = · · · = yr = 0}. (5-7)

First, assume r = 1 and let f1 ∈ C∞(T ∗M) define 0. By Darboux’s theorem (see e.g., [Zworski 2012,
Theorem 12.1]) there are symplectic coordinates such that y1 = f1, and the proof of (5-7) is complete
for r = 1.

Next, assume that we can put any coisotropic of codimension r − 1 in normal form. Let f1, . . . , fr ∈

C∞(T ∗M) define 0. Then, for X ∈ T0 and i = 1, . . . , r ,

σ(X, H fi )= d fi (X)= 0.

In addition, since 0 is coisotropic, (T0)⊥ ⊂ T0, and so H fi ∈ T0 for all i = 1, . . . , r . In particular,

{ fi , f j } = H fi f j = d f j (H fi )= 0 on 0.

Now, using Darboux’ theorem, choose symplectic coordinates (y, η)=(y1, y′, η1, η
′) such that y1 = f1

and (x0, ξ0) 7→ (0, 0). Then, ∂η1 f j = { f j , y1} = 0 on 0 for j = 2, . . . , r . Next, we will observe that
0 = {(y, η) :y1 = f2 = · · · = fr = 0} and dy1 and {d f j }

r
j=2 are independent. Thus, since ∂η1 f j = 0 on 0,

0 = {(y, η) : y1 = 0, f j (0, y′, 0, η′)= 0, j = 2, . . . , r}.
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Now, {y1 = η1 = 0} ∩0 is a coisotropic submanifold of codimension r − 1 in T ∗
{y1 = 0}. Hence, by

induction, there are symplectic coordinates (y2, . . . , yn, η2, . . . , ηn) on T ∗
{y1 = 0} such that

0 ∩ {y1 = η1 = 0} = {y1 = η1 = 0, y2 = · · · = yr = 0}.

In particular,
{(y′, η′) : f j (0, y′, 0, η′)= 0, j = 2, . . . , r} = {y2 = · · · = yr = 0}.

Thus, extending (y2, . . . , yn, η2, . . . , ηn) to be independent of (y1, η1) puts 0 in the form (5-7).
Next, we adjust the coordinates to be adapted to L along 0. First, define ỹi := yi for i = 1, . . . , r .

Then, since L ⊂ T0, for every i = 1, . . . , r , we have that d ỹi (X)|0 is well defined for X ∈ L and
d ỹi (X)|0 = 0. Next, since L is integrable, the Frobenius theorem [Lee 2013, Theorem 19.21] shows that
there are coordinates (ỹr+1, . . . , ỹn, ξ̃1, . . . , ξ̃n) on 0, defined in a neighborhood of (0, 0), such that L is
the annihilator of d ỹ. Since we know that for every X ∈ L ,

σ(X, Hỹi )= d ỹi (X)= 0

and L is Lagrangian, we conclude that Hỹi ∈ L . In particular, since L is the annihilator of d ỹ,

{ỹi , ỹj } = Hỹi ỹj = d ỹj (Hỹi )= 0.

Now, extend (ỹr+1, . . . , ỹn, ξ̃1, . . . , ξ̃n) outside 0 to be independent of (ỹ1, . . . , ỹr ). Then, {ỹi , ỹj } = 0
in a neighborhood of (x0, ξ0), and hence, by Darboux’s theorem, there are functions {η̃j }

n
j=1 such that

{ỹi , η̃j } = δi j and {η̃i , η̃j } = 0. In particular, in the (ỹ, η̃) coordinates, 0 = {(ỹ, η̃) : ỹ1 = · · · = ỹr = 0}

and d ỹ(L)|0 = 0. In particular, L = span{∂η̃i } as claimed. □

In order to create a well-defined global calculus of pseudodifferential operators associated to (0, L),
we will need to show invariance under conjugation by Fourier integral operators (FIOs) preserving the
pair (L0, 00).

Proposition 5.9. Suppose that U0 and V0 are neighborhoods of (0, 0) in T ∗Rn and κ : U0 → V0 is a
symplectomorphism such that

κ(0, 0)= (0, 0), κ(00 ∩ U0)= 00 ∩ V0, κ∗|00 L0 = L0|00 . (5-8)

Next, let T be a semiclassically elliptic FIO microlocally defined in a neighborhood of

((0, 0), (0, 0)) ∈ T ∗Rn
× T ∗Rn

quantizing κ . Then, for a ∈ S̃k
00,L0,ρ

, there are b ∈ S̃k
00,L0,ρ

and c ∈ S̃k−1
00,L0,ρ

such that

T −1Õph(a)T = Õph(b) and b = a ◦ Kκ + h1−ρc,

where Kκ : T ∗Rn
× Rr

→ T ∗Rn
× Rr is defined by

Kκ(y, η, µ)=

(
κ(y, η), πx ′(κ(y, η))

|µ|

|y′|

)
,

and πx ′ : T ∗Rn
→ Rr is the projection onto the first r-spatial coordinates. In addition, if a ∈ S̃k

00,ρ
, then

c ∈ S̃k−1
00,ρ

and b ∈ S̃k
00,ρ

.
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To prove Proposition 5.9, we follow [Sjöstrand and Zworski 1999]. First, observe that the proposition
holds with κ = Id since then T is a standard pseudodifferential operator. In addition, the proposition also
holds whenever, for a given j ∈ {1, . . . , n}, we work with

κ(y, η) := (y1, . . . , yj−1,−yj , yj+1, . . . , yn, η1, . . . , ηj−1,−ηj , ηj+1, . . . , ηn).

Indeed, this follows from the fact that in this case an FIO quantizing κ is

T u(x)= u(x1, . . . , x j−1,−x j , x j+1, . . . , xn),

and so the conclusion of the proposition follows from a direct computation together with the identity case.
Thus, we may assume that

κ(y, η)= (x, ξ) ⇒ xi yi ≥ 0, i = 1, . . . , n. (5-9)

Lemma 5.10. Let κ be a symplectomorphism satisfying (5-8) and (5-9). Then, there is a piecewise smooth
family of symplectomorphisms [0, 1] ∋ t 7→ κt such that κt satisfies (5-8), (5-9), κ0 = Id, and κ1 = κ .

Proof. In what follows we assume that κ(y, η)= (x, ξ) but reorder the coordinates: (y′, y′′, η′, η′′)∈ T ∗Rn

is written as (y′, η′, y′′, η′′) ∈ R2r
× R2(n−r). Let ξ ′ and κ ′′

= (x ′′(y′, η), ξ ′′(y′, η)) with

κ|00 : (0, η′, y′′, η′′) 7→ (0, ξ ′(y′′, η), κ ′′(y′′, η)).

Now, since (κ∗)|00 L0 = L0, we have, for i = 1, . . . , n,

κ∗∂ηi =
∂x j

∂ηi
∂x j +

∂ξj

∂ηi
∂ξj ∈ L0, (5-10)

and hence
∂ηx |00 ≡ 0. (5-11)

Next, since κ preserves 00, {κ∗xi }
r
i=1 defines 00, and span{dκ∗xi |00}

r
i=1 = span{dyi |00}

r
i=1, we have

span{Hκ∗xi |00}
r
i=1 = span{Hyi |00}

r
i=1.

By Jacobi’s theorem, κ∗Hκ∗x i = Hxi . Therefore,

(κ|00)∗(span{Hyi }
r
i=1|00)= span{Hxi }

r
i=1|00,

and we conclude from (5-10) that ξ ′′
|00 is independent of η′, and hence that κ ′′ is independent of η′. In

particular, κ ′′ is a symplectomorphism on T ∗Rn−r. This also implies that, for each fixed (y′′, η′′), the
map η′

7→ ξ ′(y′′, η′, η′′) is a diffeomorphism. Writing

κ ′′(y′′, η′′)= (x ′′(y′′, η′′), ξ ′′(y′′, η′′)),

we have by (5-11) that ∂η′′ x ′′
= 0, and hence x ′′

= x ′′(y′′). Now, since κ ′′ is symplectic,

(∂η′′ξ ′′dη′′
+ ∂y′′ξ ′′dy′′)∧ ∂y′′ x ′′dy′′

= dη′′
∧ dy′′,

and so we conclude that
(∂y′′ x ′′)t∂η′′ξ ′′

= Id, (∂y′′ x ′′)t∂y′′ξ ′′ is diagonal. (5-12)
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The first equality in (5-12) gives that ∂η′′ξ ′′ is a function of y′′ only, and hence there exists a function
F = F(y′′) such that

ξ ′′(y′′, η′′)= [(∂x ′′(y′′))t ]−1(η′′
− F(y′′)).

Therefore, calculating on η′′
= F(y′′), the second statement in (5-12) implies that −∂y′′ F(y′′) dy′′

∧dy′′
=0.

In particular, d(F(y′′) · dy′′)= 0. It follows from the Poincaré lemma that, shrinking the neighborhood of
(0, 0) to be simply connected if necessary, F(y′′) · dy′′

= dψ(y′′) for some function ψ =ψ(y′′). Hence,

κ ′′(y′′, η′′)= (x ′′(y′′), [(dx ′′(y′′))t ]−1(η′′
− ∂ψ(y′′))). (5-13)

Now, every symplectomorphism of the form (5-13) preserves L0. Hence, we can deform κ ′′ to the identity
by putting ψt = tψ and deforming x ′′ to the identity. Since the assumption in (5-9) implies ∂y′′ x ′′> 0, this
can be done simply by taking x ′′

t = (1 − t) Id +t x ′′. Putting κ ′′
t = (x ′′

t , ξ
′′
t ), there is κ ′′

t such that κ ′′

0 = Id
and κ ′′

1 = κ ′′. Now, composing κ with

(y′, η′
; y′′, η′′) 7→ (y′, η′

; (κ ′′

t )
−1(y′′, η′′)),

we reduce to the case that κ ′′
= Id. In particular, we need only consider the case in which

κ(y′, η′, y′′, η′′)= ( f (y, η)y′, ξ ′(y′′, η)+ h0(y, η)y′, (y′′, η′′)+ h1(y, η)y′), (5-14)

where f (y, η) ∈ GLr , h0(y, η) is an r × r matrix, and h1(y, η) is an 2(n − r)× r matrix. Next, we claim
that the projection map from graph(κ) to R2n defined as (x, ξ ; y, η) 7→ (x, η) is a local diffeomorphism.
To see this, note that, for |y′

| small, the map (x ′′, η′′) 7→ (y′′, ξ ′′) is a diffeomorphism, that, for each
fixed (y′′, η′′), the map η′

7→ ξ ′ is a diffeomorphism, and that det ∂y′ x ′
|00 ̸= 0. Thus, κ has a generating

function φ:
κ : (∂ηφ(x, η), η) 7→ (x, ∂xφ(x, η))

such that
det ∂2

xηφ(0, 0) ̸= 0 and ∂η′φ(0, x ′′, η)= 0.

Now, writing κ = (κ ′, κ ′′), we have κ ′′
= Id at x ′

= 0. Therefore,

∂η′′φ(0, x ′′, η)= x ′′ and ∂x ′′φ(0, x ′′, η)= η′′,

and we have φ(0, x ′′, η)= ⟨x ′′, η′′
⟩ + C for some C ∈ R. We may choose C = 0 to obtain

φ(x, η)= ⟨x ′′, η′′
⟩ + g(x, η)x ′ (5-15)

for some g : R2n
→ M1×r . Finally, since κ(0, 0) = (0, 0) and ∂2

xηφ is nondegenerate, we have that
∂x ′φ(0, 0)= g(0, 0)= 0 and ∂η′ g is nondegenerate. In fact (5-9) implies that, as a quadratic form,

∂η′ g > 0. (5-16)

Observe next that every φ satisfying (5-15) for some g satisfying (5-16) and g(0, 0)= 0 generates a
canonical transformation satisfying (5-14) and (5-9). In particular, the symplectomorphism satisfies (5-8).
Thus, we can deform from the identity by putting gt = (1 − t)η′

+ tg. □

Finally, we proceed with the proof of Proposition 5.9.
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Proof of Proposition 5.9. Let κt be as in Lemma 5.10. That is, a piecewise smooth deformation from
κ0 = Id to κ1 = κ such that κt preserves 00 and (κt)∗|00 preserves L0. Let Tt be a piecewise smooth
family of elliptic FIOs defined microlocally near (0, 0), quantizing κt , and satisfying

h Dt Tt + Tt Qt = 0 and T0 = Id . (5-17)

Here, Qt is a smooth family of pseudodifferential operators with symbol qt satisfying ∂tκt = (κt)∗Hqt .
(Such an FIO exists, for example, by [Zworski 2012, Chapter 10], and qt exists by [Zworski 2012,
Thoerems 11.3, 11.4].) Next, define

At := T −1
t Õph(a)Tt .

Note that T −1Õp(a)T = T −1T1T −1
1 Õp(a)T1T −1

1 T +O(h∞)9−∞ . Hence, since the proposition follows
by direct calculation when κ = Id, we may assume that T = T1.

In that case, our goal is to find a symbol b such that A1 = Oph(b). First, observe that (5-17) implies
that h Dt T −1

t − Qt T −1
t = 0 and so

h Dt At = [Qt , At ] and A0 = Õph(a).

We will construct bt ∈ S̃k
00,L0,ρ

such that Bt := Õph(bt) satisfies

h Dt Bt = [Qt , Bt ] + O(h∞)9−∞ and B0 = Õph(a). (5-18)

This would yield that Bt − At = O(h∞)L2→L2 and the argument would then be finished by setting b = b1.
Indeed, that Bt − At = O(h∞)L2→L2 would follow from the fact that, by (5-18),

h Dt(Tt Bt T −1
t )= O(h∞)9−∞,

and hence, since T0 = Id and B0 = Õph(a), we have Tt Bt T −1
t − Õph(a)= O(h∞)9−∞ . Combining this

with the fact that both Tt and T −1
t are bounded on H k

h completes the proof.
To find bt as in (5-18), note that since κt preserves 00 and L0, ∂tκt = Hqt and Hqt is tangent to L0

on 00. Therefore, ∂η′qt = 0 on y′
= 0, and so there exists rt(y, η) such that ∂η′qt(y, η) = rt(y, η)y′.

Hence, by Lemma 5.7, for any b ∈ S̃k
00,L0,ρ

,

[Qt , Õph(b)] = −ihÕph( f )+ O(h∞)9−∞ and f = Hqt b +

r∑
j=1

(rtλ)j (∂λb)j + O(h1−ρ)S̃k−2
00,L0,ρ

.

Then, letting b0
t := a ◦ Kκt ∈ S̃k

00,L0,ρ
and B0

t = Õph(b
0
t ) yields

h Dt B0
t = −ihÕph(Hqt b

0
t + (rtµ) · ∂µb0

t )= [Qt , B0
t ] + h2−ρÕph(e

0
t ),

where e0
t ∈ S̃k−2

00,L0,ρ
. This follows from the fact that if we set µ(y)= y′h−ρ, then

∂t(b0
t (y, η, µ(y)))= Hqt b

0
t (y, η, µ(y))+ ∂µb0

t (y, η, µ(y))Hqt (µ(y))

and Hqtµ(y)= rt(y, η)µ(y).
Iterating this procedure and solving away successive errors finishes the proof of Proposition 5.9.

If a ∈ S̃k
00,ρ

, then we need only use that ∂ξ ′qt = rt x ′ and we obtain the remaining results. □
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Our next lemma follows [Sjöstrand and Zworski 1999, Lemma 4.1] and gives a characterization of
our second microlocal calculus in terms of the action of an operator. In what follows, given operators A
and B, we define the operator adA by adA B = [A, B].

Lemma 5.11 (Beal’s criteria). Let Ah : S(Rn) → S ′(Rn) and k ∈ Z. Then, Ah = Õph(a) for some
a ∈ S̃k

00,L0,ρ
if and only if , for any α, β ∈ Rn, there exists C > 0 with

∥adαh−ρ x adβh Dx
Ahu∥|β|−min(k,0) ≤ Ch(1−ρ)(|α|+|β|)

∥u∥max(k,0),

where ∥u∥r := ∥u∥L2 +∥h−ρr
|x ′

|
r u∥L2 for r ≥ 0. Similarly, Ah = Oph(a) for some a ∈ S̃k

00,ρ
if and only if

∥adα
′

h−ρ x ′ adα
′′

x ′′ adβ
′

h Dx ′
adβ

′′

h Dx ′′
Ahu∥|β ′|−min(k,0) ≤ Ch(1−ρ)(|α′

|+|β ′
|)+|α′′

|+|β ′′
|
∥u∥max(k,0).

Proof. The fact that Ah = Õph(a) for some a ∈ S̃k
00,L0,ρ

implies the estimates above follow directly from
the model calculus. Let Uh be the unitary (on L2) operator, Uhu(x)= hn/2u(hx), and note that

∥U−1
h u∥r = ∥u∥L2 + ∥h(1−ρ)r

|x ′
|
r u∥L2 .

Then, consider Ãh := Uh AhU−1
h . For fixed h, we can use Beal’s criteria (see e.g., [Zworski 2012,

Theorem 8.3]) to see that there is ah such that Ãh = ah(x, D). Define a such that a(hx, ξ ; h)= ah(x, ξ),
and hence Ah = Oph(a). Note that, for φ,ψ ∈ S(Rn),

⟨ Ãhψ, φ⟩ =
1

(2π)n

∫∫
ei⟨x,ξ⟩ah(x, ξ)ψ̂(ξ)φ(x) dx dξ, (5-19)

where ψ̂(ξ)= (Fψ)(ξ)=
∫

e−i⟨y,ξ⟩ψ(y) dy. Next, define

Bh := Uh adαh−ρ x(adβh Dx
(Ah))U−1

h .

Since DxUh = Uhh Dx and U−1
h Dx = h DxU−1

h , we have

Bh = adαh1−ρ x adβDx
Ãh = (−i)|α|+|β|h(1−ρ)|α|bh(x, D),

where bh(x, ξ) = (−∂ξ )
α∂

β
x ah(x, ξ). Our goal is then to understand the behavior of bh(x, ξ) in terms

of h and ⟨h1−ρx ′
⟩. Let τx0 and τ̂ξ0 be the physical and frequency shift operators

τx0u(x)= u(x − x0) and τ̂ξ0u(x)= ei⟨x,ξ0⟩u(x)

with F τ̂ξ0 = τξ0F and Fτx0 = τ̂−x0 . In addition, write ∥u∥(−r) := ∥⟨h1−ρx ′
⟩
−r u∥L2 for the dual norm to

∥u∥(r) := ∥U−1
h u∥r .

Assume that k ≥ 0. Then, the definition of Bh combined with the assumptions yields

|⟨Bτx0 τ̂ξ0ψ, τy0 τ̂η0φ⟩| ≤ h(1−ρ)(|α|+|β|)
∥τx0 τ̂ξ0ψ∥(k)∥τy0 τ̂η0φ∥−|β|. (5-20)

In addition, note that, for fixed ψ, φ ∈ S,

∥τx0 τ̂ξ0ψ∥(k) ∼ ⟨h1−ρ(x0)
′
⟩

k and ∥τy0 τ̂η0ψ∥(−|β|) ∼ ⟨h1−ρ(y0)
′
⟩
−|β|.

Therefore, (5-20) leads to

|⟨Bτx0 τ̂ξ0ψ, τy0 τ̂η0φ⟩| ≤ Ch(1−ρ)(|α|+|β|)
⟨h1−ρ(x0)

′
⟩

k
⟨h1−ρ(y0)

′
⟩
−|β|. (5-21)
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On the other hand, we have by (5-19) that

|⟨Bτx0 τ̂ξ0ψ, τy0 τ̂η0φ⟩| =
h(1−ρ)|α|

(2π)n

∣∣∣∣∫∫
ei⟨x,ξ⟩bh(x, ξ)ψ̂(ξ − ξ0)e−i⟨x0,ξ−ξ0⟩−i⟨η0,x−y0⟩φ̄(x − y0) dx dξ

∣∣∣∣
= h(1−ρ)|α|

|F((τy0,ξ0χ)bh)(η0 − ξ0, x0 − y0)|, (5-22)

where χ(x, ξ)= ei⟨x,ξ⟩ψ̂(ξ)φ̄(x). Combining (5-22) with (5-21) we then have

|F((τy0,ξ0χ)∂
α
ξ ∂

β
x ah)(η0 − ξ0, x0 − y0)| ≤ Ch(1−ρ)|β|

⟨h1−ρ(x0)
′
⟩

k
⟨h1−ρ(y0)

′
⟩
−|β|.

Next, note that χ can be replaced by any fixed function in C∞
c by taking ψ and φ with ψ̂(ξ)φ(x) ̸= 0

on suppχ . Putting ζ = η0 − ξ0 and z = x0 − y0, we obtain that, for every α̃, β̃ ∈ Nn,

|F(∂ α̃ξ ∂ β̃x (τy0,ξ0χ)∂
α
ξ ∂

β
x ah)(ζ, z)| ≤ Ch(1−ρ)|β|

⟨h1−ρ(x0)
′
⟩

k
⟨h1−ρ(x0 − z)′⟩−|β|.

Hence,
|zα̃ζ β̃F((τy0,ξ0χ)∂

α
ξ ∂

β
x ah)(ζ, z)| ≤ Ch(1−ρ)|β|

⟨h1−ρ(x0)
′
⟩

k
⟨h1−ρ(x0 − z)′⟩−|β|.

In particular, for every N > 0,

|F((τy0,ξ0χ)∂
α
ξ ∂

β
x ah)(ζ, z)| ≤ Ch(1−ρ)|β|

⟨h1−ρ(x0)
′
⟩

k−|β|
⟨ζ ⟩−N

⟨z⟩−N,

and, as a consequence, we obtain

∂αξ ∂
β
x ah(x, ξ)= ∂αξ ∂

β
x (a(hx, ξ))= O(h(1−ρ)|β|

⟨h1−ρx ′
⟩

k−|β|).

This gives the first claim of the lemma for k ≥ 0. For k ≤ 0, we consider ⟨h−ρx ′
⟩
−k A and use the

composition formulae. A nearly identical argument yields the second claim. □

5C. Definition of the second microlocal class. With Proposition 5.9 in place, we are now in a position
to define the class of operators with symbols in Sk

0,L ,ρ .

Definition 5.12. Let 0 ⊂ U ⊂ T ∗M be a coisotropic submanifold, U an open set, and L a Lagrangian
foliation on 0. A chart for (0, L) is a symplectomorphism

κ : U0 → V, U0 ⊂ U, V ⊂ T ∗Rn,

such that κ(U0 ∩0)⊂ V ∩00 and κ∗,q Lq = (L0)κ(q) for q ∈ 0 ∩ U.

We now define the pseudodifferential operators associated to (0, L).

Definition 5.13. Let M be a smooth, compact manifold and U ⊂ T ∗M open, 0 ⊂ U a coisotropic
submanifold, L a Lagrangian foliation on 0, and ρ ∈ [0, 1). We say that A : D′(M) → C∞

c (M) is a
semiclassical pseudodifferential operator with symbol class Sk

0,L ,ρ(U ) (and write A ∈9k
0,L ,ρ(U )) if there

are charts {κℓ}
N
ℓ=1 for (0, L) and symbols {aℓ}N

ℓ=1 ⊂ S̃k
0,L ,ρ(U ) such that A can be written in the form

A =

N∑
ℓ=1

T ′

ℓ Õph(aℓ) Tℓ + O(h∞)D′→C∞, (5-23)

where Tℓ and T ′

ℓ are FIOs quantizing κℓ and κ−1
ℓ for ℓ= 1, . . . , N.
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We say that A is a semiclassical pseudodifferential operator with symbol class Sk
0,ρ(U ) (and write

A ∈9k
0,ρ(U )) if there are symbols {aℓ}N

ℓ=1 ⊂ S̃k
0,ρ(U ) such that A can be written in the form (5-23).

Lemma 5.14. Suppose that κ : U → T ∗Rn is a chart for (0, L), T quantizes κ , and T ′ quantizes κ−1. If
A ∈9k

0,L ,ρ(U ), then there is a ∈ S̃k
0,L ,ρ(U ) with supp a( · , · , λ)⊂ κ(U ) such that

T AT ′
= Õph(a)+ O(h∞)D′→C∞ .

Moreover, if A is given by (5-23), then

a ◦ Kκ = σ(T ′T )
N∑
ℓ=1

σ(T ′

ℓTℓ) (aℓ ◦ Kκℓ)+ O(h1−ρ)S̃ k−1
0,L ,ρ

.

Proof. Note that we can write

T AT ′
=

N∑
ℓ=1

T T ′

ℓÕph(aℓ)TℓT
′
+ O(h∞)D′→C∞ .

Next, note that T T ′

ℓ quantizes κ◦κ−1
ℓ and that TℓT ′ quantizes κℓ◦κ−1. Letting Fℓ be a microlocally unitary

FIO quantizing κℓ ◦ κ−1, we have that Fℓ satisfies the hypotheses of Proposition 5.9 and we can write

TℓT ′
= CL Fℓ and T T ′

ℓ = F−1
ℓ CR

with CL ,CR ∈9(M) satisfying σ(CRCL)= (σ (T ′

ℓTℓ) ◦ κ−1
ℓ )(σ (T ′T ) ◦ κ−1

ℓ ). Therefore,

T T ′

ℓÕph(aℓ)TℓT
′
= F−1

ℓ CRÕph(aℓ)CL Fℓ = Oph(bℓ)+ (h
∞)D′→C∞,

bℓ = (σ (CRCL) ◦ κℓ ◦ κ−1)(aℓ ◦ Kκℓ◦κ−1)+ O(h1−ρ)S̃ k−1
0,L ,ρ

. □

Lemma 5.15. Let 0 ⊂ U ⊂ T ∗M be a coisotropic submanifold, U be an open set, and L be a Lagrangian
foliation on 0. There is a principal symbol map

σ0,L :9k
0,L ,ρ(U )→ Sk

0,L ,ρ(U )/h1−ρSk−1
0,L ,ρ(U )

such that, for A ∈9
k1
0,L ,ρ(U ) and B ∈9

k2
0,L ,ρ(U ),

σ0,L(AB)= σ0,L(A)σ0,L(B) and σ0,L([A, B])= −ih{σ0,L(A), σ0,L(B)}. (5-24)

Furthermore, the sequence

0 → h1−ρ9k−1
0,L ,ρ(U )

ι
−→9k

0,L ,ρ(U )
σ0,L

−−→ Sk
0,L ,ρ(U )/h1−ρSk−1

0,L ,ρ(U )→ 0

is exact. The same holds with σ0, 90,ρ , and Sk
0,ρ .

Proof. For A as in (5-23), we define

σ0,L(A)=

N∑
ℓ=1

σ(TℓT ′

ℓ)(ãℓ ◦ κ),

where ãℓ(x, ξ) := aℓ(x, ξ, h−ρx ′). The fact that σ is well defined then follows from Lemma 5.14, and
the formulae (5-24) follow from Lemma 5.6.
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To see that the sequence is exact, we only need to check that if A ∈ 9k
0,L ,ρ and σ0,L(A) = 0, then

A ∈ h1−ρ9k−1
0,L ,ρ . To do this, we may assume that WFh

′(A)⊂ U such that there is a chart (κ,U ) for (0, L).
Let T be a microlocally unitary FIO quantizing κ and suppose that σ0,L(A) ∈ h1−ρSk−1

0,L ,ρ . Then, by
the first part of Lemma 5.14, we know T AT −1

= Õph(a)+ O(h∞) for some a ∈ S̃k
0,L ,ρ . Then, by the

second part of Lemma 5.14, since σ0,L(A) ∈ h1−ρSk−1
0,L ,ρ , we have that a ∈ h1−ρ S̃k−1

0,L ,ρ and, in particular,
A ∈ h1−ρ9k−1

0,L ,ρ . □

Note that if A ∈ 9comp(M), then A ∈ 90
0,L ,ρ and σ(A) = σ0(A). Furthermore, if A ∈ 9k

0,ρ , then
A ∈9k

0,L ,ρ and σ0(A)= σ0,L(A).

Lemma 5.16. Let 0 ⊂ U ⊂ T ∗M be a coisotropic submanifold, U be an open set, and L be a Lagrangian
foliation on 0. There is a noncanonical quantization procedure

Op0,Lh : Sk
0,L ,ρ(U )→9k

0,L ,ρ(U )

such that, for all A ∈9k
0,L ,ρ(U ), there is a ∈ Sk

0,L ,ρ(U ) such that Op0,Lh (a)= A + O(h∞)D′→C∞ and

σ0,L ◦ Op0,Lh : Sk
0,L ,ρ(U )→ Sk

0,L ,ρ(U )/h1−ρSk−1
0,L ,ρ(U )

is the natural projection map.

Proof. Let {(κℓ,Uℓ)}
N
ℓ=1 be charts for (0, L) such that {Uℓ}

N
ℓ=1 is a locally finite cover for U, Tℓ and T ′

ℓ

quantize κℓ and κ−1
ℓ , respectively, and σ(T ′

ℓTℓ) ∈ C∞
c (Uℓ) is a partition of unity on U. Let a ∈ Sk

0,L ,ρ(U ).
Then, define aℓ ∈ S̃k

00,L0,ρ
such that aℓ(x, ξ, h−ρx ′) := (χℓa) ◦ κ−1(x, ξ), where χℓ ≡ 1 on supp σ(T ′

ℓTℓ).
We then define the quantization map

Op0,Lh (a) :=

N∑
ℓ=1

T ′

ℓÕph(aℓ)Tℓ.

The fact that σ0,L ◦ Op0,Lh is the natural projection follows immediately. Now, fix A ∈9k
0,L ,ρ(U ). Put

a0 = σ0,L(A). Then, A = Op0,Lh (a0)+h1−ρ A1, where A1 ∈9k−1
0,L ,ρ . We define ak = σ0,L(Ak) inductively

for k ≥ 1 by

h(k+1)(1−ρ)Ak+1 = A −

k∑
k=0

hk(1−ρ) Op0,Lh (ak).

Then, letting a ∼
∑

k hk(1−ρ)ak , we have A = Op0,Lh (a)+ O(h∞)D′→C∞ as claimed. □

Remark 5.17. Note that E :=
∑N

ℓ=1 TℓT ′

ℓ is an elliptic pseudodifferential operator with symbol 1.
Therefore, there is E ′

∈90 with σ(E ′)= 1 such that E ′E E ′
= Id. Replacing Tℓ by E ′Tℓ and T ′

ℓ by T ′

ℓE ′,
we may (and will) ask for

∑N
ℓ=1 TℓT ′

ℓ = Id, and so Op0,Lh (1)= Id.

Lemma 5.18. Let 0 ⊂ U ⊂ T ∗M be a coisotropic submanifold. If A ∈9k
0,ρ(U ) and P ∈9m(U ) with

symbol p such that, for every q ∈ 0, we have Hp(q) ∈ Tq0. Then,

i
h
[P, A] = Op0h (Hpa)+ O(h1−ρ)9k−1

0,ρ
,

where a(x, ξ ; h)= σ0(A)(x, ξ, h−ρx ′).
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Proof. Suppose that WFh
′(A) ⊂ Uℓ for Uℓ ⊂ U open, and suppose that κ : Uℓ → T ∗Rn is a chart

for (0, L). Note that we may assume that WFh(A)′ ⊂ Uℓ and then use a partition of unity to cover U
with a family {Uℓ}ℓ. Therefore, there exist a Fourier integral operator T that is microlocally elliptic on Uℓ

and quantizes κ and a ∈ S̃k
0,ρ such that A = T −1Õph(a)T + O(h∞)D′→C∞ . Then, on WFh

′(A),

T [P, A]T −1
= [T PT −1, Õph(a)] + O(h∞)D′→C∞ .

Now, T PT −1
= Oph(p ◦ κ−1)+ O(h)9m−1 . Hence, a direct computation using Lemma 5.7 gives

[T PT −1, Õph(a)] = −ihÕph(c)+ O(h2−ρ)9̃k−2
00,ρ

with c(x, ξ, h−ρx ′)= Hp◦κ−1(a(x, ξ, h−ρx ′)) ∈ Sk−1
0,ρ (Uℓ). In particular,

[P, A] = −ihT −1Õph(c)T + O(h2−ρ)9k−2
0,ρ
.

Therefore, [P, A] ∈ h9k−1
0,ρ with symbol σ0(ih−1

[P, A])= Hp(a(x, ξ, h−ρx ′)). □

6. An uncertainty principle for coisotropic localizers

The first goal of this section is to build a family of cut-off operators X y with y ∈ M that act as the identity
on the shrinking ball B(y, hρ) and such that they commute with P in a fixed-size neighborhood of y.
This is the content of Section 6A. The second goal is to control ∥X y1 X y2∥L2→L2 in terms of the distance
d(y1, y2) as this distance shrinks to 0. We do this in Section 6B. Finally, in Section 6C, we study the
consequences of these estimates for the almost-orthogonality of X yi .

In order to localize to the ball B(y, hρ) in a way compatible with microlocalization we need to make
sense of

χy(x)= χ̃
(1
ε

h−ρd(x, y)
)
, χ̃ ∈ C∞

c ((−1, 1)),

as an operator in some anisotropic pseudodifferential calculus. As a function, χy is in the symbol
class S−∞

0y ,L y
, where 0y and L y are the coisotropic submanifold and Lagrangian foliation defined as

follows: fix δ > 0, to be chosen small later, and, for each x ∈ M , let

0y :=

⋃
|t |< 1

2 inj(M)

ϕt(�y), �y := {ξ ∈ T ∗

y M : |1 − |ξ |g|< δ}. (6-1)

In this section, we construct localizers to 0y adapted to the Laplacian and study the incompatibility
between localization to 0y1 and 0y2 as a function of the distance between y1, y2 ∈ M. Let y ∈ M. In what
follows we work with the Lagrangian foliation L y of 0y given by

L y = {L y,q̃}q̃∈0y , L y,q̃ = (ϕt)∗(Tq T ∗

y M),

where q̃ = ϕt(q) for some |t |< 1
2 inj(M) and q ∈�y .

Remark 6.1. In fact, it will be enough for us to show that χy(x)χ̃(δ−1(|h D|g − 1)) ∈90y ,L y ,ρ since we
will be working near the characteristic variety for the Laplacian.
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6A. Coisotropic cutoffs adapted to the Laplacian.

Lemma 6.2. Let y ∈ M, 0< ε < δ, 0 ≤ ρ < 1, χ̃ ∈ C∞
c ((−1, 1)), and define the operator χh,y by

χh,yu(x) := χ̃
(1
ε

h−ρd(x, y)
)[

Oph

(
χ̃

(1
ε
(|ξ |g − 1)

))
u
]
(x). (6-2)

Then, χh,y ∈9−∞

0y ,L y ,ρ
.

Proof. We will use Lemma 5.11 to prove the claim. First, observe that we may work in a single chart for
(0y, L y) by using a partition of unity. Therefore, suppose that B ∈90 and κ : U0 → T ∗Rn is a chart for
(0y, L y), V0 ⋐ U0, and T is an FIO quantizing κ that is microlocally unitary on V0. Furthermore, since
κ∗L y = L0, we may assume that κ(U0 ∩ T ∗

y M)⊂ T ∗

0 Rn. Denote the microlocal inverse of T by T ′. Then,
observe that, for A and B with wavefront set in V0,

adA(T BT ′)= T adT ′ AT (B)T ′
+ O(h∞)D′→C∞ .

By a partition of unity, we will work as though χh,y were microsupported in U0. We then consider, for
all N > 0 and α, β ∈ Nn,

h−2Nρ
|x ′

|
2N adαh−ρ x adβh Dx

(Tχh,yT ′)

= h−2ρN T (T ′
|x ′

|
2T )N adαh−ρT ′xT (adβT ′h Dx T (χh,y))T ′

+ O(h∞)D′→C∞ .

In order to prove the requisite estimates, we will first view χh,y as an element of the model microlocal
class. In particular, we work with x ∈ M written in geodesic normal coordinates centered at y, so that

χh,yu(x)= χ̃
(1
ε

h−ρ
|x |

)[
Oph

(
χ̃

(1
ε
(|ξ |g − 1)

))
u
]
(x).

Then,

χh,y = Õph

(1
ε
χ̃(λ)

)
Oph

(
χ̃

(1
ε
(|ξ | − 1)

))
is an element of 9̃−∞

00,L0,ρ
with r = n, and so we can apply Lemma 5.7 to compute adA(χh,y) for

A ∈9−∞(M). In particular,

adT ′h Dx T (χh,y)= Õph(c)+ O(h∞), (6-3)

where c ∈ h1−ρ S̃−∞

00,L0,ρ
is supported on {(x, ξ, λ) : |x | ≤ εhρ, |λ| ≤ ε}. Now, suppose c ∈ S̃−∞

00,L0,ρ
is

supported on {(x, ξ, λ) : |x | ≤ εhρ, |λ| ≤ ε} and B ∈ 9−∞ with σ(B)(0, ξ) = 0. Then, again using
Lemma 5.7 and the fact that ∂ξ ′σ(B)|x ′=0 = 0,

adB(Õph(c))= Õph(c
′)+ O(h∞), (6-4)

where c′
∈ hS̃−∞

00,L0,ρ
is supported on {(x, ξ, λ) : |x | ≤ εhρ, |λ| ≤ ε}.

Now, note that since κ(T ∗
y M)⊂ T ∗

0 Rn, then, for all i = 1, . . . , n, we have that B = T ′xi T has symbol
σ(B)= [b(x, ξ)x]i for some b ∈ C∞(T ∗M; Mn×n). Therefore, (6-3) and (6-4) yield

adαh−ρT ′xT (adβT ′h Dx T (χh,y))= h(1−ρ)(|α|+|β|)Õph(c
′)+ O(h∞),
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where c′
∈ S̃−∞

00,L0,ρ
is supported on {(x, ξ, λ) : |x | ≤ εhρ, |λ| ≤ ε}. Finally, using again that T ′xi T has

symbol [b(x, ξ)x]i , we have that (6-4) gives

∥h−2Nρ
|x ′

|
2N adαh−ρT ′xT (adβT ′h Dx T (χh,y))∥L2→L2 ≤ Ch(1−ρ)(|α|+|β|). □

We next construct a pseudodifferential cutoff, X y ∈9−∞

0y ,ρ
, which is microlocally the identity near S∗

y M
and which essentially commutes with P = −h21g − 1 near y. In particular, we will have

χh,y X y = χh,y + O(h∞)9−∞ .

When considering the value of a quasimode u that is hρ close to the point y, this will allow us to effectively
work with X yu instead.

Theorem 6.3. Let y ∈ M, 0< ε < δ, and 0 ≤ ρ < 1. Then, there exists X y ∈9−∞

0y ,ρ
⊂9−∞

0y ,L y ,ρ
satisfying

(1) If χh,y is defined as in (6-2), then

χh,y X y = χh,y + O(h∞)9−∞ . (6-5)

(2) WFh
′([P, X y])∩

{
(x, ξ) : x ∈ B

(
y, 1

2 inj(M)
)
, ξ ∈�x

}
= ∅.

Proof. First, we note that we will actually prove that X y ∈ 9−∞

0y ,ρ
, and so the result will follow since

9−∞

0y ,ρ
⊂9−∞

0y ,L y ,ρ
. Let H ⊂ T ∗M be transverse to the Hamiltonian flow Hp such that �y ⊂ H. Next, let

~ ∈ C∞
c ((−2, 2)) with ~ ≡ 1 on [−1, 1], and define ~0 ∈ C∞

c (H) by

~0 = ~(h−ρd(x, y))~
(2
δ
(1 − |ξ |g)

)
,

where δ is as in the definition of �y . Let ψ ∈ C∞
c (T

∗M) with

ψ ≡ 1 on B
(
y, 1

2 inj(M)
)
∩ {|ξ |g < 2}, suppψ ⊂ B

(
y, 3

4 inj(M)
)
.

Then, let χ0 be defined locally by Hpχ0 ≡ 0 and χ0|H = ~0 such that χ0 ∈ S−∞

0y ,ρ
. That is, χ0(ϕt(q))=

ψ(ϕt(q))χ0(q) for |t |< inj(M) and q ∈H. Next, observe that by Lemma 5.7 there is e0 ∈ S−∞

0y ,ρ
such that

−
i
h
[P,Op0y

h (χ0)] = h1−ρ Op0y
h (e0), supp e0 ∩ B

(
y, 1

2 inj(M)
)
⊂

⋃
|t |< 3

4 inj(M)

ϕt(H∩ supp ∂~0).

(Here and below ∂~0 denotes the gradient of ~0.) Suppose that there exist χk−1, ek−1 ∈ S−∞

0y ,ρ
such that

−
i
h
[P,Op0y

h (χk−1)] = hk(1−ρ) Oph(ek−1), supp ek−1 ∩ B
(
y, 1

2 inj(M)
)
⊂

⋃
|t |< 3

4 inj(M)

ϕt(H∩ supp ∂~0).

Then, define χ̃k ∈ S−∞

0y ,ρ
by solving locally Hpχ̃k = ek−1 and χ̃k |H = 0. Note that then

supp χ̃k ∩ B
(
y, 1

2 inj(M)
)
⊂

⋃
|t |< 3

4 inj(M)

ϕt(H∩ supp ∂~0)

and
h−k(1−ρ)σ

( i
h
[P,Op0y

h (χk−1 + hk(1−ρ)χ̃k)]
)

= Hpχ̃k − ek−1 = 0.



2316 YAIZA CANZANI AND JEFFREY GALKOWSKI

In particular, with χk := χk−1 + hk(1−ρ)χ̃k , we obtain −
i
h [P,Op0y

h (χk)] = h(k+1)(1−ρ) Oph(ek) with
ek ∈ S−∞

0y ,ρ
and

supp ek ∩ B
(
y, 1

2 inj(M)
)
⊂

⋃
|t |< 3

4 inj(M)

ϕt(H∩ supp ∂~0).

Setting

X y = Op0y
h (χ∞) and χ∞ ∼

(
χ0 +

∑
k

(χk+1 −χk)

)
,

we have that X y satisfies the second claim and, moreover, χ∞ ≡ 1 on⋃
|t |≤ 1

4 inj(M)

ϕt
(
H∩ {d(x, y) < hρ} ∩

{
||ξ |g − 1|< 1

2δ
})
.

To see the first claim, observe that, for ε > 0 small enough,

B(y, εhρ)∩ {||ξ |g − 1|< δ} ⊂

⋃
|t |≤ 1

4 inj(M)

ϕt
(
H∩ {d(x, y) < hρ} ∩

{
||ξ |g − 1|< 1

2δ
})
,

and hence, by Lemma 5.6,

χh,y X y = χh,y Op0,Lh (1)+ O(h∞)9−∞ = χh,y + O(h∞)9−∞ . □

6B. An uncertainty principle for coisotropic localizers. Let 0(t)⊂ T ∗Rn, t ∈ (−ε0, ε0), be a smooth
family of coisotropic submanifolds of dimension n + 1 with

0(0)= {(0, xn, ξ
′, ξn) : xn ∈ R, ξ ′

∈ Rn−1, ξn ∈ R}.

Assume that for each t , we define 0(t) by the functions {qi (t)}n−1
i=1 ⊂ C∞(R2n) with qi (0)= xi (note that

qi (t) should be thought of as a function in C∞(R2n) parametrized by t). Moreover, assume that there are
c,C > 0 such that for i = 1, . . . , n − 1,

|{qi (t), xi }| ≥ c|t | on 0(0)∩0(t), |t |> 0, (6-6)

and, for all i, j = 1, . . . , n − 1 and all t ∈ (−ε0, ε0),

{qi (t), qj (t)} = 0, {qi (t), ξn} = 0, |{qi (t), x j }| ≤ Ct2 on 0(0)∩0(t), i ̸= j. (6-7)

The main goal of this section is to prove the following proposition.

Proposition 6.4. Let 0< ρ < 1 and {0(t) : t ∈ (−ε0, ε0)} be as above. Suppose that X (t) ∈9−∞

0(t),ρ for
all t ∈ (−ε0, ε0) and that there is ε > 0 such that hρ−ε

≤ |t |< ε0. Then,

∥X (0)X (t)∥L2→L2 ≤ Ch(n−1)(2ρ−1)/2t (1−n)/2.

Proof. We begin by finding a convenient chart for 0(t). By Darboux’s theorem (see, e.g., [Zworski
2012, Theorem 12.1]), there is a smooth family of symplectomorphisms κt : V1 → V2 such that, for
j = 1, . . . , n − 1,

κ∗

t (qj (t))= yj and κ∗

t ξn = ηn, (6-8)
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where V1 and V2 are simply connected neighborhoods of 0. Note that κt(0(0))= 0(t) with this setup,
so κ−1

t is a chart for 0(t). By [Zworski 2012, Theorem 11.4], the symplectomorphism κt can be extended
to a family of symplectomorphisms on T ∗Rn that is the identity outside a compact set, and such that there
is a smooth family of symbols pt ∈ C∞(T ∗Rn) satisfying ∂tκt = (κt)∗Hpt .

Now, let U (t) : L2
→ L2 solve

(h Dt + Oph(pt))U (t)= 0, U (0)= Id .

Then, U (t) is microlocally unitary from V1 to V2 in the sense that if a ∈ C∞
c (V1) and b ∈ C∞

c (V2) then

[U (t)]∗U (t)Oph(a)= Oph(a)+ O(h∞)9−∞ and U (t)[U (t)]∗ Oph(b)= Oph(b)+ O(h∞)9−∞,

and U (t) quantizes κt . Moreover,

U (t)=
1

(2πh)n

∫
Rn

ei(φ(t,x,η)−⟨y,η⟩)/hb(t, x, η; h) dη,

where b(t, · ) ∈ Scomp(T ∗Rn) and the phase function φ(t, · ) ∈ C∞(T ∗Rn
; R) satisfies

∂tφ+ pt(x, ∂xφ)= 0, φ(0, x, η)= ⟨x, η⟩

for all t ∈ (−ε0, ε0). Since U (t) is microlocally unitary, it is enough to estimate the operator

A(t) := X (0)X (t)U (t).

First, note that since X (t) ∈ 9−∞

0(t),ρ and U (t) quantizes κt , there exists a(t) ∈ S̃−∞

00,ρ
with t ∈ (−ε0, ε0)

such that X (t)= U (t)Õph(a(t))[U (t)]
∗
+ O(h∞)L2→L2 , and so

A(t)= Õph(a(0))U (t)Õph(a(t))+ O(h∞)L2→L2 .

Fix N > n −1 and let χ = χ(λ) ∈ S̃−N
00,ρ

be such that |χ(λ)| ≥ c⟨λ⟩−N . Now, since a(t) ∈ S̃−∞

00,ρ
, by the

elliptic parametrix construction there are eL(t), eR(t) ∈ S̃−∞

00,ρ
such that

Õph(eL(t))Õph(χ)= Õph(a(t))+ O(h∞)L2→L2, Õph(χ)Õph(eR(t))= Õph(a(t))+ O(h∞)L2→L2

for all t ∈ (−ε0, ε0). Note that we are implicitly using the fact that a(t) is compactly supported in (x, ξ)
to handle the fact that χ is not compactly supported in (x, ξ). Thus,

A(t)= Õph(eL(0))Õph(χ)U (t)Õph(χ)Õph(eR(t))+ O(h∞)L2→L2 .

Since Õph(eL(t)) and Õph(eR(t)) are L2 bounded uniformly in t ∈ (−ε0, ε0), we estimate

Ã(t) := Õph(χ)U (t)Õph(χ).

In fact, we estimate B(t) := Ã(t)( Ã(t))∗ by considering its kernel:

B(t; x, y)=

∫
U (t)(x, w)U (t)∗(w, y)χ(h−ρx ′)χ(h−ρ y′)χ(h−ρw′)2 dw

=
1

(2πh)2n

∫
ei8(t,x,w,y,η,ξ)/hb(t, x, η)b̄(t, y, ξ)χ(h−ρx ′)χ(h−ρ y′)χ(h−ρw′)2 dw dη dξ
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with 8(t, x, w, y, η, ξ) = φ(t, x, η) − φ(t, y, ξ) + ⟨w, ξ − η⟩. First, performing stationary phase in
(wn, ηn) yields

B(t; x, y)=
1

(2πh)2n−1

∫
F(t, x, w′, ξn)F(t, y, w′, ξn) dw′ dξn,

F(t, x, w′, ξn) :=

∫
ei(φ(t,x,η′,ξn)−⟨w′,η′

⟩)/hb1(t, x, η′, ξn)χ(h−ρx ′)χ(h−ρw′)2 dη′

for some b1 ∈ Scomp(T ∗Rn). Next, note that since φ(0, x, η)= ⟨x, η⟩,

φ(t, x, η)− ⟨x, η⟩ = t φ̃(t, x, η)

with φ̃ such that, for every multi-index α, there exists Cα > 0 with |∂αt,x,ηφ̃| ≤ Cα.
Next, we claim that there exists C > 0 such that

∥(∂2
η′ φ̃(t, x, η))−1

∥ ≤ C if (x, η) ∈ 0(0), ∂η′φ(t, x, η)= 0. (6-9)

We postpone the proof of (6-9) and proceed to finish the proof of the lemma.
To continue the proof, note that, modulo an O(hNε) error, we may assume that the integrand of

B(t; x, y) is supported in {(x, y, w′) : |x ′
| ≤ hρ−ε, |y′

| ≤ hρ−ε, |w′
| ≤ hρ−ε

} and hρ−ε
≤ |t |. Therefore,

the bound in (6-9) continues to hold on the support of the integrand. By (6-9) and

∂2
η′(φ(t, x, η)− t φ̃(t, x, η))= 0, (6-10)

there is a unique critical point η′
c(t, x, w′, ξn) for the map η′

7→ φ(t, x, η′, ξn)− ⟨w′, η′
⟩, in an O(1)

neighborhood of η′
c. Indeed, since |∂3

η′φ| ≤ Ct ,

∂η′φ = t (⟨∂2
η′ φ̃(t, x, η′

c, ξn)(η
′
− η′

c), η
′
− η′

c⟩ + O(|η− η′

c|
3)).

In particular, η′
c is the unique solution to ∂η′φ(t, x, η′

c, ξn)−w
′
= 0.

Next, again using (6-10), by applying the method of stationary phase in η′ to F with small parameter h/t ,
we obtain

B(t; x, y)=
1

(2πh)ntn−1

∫
ei81(t,x,w′,y,ξn)/h B1(t; x, y, w′, η′

c, ξ) dw′ dξn,

81(t, x, w′, y, ξn) :=9(t, x, w′, ξn)−9(t, y, w′, ξn),

9(t, x, w′, ξn) := φ(t, x, η′

c(t, x, w′, ξn), ξn)− ⟨w′, η′

c(t, x, w′, ξn)⟩,

B1(t; x, y, w′, η′, ξ) := b2(t, x, η′, ξn)b̄(t, y, ξ ′, ξn)χ(h−ρx ′)χ(h−ρ y′)χ(h−ρw′)2

for some b2 ∈ Scomp(T ∗Rn). Next, observe that

∂xn∂ξn9(t, x, w′, ξn)= ∂xn∂ξn (⟨x
′
−w′, η′

c⟩ + xnξn + O(t)C∞

= ⟨x ′
−w′, ∂xn∂ξnη

′

c⟩ + 1 + O(t)

= 1 + O(t)+ O(hρ)= 1 + O(t),

where in the last line we use the fact that |t | ≥ hρ−ε, and therefore, there exist c > 0 and a function
g = g(x ′, y, w′, ξn) such that |∂ξn81| ≥ c|xn −g|. In particular, integration by parts in ξn (with the operator
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L = (h2
+ ∂ξn81h Dξn )/(h

2
+ |∂ξn81|

2)) shows that for any N > 0 there is CN > 0 such that

|B(t; x, y)| ≤ CN h−nt1−nhρ(n−1)χ(h−ρ y′)χ(h−ρx ′)
h2N

+ hN
|xn − g|

N

(h2 + |xn − g|2)N .

Applying Schur’s lemma together with the fact that there exists C > 0 such that, for all t ,

sup
x

∫
|B(t; x, y)| dy + sup

y

∫
|B(t; x, y)| dx ≤ Ch(2ρ−1)(n−1)t1−n

yields that ∥B(t)∥L2→L2 ≤ Ch(2ρ−1)(n−1)t1−n for all t ∈ (−ε0, ε0), and hence

∥X (0)X (t)∥L2→L2 ≤ Ch(n−1)(2ρ−1)/2t (1−n)/2,

as claimed.

Proof of the bound in (6-9). Let φt(x, η) := φ(t, x, η) and ϕt(x, y, η) := φt(x, η)−⟨y, η⟩. Then we have
Cϕt = {(x, y, η) : ∂ηφt(x, η)= y}, and so

3ϕt = {(x, ∂xφt(x, η), ∂ηφt(x, η), −η)} ⊂ T ∗Rn
× T ∗Rn.

In particular, since 3ϕt is the twisted graph of κt , we have that κt is characterized by

κt(∂ηφt(x, η), η)= (x, ∂xφt(x, η)).

Furthermore, since κt(0(0))= 0(t), we have

0(t)= {(x, ξ) : κt(y, η)= (x, ξ), y = ∂ηφt(x, η), ξ = ∂xφt(x, η), (y, η) ∈ 0(0)}.

Then, using κ∗
t ξn = ηn ,

0(t)= {(x, ξ) : ξ ′
= ∂x ′φt(x, η), ∂η′φt(x, η)= 0, ξn = ηn, η ∈ Rn

}.

Next, let p̃ := (x̃, η̃) ∈ 0(0) be such that ∂η′φt(x̃, η̃)= 0. Without loss of generality, in what follows
we assume that x̃n = 0. Letting 00(t) := 0(t)|{xn=0} we have that

00(t)= {(x, ξ) : ξ ′
= ∂x ′φt(x, η), ∂η′φt(x, η)= 0, xn = 0, ξn = ηn, η ∈ Rn

}.

In particular, letting ξ̃ := (∂x ′φt( p̃), η̃n) and p̃0 := (x̃, ξ̃ ), we have p̃0 ∈ 00(t)∩00(0) and

Tp̃000(t)=
{
(δx , δξ ) : δξ ′ = ∂x∂x ′φt( p̃)δx + ∂η∂x ′φt( p̃)δη,

∂x∂η′φt( p̃)δx + ∂η∂η′φt( p̃)δη = 0, δxn = 0, δξn = δηn , δη ∈ Rn}.
Next, we note that ∂xn ∈ Tp̃00(t) and Hqi (t) ∈ Tp̃00(t) for all i = 1, . . . , n−1. Therefore, since ∂xn qi (t)= 0,
we also know that H ′

qi (t) := (∂ξ ′qi (t), 0,−∂x ′qi (t), 0) ∈ Tp̃000(t) for all i = 1, . . . , n − 1. We claim that
there exists C > 0 such that, for all v = (δx ′, 0, δξ ′, 0) ∈ span{H ′

qi (t)}
n−1
i=1 ⊂ Tp̃00(t), we have

∥δx ′∥ ≥ Ct∥δξ ′∥. (6-11)
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x ′

ξ ′

0xi

γxi ,x j

0x j

∼ cd(xi , x j )

Figure 2. A pictorial representation of the coisotropics involved in Corollary 6.5,
where γxi ,x j is the geodesic from xi to x j . Localization to both 0xi and 0x j implies
localization in the nonsymplectically orthogonal directions x ′ and ξ ′. The uncertainty
principle then rules this behavior out.

Suppose that the claim in (6-11) holds. Then, note that for each such v, since δxn = 0 and δξn = 0, we
have that there is δη′ ∈ Rn−1 such that

δξ ′ = ∂2
x ′φt( p̃)δx ′ + ∂2

η′x ′φt( p̃)δη′, ∂2
x ′η′φt( p̃)δx ′ + ∂2

η′φt( p̃)δη′ = 0.

Using that ∂2
x ′η′φt( p̃)= Id +O(t) and ∂2

x ′φt( p̃)= O(t), we conclude that

∂2
η′φt( p̃)[∂2

η′x ′φt( p̃)]−1δξ ′ = (∂2
η′φt( p̃)[∂2

η′x ′φt( p̃)]−1∂2
x ′φt( p̃)− ∂2

x ′η′φt( p̃))δx ′,

and so

∂2
η′φt( p̃)(Id +O(t))δξ ′ = (− Id +O(t))δx ′ . (6-12)

Let H ′

qi (t) = (δ
(i)
x ′ , 0, δ(i)ξ ′ , 0). Since p̃0 ∈ 0(t)∩0(0), assumptions (6-6) and (6-7) yield that the vectors

{δ
(i)
x ′ }

n−1
i=1 are linearly independent. Indeed, setting ei := (δi j )

n−1
j=1 ∈ Rn−1,

δ
(i)
x ′ = ∂ξi qi (t)ei + O(t2), |∂ξi qi (t)| ≥ Ct (6-13)

for t small enough. Furthermore, (6-12) then yields that the {δ
(i)
ξ ′ }

n−1
i=1 are linearly independent. Then,

combining (6-12) with (6-11) yields (6-9) as claimed. □

To finish it only remains to prove (6-11). Let v = (δx ′, 0, δξ ′, 0) ∈ span{H ′

qi (t)}
n−1
i=1 . Then, there

is a ∈ Rn−1 such that δx ′ =
∑n−1

i=1 aiδ
(i)
x ′ and δξ ′ =

∑n−1
i=1 aiδ

(i)
ξ ′ . Next, note that by (6-13) we have

∥δx ′∥ ≥ ∥a∥(Ct + O(t2)). Since ∥δξ ′∥ ≤ C0∥a∥ for some C0 > 0, the claim in (6-11) follows. □

For each x ∈ M , let 0x be as in (6-1). (See Figure 2 for a schematic representation of these two
coisotropic submanifolds.) Then we have the following result.

Corollary 6.5. Let 0 < ρ < 1, 0 < ε < ρ, and γ (t) : (−ε0, ε0)→ M be a unit speed geodesic. Then,
for X (t) ∈9−∞

0γ (t),ρ
and h such that hρ−ε

≤ |t |< ε0,

∥X (0)X (t)∥L2→L2 ≤ Ch(n−1)(2ρ−1)/2t (1−n)/2.
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Proof. To do this, we study the geometry of the flow-out coisotropics 0γ (t). Namely, we prove that 0γ (t)
is defined by some functions {qi (t)}n

i=1 with qi (0) = xi that satisfy (6-6) and (6-7). We then apply
Proposition 6.4 to 0(t)= κ−1(0γ (t)) for a suitable symplectomorphism κ .

Fix coordinates (x ′, xn) ∈ Rn−1
× R on M such that γ (t)= (0, t) and

∂2
ξ ′ |ξ |g(x)

∣∣
x=0,ξ=(0,1) = Id .

For each t ∈ (−ε0, ε0), let Ht be the submanifold transverse to the Hamiltonian vector field Hp defined by

Ht := {(x ′, t, ξ ′, ξn) : 2ξn > |ξ |g, |x ′
| ≤ δ0},

where δ0 > 0 is chosen such that 0γ (t) ∩Ht = {(0, t, ξ ′, ξn) : 2ξn > |ξ |g, ||ξ |g − 1|< δ}.
In particular, as a subset of {||ξ |g − 1|< δ}, we define 0γ (t) ∩Ht by the coordinate functions {xi }

n−1
i=1 .

For each t ∈ (−ε0, ε0) let q̃i (t) : Ht → R be given by q̃i (t) = xi for i = 1, . . . , n − 1. Then, define
{qi (t)}n−1

i=1 on T ∗M by
Hpqi (t)= 0, qi (t)|Ht = q̃i (t).

For all t , we note that Hp(Hqi (t)qj (t))= 0 and

{qi (t), qj (t)}|Ht = ∂ξn qi (t)∂xn qj (t)− ∂ξn qj (t)∂xn qi (t)+ H̃qi (t)qj (t),

where H̃ is the Hamiltonian vector field in T ∗
{xn = t}. In particular, since ∂ξn q̃i (t) = 0 and H̃qi (t)

is tangent to Ht , we have {qi (t), qj (t)}|Ht = 0. Hence, {qi (t), qj (t)} ≡ 0, {qi (t), p} = 0, qi (0) = xi ,
and {qi (t)}n−1

i=1 define 0γ (t). Next, observe that there exists s ∈ R such that, for each i = 1, . . . , n − 1,
qi (0)(x, ξ)= xi (ϕs(x, ξ)) with ϕs(x, ξ) ∈ H0. Since ∂ξn p ̸= 0 on H0, for E near 0 there exist aE and eE

such that
p(x, ξ)− E = eE(x, ξ)(ξn − aE(x, ξ ′)) (6-14)

with eE > c for some constant c> 0. In particular, ϕs = es Hp is a reparametrization of ϕ̃s := es(Hξn−aE ) on
{p = E}, and we have that, for (x, ξ) ∈ {p = E} and all i = 1, . . . , n − 1,

qi (0)(x, ξ)= xi (ϕ̃−xn (x, ξ))= xi + xn∂ξi aE(x, ξ ′)+ O(x2
n)C∞ .

In particular, on Ht ∩ {p = E}, using this together with the fact that since Hqj (t) is tangent to {p = E}

and xn = t , ∂ξn qi (t)= ∂ξn q̃i (t)= 0, we have

{qj (t), qi (0)}|Ht∩{p=E} = ∂ξn qj (t)∂xn qi (0)− ∂xn qj (t)∂ξn qi (0)+ H̃qj (t)qi (0)

= ∂ξn q̃j (t)∂xn qi (0)− ∂xn qj (t)O(t2)+ H̃q̃j (t)qi (0)

= O(t2)+ ∂ξj (t∂ξi aE)(0, ξ ′).

Now, since ∂2
ξ p|T {p=E} > 0 and, for all i, j = 1, . . . , n,

∂ξi ξj p = ∂ξj ∂ξi eE(ξn − aE)+ ∂ξi eE(δnj − ∂ξj aE)+ ∂ξj eE(δni − ∂ξi aE)− eE∂ξj ∂ξi aE , (6-15)

we have, as quadratic forms, ∂2
ξ p|T {p=E} = −eE∂

2
ξ aE |T {p=E}. Indeed, if V =

∑
j V j∂ξj ∈ T {p = E}, then

0 = V (p − E)|p=E = eE V (ξn − aE)+ (V eE)(ξn − E)|p=E = eE V (ξn − aE),



2322 YAIZA CANZANI AND JEFFREY GALKOWSKI

and therefore, since eE ̸= 0, we have V (ξn − aE)|p=E = 0. Next, observe that, on {p = E},

∂ξi eE

∑
j

(δnj − ∂ξj aE)V j
= ∂ξi eE(V (ξn − aE))= 0.

In particular, the first three terms in (6-15) vanish on T {p = E}.
Hence, since ∂2

ξ ′ p|x=0,ξ=(0,1) = Id, we have that ∂2
ξ ′aE(0, ξ ′) < 0 is a multiple of the identity at x = 0,

ξ ′
= 0, and p = E . Next, observe that

0γ (0) ∩0γ (t) ⊂ {(0, s, 0, ξn) : s ∈ R, ξ ′
= 0}.

Therefore, there are c,C > 0 with

cδi j t + O(t2)≤
∣∣{qi (t), qj (0)}|Ht∩{p=E}∩0γ (0)∩0γ (t)

∣∣ ≤ Cδi j t + O(t2)

on 0γ (0) ∩0γ (t). Then, cδi j t + O(t2) ≤
∣∣{qi (t), qj (0)}|{p=E}

∣∣ ≤ Cδi j t + O(t2) by invariance under Hp.
Since E small is arbitrary, this holds on 0γ (0) ∩0γ (t).

Now, by Darboux’s theorem, there is a symplectomorphism κ such that, for all i = 1, . . . , n − 1,
κ∗qi (0)= xi and κ∗ p = ξn . In particular, κ−1(0γ (0))⊂0(0)= {(0, xn, ξ

′, ξn) : xn ∈ R, ξ ∈ Rn−1
×R} and,

abusing notation slightly by relabeling qi (t)= κ∗qi (t), we have that (6-6) and (6-7) hold. In particular,
Proposition 6.4 applies to 0(t)= κ−1(0γ (t)).

Now, let U be a microlocally unitary quantization of κ and X (t)∈9−∞

0γ (t),ρ
. Then, U−1 X (t)U ∈9−∞

0(t),ρ
and hence the corollary is proved. □

6C. Almost orthogonality for coisotropic cutoffs. In this section, we finally prove an estimate which
shows that coisotropic cutoffs associated with 0xi for many xi are almost orthogonal. This, together with
the fact that these cutoffs respect pointwise values near xi , is what allows us to control the number of
points at which a quasimode may be large.

Proposition 6.6. Let {B(xi , R)}N (h)
i=1 be a (D, R)-good cover for M, and X i ∈ 9−∞

0xi ,ρ
, i = 1, . . . , N (h),

with uniform symbol estimates. Then, there are C > 0 and h0 > 0 such that, for all 0 < h < h0,
J ⊂ {1, . . . , N (h)} and u ∈ L2(M), we have∑

j∈J

∥X j u∥
2
L2 ≤ C(1 + (h2ρ−1 R−1)(n−1)/2

|J |
(3n+1)/(2n)(1 + (h2ρ−1 R−1)(n−1)/4))∥u∥

2
L2 . (6-16)

Proof. To prove this bound we will decompose the sum in (6-16) as∑
i∈J

∥X i u∥
2
L2 =

∥∥∥∥∑
i∈J

X i u
∥∥∥∥2

L2
−

〈 ∑
i, j∈J
i ̸= j

X∗

j X i u, u
〉
. (6-17)

First, we note that by Corollary 6.5, (once with X (0) = X∗

j and X (t) = X i , and once with X (0) = X j

and X (t)= X∗

i ) there exists C > 0 such that, for i ̸= j ,

∥X∗

j X i∥+∥X j X∗

i ∥ ≤ Ch(n−1)(ρ−1/2)d(xi , x j )
(1−n)/2.
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Therefore, by the Cotlar–Stein lemma,∥∥∥∥∑
j∈J

X j

∥∥∥∥ ≤ sup
j∈J

(
∥X j∥ +

∑
i∈J \{ j}

∥X∗

j X i∥
1/2

+ ∥X j X∗

i ∥
1/2

)
≤ 2 + Ch(n−1)(ρ−1/2)/2 sup

j∈J

∑
i∈J \{ j}

d(xi , x j )
(1−n)/4.

To estimate the sum, observe that there exists C > 0 such that, for any j ∈ J and any positive integer k,

2kn

C
≤ #{i : 2k R ≤ d(xi , x j )≤ 2k+1 R} ≤ C2(k+1)n.

In particular, there is C > 0 such that, for any j ∈ J ,

∑
i∈J \{ j}

d(xi , x j )
(1−n)/4

≤ C

1
n log2 |J |∑

k=0

2kn(2k R)(1−n)/4
≤ C |J |

(3n+1)/(4n)R(1−n)/4. (6-18)

Therefore, we shall bound the first term in (6-17) using∥∥∥∥∑
j∈J

X j

∥∥∥∥ ≤ C + Ch(n−1)(ρ−1/2)/2 R(1−n)/4
|J |

(3n+1)/(4n). (6-19)

We next proceed to control the second term in (6-17). Let X̃ j ∈9−∞

0xj ,ρ
such that

X̃ j X j = X j + O(h∞)L2→L2 .

By the Cotlar–Stein Lemma,∥∥∥∥ ∑
i, j∈J
i ̸= j

X∗

j X i

∥∥∥∥ ≤ sup
k,ℓ∈J

k ̸=ℓ

∑
i, j∈J
i ̸= j

∥X∗

k X̃ℓXℓX∗

j X̃∗

j X i∥
1/2

+ ∥X∗

ℓ X̃k Xk X∗

i X̃∗

i X j∥
1/2

+ O(h∞
|J |

2). (6-20)

By Corollary 6.5 there exists C > 0 such that, for k ̸= ℓ, i ̸= j ,

∥X∗

k X̃ℓXℓX∗

j X̃∗

j X i∥ ≤ Ch(n−1)(2ρ−1) min{1, h(n−1)(2ρ−1)/2d(x j , xℓ)−(n−1)/2
}(d(xk, xℓ)d(x j , xi ))

(1−n)/2.

Using that
sup

k,ℓ∈J
k ̸=ℓ

d(xk, xℓ)(1−n)/4
≤ R(1−n)/4,

adding in (6-20), and combining with the bound in (6-18), we get∥∥∥∥ ∑
i, j∈J
i ̸= j

X∗

j X i

∥∥∥∥ ≤ Ch(n−1)(2ρ−1)/2(1+h(n−1)(2ρ−1)/4
|J |

(3n+1)/(4n)R(1−n)/4)|J |
(3n+1)/(4n)R(1−n)/2. (6-21)

In particular, combining (6-19) and (6-21) into (6-17) we obtain∑
i∈J

∥X i u∥
2
≤ C(1 + h(n−1)(ρ−1/2)R(1−n)/2

|J |
(3n+1)/(2n)

+ h3(n−1)(2ρ−1)/4 R3(1−n)/4
|J |

(3n+1)/(2n))∥u∥
2
L2

≤ C(1 + h(n−1)(ρ−1/2)R(1−n)/2(1 + (h2ρ−1 R−1)(n−1)/4)|J |
(3n+1)/(2n))∥u∥

2
L2 . □



2324 YAIZA CANZANI AND JEFFREY GALKOWSKI

Acknowledgements

The authors would like to thank the anonymous referees for their careful reading and their suggestions
which improved the exposition. Thanks also to Steve Zelditch for helpful suggestions. We are grateful to
the National Science Foundation for support under grants DMS-1900519 (Canzani) and DMS-1502661,
DMS-1900434 (Galkowski). Canzani is grateful to the Alfred P. Sloan Foundation.

References

[Blair 2010] D. E. Blair, Riemannian geometry of contact and symplectic manifolds, 2nd ed., Progr. Math. 203, Birkhäuser,
Boston, 2010. MR Zbl

[Blair and Sogge 2015a] M. D. Blair and C. D. Sogge, “On Kakeya–Nikodym averages, L p-norms and lower bounds for nodal
sets of eigenfunctions in higher dimensions”, J. Eur. Math. Soc. 17:10 (2015), 2513–2543. MR Zbl

[Blair and Sogge 2015b] M. D. Blair and C. D. Sogge, “Refined and microlocal Kakeya–Nikodym bounds for eigenfunctions in
two dimensions”, Anal. PDE 8:3 (2015), 747–764. MR Zbl

[Blair and Sogge 2017] M. D. Blair and C. D. Sogge, “Refined and microlocal Kakeya–Nikodym bounds of eigenfunctions in
higher dimensions”, Comm. Math. Phys. 356:2 (2017), 501–533. MR Zbl

[Blair and Sogge 2018] M. D. Blair and C. D. Sogge, “Concerning Toponogov’s theorem and logarithmic improvement of
estimates of eigenfunctions”, J. Differential Geom. 109:2 (2018), 189–221. MR Zbl

[Blair and Sogge 2019] M. D. Blair and C. D. Sogge, “Logarithmic improvements in L p bounds for eigenfunctions at the critical
exponent in the presence of nonpositive curvature”, Invent. Math. 217:2 (2019), 703–748. MR Zbl

[Canzani and Galkowski 2019] Y. Canzani and J. Galkowski, “On the growth of eigenfunction averages: microlocalization and
geometry”, Duke Math. J. 168:16 (2019), 2991–3055. MR Zbl

[Canzani and Galkowski 2021] Y. Canzani and J. Galkowski, “Eigenfunction concentration via geodesic beams”, J. Reine Angew.
Math. 775 (2021), 197–257. MR Zbl

[Canzani and Galkowski 2023] Y. Canzani and J. Galkowski, “Improvements for eigenfunction averages: an application of
geodesic beams”, J. Differential Geom. 124:3 (2023), 443–522. MR Zbl

[Canzani et al. 2018] Y. Canzani, J. Galkowski, and J. A. Toth, “Averages of eigenfunctions over hypersurfaces”, Comm. Math.
Phys. 360:2 (2018), 619–637. MR Zbl

[Cuenin 2020] J.-C. Cuenin, “From spectral cluster to uniform resolvent estimates on compact manifolds”, preprint, 2020.
arXiv 2011.07254

[Dos Santos Ferreira et al. 2013] D. Dos Santos Ferreira, C. E. Kenig, and M. Salo, “Determining an unbounded potential from
Cauchy data in admissible geometries”, Comm. Partial Differential Equations 38:1 (2013), 50–68. MR Zbl

[Dyatlov and Zahl 2016] S. Dyatlov and J. Zahl, “Spectral gaps, additive energy, and a fractal uncertainty principle”, Geom.
Funct. Anal. 26:4 (2016), 1011–1094. MR Zbl

[Dyatlov and Zworski 2019] S. Dyatlov and M. Zworski, Mathematical theory of scattering resonances, Grad. Stud. in Math.
200, Amer. Math. Soc., Providence, RI, 2019. MR Zbl

[Galkowski 2018] J. Galkowski, “A microlocal approach to eigenfunction concentration”, Journées équations aux dérivées
partielles 2018 (2018), exposé III.

[Galkowski 2019] J. Galkowski, “Defect measures of eigenfunctions with maximal L∞ growth”, Ann. Inst. Fourier (Grenoble)
69:4 (2019), 1757–1798. MR Zbl

[Galkowski and Toth 2018] J. Galkowski and J. A. Toth, “Eigenfunction scarring and improvements in L∞ bounds”, Anal. PDE
11:3 (2018), 801–812. MR Zbl

[Galkowski and Toth 2020] J. Galkowski and J. A. Toth, “Pointwise bounds for joint eigenfunctions of quantum completely
integrable systems”, Comm. Math. Phys. 375:2 (2020), 915–947. MR Zbl

[Hassell and Tacy 2015] A. Hassell and M. Tacy, “Improvement of eigenfunction estimates on manifolds of nonpositive
curvature”, Forum Math. 27:3 (2015), 1435–1451. MR Zbl

http://dx.doi.org/10.1007/978-0-8176-4959-3
http://msp.org/idx/mr/2682326
http://msp.org/idx/zbl/1246.53001
http://dx.doi.org/10.4171/JEMS/564
http://dx.doi.org/10.4171/JEMS/564
http://msp.org/idx/mr/3420515
http://msp.org/idx/zbl/1330.58023
http://dx.doi.org/10.2140/apde.2015.8.747
http://dx.doi.org/10.2140/apde.2015.8.747
http://msp.org/idx/mr/3353830
http://msp.org/idx/zbl/1321.58029
http://dx.doi.org/10.1007/s00220-017-2977-8
http://dx.doi.org/10.1007/s00220-017-2977-8
http://msp.org/idx/mr/3707332
http://msp.org/idx/zbl/1377.58026
http://dx.doi.org/10.4310/jdg/1527040871
http://dx.doi.org/10.4310/jdg/1527040871
http://msp.org/idx/mr/3807318
http://msp.org/idx/zbl/1394.58016
http://dx.doi.org/10.1007/s00222-019-00873-6
http://dx.doi.org/10.1007/s00222-019-00873-6
http://msp.org/idx/mr/3987179
http://msp.org/idx/zbl/1428.35248
http://dx.doi.org/10.1215/00127094-2019-0020
http://dx.doi.org/10.1215/00127094-2019-0020
http://msp.org/idx/mr/4027827
http://msp.org/idx/zbl/1471.35213
http://dx.doi.org/10.1515/crelle-2020-0039
http://msp.org/idx/mr/4265181
http://msp.org/idx/zbl/1470.35243
http://dx.doi.org/10.4310/jdg/1689262062
http://dx.doi.org/10.4310/jdg/1689262062
http://msp.org/idx/mr/4614543
http://msp.org/idx/zbl/07724289
http://dx.doi.org/10.1007/s00220-017-3081-9
http://msp.org/idx/mr/3800793
http://msp.org/idx/zbl/1393.53031
http://msp.org/idx/arx/2011.07254
http://dx.doi.org/10.1080/03605302.2012.736911
http://dx.doi.org/10.1080/03605302.2012.736911
http://msp.org/idx/mr/3005546
http://msp.org/idx/zbl/1302.35436
http://dx.doi.org/10.1007/s00039-016-0378-3
http://msp.org/idx/mr/3558305
http://msp.org/idx/zbl/1384.58019
http://dx.doi.org/10.1090/gsm/200
http://msp.org/idx/mr/3969938
http://msp.org/idx/zbl/1454.58001
http://dx.doi.org/10.5802/jedp.663
http://dx.doi.org/10.5802/aif.3281
http://msp.org/idx/mr/4010869
http://msp.org/idx/zbl/1428.35106
http://dx.doi.org/10.2140/apde.2018.11.801
http://msp.org/idx/mr/3738263
http://msp.org/idx/zbl/1386.35307
http://dx.doi.org/10.1007/s00220-020-03730-3
http://dx.doi.org/10.1007/s00220-020-03730-3
http://msp.org/idx/mr/4083895
http://msp.org/idx/zbl/1441.81101
http://dx.doi.org/10.1515/forum-2012-0176
http://dx.doi.org/10.1515/forum-2012-0176
http://msp.org/idx/mr/3341481
http://msp.org/idx/zbl/1410.35264


GROWTH OF HIGH L p NORMS FOR EIGENFUNCTIONS: AN APPLICATION OF GEODESIC BEAMS 2325

[Hezari and Rivière 2016] H. Hezari and G. Rivière, “L p norms, nodal sets, and quantum ergodicity”, Adv. Math. 290 (2016),
938–966. MR Zbl

[Koch et al. 2007] H. Koch, D. Tataru, and M. Zworski, “Semiclassical L p estimates”, Ann. Henri Poincaré 8:5 (2007), 885–916.
MR Zbl

[Lee 2013] J. M. Lee, Introduction to smooth manifolds, 2nd ed., Grad. Texts in Math. 218, Springer, 2013. MR Zbl

[Sjöstrand and Zworski 1999] J. Sjöstrand and M. Zworski, “Asymptotic distribution of resonances for convex obstacles”, Acta
Math. 183:2 (1999), 191–253. MR Zbl

[Sogge 1988] C. D. Sogge, “Concerning the L p norm of spectral clusters for second-order elliptic operators on compact
manifolds”, J. Funct. Anal. 77:1 (1988), 123–138. MR Zbl

[Sogge and Zelditch 2002] C. D. Sogge and S. Zelditch, “Riemannian manifolds with maximal eigenfunction growth”, Duke
Math. J. 114:3 (2002), 387–437. MR Zbl

[Sogge and Zelditch 2016] C. D. Sogge and S. Zelditch, “A note on L p-norms of quasi-modes”, pp. 385–397 in Some topics in
harmonic analysis and applications, edited by J. Li et al., Adv. Lect. Math. 34, Int. Press, Somerville, MA, 2016. MR Zbl

[Sogge et al. 2011] C. D. Sogge, J. A. Toth, and S. Zelditch, “About the blowup of quasimodes on Riemannian manifolds”,
J. Geom. Anal. 21:1 (2011), 150–173. MR Zbl

[Tacy 2018] M. Tacy, “A note on constructing families of sharp examples for L p growth of eigenfunctions and quasimodes”,
Proc. Amer. Math. Soc. 146:7 (2018), 2909–2924. MR Zbl

[Tacy 2019] M. Tacy, “L p estimates for joint quasimodes of semiclassical pseudodifferential operators”, Israel J. Math. 232:1
(2019), 401–425. MR Zbl

[Toth and Zelditch 2002] J. A. Toth and S. Zelditch, “Riemannian manifolds with uniformly bounded eigenfunctions”, Duke
Math. J. 111:1 (2002), 97–132. MR Zbl

[Toth and Zelditch 2003] J. A. Toth and S. Zelditch, “L p norms of eigenfunctions in the completely integrable case”, Ann. Henri
Poincaré 4:2 (2003), 343–368. MR Zbl

[Zworski 2012] M. Zworski, Semiclassical analysis, Grad. Stud. in Math. 138, Amer. Math. Soc., Providence, RI, 2012. MR
Zbl

Received 18 Mar 2021. Revised 13 Jan 2022. Accepted 25 Mar 2022.

YAIZA CANZANI: canzani@email.unc.edu
Department of Mathematics, University of North Carolina at Chapel Hill, Chapel Hill, NC, United States

JEFFREY GALKOWSKI: j.galkowski@ucl.ac.uk
Department of Mathematics, University College London, London, United Kingdom

mathematical sciences publishers msp

http://dx.doi.org/10.1016/j.aim.2015.10.027
http://msp.org/idx/mr/3451943
http://msp.org/idx/zbl/1332.81067
http://dx.doi.org/10.1007/s00023-006-0324-2
http://msp.org/idx/mr/2342881
http://msp.org/idx/zbl/1133.58025
http://dx.doi.org/10.1007/978-1-4419-9982-5
http://msp.org/idx/mr/2954043
http://msp.org/idx/zbl/1258.53002
http://dx.doi.org/10.1007/BF02392828
http://msp.org/idx/mr/1738044
http://msp.org/idx/zbl/0989.35099
http://dx.doi.org/10.1016/0022-1236(88)90081-X
http://dx.doi.org/10.1016/0022-1236(88)90081-X
http://msp.org/idx/mr/930395
http://msp.org/idx/zbl/0641.46011
http://dx.doi.org/10.1215/S0012-7094-02-11431-8
http://msp.org/idx/mr/1924569
http://msp.org/idx/zbl/1018.58010
http://msp.org/idx/mr/3525567
http://msp.org/idx/zbl/1364.35219
http://dx.doi.org/10.1007/s12220-010-9168-6
http://msp.org/idx/mr/2755680
http://msp.org/idx/zbl/1214.58012
http://dx.doi.org/10.1090/proc/14028
http://msp.org/idx/mr/3787353
http://msp.org/idx/zbl/1391.35304
http://dx.doi.org/10.1007/s11856-019-1878-2
http://msp.org/idx/mr/3990947
http://msp.org/idx/zbl/1418.35287
http://dx.doi.org/10.1215/S0012-7094-02-11113-2
http://msp.org/idx/mr/1876442
http://msp.org/idx/zbl/1022.58013
http://dx.doi.org/10.1007/s00023-003-0132-x
http://msp.org/idx/mr/1985776
http://msp.org/idx/zbl/1028.58028
http://dx.doi.org/10.1090/gsm/138
http://msp.org/idx/mr/2952218
http://msp.org/idx/zbl/1252.58001
mailto:canzani@email.unc.edu
mailto:j.galkowski@ucl.ac.uk
http://msp.org


Analysis & PDE
msp.org/apde

EDITOR-IN-CHIEF

Clément Mouhot Cambridge University, UK
c.mouhot@dpmms.cam.ac.uk

BOARD OF EDITORS

Massimiliano Berti Scuola Intern. Sup. di Studi Avanzati, Italy
berti@sissa.it

Zbigniew Błocki Uniwersytet Jagielloński, Poland
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