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GLOBAL REGULARITY FOR THE NONLINEAR WAVE EQUATION
WITH SLIGHTLY SUPERCRITICAL POWER

MARIA COLOMBO AND SILJA HAFFTER

We consider the defocusing nonlinear wave equation �uD jujp�1u in R3 � Œ0;1/. We prove that for
any initial datum with a scaling-subcritical norm bounded by M0 the equation is globally well-posed for
p D 5C ı, where ı 2 .0; ı0.M0//.

1. Introduction

We consider the Cauchy problem for the nonlinear defocusing wave equation on R3, that is,�
�uD jujp�1u;
.u; @tu/. � ; 0/D .u0; u1/ 2 . PH

1\ PH 2/�H 1;
(1)

where u W R3� I ! R, p > 1 and � D�@t t C� is the d’Alembertian. For sufficiently regular solutions
of (1) the energy

E.u/.t/ WD

Z
1

2
j@tuj

2
C
1

2
jruj2C

jujpC1

pC 1
dx

is conserved, i.e., E.t/DE. Moreover, there is a natural scaling associated to (1): for � > 0 the map

u 7! u�.x; t/D �
2
p�1u.�x; �t/

preserves solutions of (1). Correspondingly, the energy rescales like E.u�/.t/D �.5�p/=.p�1/E.u/.t/
and hence the equation is energy-supercritical for p > 5. Our goal is to show that given any (possibly
large) initial data .u0; u1/, the supercritical nonlinear defocusing wave equation (1) is globally well-posed
at least for an open interval of exponents p 2 Œ5; 5C ı0/.

Theorem 1.1. Let k.u0; u1/k PH1\ PH2�H1 �M0. Then there exists ı0 D ı0.M0/ > 0 such that for any
ı 2 .0; ı0/ there exists a global solution u of (1) with p D 5C ı from the initial data .u0; u1/. Moreover,
there exists a universal constant C > 1 such that for any time t

k.u; @tu/.t/k PH1\ PH2�H1 � k.u0; u1/k PH1\ PH2�H1e
C.1C.CE.u//CE.u/

352
/ (2)

and we have the global spacetime bound

kukL2.p�1/.R3�R/ � C.1C .CE.u//
CE.u/352/:

In particular, the solution scatters as t !˙1.

MSC2010: 35B65, 35L15, 35L70.
Keywords: nonlinear wave equation, global regularity, supercritical equation.
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Global regularity and scattering for the energy-critical regime was established in [Struwe 1988;
Grillakis 1990]. The classical results in the critical case were recently improved to obtain explicit double
exponential bounds [Tao 2006b] and to allow a critical nonlinearity with an extra logarithmic factor
f .u/ D u5 log.2C u2/ in the case of spherical symmetric data [Tao 2007]. Exploiting the method
introduced in [Tao 2006b; Roy 2009] could remove the assumption of spherical symmetry for slightly
log log-supercritical growth. In two-dimensions, global regularity has also been established for the slightly
supercritical nonlinearity f .u/ D ueu

2

in [Struwe 2011]. For the classical supercritical nonlinearity
f .u/ D jujp�1u with p > 5, global existence and scattering of solutions still holds for small data in
scaling-invariant spaces, for instance in PH sp � PH sp�1, where

sp WD 1C
ı

2.p� 1/

is the critical Sobolev exponent. For general large data, however, the problem of global regularity and
scattering is still open: apart from conditional regularity results in terms of the critical Sobolev regularity
[Kenig and Merle 2011; Killip and Visan 2011], global solutions have been built only from particular
classes of initial data [Krieger and Schlag 2017; Beceanu and Soffer 2018] or for a nonlinearity satisfying
the null condition as in [Wang and Yu 2016; Miao et al. 2019].

Our result should be seen in line with [Tao 2006b; Roy 2009], pushing global regularity in a slightly
supercritical regime. Although the nonlinearity considered in those papers has a logarithmically supercrit-
ical growth at infinity, it still comes, up to lower-order terms, with the scaling associated to the critical
case p D 5. Correspondingly, both the scaling-invariant quantities of the critical regime, as well as some
logarithmically higher integrability, are controlled by the energy. Instead, we consider the supercritical
nonlinearity (1) and achieve global existence and scattering by paying the price of working on bounded
sets of initial data, as previously done for other equations, such as SQG [Coti Zelati and Vicol 2016] and
Navier–Stokes [Colombo and Haffter 2021]. As in [Roy 2009; Coti Zelati and Vicol 2016; Colombo and
Haffter 2021], the crucial ingredient of the proof of Theorem 1.1 is a (quantitative) long-time estimate.
In the spherically symmetric case, the classical Morawetz inequality gives an a priori spacetime bound
as long as the solution exists. The following result replaces this long-time estimate in the absence of
symmetry assumptions.

Theorem 1.2 (a priori spacetime bound). There exists a universal constant C � 1 such that, for any
solution .u; @tu/ 2 L1.J; . PH 1 \ PH 2 �H 1/.R3// of (1) with p D 5C ı, ı 2 .0; 1/, defining M WD
kukL1.R3�J/, E WDE.u/ and L WD k.u; @tu/kL1.J;. PH sp� PH sp�1/.R3//

the following hold:

� If minfEM ı=2; Lg< c0, then kukL2.p�1/.R3�J/ � 1.

� If minfEM ı=2; Lg � c0 and .CEM ı=2L/C.EM
ı=2L/176 � 21=ı , then

kukL2.p�1/.R3�J/ � .CEM
ı
2L/C.EM

ı=2L/176 : (3)

Corollary 1.3. There exists a universal constant C � 1 such that the following holds. LetM0>0 be given.
Then there exists ı0 D ı0.M0/ > 0 such that, for any solution .u; @tu/ 2 L1.J; . PH 1\ PH 2 �H 1/.R3//
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of (1) with p D 5C ı for ı 2 .0; ı0� and with k.u; @tu/kL1.J;. PH1\ PH2�H1/.R3//
� M0, we have the

a priori spacetime bound

kukL2.p�1/.R3�J/ �maxf1; .CE.u/M
ı
2

0 /
C.E.u/M

ı=2
0 /352

g: (4)

Remark 1.4. From the proof, we observe that ı0 has the following dependence as M0!1: there exists
C 0 � 1 such that

ı0 WDmin
�
1;

ln 2
lnM0

;
ln 2

ln.C 0E/.C 0E/352

�
:

Theorem 1.1 follows from Corollary 1.3 and a continuity argument, taking advantage of the fact that,
if the estimate (4) involves in the right-hand side higher-order norms of the solution itself, which we a
priori don’t control for large times, on the other side they appear only to the power ı and hence can be
kept under control for ı small.

The proof of Theorem 1.2 follows instead the scheme introduced in [Tao 2006b] to obtain double
exponential bounds on critical Strichartz norms based on Bourgain’s “induction on energy” method [1999].
In [Roy 2009], the scheme has been successfully applied to a log-supercritical equation assuming
a (subcritical) a priori bound M on kukL1.R3�J/: indeed, it was noticed that the induction on the
energy, which does not allow the inclusion of the a priori bound M, can actually be bypassed by a
simpler ad-hoc argument. We will use the latter strategy also in our case. Rather than controlling an
L4L12 norm as performed in the mentioned papers, we estimate an L2.p�1/ norm, which is scaling-
critical for every p. To follow their line of proof, we need to overcome some issues related to the
supercritical nature of our equation: for instance, a fundamental use of the equation in all critical
global regularity results is the localized energy equality and the subsequent potential energy decay,
first used in [Struwe 1988; Grillakis 1990; Shatah and Struwe 1993]. In the supercritical regime, the
localized energy inequality becomes less powerful, since the nonlinear term is estimated this time in
terms of a power of the length of the time interval besides the energy itself (see Lemma 4.5). To
be able to still take advantage of this localized energy inequality, we need a control on the length of
the so-called unexceptional intervals, which was not derived before in [Tao 2006b; Roy 2009] and
seems to work in the supercritical case only. To achieve this control, we introduce another scaling-
invariant norm of u accounting for more differentiability, namely L1 PH sp. This quantity, which
appears in the final estimate (3), was not needed in [Tao 2006b; Roy 2009]. It turns out to be fun-
damental to bound the length of unexceptional intervals by performing a mass concentration in PH sp,
rather than in PH 1 (see Lemma 6.2), and thereby obtaining an upper bound on the mass concentration
radius.

The strategy of proof of Theorem 1.1 is very flexible and we plan to apply it in a future work to
the radial supercritical Schrödinger equation. For instance, as regards the initial data, the statement
of Theorem 1.1 is written with .u0; u1/ 2 PH 1 \ PH 2 �H 1 and in the proof we take advantage of the
embedding of H 3=2C� in L1. However, we will investigate whether a similar result holds just above the
critical threshold, namely for .u0; u1/ 2 PH 1\ PH 1C� �H � for some � > 0, with ı0 depending on �.
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2. Preliminaries

2A. Energy-flux equality. With the notation of [Shatah and Struwe 1998], we introduce the forward-in-
time wave cone, the truncated cone and their boundaries centered at z0 D .x0; t0/ 2 R3 �R defined by

K.z0/ WD fz D .x; t/ 2 R4 W jx� x0j � t � t0g;

Kts.z0/ WDK.z0/\ .R
3
� Œs; t �/;

M t
s .z0/ WD fz D .x; r/ 2 R3 � .s; t/ W jx� x0j D r � t0g;

D.t I z0/ WDK.z0/\ .R
3
� t /:

Correspondingly, we introduce the localized energy as well as the energy flux

E.uID.t I z0// WD

Z
D.t Iz0/

1

2
j@tuj

2
C
1

2
jruj2C

jujpC1

pC 1
dx;

Flux.uIM t
s .z0// WD

Z
M t
s .z0/

1

2

ˇ̌̌̌
ru�

x� x0

jx� x0j
@tu

ˇ̌̌̌2
C
jujpC1

pC 1

d�
p
2
:

Let us recall that for any sufficiently regular solution we have the energy-flux identity

E.uID.t I z0//CFlux.uIM t
s .z0//DE.uID.sI z0// (5)

for any 0 < s < t . Indeed, (5) is obtained by integrating .�u� jujp�1u/ @tu on Kts.z0/; see for instance
[Shatah and Struwe 1998]. Whenever z0 D .0; 0/, we will not write the dependence on z0; we will write
�C.I / for the forward wave cone centered at 0 and truncated by I,

�C.I / WD f.x; t/ 2 R3 �R W jxj< t; t 2 I g;

and we define e.t/ WDE.uID.t//. We can then rewrite (5) for any 0 < s < t as

e.t/� e.s/D

Z
M t
s

1

2

ˇ̌̌̌
ru�

x

t
@tu

ˇ̌̌̌2
C
jujpC1

pC 1

d�
2
:

2B. Strichartz estimates. Let u WR3�I!R solve the linear wave equation�uDF. Letm2
�
1; 3
2

�
. Then

for any .q; r/2 .2;1��Œ1;1/ wave-m-admissible and for any conjugate pair . Qq; Qr/2 Œ1;C1��Œ1;C1�
with

1

Qq
C
3

Qr
� 2D

1

q
C
3

r
D
3

2
�m; (6)

we have

kukLq.I;Lr /Ck.u; @tu/kL1.I; PHm� PHm�1/
� C.k.u; @tu/.t0/k PHm

x � PH
m�1
x
CkF kL Qq.I;LQr //; (7)

where t0 2 I is a generic time. The above Strichartz estimates are classical and we refer for instance
to [Ginibre and Velo 1995; Keel and Tao 1998; Lindblad and Sogge 1995; Sogge 1995]. Notice that
.q; r/D .2.p� 1/; 2.p� 1// is wave-sp-admissible and all .q; r/ wave-sp-admissible are scaling-critical.
Moreover, the constant C can be taken independent of m 2

�
1; 5
4

�
.
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2C. Localized Strichartz estimates. By the finite speed of propagation, we can localize the above
Strichartz estimates on wave cones. Let I D Œa; b� and m 2

�
1; 3
2

�
. For any solution u W R3 � I ! R of a

linear wave equation �uD F, we have for any .q; r/ wave-m-admissible and any conjugate pair . Qq; Qr/
satisfying (6) the localized estimate

kukLqLr .�C.I // . k.u; @tu/.b/k. PHm� PHm�1/.R3/
CkF kL QqLQr .�C.I //: (8)

As a consequence, if I D Œa; b�D J1[J2, we have

kukLqLr .�C.J1// . k.u; @tu/.b/k. PHm� PHm�1/.R3/
CkF kL QqLQr .�C.J1[J2//:

2D. Littlewood–Paley projection. We follow the presentation of [Tao 2006a]. Fix � 2 C1c .R
d / radially

symmetric, 0� � � 1 such that supp� � B2.0/ and � � 1 on B1.0/. For N 2 2Z, introduce the Fourier
multipliers

2P�Nf .�/ WD �.�=N / Of .�/;
2P>Nf .�/ WD .1��.�=N // Of .�/;
1PNf .�/ WD .�.�=N /��.2�=N // Of .�/:

The above projections can equivalently be written as convolution operators and the Young inequality
shows that the Littlewood–Paley projections are bounded on Lp for any 1 � p �C1. Moreover, we
have the Bernstein inequalities

kP�Nf kLqx.Rd / .p;q N
d. 1

p
� 1
q
/
kP�Nf kLpx .Rd / (9)

for 1� p � q �C1 and the same holds with PNf in place of P�Nf . Moreover, for 1 < p <C1 we
also recall the fundamental Littlewood–Paley inequality

kf kLp.Rd / �

� X
N22Z

jPNf j
2

�1
2

Lp.Rd /

: (10)

2E. Dependence of constants. In the rest of the paper, all constants will be independent of the choice of
ı 2 Œ0; 1/. We keep the estimates in scaling-invariant form (for instance, in all the statements of the lemmas
in Sections 3–6). We write the terms in the estimate in terms of simpler scaling-invariant quantities, such
as Ekukı=2L1 , kukL2.p�1/ , kukL1 PH sp , ET �ı=.p�1/ (see for instance (16)).

3. Spacetime norm bound under a scaling-invariant smallness assumption

In this section, we recall that the Strichartz estimates give a universal control on the critical L2.p�1/

spacetime norm, which is in particular independent of the length of the time interval of existence, provided
that the solution satisfies a suitable scaling-invariant smallness assumption. In our context, we formulate
the smallness assumption in terms of the critical PH sp norm as well as a scaling-invariant combination of
the energy and the L1 norm.
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Lemma 3.1. Let p D 5C ı for ı 2 .0; 1/ and consider a solution .u; @tu/ 2 L1.I; PH 1 \ PH 2 �H 1/

to (1). Assume additionally that kukL1.R3�I/ �M. There exists a universal 0 < c0 < 1 such that if

EM
ı
2 � c0 or k.u; @tu/kL1.I;. PH sp� PH sp�1/.R3//

� c0;

then

kukL2.p�1/.R3�I/ � 1: (11)

Proof. Let us first assume that EM ı=2 � c0 for a c0 < 1 yet to be chosen. By interpolation

kukL2.p�1/ � kuk
ı
p�1

L1 kuk
4
p�1

L8
:

We notice that .8; 8/ is wave-1-admissible. By the Strichartz estimate (7)
�
withmD 1 and . Qq; Qr/D

�
2; 3
2

��
,

Hölder and the Sobolev embedding PH 1.R3/ ,! L6.R3/ we have

kukL8t;x
.E

1
2 Ckjujp�1ukL2L3=2 .E

1
2 Ckjujp�1kL2t;x

kukL1L6 .E
1
2 .1Ckuk

p�1

L2.p�1/
/:

Summarizing, we have obtained that for a C � 1

kukL2.p�1/ � C.M
ı
2E/

2
p�1 .1Ckuk4

L2.p�1/
/;

from which (11) follows setting c0 WD .4C /�.p�1/=2 < 1.
Let us now assume k.u; @tu/kL1. PH sp� PH sp�1/

�c00 for a 0<c00<1. Observing that .2.p�1/; 2.p�1//
is wave-sp-admissible, by the Strichartz estimate (7) (with mD sp and . Qq; Qr/D .2; 6.p� 1/=.3pC 1//),
Hölder and the Sobolev embedding PH sp .R3/ ,! L3.p�1/=2.R3/, we have

kukL2.p�1/ . k.u; @tu/kL1. PH sp� PH sp�1/
Ckjujp�1ukL2L6.p�1/=.3pC1/

. k.u; @tu/kL1. PH sp� PH sp�1/
Ckjujp�1kL2t;x

kukL1L3.p�1/=2

. k.u; @tu/kL1. PH sp� PH sp�1/
.1Ckuk

p�1

L2.p�1/
/:

Calling C 0 the constant in the above inequality, (11) follows by setting c00 WD .4C
0/�1. �

4. Spacetime norm decay in forward wave cones

The goal of this section is to prove the following proposition, which identifies a subinterval J (of quantified
length) with small L2.p�1/ norm of u in any sufficiently large given interval I D ŒT1; T2�. The main
difference to the energy-critical case p D 5 [Tao 2006b, Corollary 4.11] lies in the fact that the largeness
requirement on I can no longer be reached by simply choosing T2 big enough (see Remark 4.3).

Proposition 4.1 (spacetime-norm decay). Let p D 5C ı with ı 2 .0; 1/, I D ŒT1; T2� � .0;1/ and
consider a solution .u; @tu/ 2 L1.I; PH 1 \ PH 2 �H 1/ to (1). Assume that kukL1.R3�I/ �M. There
exists a universal constant 0 < C2 < 1 such that if 0 < � < 1 is such that

� < C2.EM
ı
2 /

7
6.p�1/ (12)
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then the following holds for any A satisfying

A > .C2�
�1/

12.p�1/
5 .EM

ı
2 /
14
5 W (13)

if T1 and T2 are such that

T2

T1
� A3.C2�

�1/6.p�1/.pC1/=5.EM ı=2/.9pC19/=10maxf.C2��1/�6.p�1/
2=5.EM ı=2/9.p�1/=10;.M .p�1/=2T2/

ı=2g;

(14)
then there exists a subinterval J D Œt 0; At 0�� I with

kukL2.p�1/.�C.J // � �:

Remark 4.2 (simplified assumptions in the large energy regime). In the large energy regime EM ı=2� c0,
with c0 defined through Lemma 3.1, the hypothesis (12) can be simplified to

� < C2c
7

6.p�1/

0 WD c00;

where we observe that 0 < c00 � 1. Moreover, the assumption (14) can be replaced by the stronger
condition

T2

T1
� A3.C2�

�1/6.p�1/.pC1/=5.EM ı=2/9pC19=10maxfc.p�1/=20 ;.M .p�1/=2T2/
ı=2g: (15)

Remark 4.3. The assumptions of Proposition 4.1 comprise an upper bound on T1 for any fixed �
satisfying (12), A satisfying (13) and T2 satisfying (14). However, this will not be the spirit of the
application of this proposition: we will rather fix T1 and consider (14) as a condition on T2 and ı. This
condition may sound strange since, when all other parameters are fixed, (14) is not verified for large T2.
On the other hand, we will instead fix

T2 WD T1A
3.C2�

�1/6.p�1/.pC1/=5.EM ı=2/.9pC19/=10

and notice that (14) is verified for ı sufficiently small.

As a first step to the proof of Proposition 4.1, we show that if the L2.p�1/ norm of u in a strip is
bounded from below, the Strichartz estimates imply a lower bound on the L1LpC1 norm in the same
interval.

Lemma 4.4 (lower bound on global and local potential energy). Let pD 5Cı with ı 2 .0; 1/ and �2 .0; 1�.
Consider a solution .u; @tu/ 2 L1.I; PH 1 \ PH 2 �H 1/ to (1). Assume that kukL2.p�1/.R3�I/ � � and
kukL1.R3�I/ �M. Then there exists 0 < C1 � 1 universal such that

kuk
pC1

L1.I;LpC1/
� C1�

12
5
.p�1/.M

ı
2E/�

9
5M�

ı
2 : (16)

Moreover, by finite speed of propagation the same estimate can be obtained by replacing R3 � I by any
truncated forward wave cone �C.I /.
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Proof. Let 0< �� 1. By shrinking I, we can assume without loss of generality that kukL2.p�1/.R3�I/D �.
We observe that we control all wave-1-admissible spacetime norms with the energy. Indeed, fix .q; r/
wave-1-admissible. By the Strichartz estimate (7) with mD 1 and Hölder

kukLqLr .E
1
2 Ckjujp�1ukL2L3=2 .E

1
2 CkukL1L6kjuj

p�1
kL2t;x

.E
1
2 CE

1
2�p�1 .E

1
2 : (17)

We observe that the pair .3; 18/ is wave-1-admissible and that .3; 18/ and .1; pC 1/ interpolate to��
5
6
.pC 1/C 3; 5

6
.pC 1/C 3

�
D
�
8C 5

6
ı; 8C 5

6
ı
�
. By interpolation and (17), we thus have

kuk
2.p�1/

L2.p�1/
� kuk

7
6
ı

L1t;x
kuk

8C 5
6
ı

L
8C.5=6/ı
t;x

�M
7
6
ı
kuk

5
6
.pC1/

L1LpC1
kuk3

L3L18
. .M

ı
2E/

3
2M

5
12
ı
kuk

5
6
.pC1/

L1LpC1
: �

We now come to a localized energy inequality of Morawetz-type which, in the critical case p D 5,
implies the potential energy decay and hence it is crucial for the global regularity in the critical case
[Grillakis 1990; Struwe 1988]. In the supercritical case, the former localized energy inequality degenerates
and will only lead to some decay estimate on bounded intervals: indeed the presence of the extra term
bı=.pC1/ in the right-hand side of (18) below makes the inequality interesting only when an estimate on
the length of the interval is at hand.

Lemma 4.5. Let ı 2 Œ0; 1/ and p D 5C ı. For any 0 < a < b and any weak finite energy solution
.u; @tu/ 2 C.Œa; b�; PH

1\LpC1/\Lp.Œa; b�; L2p/�C.Œa; b�; L2/ of (1), we haveZ
jxj�b

ju.x; b/jpC1 dx .
a

b
EC e.b/� e.a/C b

ı
pC1 .e.b/� e.a//

2
pC1 : (18)

Proof. Let us first assume that u 2 C 2.R3 � Œa; b�/ is a classical solution of (1). We follow the notation
of [Shatah and Struwe 1993; Bahouri and Shatah 1998] and introduce the quantities

Q0 WD
1

2
..@tu/

2
Cjruj2/C

jujpC1

pC 1
C @tu

�
x

t
� ru

�
;

P0 WD
x

t

�
.@tu/

2

2
�
jruj2

2
�
jujpC1

pC 1

�
Cru

�
@tuC

x

t
� ruC

u

t

�
;

R0 WD

�
1�

4

pC 1

�
jujpC1:

ObserveR0�0. Multiplying (1) by .t @tuCx �ruCu/ one obtains @t .t Q0C@tuu/�div.tP0/CR0D0;
see [Shatah and Struwe 1998, Chapter 2.3]. Integrating on Kba (recall the definitions in Section 2), we
obtain

b

Z
D.b/

Q0 dx� a
Z
D.a/

Q0 dxC
Z
Kba

R0 dx dt

D�

Z
D.b/

@tuu dxC
Z
D.a/

@tuu dxC
Z
Mb
a

�
t Q0C @tuuC t P0 �

x

jxj

�
d�
p
2

D

Z
Mb
a

t

�
@tuC

x

t
� ruC

u

t

�2 d�
p
2
; (19)
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where in the second equality we used the computations of [Bahouri and Shatah 1998, Section 2] for pD 5
to rewrite the last addend on the right-hand side. Indeed, on M b

a the integrand

t Q0C @tuCP0 �
x

jxj
D t .@tu/

2
C 2@tux � ruC @tuu

is now independent of p. Proceeding as in [Bahouri and Gérard 1999], we estimate on Kba

@tu
x

t
� ru�

.@tu/
2

2
C
1

2

ˇ̌̌̌
x

t
� ru

ˇ̌̌̌2
�
.@tu/

2

2
C
1

2
jruj2: (20)

We infer from (19)–(20), the positivity of R0 and the conservation of the energy thatZ
D.b/

jujpC1

pC 1
dx �

a

b

Z
D.a/

Q0 dxC
1

b

Z
Mb
a

t

�
@tuC

x

t
� ruC

u

t

�2 d�
p
2

�
a

b

Z
D.a/

�
jujpC1

pC 1
C .@tu/

2
Cjruj2

�
dxC

1

b

Z
Mb
a

t

�
@tuC

x

t
� ruC

u

t

�2 d�
p
2

�
a

b
EC

1

b

Z
Mb
a

t

�
@tuC

x

t
� ruC

u

t

�2 d�
p
2
:

We estimate the last term on the right-hand side as in [Bahouri and Gérard 1999]: we use (5) to bound

1

b

Z
Mb
a

t

�
@tuC

x

t
� ruC

u

t

�2 d�
p
2
� 2.e.b/� e.a//C 2

Z
Mb
a

u2

t2
d�
p
2
:

The main difference with respect to the energy-critical regime is the estimate of the second addend which
now deteriorates with b. Indeed, we estimate by HölderZ

Mb
a

u2

t2
d�
p
2
� b

ı
pC1

�Z
Mb
a

jujpC1

pC 1

d�
p
2

� 2
pC1

. b
ı

pC1 .e.b/� e.a//
2

pC1 :

Collecting terms, we have obtained (18) for classical solutions u 2 C 2.R3 � Œa; b�/.
If u is a weak finite-energy solution of (1) as in the statement, we proceed as in [Bahouri and Gérard

1999]: we fix a family of mollifiers f��g�>0 in space and define u� WD u� ��. Then, setting

f� D�ju�j
p�1u�C .juj

p�1u/� ��;

u� 2 C
2.R3 � Œa; b�/ is a classical solution of

�u� D ju�jp�1u�Cf�: (21)

By assumption, f� 2 L1.Œa; b�; L2/ can be treated as a source term. We then deduce (18) by proving the
analogous local energy inequality for a nonlinear wave equation with right-hand side (21) and pass to the
limit �! 0. We refer to [Bahouri and Gérard 1999, Lemma 2.3] for details. �

Lemma 4.5 can be viewed as decay estimate for the potential energy. Again, when compared to
the critical case [Tao 2006b, Corollary 4.10], the supercriticality of the equation weakens the decay by



622 MARIA COLOMBO AND SILJA HAFFTER

introducing a new dependence on T2, the endpoint of the interval to which the decay estimate is applied,
which deteriorates as T2!C1.

Proposition 4.6 (potential energy decay in forward wave cones). Let I D ŒT1; T2� � .0;C1/ and
consider a solution .u; @tu/ 2 L1.I; PH 1 \ PH 2 �H 1/ to (1) with p D 5C ı for some ı 2 .0; 1/. Let
0 < � such that

ET
� ı
p�1

2 ��.pC1/ > 1: (22)

Let A > 0 be such that

A�ET
� ı
p�1

2 ��.pC1/ and A3ET
�ı=.p�1/
2 ��.pC1/maxf1;��.pC1/.p�1/=2gT1 � T2: (23)

Then there exists a subinterval of the form J D Œt 0; At 0� such that

kukL1LpC1.�C.J // . T
ı

.p�1/.pC1/

2 �:

Notice that � in the previous statement is not dimensional.

Proof. Let � > 0 be as in (22) and fix A�ET �ı=.p�1/2 ��.pC1/. Let N to be chosen later be such that
A2NT1 � T2, namely

N[
iD1

ŒA2.n�1/T1; A
2nT1�� I:

Since e is nondecreasing in time (see (5)), we have e.A2nt /� e.A2.n�1/t /� 0 for all n and

0�

NX
nD1

e.A2nT1/� e.A
2.n�1/T1/D e.A

2NT1/� e.T1/�E:

Hence there exists n02f1; : : : ; N g such that e.A2n0T1/�e.A2.n0�1/T1/�EN�1. Splitting the interval as

ŒA2.n0�1/T1; A
2n0T1�D ŒA

2.n0�1/T1; A
2n0�1T1�[ ŒA

2n0�1T1; A
2n0T1�;

we have, applying Lemma 4.5 with a WD A2.n0�1/T1 and varying b 2 ŒA2n0�1T1; A2n0T1�, that

kuk
pC1

L1LpC1.�C.ŒA
2n0�1T1;A

2n0T1�/
.
1

A
ECEN�1C .A2n0T1/

ı
pC1 .EN�1/

2
pC1

. T
ı
p�1

2 �pC1CEN�1CT
ı

pC1

2 .EN�1/
2

pC1 . T
ı
p�1

2 �pC1;

provided

.EN�1/
2

pC1 � T
2ı

.p�1/.pC1/

2 �pC1 and EN�1 � T
ı
p�1

2 �pC1;

or equivalently,

ET
� ı
p�1

2 ��.pC1/ maxf1; ��
.pC1/.p�1/

2 g �N:

For the latter, we have to ask that ŒT1; A2NT1�� ŒT1; T2�, which is enforced by the second requirement
in (23). �



GLOBAL REGULARITY FOR THE NONLINEAR WAVE EQUATION WITH SLIGHTLY SUPERCRITICAL POWER 623

Proof of Proposition 4.1. Fix 0 < � yet to be determined such that ET �ı=.p�1/2 ��.pC1/ > 1. Fix
A�ET

�ı=.p�1/
2 ��.pC1/ and assume that (23) holds. By Proposition 4.6, there exists a subinterval J of

the form J WD Œt 0; At 0� and C 0 � 1 such that

kukL1LpC1.�C.J // � C
0T

ı
.p�1/.pC1/

2 �: (24)

We claim that if we choose � appropriately, we have kukL2.p�1/.�C.J // � �. Indeed, assume by contra-
diction that kukL2.p�1/.�C.J // � �. Then we have from Lemma 4.4

kukL1LpC1.�C.J // � C1�
12.p�1/
5.pC1/ .M

ı
2E/�

9
5.pC1/M�

ı
2.pC1/ :

Choosing � to be

� WD
C1

2C 0
�
12.p�1/
5.pC1/ .M

ı
2E/�

9
5.pC1/M�

ı
2.pC1/T

� ı
.pC1/.p�1/

2 ;

we reach a contradiction with (24). Let us now verify the hypothesis on � : We observe that

ET
� ı
p�1

2 ��.pC1/ D .C1.2C
0/�1/�.pC1/��

12.p�1/
5 .EM

ı
2 /
14
5

such that hypothesis (22) is enforced if

0 < � < .C�11 2C 0/
5.pC1/
12.p�1/ .EM

ı
2 /

7
6.p�1/ :

This explains the hypotheses (12) and (13) with the choice

C2 WD .C
�1
1 2C 0/

5.pC1/
12.p�1/ :

We also rewrite the largeness hypothesis on I, namely the second formula in (23), in terms of �,

��
.pC1/.p�1/

2 D .C1.2C
0/�1/�

.pC1/.p�1/
2 ��

6.p�1/2

5 .EM
ı
2 /
9.p�1/
10 M

ı.p�1/
4 T

ı
2

2

D .C2�
�1/

6.p�1/2

5 .M
p�1
2 T2/

ı
2 .EM

ı
2 /
9.p�1/
10 ;

so that

maxf1; ��
.pC1/.p�1/

2 g

D .C2�
�1/

6.p�1/2

5 .EM
ı
2 /
9.p�1/
10 maxf.C2��1/

�6.p�1/2

5 .EM
ı
2 /
�9.p�1/
10 ; .M

p�1
2 T2/

ı
2 g:

This shows that (14) implies the second inequality in (23). �

5. Asymptotic stability

Let u W R3 � I ! R solve an inhomogeneous wave equation �u D F. We now introduce the free
evolution ul;t0 from time t0, that is, the unique solution of the free wave equation �ul;t0 D 0 which
agrees with u at time t0, i.e., .ul;t0 ; @tul;t0/.t0/D .u; @tu/.t0/. We recall that, from solving the linear
wave equation in Fourier space, we have the representation formula

ul;t0.t/D cos.t
p
��/u.t0/C

sin.t
p
��/

p
��

@tu.t0/;

where we use Fourier multiplier notation; see for instance [Sogge 1995]. From this representation as well
as the Strichartz estimate (7), it follows that for any m 2

�
1; 3
2

�
and any .p; q/ satisfying (6) we have the



624 MARIA COLOMBO AND SILJA HAFFTER

estimate

k.ul;t0 ; @tul;t0/kL1.I; PHm� PHm�1/
Ckul;t0kL2.p�1/.R3�I/ . k.u; @tu/.t0/k PHm� PHm�1 : (25)

From Duhamel’s principle it follows that we can write for t 2 I

u.t/D ul;t0.t/C

Z t

t0

sin..t � t 0/
p
��/

p
��

F.t 0/ dt 0: (26)

We recall from [Shatah and Struwe 1998, Chapter 4] that for t ¤ t 0 we have the explicit expression

sin..t � t 0/
p
��/

p
��

F.t 0/D
1

4�.t � t 0/

Z
jx�x0jDjt�t 0j

F.t 0; x0/ dH2.x0/:

We recall that the linear evolution enjoys asymptotic stability in the following sense.

Lemma 5.1 (asymptotic stability for the linear evolution). Let pD5Cı with ı 2 .0; 1/. Let u be a solution
to (1) on R3 � I 0 with kukL1.R3�I 0/ �M. Then for any I D Œt1; t2�� I 0 and any t 2 I 0 n I we have

kul;t2.t/�ul;t1.t/kL1.R3/ . .EM
ı
2 /

2p
3.p�1/ dist.t; I /�

2
p�1 :

Proof. From (5) we deduce that

@te.t/�

Z
jxjDt

ju.y; t/jpC1

pC 1
dH2.y/:

Integrating in time, by translation invariance and time reversibility, we haveZ
I

Z
jx0�xjDjt 0�t j

ju.x0; t 0/jpC1 dH2.x0/ dt 0 .E

for any .x; t/ 2 R3 � I 0. Using (26), we write for t 2 I 0 n I

ul;t2.t/�ul;t1.t/D�
1

4�

Z t2

t1

1

jt � t 0j

Z
jx�x0jDjt�t 0j

ju.x0; t 0/jp dH2.x0/ dt 0:

We apply Hölder with �
3.p� 1/

2p
;
3.p� 1/

p� 3

�
D

�
pC 1C ı

2

p
;
pC 1C ı

2

1C ı
2

�
to estimate for any x 2 R3

jul;t2.x; t/�ul;t1.x; t/j

.
Z t2

t1

1

jt � t 0j

Z
jx�x0jDjt�t 0j

ju.x0; t 0/jp dH2.x0/ dt 0

.
�Z t2

t1

Z
jx�x0jDjt�t 0j

jujpC1C
ı
2 .x0; t 0/ dH2.x0/ dt 0

� 2p
3.p�1/

�Z t2

t1

dt 0

jt � t 0j
3.p�1/
p�3

�2

� p�3
3.p�1/

.
�
kuk

ı
2

L1.R3�I/

Z t2

t1

Z
jx�x0jDjt�t 0j

jujpC1.x0; t 0/dH2.x0/ dt 0
� 2p
3.p�1/

dist.t; I /�
2
p�1

. .M
ı
2E/

2p
3.p�1/ dist.t; I /�

2
p�1 : �
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The importance of the above asymptotic stability lies in the following corollary.

Corollary 5.2. Let p D 5 C ı with ı 2 .0; 1/ and I D Œt�; tC�. Consider a solution .u; @tu/ 2
L1.I; PH 1\ PH 2�H 1/ to (1) and assume that kukL1.R3�I/�M. Consider I1D Œt1; t2� and I2D Œt2; t3�
for any t� � t1 < t2 < t3 � tC. Then

kul;t3 �ul;tCkL2.p�1/.�C.I1/ .
jI1j

1
2.p�1/

jI2j
1

2.p�1/

.EM
ı
2 /

p
6.p�1/ kuk

3
4

L1.I;. PH sp� PH sp�1//
:

Proof. We observe that the pair
�
1; 3

2
.p � 1/

�
is wave-sp-admissible, where we recall that sp WD

1C ı=.2.p� 1// is the critical Sobolev regularity of (1). We estimate by Hölder

kul;t3 �ul;tCkL2.p�1/.�C.I1// . jI1j
1

2.p�1/ kul;t2 �ul;t3k
1
4

L1.R3�I1/
kul;t3 �ul;tCk

3
4

L1L3.p�1/=2.�C.I1//
:

Observe that v WD ul;t3 �ul;tC solves �v D 0 with v.t3/D u.t3/�ul;tC.t3/. Hence by the Strichartz
estimate (7) and (25) we have

kvkL1L3.p�1/=2.�C.I1// . k.v; @tv/.t3/k. PH sp� PH sp�1/.R3/

. k.u; @tu/.t3/k PH sp� PH sp�1 Ck.ul;tC ; @tul;tC/.t3/k PH sp� PH sp�1

. k.u; @tu/.t3/k PH sp� PH sp�1 Ck.u; @tu/.tC/k PH sp� PH sp�1

. k.u; @tu/kL1.I;. PH sp� PH sp�1//
: �

6. A reverse Sobolev inequality and mass concentration

The section is devoted to proving that, if u solves (1), then there exists a suitable ball with controlled size
which contains an amount of L2 norm, quantified in terms of kukL2.p�1/ and kukH s . A key ingredient
in the proof is the reverse Sobolev inequality of Tao, generalized for any s 2

�
0; 3
2

�
. We present the proof

for completeness, since the original argument used the fact that p was integer.

Proposition 6.1. Let 0< s < 3
2

and 1
q
WD

1
2
�
s
3

. Let f 2 PH s.R3/. Then there exists x 2R3 and 0< r � 2
N

such that �
1

r2s

Z
B.x;r/

f 2.y/ dy
�1
2

& kP�Nf k
. 3
2s
/
2

Lq.R3/
kf k

1�. 3
2s
/
2

PH s
: (27)

Proof. By replacing f with Qf .x/ WD .1=kf k PH s /f .x/ we can assume without loss of generality that
kf k PH s D 1.

Step 1: Let g 2 PH s with kgk PH s � 1. Then there exists N 2 2Z such that

kgk
3
2s

Lq . kPNgkLq ; (28)

and as a consequence

kgk
. 3
2s
/
2

Lq N
3
q . kPNgkL1 : (29)
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From (10), Plancherel’s theorem and the hypothesis kgk PH s � 1, we infer thatX
N22Z

N 2s
kPNgk

2
L2
. 1: (30)

By interpolation, (30) and the definition of q we see that (29) is a consequence of (28); indeed

kPNgkLq � kPNgk
2
q

L2
kPNgk

1� 2
q

L1 DN
� 2s
q .N

2s
kPNgk

2
L2
/
1
q kPNgk

1� 2
q

L1 .N
� 2s
q kPNgk

2s
3

L1 :

We are left to prove (28). Let us fix M 2 N big enough such that q
2
2 .M � 1;M�. With this choice

of M, we ensure the subadditivity of the map x 7! xq=.2M/. We then write, using the hypothesis, (10),
the aforementioned subadditivity, a reordering and Hölder,

kgk
q
Lq .

Z � X
M22Z

jPMg.x/j
2

�q
2

dx D
Z MY
iD1

� X
Ni22Z

jPNig.x/j
2

� q
2M

dx

�

Z MY
iD1

X
Ni22Z

jPNig.x/j
q
M dx .

X
N1�����NM

Z MY
iD1

jPNig.x/j
q
M dx

.
�

sup
N22Z

kPNgkLq
�q.M�2/

M
X

N1�����NM

�Z
jPN1g.x/j

q
2 jPNMg.x/j

q
2 dx

� 2
M

:

In all sums on N1 � � � � �NM , we intend that each Ni belongs to 2Z. We claim that the second factor is
bounded by a constant. Indeed, we estimate the last integral for fixed N1 and NM using Hölder by�Z
jPN1g.x/j

q
2 jPNM g.x/j

q
2 dx

� 2
M

�

�
kPN1gk

M
2

L1

Z
jPN1g.x/j

q�M
2 jPNM g.x/j

q�M
2 jPNM g.x/j

M
2 dx

� 2
M

� kPN1gkL1kPN1gk
q�M
M

Lq kPNMgk
q�M
M

Lq kPNM gkLq=2 :

By Bernstein’s inequality (9) and the definition of q, we have

kPN1gkL1kPNMgkL
q
2
.N

3
2

1 N
3
2
� 6
q

M kPN1gkL2kPNM gkL2 DN
3
2

1 N
2s� 3

2

M kPN1gkL2kPNM gkL2 :

Combining the three estimates, we deduce that

kgk
q
Lq .

�
sup
N22Z

kPNgkLq
�q�2 X

N1�����NM

kPN1gkL1kPNM gkLq=2

.
�

sup
N22Z

kPNgkLq
�q�2 X

N1�����NM

N
3
2
�s

1 N
s� 3

2

M .N 2s
1 kPN1gk

2
L2
CN 2s

M kPNMgk
2
L2
/:

Let us consider the first addend on the right-hand side (the second is handled analogously):X
N1�����NM

N
3
2
�s

1 N
s� 3

2

M N 2s
1 kPN1gk

2
L2
�

X
n12Z

22n1skP2n1gk
2
L2

1X
nMDn1

.nM �n1/
M�22�.

3
2
�s/.nM�n1/

.
X
n12Z

22n1skP2n1gk
2
L2
. 1;
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where we used that for fixed s 2
�
0; 3
2

�
the series kP2n1gk2L2

P1
nD0 n

M�22�.3=2�s/n converges for every
M 2 N as well as (30). We conclude from (31) that

kgk
3
2s

Lq D kgk
q
q�2

Lq . sup
N22Z

kPN kLq ;

which implies (28).

Step 2: Let N;N 2 2Z and define  N WD N
3 .Nx/, where  is a bump function supported in B1.0/

whose Fourier transform has magnitude � 1 on B100.0/. Then we can rewrite

PNP�Nf D
zPN .f � N /;

where zPN is a Fourier multiplier which is bounded on L1.
The claimed identity of Fourier multipliers follows by setting F. zPN /.�/ WD‰.�=N/, where

‰.�/ WD .'.�/�'.2�//.1�'.�N=N// O .�/�1:

To verify that zPN is bounded on L1, for g 2 L1 we estimate by Young and a change of variables

k zPNgkL1 . kF
�1.‰.�=N //kL1kgkL1 D kF

�1.‰/kL1kgkL1 :

Observe that ‰ 2 C1c .R
3/� S.R3/, so that kF�1.‰/kL1 <C1.

Step 3: Conclusion of the proof.
We apply Step 1 to g D P�Nf to deduce that there exist N 2 2Z such that

kP�Nf k
. 3
2s
/
2

Lq N
3
q . kPNP�Nf kL1 :

We observe that N � N
2

because otherwise PNP�Nf D 0. By Step 2, we deduce that there exists x 2R3

such that

kP�Nf k
. 3
2s
/
2

Lq N
3
q . j N �f .x/j �N

3
2

�Z
B.x; 1

N
/
f 2.y/ dy

�1
2

k kL2 :

Combining the two inequalities, we obtain the claimed inequality (27) with r WD 1

N
2
�
0; 2
N

�
. �

The proposition above will be applied with s D sp; the choice of s ¤ 1 is in turn fundamental in the
main theorem, since it allows us to give an upper bound on the r0 given by the mass concentration only
in terms of E, M, kuk

L1 PH sp .

Lemma 6.2 (mass concentration). Let p D 5C ı for ı 2 .0; 1/ and let 0 < �� 1. Assume

kukL2.p�1/.R3�I/ � � and kukL1.R3�I/ �M:

Then, for any 1� s � sp WD 1C ı=.2.p� 1// there exists .x; t/ 2 R3 � I and r > 0 such that

1

r2s

Z
B.x;r/

u2.y; t/ dy & kuk�˛0
L1.I; PH sp .R3//

.M
ı
2E/�˛1M�.sp�s/.p�1/�˛2 ; (31)
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where ˛i D ˛i .s/� 0 are defined as

˛0 WD .�2/
s� 1

sp � 1
; ˛1 WD

3

10
.3�2s/C

 � 2

2

sp � s

sp � 1
and ˛2 WD

3� 2s

5
2.p�1/ for  WD

9

2s2
:

Moreover,

jI j& �2.p�1/kuk�˛
0
0

L1.I; PH sp .R3//
.EM

ı
2 /�˛

0
1M

.s�1/.p�1/
2 rs; (32)

where ˛0i .s/� 0 are defined as

˛00 WD 2.p� 1/�
.s� 1/.p� 1/.pC 1/

ı
and ˛01 WD

.s� 1/.p� 1/

ı
:

Proof. Fix 1� s � sp D 1C ı=.2.p� 1// and set

1

q
WD

1

2
�
s

3
;

the conjugate Sobolev exponent. By shrinking I, we can always assume that kukL2.p�1/.R3�I/ D �.
Recalling the proof of Lemma 4.4, we have that for any wave-1-admissible .q; r/

kukLqLr .E
1
2 : (33)

Step 1: We find a frequency scale N 2 2Z, where kP�Nf kL2.p�1/.R3�I/ & �.
By Hölder and Bernstein (9) with exponents 2.p� 1/ and 6.p� 1/=.sC 3/ 2 Œ6; q�� we estimate

kP<NukL2.p�1/ . jI j
1

2.p�1/ kP<NukL1L2.p�1/ . jI j
1

2.p�1/N
s

2.p�1/ kukL1L6.p�1/=.sC3/ :

We observe that by interpolation and the Sobolev embedding of PH sp ,! L3.p�1/=2

kukL1L6.p�1/=.sC3/ � kuk
1� .s�1/.pC1/

2ı

L1 3.p�1/
2

kuk
.s�1/.pC1/

2ı

L1LpC1
. kuk1�

.s�1/.pC1/
2ı

L1 PH sp
.EM

ı
2 /
.s�1/
2ı M�

.s�1/
4 :

Thus if we choose the frequency scale N 2 2Z such that

jI j
1

2.p�1/N
s

2.p�1/ kuk
1� .s�1/.pC1/

2ı

L1 PH sp
.EM

ı
2 /
.s�1/
2ı M�

.s�1/
4 D c� (34)

for a universal small constant 0 < c� 1, we can ensure that kP�NukL2.p�1/.R3�I/ & �.

Step 2: We deduce a lower bound of kP�NukL1.I;Lq.R3// in terms of �;E;M.
Observe that the pair .3; 18/ is wave-1-admissible and .3; 18/ and .1; q/ interpolate to

�
5
6
qC3; 5

6
qC3

�
.

Using (33) and (34), we have by Hölder

�2.p�1/ . kP�Nuk2.p�1/
L
2.p�1/
t;x

. kP�Nuk
2.p�1/�. 5

6
qC3/

L1t;x
kP�Nuk

5
6
qC3

L
.5=6/qC3
t;x

.M 5C2ı� 5
6
q
kP�Nuk

3
L3L18

kP�Nuk
5
6
q

L1Lq

.M
5
6
q. 6
q
C 3
2q
ı�1/.M

ı
2E/

3
2 kP�Nuk

5
6
q

L1Lq I
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hence after some easy algebraic manipulations

kP�NukL1Lq & �
12
5q
.p�1/.M

ı
2E/�

9
5qM�.

6
q
C 3
2q
ı�1/

D �
.3�2s/
5

2.p�1/.M
ı
2E/�

3
10
.3�2s/M�

1
2
.sp�s/.p�1/:

Step 3: We apply the reverse Sobolev of Proposition 6.1 to conclude that there exists .x; t/ 2 R3 � I and
0 < r � 2

N
such that

1

r2s

Z
B.x;r/

u2.y; t/ dy & kuk2�
L1.I; PH s.R3//

.�
.3�2s/
5

2.p�1/.M
ı
2E/�

3
10
.3�2s/M�

1
2
.sp�s/.p�1// ; (35)

where  WD 9=.2s2/. Moreover from (34) we get

jI j D
.c�/2.p�1/M

.s�1/.p�1/
2

kuk
2.p�1/� .s�1/.p�1/.pC1/

ı

L1 PH sp
.EM

ı
2 /
.s�1/.p�1/

ı N s

& �2.p�1/
M

.s�1/.p�1/
2

kuk
2.p�1/� .s�1/.p�1/.pC1/

ı

L1 PH sp
.EM

ı
2 /
.s�1/.p�1/

ı

rs:

We now rewrite (35): by interpolation and energy conservation,

kuk
L1 PH s �E

.sp�s/.p�1/

ı kuk
2.s�1/.p�1/

ı

L1 PH sp
:

Observe that  � 2 for s 2
�
0; 3
2

�
. Thus we have

kuk
2�

L1 PH s
& .M

ı
2E/

.sp�s/.p�1/.2�/

ı kuk
2.s�1/.p�1/.2�/

ı

L1 PH sp
M

.sp�s/.p�1/.�2/

2 ;

so that
1

r2s

Z
B.x;r/

u2.y; t/ dy

& kuk
�.�2/ s�1

sp�1

L1 PH sp
.M

ı
2E/

�Œ 3
10
.3�2s/C�2

2

sp�s

sp�1
�
M�.sp�s/.p�1/�

3�2s
5
2.p�1/ : �

Remark 6.3 (optimization of exponents on �, kuk
L1 PH sp and EM ı=2). Whilst the free powers of M

in (31) and (32) are fixed by scaling, the other powers come from interpolation and can be optimized.
Since we are not aiming at an optimal double exponential bound, we can take in Step 2 of the proof
of Lemma 6.2 any Strichartz-1-pair .q0; r 0/ (here .3; 18/) such that .1; q/ and .q0; r 0/ interpolate to
. Qr; Qr/ with Qr � 2.p � 1/. Alternatively, to optimize the exponents ˛1 and ˛2, we first suppose that
the endpoint .2;1/ was Strichartz-1-admissible, interpolate in Step 2 between .2;1/ and .1; q/ and
conclude in Step 3 as before. We then approximate .2;1/ by wave-1-admissible pairs .2C�; 6.2C�/=�/.
Letting �! 0,

3� 2s

6
./C

 � 2

2

sp � s

sp � 1

and ˛2.s/ approaches
3� 2s

3
.p� 1/:
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In the very same way, the free exponents in Lemma 4.4 can be optimized. Proceeding in this way, we
would obtain the lower bound, for any ! > 0 (and an implicit constant depending on !/,

kuk
pC1

L1LpC1
& �2.p�1/C!.EM

ı
2 /�.1C!/M�

ı
2 :

7. Proof of Theorem 1.2 and Corollary 1.3

We have now assembled all necessary tools to prove Theorem 1.2. We outline now its main steps which
are based on the scheme of [Tao 2006b] and its adaptation in [Roy 2009].

Let .u; @tu/2L1.J; PH 1\ PH 2�H 1/ solve (1). Whenever the scaling-invariant smallness assumption
of the first item of Theorem 1.2 holds, then Lemma 3.1 gives the desired spacetime bound. Otherwise, we
split J into subintervals Ji such that on each subinterval theL2.p�1/ spacetime is completely under control
and substantial, i.e., kukL2.p�1/.R3�Ji / D 1 for all but eventually the last subinterval. The estimate (3) is
then equivalent to estimating the number of such subintervals and relies on the following key arguments:

(i) Using Lemma 4.4, we deduce that on each Ji also the potential energy L1.Ji ; LpC1/ is substantial:
it has a quantitative lower bound in terms of E, M and L.

(ii) Lemma 6.2 allows us to identify a ball B D B.xi ; ri / such that mass concentrates on B at time
t D ti 2 Ji . The mass concentration can be extended to a neighborhood of ti using that the local mass is
Lipschitz in time. At the same time, the size of intervals Ji where such concentration happens is bounded
from below in terms of E, M, L and ri .

(iii) In the scheme of [Tao 2006b], the previous observation together with the finite speed of propagation
is used to remove a cone in spacetime, containing the mass-concentration “bubble”, and to construct
a new solution Qu with smaller energy than u which coincides with u outside the cone. This allows us
to perform an induction on the level sets of the energy since for sufficiently small energy the claimed
estimate holds by Lemma 3.1. In our setting, such an induction argument seems not applicable, since the
solution Qu does not need to obey the same a priori bounds on the L1.J; PH 1\ PH 2 �H 1/ norm as u.

(iv) As in [Roy 2009] we bypass the induction on the energy by an ad-hoc argument. By time reversal
and translation symmetry and the lower bound on the length of (ii), it is enough to estimate the length of
KCD J \ Œt0;C1/, where .x0D 0; t0/ is the point where mass concentration occurs at the minimal mass
concentration radius (among those individuated before). As in (ii), the mass concentration at minimal
radius extends to a neighborhood QJ0 of t0. We then look at the truncated-in-time cone �C.KC/ and we
define a new splitting ofKC in subintervals QJi such that theL2.p�1/ norm on every truncated-in-time cone
�C. QJi / is substantial and such that QJ1 � QJ0. The asymptotic stability of Section 5 controls inductively
the size j QJjC1j . j QJj j. Moreover, the size of QJ0 is controlled from below by the mass concentration
argument in (ii) and from above by an upper bound on the mass concentration radius (which was not
needed in [Roy 2009]). If jKCj was too large, then by the decay of the potential energy Proposition 4.6
there must be a subinterval such that on the truncated-in-time cone the L2.p�1/ spacetime norm is small.
By construction, such subinterval cannot be covered by many QJi , which means that one of them has to be
sufficiently large, contradicting the upper bound on j QJ0j.
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Proof of Theorem 1.2. Let p D 5C ı with ı 2 .0; 1/, J D Œt�; tC� and consider a solution .u; @tu/ 2
L1.J; .. PH 1 \ PH 2/�H 1/.R3// to (1) as in the statement. If either EM ı=2 < c0 or L < c0, then we
conclude by Lemma 3.1 that kukL2.p�1/.R3�J/ � 1. For the rest of the argument, we thus may assume
the lower bound

minfEM
ı
2 ; Lg � c0;

where c0 > 0 is the universal constant given by Lemma 3.1.
Let C > 2c�20 be a universal constant that will be fixed at the end of the proof. The inequality imposed

on C guarantees that CLEM ı=2 > 2.
Moreover, we may assume without loss of generality that kukL2.p�1/.R3�J/ � 1. We then split J into

subintervals J1; : : : ; Jl such that

� kukL2.p�1/.R3�Ji / D 1 for i D 1; : : : ; l � 1,

� kukL2.p�1/.R3�Jl / � 1.

We call Ji exceptional if

kul;tCkL2.p�1/.R3�Ji /Ckul;t�kL2.p�1/.R3�Ji / � B
�1
exc

for some Bexc � 1 yet to be defined. We have by Strichartz estimates (7) that

kul;tCkL2.p�1/.R3�J/; kul;t�kL2.p�1/.R3�J/ . L:

In particular, J cannot consist of too many exceptional intervals. More precisely, calling the number of
exceptional intervals Nexc WD jfi 2 f1; : : : ; lg W Ji exceptionalgj, we have the bound

Nexc . LBexc:

Between two exceptional intervals there can lie a chain K D Ji0 [ � � � [ Ji1 of unexceptional intervals.
However, since a chain K of unexceptional intervals has to be confined between two exceptional intervals
(or one of its endpoints is t� or tC), the number of chains of unexceptional intervals Nchain is comparable
to Nexc, that is,

Nchain .Nexc:

For a chain K D Ji0 [ � � � [ Ji1 of unexceptional intervals, we define N.K/ WD i1 C 1� i0 to be the
number of intervals it is made of. Summarizing, we have

kuk
2.p�1/

L2.p�1/.R
3�J/
�NexcCNchain sup

K

N.K/. LBexc.1C sup
K

N.K//:

The proof is thus concluded with the following lemma and with the choice of Bexc in (36) below. �

Lemma 7.1. There exists a universal constant C � 1 such that the following holds: Consider a solution
.u; @tu/ 2L

1.J; . PH 1\ PH 2�H 1/.R3// of (1) with p D 5C ı, ı 2 .0; 1/. Define M WD kukL1.R3�J/,
E WDE.u/ and L WD k.u; @tu/kL1.J;. PH sp� PH sp�1/.R3//

on J D Œt�; tC� and set

Bexc WD .CEM
ı
2L/C.EM

ı=2L/176 : (36)
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Assume that Bı=2exc � 2 and that
minfEM

ı
2 ; Lg � c0: (37)

Then for any chain of unexceptional intervals, that is, for any K D Ji0 [ � � � [Ji1 � J with

kukL2.p�1/.R3�Ji / D 1; (38)

kul;tCkL2.p�1/.R3�Ji /Ckul;t�kL2.p�1/.R3�Ji / � B
�1
exc ;

for all i 2 fi0; : : : ; i1g, we have the estimate

N.K/. Bexc:

Proof of Lemma 7.1. Step 0: Let ˛0, ˛00, ˛1 and ˛01 be defined through Lemma 6.2 for s D sp, that is, for
 WD 2.3=.2sp//

2 2
�
7
2
; 9
2

�
,

˛0 D  � 2 2
�
3
2
; 5
2

�
; ˛1 D

6

5.p� 1/
2
�
3
4
; 3
2

�
; ˛00 D 5C

3
2
ı 2

�
5; 13

2

�
and ˛01 D

1
2
: (39)

We prove that there exists .t0; x0; r0/ 2K �R3 � .0;C1/ such that

(i) mass concentrates in B.x0; r0/ at time t0, i.e.,

1

r
2sp
0

Z
B.x0;r0/

u2.y; t0/ dy � C6L�˛0.EM
ı
2 /�˛1 ; (40)

(ii) the length of the Ji is uniformly bounded from below in terms of r0, i.e., for all i D i0; : : : ; i1

jJi j � C7L
�˛00.EM

ı
2 /�˛

0
1M

ı
4 r
sp
0 : (41)

From (i), we immediately also deduce the lower bound on the mass concentration radius

r0 & .L�˛0.EM
ı
2 /�˛1/

p�1
4 M�

p�1
2 : (42)

By (38), we can apply the mass concentration Lemma 6.2 with � D 1 and s D sp to find that for any
i 2 fi0; : : : ; i1g there exists .ti ; xi ; ri / 2 Ji �R3 � .0;C1/ such that

1

r
2sp
i

Z
B.xi ;ri /

u2.y; ti / dy � C6L�˛0.EM
ı
2 /�˛1 ;

jJi j � C7L
�˛00.EM

ı
2 /�˛

0
1M

ı
4 r
sp
i :

Defining the minimal mass concentration radius r0 WDmini2fi0;:::;i1g ri and calling the associated point
in spacetime .x0; t0/, we reach (i) and (ii). The lower bound on the mass concentration radius (42) is a
consequence of the simple observation that the left-hand side of (40) can be bounded from above, up
to constants, by r3�2sp0 M 2 D r

4=.p�1/
0 M 2. By time and space translation symmetry, we can assume

without loss of generality that x0 D 0 and that t0 D r0 such that B.x0; r0/�ft0g lies in the forward wave
cone centered in .0; 0/. In view of (ii) it is enough to prove

jKj. L�˛
0
0.EM

ı
2 /�˛

0
1M

ı
4Bexcr

sp
0 :



GLOBAL REGULARITY FOR THE NONLINEAR WAVE EQUATION WITH SLIGHTLY SUPERCRITICAL POWER 633

Moreover, by time reversal symmetry, it is enough to estimate KC WDK \ Œt0;C1/, i.e., to show

jKCj. L�˛
0
0.EM

ı
2 /�˛

0
1M

ı
4Bexcr

sp
0 : (43)

Step 1: We find a cylinder B.x0; r0/� QJ0 � �C.KC/ in spacetime such that:

(i) Mass still concentrates in B.x0; r0/ for any t 2 QJ0, i.e., for t 2 QJ0 it holds

1

r
2sp
0

Z
B.x0;r0/

u2.y; t/ dy �
C6

2
L�˛0.M

ı
2E/�˛1 : (44)

(ii) QJ0 has controlled length, i.e.,

L�
˛0
2 .M

ı
2E/�

˛1C1
2 M

ı
4 r
sp
0 . j QJ0j �M

ı
4 r
sp
0 :

(iii) QJ0 does not carry too much of the spacetime norm. More precisely,

kuk
2.p�1/

L2.p�1/.R3� QJ0/
. L˛

0
0�

˛0
2 : (45)

The local mass is Lipschitz in time with Lipschitz constant at most k@tukL1.J;L2.R3// .E1=2. More
precisely, we haveˇ̌̌̌�Z

B.x0;r0/

u2.y; t/ dy
�1
2

�

�Z
B.x0;r0/

u2.y; t0/ dy
�1
2
ˇ̌̌̌
.E

1
2 jt � t0j:

In particular, if

E
1
2 jt � t0j � c1L

�
˛0
2 .M

ı
2E/�

˛1
2 r

sp
0

for a universal 0 < c1� 1 yet to be chosen sufficiently small, then we still have the mass concentration
on the bubble B.x0; r0/� QJ0, where

QJ0 WD Œt0; t0C c1L
�
˛0
2 .M

ı
2E/�

˛1C1
2 M

ı
4 r
sp
0 �:

More precisely, for any t 2 QJ0, (44) holds. We observe that

j QJ0j D c1M
ı
4L�

˛0
2 .EM

ı
2 /�

1
2
.˛1C1/r

sp
0 � c1c

� 1
2
.˛0C˛1C1/

0 M
ı
4 r
sp
0 (46)

such that we can choose c1 < c
5=2
0 to ensure (ii). Finally, if KC � QJ0 is a strict subset, then jKCj � j QJ0j

and (43) holds (for big enough constants in the definition of Bexc). Thus we can assume that QJ0 �KC
and hence B.x0; r0/ � QJ0 � �C.KC/. Finally, let us argue that QJ0 cannot be covered by too many
unexceptional intervals and thus cannot carry too much spacetime norm. Indeed, from (41), (46) and (37)
we deduce that QJ0 can be covered by at most

c1L
�
˛0
2 .EM

ı
2 /�

1
2
.˛1C1/M

ı
4 r
sp
0

C7L
�˛00.EM

ı
2 /�˛

0
1M

ı
4 r
sp
0

. L˛
0
0�

˛0
2

many intervals of the family fJig
i1
iDi0

. Hence by (38) we deduce (45).
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Step 2: Let

Q� WD c2.LEM
ı
2 /�

3
2 2 .0; c00/; (47)

with c00 defined through Remark 4.2 (so that Q� is admissible for the spacetime norm decay on large
intervals). For a suitable choice of the universal constant c2, we truncate �C.KC/ into wave cones
f�C. QJi /g

k
iD1 such that:

(i) Each of them carries substantial spacetime norm Q�, i.e., kuk
L2.p�1/.�C. QJi //

D Q� for i D 1; : : : ; k�1
and kuk

L2.p�1/.�C. QJk//
� Q�.

(ii) The first interval is not too long, that is, QJ1 � QJ0.

For an Q� yet to be chosen, we will truncate �C.KC/ into wave cones f�C. QJi /gkiD1 such that

kuk
L2.p�1.�C. QJi //

D Q� for i D 1; : : : ; k� 1 and kuk
L2.p�1/.�C. QJk//

� Q�:

We come to the choice of Q�. Let us estimate the spacetime norm on the mass concentration cylinder from
above Z

QJ0

Z
B.x0;r0/

u2.y; t/ dy dt .
�Z

�C. QJ0/

juj2.p�1/.y; t/ dy dt
� 1
p�1

j QJ0j
p�2
p�1 r

3.p�2/
p�1

0

and from below, using (44),Z
QJ0

Z
B.x0;r0/

u2.y; t/ dy dt & j QJ0jL�˛0.M
ı
2E/�˛1r

2sp
0 :

We have obtained, using the definition of QJ0 from Step 1, that

kuk
L2.p�1/.�C. QJ0//

& .L�˛0.EM
ı
2 /�˛1/

2p�1
4.p�1/ .E�1r

ı
p�1

0 /
1

4.p�1/ :

Using (45), we obtain an upper bound on r0, that is,

rı0 . .L
˛0.EM

ı
2 /˛1/.2p�1/.p�1/Ep�1kuk

4.p�1/2

L2.p�1/.�C. QJ0//

. .L˛0.EM
ı
2 /˛1/.2p�1/.p�1/Ep�1L.˛

0
0�

˛0
2
/2.p�1/

DM�
ı.p�1/
2 L2.p�1/.˛0.p�1/C˛

0
0/.EM

ı
2 /.p�1/.˛1.2p�1/C1/: (48)

On the other hand, using the lower bound on r0 given by (42), we can estimate furthermore, recalling
(37) and (39), that

kuk
L2.p�1/.�C. QJ0//

& .L�˛0.EM
ı
2 /�˛1/

2p�1
4.p�1/

C ı
16.p�1/ .EM

ı
2 /�

1
4.p�1/

D L�
9
16
˛0.EM

ı
2 /�.

9
16
˛1C

1
4.p�1/

/ & .LEM
ı
2 /�

3
2 :

Thus choosing Q� WD c2.LEM ı=2/�3=2, for a small universal constant 0 < c2 < 1, we ensure that QJ1 � QJ0.
Choosing c2 even smaller, namely c2 � c00c

3
0 , we ensure that Q� 2 .0; c00/, with c00 given by Remark 4.2.
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Step 3: We prove the following dichotomy (analogous to [Tao 2006b, Lemma 5.2]). Let j 2 f1; : : : ; k�1g.
Then, for some universal constants C8 > 8 and C9 < 1, either

j QJjC1j � C8 Q�
�15
j QJj j or j QJj j � C9 Q�

5M
ı
4Bexcr

sp
0 :

Consider two subsequent intervals QJj D Œtj�1; tj � and QJjC1 D Œtj ; tjC1� for some j 2 f1; : : : ; k � 1g.
We have by the localized Strichartz estimates (8) (with . Qq; Qr/D .2; 6.p�1/=.3pC1// and v WDu�ul;tjC1
solving �v D jujp�1u with initial datum .v; @tv/.tjC1/D .0; 0/) and Hölder that

ku�ul;tjC1kL2.p�1/.�C. QJj //
. kjujp�1uk

L QqLQr .�C. QJj[ QJjC1//

. kuk
L1L3.p�1/=2.�C. QJj[ QJjC1//

kuk
p�1

L2.p�1/.�C. QJj[ QJjC1//

. kuk
ı

3.p�1/

L1.R3�J/
kuk

2.pC1/
3.p�1/

L1LpC1.R3�J/
Q�p�1 . .EM

ı
2 /

2
3.p�1/ Q�p�1:

Using (37) and (47), we have

Q�p�2.EM
ı
2 /

2
3.p�1/ � c

4
9.p�1/

2 L�
4

9.p�1/ Q�p�2�
4

9.p�1/ � .c2c
�1
0 /

4
9.p�1/ � .c00/

4
9.p�1/ c

8
9.p�1/

0 � c
8

9.p�1/

0 ;

where we recall that from the choice of c0 in Lemma 3.1, it is clear that it beats also the constant arising
from Strichartz estimates. We infer ku�ul;tjC1kL2.p�1/.�C. QJj // � Q�. Since kuk

L2.p�1/.�C. QJj //
D Q� by

construction, the triangular inequality implies

kul;tjC1kL2.p�1/.�C. QJj //
& Q�:

This now gives rise to a dichotomy: either kul;tjC1 �ul;tCkL2.p�1/.�C. QJj // & Q� or the scattering solution
ul;tC is nonnegligible kul;tCkL2.p�1/.�C. QJj // & Q�.

Case 1: Assume kul;tjC1 �ul;tCkL2.p�1/.�C. QJj // & Q�. Then in view of Corollary 5.2, we have

j QJjC1j. Q��2.p�1/.EM
ı
2 /
p
3L

3.p�1/
2 j QJj j. Q��2.p�1/.EM

ı
2L/

15
2 j QJj j. Q��15j QJj j;

where in the second inequality we used (37) and in the last the definition (47).

Case 2: Assume kul;tCkL2.p�1/.�C. QJj // & Q�. Recall that KC consists of unexceptional intervals. Hence
we need at least Q�Bexc many of them to cover QJj . Recalling the lower bound on the length of unexceptional
intervals, the definition of Q�, (37) and that ˛00 > ˛

0
1 from (39), we have

j QJj j � C7 Q�L
�˛00.EM

ı
2 /�˛

0
1M

ı
4Bexcr

sp
0 D C7 Q�.EM

ı
2L/�˛

0
0.EM

ı
2 /˛
0
0�˛
0
1M

ı
4Bexcr

sp
0

� C7 Q�
1C 2

3
˛00c
�
2˛00
3

2 c
˛00�˛

0
1

0 M
ı
4Bexcr

sp
0 � C9 Q�

11
2 M

ı
4Bexcr

sp
0 ;

where in the last inequality we introduced a universal constant C9 � C7c
�2˛00=3

2 c
˛00�˛

0
1

0 .

Step 4: We show that
jKCj � C9 Q�

11
2 M

ı
4Bexcr

sp
0 :

Since 0 < Q� � 1, this implies in particular that jKCj � C9M ı=4Bexcr
sp
0 and we achieved (43), thereby

concluding the proof.
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Let us therefore assume by contradiction that jKCj > C9 Q�
11=2M ı=4Bexcr

sp
0 . We call QJj1 the first

interval for which j QJ1[� � �[ QJj1 j>C9 Q�
11=2M ı=4Bexcr

sp
0 . We observe that up to choosing the constant C

in the definition of Bexc big enough, we may assume that

Q�
11
2 Bexc >max

�
2

C9
; 1

�
: (49)

By the definition of j1, we then have:

(i) j1 ¤ 1. Indeed, by Steps 1 and 2, j QJ1j � j QJ0j �M ı=4r
sp
0 .

(ii) For every j 2 f1; : : : ; j1 � 1g we have j QJjC1j � C8 Q��15j QJj j. This follows from Step 3 since the
second option in the dichotomy is ruled out.

Let us call ŒT1; T2� WD QJ2[: : : QJj1�1. We want to apply the spacetime norm decay result of Proposition 4.1
on I D ŒT1; T2� with �D Q�

4
. Recall that by choice of Q� in Step 2, we have that Q�

4
2 .0; c00/ is admissible for

the spacetime norm decay. We need thus a lower bound on the length of I. By construction, Step 2 and (ii)

C9 Q�
11
2 M

ı
4Bexcr

sp
0 � j

QJ1jC � � �C j QJj1 j �M
ı
4 r
sp
0 C .T2�T1/CC8 Q�

�15.T2�T1/;

so that

T2�T1 �
1

2C8
Q�
41
2 M

ı
4Bexcr

sp
0 : (50)

On the other hand, we have from Step 2 and the lower bound on r0 (42)

T1 � r0CM
ı
4 r
sp
0 DM

ı
4 r
sp
0 .1C r

1�sp
0 M

�ı
4 /.M

ı
4 r
sp
0 .1C .L

˛0.EM
ı
2 /˛1/

2ı

.p�1/2 /

.M
ı
4 r
sp
0 Q�
�
2.˛0C˛1/ı

.p�1/2 . Q��
1
4M

ı
4 r
sp
0 :

Summarizing, we have obtained

T2

T1
�
T2�T1

T1
� C10 Q�

21Bexc: (51)

We now claim that to reach a contradiction, it is enough to find A and a constant C � 1 such that we
can verify the following three requirements:

(R1) A satisfies the hypothesis (13) of Proposition 4.1, that is,

A > .4C2 Q�
�1/

12.p�1/
5 .EM

ı
2 /
14
5 :

(R2) The interval I is sufficiently large to apply Proposition 4.1, i.e., (14) is satisfied. In view of (51),
we can enforce (15) if

Bexc D .CEM
ı
2L/C.EM

ı=2L/176

� C�110 Q�
�21A3.4C2 Q�

�1/6.p�1/.pC1/=5.EM ı=2/.9pC19/=10maxfc.p�1/=20 ;.M .p�1/=2T2/
ı=2g:

(R3) Moreover
p
A > 2C8 Q�

�15.



GLOBAL REGULARITY FOR THE NONLINEAR WAVE EQUATION WITH SLIGHTLY SUPERCRITICAL POWER 637

Observe that (R3) ensures in particular that A > 4. If (R1)–(R3) hold, we are in the position to
conclude the proof following [Roy 2009]. The difficulty in the supercritical case instead lies in verifying
the requirements (R1)–(R3). Indeed, if (R1)–(R3) hold, we infer from Proposition 4.1 that there exists
Œt 01; At

0
1��

QJ2[ : : : QJj1�1 such that

kukL2.p�1/.�C.Œt 01;At
0
1�//
�
Q�

4
:

In particular, Œt 01; At
0
1� is covered by at most two consecutive intervals of the family fJj g

j1�1
jD2 . We claim

that then there exists j 2 f2; : : : ; j1� 1g such that

j QJj j �

p
A

2
j QJj�1j: (52)

Notice that in view of (R3), the claim contradicts (ii) such that we reached a contradiction. Indeed, assume
first, that Œt 01; At

0
1� is covered by one interval QJj for some j 2 f2; : : : ; j1� 1g. Then, recalling that A> 4,

we have

j QJj j � t
0
1.A� 1/�

A

2
t 01 �

A

2
j QJj�1j �

p
A

2
j QJj�1j:

Assume now that Œt 01; At
0
1� is covered by two intervals QJj D Œaj ; bj � and QJjC1 D ŒajC1; bjC1� for some

j 2 f2; : : : ; j1 � 2g. We consider two cases. First, if bj �
p
At 01, then j QJjC1j � t 01.A �

p
A/ and

j QJj j �
p
At 01 such that

j QJjC1j � .
p
A� 1/j QJj j �

p
A

2
j QJj j:

Second, if bj >
p
At 01, then j QJj j � .

p
A� 1/t 01 and j QJj�1j � t 01 such that

j QJj j � .
p
A� 1/j QJj�1j �

p
A

2
j QJj�1j:

This proves (52).
To conclude the proof, we are left to verify the requirements (R1)-(R3) by choosing A and C. We

observe that the right-hand side of (R1) can be bounded from above using (47) and (37) by

.4C2 Q�
�1/

12.p�1/
5 .EM

ı
2 /
14
5 � C11 Q�

�14

such that (R1) and (R3) are enforced if we set

A WD C12 Q�
�30

for C12 WDmaxf3C8; C11g2. We are left to verify (R2). We observe that from (49)

T2 D T1C .T2�T1/. Q��1M
ı
4 r
sp
0 C Q�

11
2 M

ı
4Bexcr

sp
0 .M

ı
4Bexcr

sp
0 :

Combining this with the upper bound on r0 in (48) and using (39), we obtain

.M
p�1
2 T2/

ı
2 . .M

8C3ı
4 Bexcr

sp
0 /

ı
2 . B

ı
2

excL
sp.p�1/.˛0.p�1/C˛

0
0/.EM

ı
2 /
sp
2
.p�1/.˛1.2p�1/C1/

. B
ı
2

exc.EM
ı
2L/105 � C13B

ı
2

exc Q�
�70:
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We now bound the right-hand side of (R2) from above using again (47) and (37) by

C�110 Q�
�21.C12 Q�

�30/3.4C2 Q�
�1/42.EM ı=2/.9pC19/=10maxfc.p�1/=20 ; .M ı.p�1/=2T2/

ı=2g

� C�110 Q�
�21.C12 Q�

�30/3C13.4C2 Q�
�1/42.c2c

�1
0 Q�
�1/.9pC19/=15 Q��70B

ı=2
exc

� .C 0EM
ı
2L/C

0 Q��117B
ı=2
exc � .CEM

ı
2L/.C=2/.EM

ı=2L/176B
ı=2
exc

for a big enough constant C;C 0 � 1. We now define Bexc to be

Bexc WD .CEM
ı
2L/C.EM

ı=2L/176

for the same constant C. With this definition, (R2) is enforced since we assumed Bı=2exc � 2. �

Proof of Corollary 1.3. Consider a solution .u; @tu/2L1.J; . PH 1\ PH 2�H 1/.R3// of (1) with pD 5Cı
for ı 2 Œ0; 1/ and with

k.u; @tu/kL1.J;. PH1\ PH2�H1/.R3//
�M0:

By interpolation, conservation of the energy and the Sobolev embeddings . PH 1\ PH 2/.R3/ ,!W 1;6.R3/ ,!

L1.R3/, we observe

L WD k.u; @tu/kL1.J; PH sp� PH sp�1/
�E1�

ı
2.p�1/M

ı
2.p�1/

0 ;

M WD kukL1.R3�J/ � CSM0:

By Theorem 1.2, if minfEM ı=2; Lg < c0, then kukL2.p�1/.R3�J/ � 1. Otherwise, we may assume
minfEM ı=2; Lg � c0 and we fix 0� ı �minf1; .ln 2/=.lnM0/g. We estimate as above

EM
ı
2L� C

ı
2
.1C ı

2.p�1/
/

S c
� ı
2.p�1/

0 E2M
ı.1� pC1

4.p�1/
/

0 � 2CSc
�1
0 E2 DW .C 0E/2

for C 0 WD .2CSc
�1
0 /1=2. Thus the corollary follows, if we can meet the smallness requirement of

Theorem 1.2 which now reads, setting C WD
p
CC 0,

..CE/2C.C
0E/352/ı � 2:

The latter holds defining

ı0 WDmin
�
1;

ln 2
lnM0

;
ln 2

ln.CE/2C.CE/352

�
:

Observe that ı0 depends on M0 only, since E DE.u0; u1/ depends on the initial data only. �

8. Proof of Theorem 1.1

By time reversibility, it is enough to consider forward-in-time solutions. Thanks to classical local well-
posedness and existence theory [Sogge 1995], the proof of Theorem 1.1 consists in establishing an a
priori bound on k.u; @tu/kL1.Œ0;T �; PH1\ PH2�H1/

which is uniform in T.
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Lemma 8.1 (local boundedness). Let ı 2 .0; 1/, p D 5C ı and consider a solution

.u; @tu/ 2 L
1.I; PH 1

\ PH 2
�H 1/

to (1) on I D Œt0; t1�. Then there exists a universal constant Cl � 1 such that if

kuk
p�1

L2.p�1/.R3�I/
< C�1l ; (53)

then
k.u; @tu/kL1.I; PH1\ PH2�H1/

� Clk.u; @tu/.t0/kH1\ PH2�H1 :

Proof. For t 2 I, define Z.t/ WD k.u; @tu/.t/kH1\ PH2�H1 . By Strichartz estimate (7), Hölder and the
Sobolev embedding of PH 1 ,! L6 we have

Z.t/.Z.t0/Ckjujp�1ukL2.Œt0;t�;L3=2/Ckr.juj
p�1u/kL2.Œt0;t�;L3=2/

.Z.t0/Ckjujp�1kL2.R3�Œt0;t�/.kukL1.Œt0;t�;L6/CkrukL1.Œt0;t�;L6//

.Z.t0/Ckukp�1L2.p�1/.R3�Œt0;t�/
sup

t 02Œt0;t�

Z.t 0/:

We set Y.t/ WD supt 02Œt0;t�Z.t
0/. Observe that Y is nondecreasing, continuous, Y.t0/DZ.t0/ and

Y.t/� C.Z.t0/Ckuk
p�1

L2.p�1/.R3�I/
Y.t// (54)

for any t 2 I. Setting Cl WD 2C, we have by monotonicity that Y.t/� ClZ.t0/ for all t 2 Œt0; Nt �, where
Nt WD supft 2 Œt0; t1� W Y.t/� ClZ.t0/g. We claim that if kukp�1

L2.p�1/.R3�I/
� C�1

l
, then Nt D t1. Assume

by contradiction that Nt < t1. By continuity Y.Nt /D ClZ.t0/ and by the validity of (54) at Nt , we obtain

ClZ.t0/D Y.Nt /� CZ.t0/CCkuk
p�1

L2.p�1/.R3�I/
Y.Nt / < 2CZ.t0/D ClZ.t0/;

which is a contradiction. �

We achieve an a priori bound on .u; @tu/ in L1.Œ0; T �; PH 1\ PH 2 �H 1/, uniform in T, by iterating
Lemma 8.1 on a partition fIngNnD1 of Œ0; T �, where the smallness assumption (53)

kukL2.p�1/.R3�In/ < C
� 1
p�1

l

is satisfied by construction. Corollary 1.3 is crucial to control N, independent of T, in terms of a double
exponential in E and k.u; @tu/kı

L1 PH1\H2�H1
. The crucial observation is that in the limit as ı! 0,

N is a double exponential of the energy which in turn is controlled by the initial data only. This will allow
us to iterate the local bound obtained in Lemma 8.1 on bounded sets of initial data for ı small enough.

Proof of Theorem 1.1. Fix .u0; u1/ 2 PH 1\ PH 2�H 1. Consider .u; @tu/ a solution to (1) with p D 5C ı
for ı 2 .0; 1/. We introduce the set

F WD fT 2 Œ0;C1/ W k.u; @tu/kL1.Œ0;T �; PH1\ PH2�H1/
�M0g

for some M0 DM0.k.u0; u1/k PH1\ PH2�H1/ yet to be chosen large enough. We claim that F D Œ0;C1/.
For M0 � k.u0; u1/k PH1\ PH2�H1 , it is clear that 0 2F and, by continuity, that F is a closed set. We show
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openness. Let T 2 F . By continuity, there exists � > 0 such that for all T 0 2 Œ0; T C �/ we have

k.u; @tu/kL1.Œ0;T 0�; PH1\ PH2�H1/
� 2M0:

Fix such a T 0 and let us show that T 0 2 F . If ı � ı0.2M0/, with ı0 given through Corollary 1.3, then

kukL2.p�1/.R3�Œ0;T 0�/ �maxf1; .CE.2M0/
ı
2 /C.E.2M0/

ı=2/352
g: (55)

We can split Œ0; T 0� into subintervals fJigNiD1 such that

� kukL2.p�1/.R3�Ji / D
1
2
C
�1=.p�1/

l
for i D 1; : : : ; N � 1,

� kukL2.p�1/.R3�JN / �
1
2
C
�1=.p�1/

l
,

and we deduce by iterating Lemma 8.1 that

k.u; @tu/kL1.Œ0;T 0�; PH1\ PH2�H1/
� CNl k.u0; u1/kH1\ PH2�H1 : (56)

Moreover, from (55) we have the upper bound

N � 2C
1
p�1

l
maxf1; .CE.2M0/

ı
2 /C.E.2M0/

ı=2/352
g: (57)

We want to show that with an appropriate choice of M0 D M0.k.u0; u1/kH1\ PH2�H1/ and of ı D
ı.k.u0; u1/kH1\ PH2�H1/, we have

N � .lnCl/
�1 ln.M0=k.u0; u1/kH1\ PH2�H1/; (58)

which in view of (56) implies k.u; @tu/kL1.Œ0;T 0�; PH1\ PH2�H1/
�M0 concluding the proof. Observe that

for M0 fixed, we have that the right-hand side of (57) as ı! 0 converges, more precisely

lim
ı!0

2C
1
p�1

l
maxf1; .CE.2M0/

ı
2 /C.E.2M0/

ı=2/352
g D 2C

1
4

l
maxf1; .CE/CE

352

g: (59)

We now choose M0 such that the right-hand side of (58) exceeds (59) by a factor 2; that is, we choose
M0.E; k.u0; u1/kH1\ PH2�H1/ such that

.lnCl/
�1 ln.M0=k.u0; u1/kH1\ PH2�H1/� 4C

1
4

l
maxf1; .CE/CE

352

g

or, equivalently,

M0 � k.u0; u1/kH1\ PH2�H1e
4C

1=4

l
lnCl maxf1;.CE/CE

352
g:

Finally, by (57) we can choose Nı0D Nı0.M0/ < ı0.2M0/ even smaller such that for all ı 2 .0; Nı0/ we have

N � 4C
1
4

l
maxf1; .CE/CE

352

g: (60)

This finishes the proof that F D Œ0;C1/ and in particular the solution .u; @tu/ cannot blow up. Recalling
the choice of M0, we then obtain (2). As a byproduct of the upper bound (60) on N, independent of the
size of the interval, we also obtain

kukL2.p�1/.R3�Œ0;C1/ �
1
2
C
� 1
p�1

l
4C

1
4

l
maxf1; .CE/CE

352

g � 2maxf1; .CE/CE
352

g;

where we used that Cl � 1. �
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SUBELLIPTIC WAVE EQUATIONS ARE NEVER OBSERVABLE

CYRIL LETROUIT

It is well known that observability (and, by duality, controllability) of the elliptic wave equation, i.e., with
a Riemannian Laplacian, in time T0 is almost equivalent to the geometric control condition (GCC), which
stipulates that any geodesic ray meets the control set within time T0. We show that in the subelliptic
setting, the GCC is never satisfied, and that subelliptic wave equations are never observable in finite time.
More precisely, given any subelliptic Laplacian 1= −

∑m
i=1 X∗

i X i on a manifold M, and any measurable
subset ω ⊂ M such that M\ω contains in its interior a point q with [X i , X j ](q) /∈ Span(X1, . . . , Xm) for
some 1 ⩽ i, j ⩽ m, we show that, for any T0 > 0, the wave equation with subelliptic Laplacian 1 is not
observable on ω in time T0.

The proof is based on the construction of sequences of solutions of the wave equation concentrating on
geodesics (for the associated sub-Riemannian distance) spending a long time in M\ω. As a counterpart,
we prove a positive result of observability for the wave equation in the Heisenberg group, where the
observation set is a well-chosen part of the phase space.
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1. Introduction

1.1. Setting. Let n ∈ N∗ and let M be a smooth connected compact manifold of dimension n with a
nonempty boundary ∂M. Let µ be a smooth volume on M. We consider m ⩾ 1 smooth vector fields
X1, . . . , Xm on M which are not necessarily independent, and we assume that the following Hörmander
condition [1967] holds:

The vector fields X1, . . . , Xm and their iterated brackets [X i , X j ], [X i , [X j , Xk]], etc.
span the tangent space Tq M at every point q ∈ M.
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We consider the sub-Laplacian 1 defined by

1= −

m∑
i=1

X∗

i X i =

m∑
i=1

X2
i + divµ(X i )X i ,

where the star designates the transpose in L2(M, µ) and the divergence with respect to µ is defined by
L Xµ= (divµ X)µ, where L X stands for the Lie derivative. Then 1 is hypoelliptic; see [Hörmander 1967,
Theorem 1.1].

We consider 1 with Dirichlet boundary conditions and the domain D(1) which is the completion in
L2(M, µ) of the set of all u ∈ C∞

c (M) for the norm ∥(Id−1)u∥L2 . We also consider the operator (−1)1/2

with domain D((−1)1/2) which is the completion in L2(M, µ) of the set of all u ∈ C∞
c (M) for the norm

∥(Id −1)1/2u∥L2 .
Consider the wave equation 

∂2
t t u −1u = 0 in (0, T )× M,

u = 0 on (0, T )× ∂M,
(u|t=0, ∂t u|t=0)= (u0, u1),

(1)

where T > 0. It is well known (see for example [Garetto and Ruzhansky 2015, Theorem 2.1; Engel and
Nagel 2000, Chapter II, Section 6]) that for any (u0, u1) ∈ D((−1)1/2)× L2(M), there exists a unique
solution

u ∈ C0(0, T ; D((−1)
1
2 ))∩ C1(0, T ; L2(M)) (2)

to (1) (in a mild sense).
We set

∥v∥H =

(∫
M

m∑
j=1

(X jv(x))2 dµ(x)
)1

2

. (3)

Note that ∥v∥H = ∥(−1)1/2v∥L2(M,µ).
The natural energy of a solution is

E(u(t, · ))=
1
2(∥∂t u(t, · )∥2

L2(M,µ) + ∥u(t, · )∥2
H).

If u is a solution of (1), then
d
dt

E(u(t, · ))= 0,

and therefore the energy of u at any time is equal to

∥(u0, u1)∥
2
H×L2 = ∥u0∥

2
H + ∥u1∥

2
L2(M,µ).

In this paper, we investigate exact observability for the wave equation (1).

Definition 1. Let T0 > 0 and ω ⊂ M be a µ-measurable subset. The subelliptic wave equation (1) is
exactly observable on ω in time T0 if there exists a constant CT0(ω) > 0 such that, for any (u0, u1) ∈

D((−1)1/2)× L2(M), the solution u of (1) satisfies∫ T0

0

∫
ω

|∂t u(t, x)|2 dµ(x) dt ⩾ CT0(ω)∥(u0, u1)∥
2
H×L2 . (4)
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1.2. Main result. Our main result is the following.

Theorem 2. Let T0 > 0 and let ω ⊂ M be a measurable subset. We assume that there exist 1 ⩽ i, j ⩽ m
and q in the interior of M\ω such that [X i , X j ](q) /∈ Span(X1(q), . . . , Xm(q)). Then the subelliptic
wave equation (1) is not exactly observable on ω in time T0.

Consequently, using a duality argument (see Section 4.2), we obtain that exact controllability also does
not hold in any finite time.

Definition 3. Let T0 > 0 and ω⊂ M be a measurable subset. The subelliptic wave equation (1) is exactly
controllable on ω in time T0 if for any (u0, u1) ∈ D((−1)1/2)× L2(M) there exists g ∈ L2((0, T0)× M)
such that the solution u of 

∂2
t t u −1u = 1ωg in (0, T0)× M,

u = 0 on (0, T0)× ∂M,
(u|t=0, ∂t u|t=0)= (u0, u1),

(5)

satisfies u(T0, · )= 0.

Corollary 4. Let T0 > 0 and let ω ⊂ M be a measurable subset. We assume that there exist 1 ⩽ i, j ⩽ m
and q in the interior of M\ω such that [X i , X j ](q) /∈ Span(X1(q), . . . , Xm(q)). Then the subelliptic
wave equation (1) is not exactly controllable on ω in time T0.

In what follows, we denote by D the set of all vector fields that can be decomposed as linear combinations
with smooth coefficients of the X i :

D = Span(X1, . . . , Xm)⊂ T M.

D is called the distribution associated to the vector fields X1, . . . , Xm . For q ∈ M, we denote by Dq ⊂ Tq M
the distribution D taken at point q.

The assumptions of Theorem 2 are satisfied as soon as the interior U of M \ω is nonempty and D has
constant rank < n in U . Indeed, under these conditions, we can argue by contradiction: assume that for
any q ∈ U and any 1 ⩽ i, j ⩽ m, it holds [X i , X j ](q) ∈ Span(X1(q), . . . , Xm(q))= Dq . Then we have
[D,D] ⊂ D in U , i.e., D is involutive. By Frobenius’s theorem, D is then completely integrable, which
contradicts Hörmander’s condition.

The following examples show that the assumptions of Theorem 2 are also satisfied in some nonconstant-
rank cases:

Example 5. In the Baouendi–Grushin case, for which X1 = ∂x1 and X2 = x1∂x2 are vector fields on
(−1, 1)x1 × Tx2 , where T = R/Z, the corresponding sub-Laplacian 1 = X2

1 + X2
2 (here, µ = dx1 dx2

for simplicity) is elliptic outside of the singular submanifold S = {x1 =0}. Therefore, the corresponding
subelliptic wave equation is observable on any open subset containing S (with some finite minimal time
of observability, see [Bardos et al. 1992]), but according to Theorem 2, it is not observable in any finite
time on any subset ω such that the interior of M \ω has a nonempty intersection with S.

Example 6. In the Martinet case, the vector fields are X1 = ∂x1 and X2 = ∂x2 + x2
1∂x3 on (−1, 1)x1 ×

Tx2 × Tx3 , and the corresponding sub-Laplacian is 1= X2
1 + X2

2 (again, µ= dx1 dx2 dx3 for simplicity).



646 CYRIL LETROUIT

Then, we have [X1, X2] = 2x1∂x3 . The only points at which this bracket belongs to the distribution
Span(X1, X2) are the points for which x1 = 0. Since this set of points has empty interior, the assumptions
of Theorem 2 are satisfied as soon as M \ω has nonempty interior.

Remark 7. The assumption of compactness on M is not necessary; we may remove it and just require that
the subelliptic wave equation (1) in M is well-posed. It is for example the case if M is complete for the
sub-Riemannian distance induced by X1, . . . , Xm since1 is then essentially self-adjoint [Strichartz 1986].

Remark 8. Theorem 2 remains true if M has no boundary. In this case, (1) is well-posed in a space
slightly smaller than (2): a condition of null average has to be added since nonzero constant functions
on M are solutions of (1); see Section 1.5. The observability inequality of Theorem 2 remains true in this
space of solutions; anticipating the proof, we notice that the spiraling normal geodesics of Proposition 17
still exist (since their construction is purely local), and we subtract from the initial datum uk

0 of the
localized solutions constructed in Proposition 16 their spatial average

∫
M uk

0 dµ.

Remark 9. Thanks to abstract results (see for example [Miller 2012]), Theorem 2 remains true when the
subelliptic wave equation (1) is replaced by the subelliptic half-wave equation ∂t u + i

√
−1u = 0 with

Dirichlet boundary conditions.

1.3. Ideas of the proof. In the sequel, we define a normal geodesic1 to be the projection on M of a
bicharacteristic (parametrized by time) for the principal symbol of the wave equation (1). We will give a
more detailed definition in Section 1.4.

The proof of Theorem 2 mainly requires two ingredients:

(1) There exist solutions of the free subelliptic wave equation (1) whose energy concentrates along any
given normal geodesic.

(2) There exist normal geodesics which “spiral” around curves transverse to D, and which therefore
remain arbitrarily close to their starting point on arbitrarily large time intervals.

Combining the two above facts, the proof of Theorem 2 is straightforward (see Section 4.1). Note that
the first point follows from the general theory of propagation of complex Lagrangian spaces, while the
second point is the main novelty of this paper.

Since our construction is purely local (meaning that it does not “feel” the boundary and only relies
on the local structure of the vector fields), we can focus on the case where there is a (small) open
neighborhood V of the origin O such that V ⊂ M\ω, and [X i , X j ](O) /∈ DO for some 1 ⩽ i, j ⩽ m. In
the sequel, we assume it is the case.

Let us give an example of vector fields where the spiraling normal geodesics used in the proof
of Theorem 2 are particularly simple. We consider the three-dimensional manifold with boundary
M1 = (−1, 1)x1 ×Tx2 ×Tx3 , where T = R/Z ≈ (−1, 1) is the one-dimensional torus. We endow M1 with

1This terminology is common in sub-Riemannian geometry, and it is justified by the fact that we can naturally associate to the
vector fields X1, . . . , Xm a metric structure on M for which these projected paths are geodesics; see [Montgomery 2002].
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the vector fields X1 = ∂x1 and X2 = ∂x2 − x1∂x3 . This is the Heisenberg manifold with boundary. We
endow M1 with an arbitrary smooth volume µ. The normal geodesics we consider are given by

x1(t)= ε sin(t/ε),

x2(t)= ε cos(t/ε)− ε,

x3(t)= ε(t/2 − ε sin(2t/ε)/4).

(6)

They spiral around the x3-axis x1 = x2 = 0.
Here, one should think of ε as a small parameter. In the sequel, we denote by xε the normal geodesic

with parameter ε.
Clearly, given any T0 > 0, for ε sufficiently small, we have xε(t) ∈ V for every t ∈ (0, T0). Our

objective is to construct solutions uk of the subelliptic wave equation (1) such that ∥(uk
0, uk

1)∥H×L2 = 1
and the energy of uk(t, · ) concentrates outside of an open set Vt containing xε(t), i.e.,∫

M1\Vt

(
|∂t uk(t, x)|2 + (X1uk(t, x))2 + (X2uk(t, x))2

)
dµ(x)

tends to 0 as k →+∞ uniformly with respect to t ∈ (0, T0). As a consequence, the observability inequality
(4) fails.

The construction of solutions of the free wave equation whose energy concentrates on geodesics
is classical in the elliptic (or Riemannian) case; these are the so-called Gaussian beams, for which
a construction can be found for example in [Ralston 1982]. Here, we adapt this construction to our
subelliptic (sub-Riemannian) setting, which does not raise any problem since the normal geodesics we
consider stay in the elliptic part of the operator 1. It may also be directly justified with the theory of
propagation of complex Lagrangian spaces (see Section 2).

In the case of general vector fields X1, . . . , Xm , the existence of spiraling normal geodesics also has to
be justified. For that purpose, we first approximate X1, . . . , Xm by their nilpotent approximations, and
we then prove that, for these approximations, such a family of spiraling normal geodesics exists, as in the
Heisenberg case.

1.4. Normal geodesics. In this section, we explain in more details what normal geodesics are. As said
before, they are natural extensions of Riemannian geodesics since they are projections of bicharacteristics.

We denote by Sm
phg(T

∗((0, T )× M)) the set of polyhomogeneous symbols of order m with compact
support and by 9m

phg((0, T )× M) the set of associated polyhomogeneous pseudodifferential operators of
order m whose distribution kernel has compact support in (0, T )× M (see Appendix A).

We set P = ∂2
t t −1 ∈92

phg((0, T )× M), whose principal symbol is

p2(t, τ, x, ξ)= −τ 2
+ g∗(x, ξ),

with τ the dual variable of t and g∗ the principal symbol of −1. For ξ ∈ T ∗M, we have (see Appendix A)

g∗
=

m∑
i=1

h2
X i
.
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Here, given any smooth vector field X on M, we denote by h X the Hamiltonian function (momentum
map) on T ∗M associated with X defined in local (x, ξ)-coordinates by h X (x, ξ)= ξ(X (x)).

In T ∗(R × M), the Hamiltonian vector field p⃗2 associated with p2 is given by p⃗2 f = {p2, f }, where
{ · , · } denotes the Poisson bracket (see Appendix A). Since p⃗2 p2 = 0, we get that p2 is constant along
the integral curves of p⃗2. Thus, the characteristic set C(p2) = {p2 =0} is preserved by the flow of p⃗2.
Null-bicharacteristics are then defined as the maximal integral curves of p⃗2 which live in C(p2). In other
words, the null-bicharacteristics are the maximal solutions of

ṫ(s)= −2τ(s),
ẋ(s)= ∇ξg∗(x(s), ξ(s)),
τ̇ (s)= 0,
ξ̇ (s)= −∇x g∗(x(s), ξ(s)),
τ 2(0)= g∗(x(0), ξ(0)).

(7)

This definition needs to be adapted when the null-bicharacteristic meets the boundary ∂M, but in the
sequel, we only consider solutions of (7) on time intervals where x(t) does not reach ∂M.

In the sequel, we take τ = −
1
2 , which gives g∗(x(s), ξ(s)) =

1
4 . This also implies that t (s) = s + t0

and, taking t as a time parameter, we are led to solve
ẋ(t)= ∇ξg∗(x(t), ξ(t)),
ξ̇ (t)= −∇x g∗(x(t), ξ(t)),
g∗(x(0), ξ(0))=

1
4 .

(8)

In other words, the t-variable parametrizes null-bicharacteristics in a way that they are traveled at speed 1.

Remark 10. In the subelliptic setting, the cosphere bundle S∗M can be decomposed as S∗M =U∗M∪S6,
where U∗M =

{
g∗

=
1
4

}
is a cylinder bundle, 6 = {g∗

=0} is the characteristic cone and S6 is the sphere
bundle of 6; see [Colin de Verdière et al. 2018, Section 1].

We denote by φt : S∗M → S∗M the (normal) geodesic flow defined by φt(x0, ξ0)= (x(t), ξ(t)), where
(x(t), ξ(t)) is a solution of the system given by the first two lines of (8) and initial conditions (x0, ξ0).
Note that any point in S6 is a fixed point of φt and that the other normal geodesics are traveled at speed 1
since we took g∗

=
1
4 in U∗M (see Remark 10).

The curves x(t) which solve (8) are geodesics (i.e., local minimizers) for a sub-Riemannian metric g;
see [Montgomery 2002, Theorem 1.14].

1.5. Observability in some regions of phase-space. We have explained in Section 1.3 that the existence of
solutions of the subelliptic wave equation (1) concentrated on spiraling normal geodesics is an obstruction
to observability in Theorem 2. Our goal in this section is to state a result ensuring observability if one
“removes” in some sense these normal geodesics.

For this result, we focus on a version of the Heisenberg manifold described in Section 1.3 which has
no boundary. This technical assumption avoids us using boundary microlocal defect measures in the
proof, which, in this sub-Riemannian setting, are difficult to handle. As a counterpart, we need to consider
solutions of the wave equation with null initial average, in order to get well-posedness.
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We consider the Heisenberg group G, that is, R3 with the composition law

(x1, x2, x3) ⋆ (x ′

1, x ′

2, x ′

3)= (x1 + x ′

1, x2 + x ′

2, x3 + x ′

3 − x1x ′

2).

Then X1 = ∂x1 and X2 = ∂x2 −x1∂x3 are left-invariant vector fields on G. Since 0=
√

2πZ×
√

2πZ×2πZ

is a co-compact subgroup of G, the left quotient MH = 0\G is a compact three-dimensional manifold
and, moreover, X1 and X2 are well-defined as vector fields on the quotient. We call MH endowed with the
vector fields X1 and X2 the “Heisenberg manifold without boundary”. Finally, we define the Heisenberg
Laplacian 1H = X2

1 + X2
2 on MH . Since [X1, X2] = −∂x3 , it is a hypoelliptic operator. We endow MH

with an arbitrary smooth volume µ.
We introduce the space

L2
0 =

{
u0 ∈ L2(MH ),

∫
MH

u0 dµ= 0
}

and we consider the operator 1H whose domain D(1H ) is the completion in L2
0 of the set of all

u ∈ C∞
c (MH ) with null-average for the norm ∥(Id −1H )u∥L2 . Then, −1H is positive definite and we

consider (−1H )
1/2 with domain D((−1H )

1/2)= H0 := L2
0 ∩H(MH ). The wave equation{

∂2
t t u −1H u = 0 in R × MH ,

(u|t=0, ∂t u|t=0)= (u0, u1) ∈ D((−1H )
1
2 )× L2

0,
(9)

admits a unique solution u ∈ C0(R; D((−1H )
1/2))∩ C1(R; L2

0).
We note that −1H is invertible in L2

0. The space H0 is endowed with the norm ∥u∥H (defined in
(3) and also equal to ∥(−1H )

1/2u∥L2), and its topological dual H′

0 is endowed with the norm ∥u∥H′

0
:=

∥(−1H )
−1/2u∥L2 .

We note that g∗(x, ξ)= ξ 2
1 + (ξ2 − x1ξ3)

2 and hence the null-bicharacteristics are solutions of

ẋ1(t)= 2ξ1, ξ̇1(t)= 2ξ3(ξ2 − x1ξ3),

ẋ2(t)= 2(ξ2 − x1ξ3), ξ̇2(t)= 0,

ẋ3(t)= −2x1(ξ2 − x1ξ3), ξ̇3(t)= 0.

(10)

The spiraling normal geodesics described in Section 1.3 correspond to ξ1 = cos(t/ε)/2, ξ2 = 0 and
ξ3 = 1/(2ε). In particular, the constant ξ3 is a kind of rounding number reflecting the fact that the
normal geodesic spirals at a certain speed around the x3-axis. Moreover, ξ3 is preserved under the flow
(somehow, the Heisenberg flow is completely integrable), and this property plays a key role in the proof
of Theorem 11 below and justifies that we state it only for the Heisenberg manifold (without boundary).

As said above, normal geodesics corresponding to a large momentum ξ3 are precisely the ones used to
contradict observability in Theorem 2. We expect to be able to establish observability if we consider only
solutions of (1) whose ξ3 (in a certain sense) is not too large. This is the purpose of our second main result.

Set
Vε =

{
(x, ξ) ∈ T ∗MH : |ξ3|>

1
ε
(g∗

x (ξ))
1
2

}
.

Note that since ξ3 is constant along null-bicharacteristics, Vε and its complement V c
ε are invariant under

the bicharacteristic equations (10).
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In the next statement, we define a horizontal strip to be the periodization under the action of the
co-compact subgroup 0 of a set of the form

{(x1, x2, x3) : (x1, x2) ∈ [0,
√

2π)2, x3 ∈ I },

where I is a strict open subinterval of [0, 2π).

Theorem 11. Let B ⊂ MH be an open subset and suppose that B is sufficiently small, so that ω= MH\B
contains a horizontal strip. Let a ∈ S0

phg(T
∗MH ), a ⩾ 0, such that, denoting by j : T ∗ω→ T ∗MH the

canonical injection,
j (T ∗ω)∪ Vε ⊂ Supp(a)⊂ T ∗MH ,

and in particular a does not depend on time. There exists κ > 0 such that, for any ε > 0 and any T ⩾ κε−1,
it holds

C∥(u(0), ∂t u(0))∥2
H0×L2

0
⩽

∫ T

0
|(Op(a)∂t u, ∂t u)L2 | dt + ∥(u(0), ∂t u(0))∥2

L2
0×H′

0
(11)

for some C = C(ε, T ) > 0 and for any solution u ∈ C0(R; D((−1H )
1/2))∩ C1(R; L2

0) of (9).

The term ∥(u0, u1)∥
2
L2×H′

0
in the right-hand side of (11) cannot be removed; i.e., our statement only

consists of a weak observability inequality. Indeed, the usual way to remove such terms is to use a
unique continuation argument for eigenfunctions ϕ of 1, but here it does not work since Op(a)ϕ = 0 does
not imply in general that ϕ ≡ 0 in the whole manifold, even if the support of a contains j (T ∗ω) for some
nonempty open set ω: in some sense, there is no “pseudodifferential unique continuation argument”.

1.6. Comments on the existing literature.

Elliptic and subelliptic waves. The exact controllability/observability of the elliptic wave equation is
known to be almost equivalent to the so-called geometric control condition (GCC) (see [Bardos et al.
1992]) that any geodesic enters the control set ω within time T. In some sense, our main result is that GCC
is not satisfied in the subelliptic setting, as soon as M\ω contains in its interior a point x at which 1 is
“truly subelliptic”. For the elliptic wave equation, in many geometrical situations, there exists a minimal
time T0 > 0 such that observability holds only for T ⩾ T0: when there exists a geodesic γ : (0, T0)→ M
traveled at speed 1 which does not meet ω̄, one constructs a sequence of initial data (uk

0, uk
1)k∈N∗ of the

wave equation whose associated microlocal defect measure is concentrated on (x0, ξ0) ∈ S∗M taken to be
the initial conditions for the null-bicharacteristic projecting onto γ . Then, the associated sequence of
solutions (uk)k∈N∗ of the wave equation has an associated microlocal defect measure ν which is invariant
under the geodesic flow: p⃗ν = 0, where p⃗ is the Hamiltonian flow associated to the principal symbol p
of the wave operator. In particular, denoting by π : T ∗M → M the canonical projection, π∗ν gives no
mass to ω since γ is contained in M \ ω̄, and this proves that observability cannot hold.

In the subelliptic setting, the invariance property p⃗ν = 0 does not give any information on ν on the
characteristic manifold 6, since p⃗ = −2τ∂t + g⃗∗ vanishes on 6. This is related to the lack of information
on propagation of singularities in this characteristic manifold; see the main theorem of [Lascar 1982].
If one instead tries to use the propagation of the microlocal defect measure for subelliptic half-wave
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equations, one is immediately confronted with the fact that
√

−1 is not a pseudodifferential operator
near 6.

This is why, in this paper, we used only the elliptic part of the symbol g∗ (or, equivalently, the strictly
hyperbolic part of p2), where the propagation properties can be established, and then the problem is
reduced to proving geometric results on normal geodesics.

Subelliptic Schrödinger equations. The recent article [Burq and Sun 2019] deals with the same observ-
ability problem, but for subelliptic Schrödinger equations: namely, the authors consider the Baouendi–
Grushin Schrödinger equation i∂t u −1Gu = 0, where u ∈ L2((0, T )× MG), MG = (−1, 1)x × Ty and
1G = ∂2

x + x2∂2
y is the Baouendi–Grushin Laplacian. Given a control set of the form ω = (−1, 1)x ×ωy ,

where ωy is an open subset of T, the authors prove the existence of a minimal time of control L(ω) related
to the maximal height of a horizontal strip contained in MG\ω. The intuition is that there are solutions of
the Baouendi–Grushin Schrödinger equation which travel along the degenerate line x = 0 at a finite speed;
in some sense, along this line, the Schrödinger equation behaves like a classical (half)-wave equation.
What we want here is to explain in a few words why there is a minimal time of observability for the
Schrödinger equation, while the wave equation is never observable in finite time as shown by Theorem 2.

The plane R2
x,y endowed with the vector fields ∂x and x∂y also admits normal geodesics similar to the

1-parameter family qε, namely, for ε > 0,

x(t)= ε sin(t/ε),

y(t)= ε(t/2 − ε sin(2t/ε)/4).

These normal geodesics, denoted by γε, also “spiral” around the line x = 0 more and more quickly as
ε → 0, and so we might expect to construct solutions of the Baouendi–Grushin Schrödinger equation
with energy concentrated along γε, which would contradict observability when ε→ 0 as above for the
Heisenberg wave equation.

However, we can convince ourselves that it is not possible to construct such solutions: in some sense,
the dispersion phenomena of the Schrödinger equation exactly compensate for the lengthening of the
normal geodesics γε as ε→ 0 and explain that even these Gaussian beams may be observed in ω from a
certain minimal time L(ω) > 0 which is uniform in ε.

To put this argument into a more formal form, we consider the solutions of the bicharacteristic equations
for the Baouendi–Grushin Schrödinger equation i∂t u −1Gu = 0 given by

x(t)= ε sin(ξy t), ξx(t)= εξy cos(ξy t),

y(t)= ε2ξy

(
t
2

−
sin(2ξy t)

4ξy

)
, ξy(t)= ξy .

It follows from the hypoellipticity of 1G (see [Burq and Sun 2019, Section 3] for a proof) that

|ξy|
1/2 ≲

√
−1G = (|ξx |

2
+ x2

|ξy|
2)1/2 = ε|ξy|.

Therefore ε2
|ξy| ≳ 1, and hence |y(t)| ≳ t , independently from ε and ξy . This heuristic gives the

intuition that a minimal time L(ω) is required to detect all solutions of the Baouendi–Grushin Schrödinger
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equation from ω, but that for T0 > L(ω), no solution is localized enough to stay in M\ω during the time
interval (0, T0). Roughly speaking, the frequencies of order ξy travel at speed ∼ ξy , which is typical for a
dispersion phenomenon. This picture is very different from the one for the wave equation (which we
consider in this paper) for which no dispersion occurs.

With similar ideas, in [Letrouit and Sun 2021], the interplay between the subellipticity effects measured
by the nonholonomic order of the distribution D (see Section 3.1) and the strength of dispersion of
Schrödinger-type equations was investigated. More precisely, for1γ = ∂2

x +|x |
2γ ∂2

y on M = (−1, 1)x ×Ty ,
and for s ∈ N, the observability properties of the Schrödinger-type equation (i∂t − (−1γ )

s)u = 0 were
shown to depend on the value κ = 2s/(γ + 1). In particular it is proved that, for κ < 1, observability
fails for any time, which is consistent with the present result, and that for κ = 1, observability holds only
for sufficiently large times, which is consistent with the result of [Burq and Sun 2019]. The results of
[Letrouit and Sun 2021] are somehow Schrödinger analogues of the results of [Beauchard et al. 2014]
which deal with a similar problem for the Baouendi–Grushin heat equation.

General bibliographical comments. Control of subelliptic PDEs has attracted much attention in the
last decade. Most results in the literature deal with subelliptic parabolic equations, either the Baouendi–
Grushin heat equation [Koenig 2017; Duprez and Koenig 2020; Beauchard et al. 2020] or the heat
equation in the Heisenberg group [Beauchard and Cannarsa 2017]. The paper [Burq and Sun 2019] was
the first to deal with a subelliptic Schrödinger equation and the present work is the first to handle exact
controllability of subelliptic wave equations.

A slightly different problem is the approximate controllability of hypoelliptic PDEs, which was studied
in [Laurent and Léautaud 2022] for hypoelliptic wave and heat equations. Approximate controllability is
weaker than exact controllability, and it amounts to proving “quantitative” unique continuation results
for hypoelliptic operators. For the hypoelliptic wave equation, it is proved in [Laurent and Léautaud
2022] that for T > 2 supx∈M(dist(x, ω)) (here, dist is the sub-Riemannian distance), the observation of
the solution on (0, T )×ω determines the initial data, and therefore the whole solution.

1.7. Organization of the paper. In Section 2, we construct exact solutions of the subelliptic wave
equation (1) concentrating on any given normal geodesic. First, in Section 2.1, we show that, given any
normal geodesic t 7→ x(t) which does not hit ∂M in the time interval (0, T ), it is possible to construct a
sequence (vk)k∈N of approximate solutions of (1) whose energy concentrates along t 7→ x(t) during the
time interval (0, T ) as k → +∞. By “approximate”, we mean here that ∂2

t tvk −1vk is small, but not
necessarily exactly equal to 0. In Section 2.1, we provide a first proof for this construction using the
classical propagation of complex Lagrangian spaces. Another proof using a Gaussian beam approach is
provided in Appendix B. Then, in Section 2.2, using this sequence (vk)k∈N, we explain how to construct a
sequence (uk)k∈N of exact solutions of (∂2

t t −1)u = 0 in M with the same concentration property along
the normal geodesic t 7→ x(t).

In Section 3, we prove the existence of normal geodesics which spiral in M, spending an arbitrarily
large time in M\ω. These normal geodesics generalize the example described in Section 1.3 for the
Heisenberg manifold with boundary. The proof proceeds in two steps: first, we show that it is sufficient



SUBELLIPTIC WAVE EQUATIONS ARE NEVER OBSERVABLE 653

to prove the result in the so-called “nilpotent case” (Section 3.2), and then we prove it in the nilpotent
case (Section 3.3).

In Section 4.1, we use the results of Sections 2 and 3 to conclude the proof of Theorem 2. In Section 4.2,
we deduce Corollary 4 by a duality argument. Finally, in Section 4.3, we prove Theorem 11.

2. Gaussian beams along normal geodesics

2.1. Construction of sequences of approximate solutions. We consider a solution (x(t), ξ(t))t∈[0,T ]

of (8) on M. We shall describe the construction of solutions of

∂2
t t u −1u = 0 (12)

on [0, T ] × M with energy

E(u(t, · )) :=
1
2(∥∂t u(t, · )∥2

L2(M,µ) + ∥u(t, · )∥2
H)

concentrated along x(t) for t ∈ [0, T ]. The following proposition, which is inspired by [Ralston 1982;
Macià and Zuazua 2002], shows that it is possible, at least for approximate solutions of (12).

Proposition 12. Fix T > 0 and let (x(t), ξ(t))t∈[0,T ] be a solution of (8)
(
in particular g∗(x(0), ξ(0))= 1

4

)
which does not hit the boundary ∂M in the time interval (0, T ). Then there exist a0, ψ ∈ C2((0, T )× M)
such that, setting, for k ∈ N,

vk(t, x)= k
n
4 −1a0(t, x)eikψ(t,x)

the following properties hold:

• vk is an approximate solution of (12), meaning that

∥∂2
t tvk −1vk∥L1((0,T );L2(M)) ⩽ Ck−

1
2 . (13)

• The energy of vk is bounded below with respect to k and t ∈ [0, T ]:

there exists A > 0 such that, for all t ∈ [0, T ], lim inf
k→+∞

E(vk(t, · ))⩾ A. (14)

• The energy of vk is small off x(t): For any t ∈ [0, T ], we fix Vt an open subset of M for the initial
topology of M, containing x(t), so that the mapping t 7→ Vt is continuous (Vt is chosen sufficiently
small so that this makes sense in a chart). Then

sup
t∈[0,T ]

∫
M\Vt

(
|∂tvk(t, x)|2 +

m∑
j=1

(X jvk(t, x))2
)

dµ(x) k→+∞
−−−−→ 0. (15)

Remark 13. The construction of approximate solutions such as the ones provided by Proposition 12 is
usually done for strictly hyperbolic operators, that is, operators with a principal symbol pm of order m such
that the polynomial f (s)= pm(t, q, s, ξ) has m distinct real roots when ξ ̸= 0; see for example [Ralston
1982]. The operator ∂2

t t −1 is not strictly hyperbolic because g∗ is degenerate, but our proof shows that the
same construction may be adapted without difficulty to this operator along normal bicharacteristics. This
is due to the fact that along normal bicharacteristics, ∂2

t t −1 is indeed strictly hyperbolic (or equivalently,
1 is elliptic). It was already noted by [Ralston 1982] that the construction of Gaussian beams could



654 CYRIL LETROUIT

be done for more general operators than strictly hyperbolic ones, and that the differences between the
strictly hyperbolic case and more general cases arise while dealing with propagation of singularities.
Also, in [Hörmander 1985, Chapter 24.2], it was noticed that “since only microlocal properties of p2 are
important, it is easy to see that hyperbolicity may be replaced by ∇ξ p2 ̸= 0.”

Hereafter we provide two proofs of Proposition 12. The first proof is short and is actually quite
straightforward for readers acquainted with the theory of propagation of complex Lagrangian spaces,
once one has noticed that the solutions of (8) which we consider live in the elliptic part of the principal
symbol of −1. For the sake of completeness, and because this also has its own interest, we provide
in Appendix B a second proof, longer but more elementary and accessible without any knowledge of
complex Lagrangian spaces; it relies on the construction of Gaussian beams in the subelliptic context.
The two proofs follow parallel paths, and indeed, the computations which are only sketched in the first
proof are written in full detail in the second proof, given in Appendix B.

First proof of Proposition 12. The construction of Gaussian beams, or more generally of a WKB
approximation, is related to the transport of complex Lagrangian spaces along bicharacteristics, as
reported for example in [Hörmander 1985, Chapter 24.2; Ivrii 2019, Volume I, Part I, Chapter 1.2]. Our
proof follows the lines of [Hörmander 1985, pages 426–428].

A usual way to solve (at least approximately) evolution equations of the form

Pu = 0, (16)

where P is a hyperbolic second-order differential operator with real principal symbol and C∞ coefficients,
is to search for oscillatory solutions

vk(x)= k
n
4 −1a0(x)eikψ(x). (17)

In this expression as in the rest of the proof, we suppress the time variable t . Thus, we use x =

(x0, x1, . . . , xn), where x0 = t in the earlier notation, and we set x ′
= (x1, . . . , xn). Similarly, we take

the notation ξ = (ξ0, ξ1, . . . , ξn), where ξ0 = τ previously, and ξ ′
= (ξ1, . . . , ξn). The bicharacteristics

are parametrized by s as in (7), and without loss of generality, we only consider bicharacteristics with
x(0)= 0 at s = 0, which implies in particular x0(s)= s because of our choice τ 2(s)= g∗(x(s), ξ(s))= 1

4 .
Taking charts of M, we can assume M ⊂ Rn. The precise argument for reducing to this case is written

at the end of Appendix B. Also, in the sequel, P = ∂2
t t −1.

Plugging the ansatz (17) into (16), we get

Pvk = (k
n
4 +1 A1 + k

n
4 A2 + k

n
4 −1 A3)eikψ , (18)

with
A1(x)= p2(x,∇ψ(x))a0(x), A2(x)= La0(x), A3(x)= ∂2

t t a0(x)−1a0(x),

and L is a transport operator given by

La0 =
1
i

n∑
j=0

∂p2

∂ξ j
(x,∇ψ(x))

∂a0

∂x j
+

1
2i

( n∑
j,k=0

∂2 p2

∂ξ j∂ξk
(x,∇ψ(x))

∂2ψ

∂x j∂xk

)
a0. (19)
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For vk to be an approximate solution of P, we are first led to cancel the higher-order term in (18), i.e.,

f (x) := p2(x,∇ψ(x))= 0, (20)

which we solve for initial conditions

ψ(0, x ′)= ψ0(x ′), ∇ψ0(0)= ξ ′(0) and ψ0(0)= 0 (21)

(i.e., we fix such a ψ0, and then we solve (20) for ψ). Indeed, it will be sufficient for our purpose for (20)
to be satisfied at second order along the curve x(s); i.e., Dα

x f (x(s))= 0 for any |α| ⩽ 2 and any s. For
that, we first notice that the choice ∇ψ(x(s))= ξ(s) ensures that (20) holds at orders 0 and 1 along the
curve s 7→ x(s) (see Appendix B for detailed computations). Now, we explain how to choose D2ψ(x(s))
adequately in order for (20) to hold at order 2.

We use the decomposition of p2 into

p2(x0, x ′, ξ0, ξ
′)= −(ξ0 − r(x ′, ξ ′))(ξ0 + r(x ′, ξ ′))+ R(x ′, ξ ′),

where r =
√

g∗ in a conic neighborhood of (0, ξ(0)). Note that
√

g∗ is smooth in small conic neigh-
borhoods of (0, ξ(0)) since g∗(0, ξ(0))=

1
4 ̸= 0. Indeed, g∗ is elliptic along the whole bicharacteristic

since g∗(x(t), ξ(t))=
1
4 is preserved by the bicharacteristic flow. The rest term R(x ′, ξ ′) is smooth and

microlocally supported far from the bicharacteristic; i.e., R(x ′, ξ ′)= 0 for any (x ′, ξ ′) ∈ T ∗M in a conic
neighborhood of (x ′(s), ξ ′(s)) for s ∈ [0, T ].

We consider the bicharacteristic γ+ starting at (0, 0, r(0, ξ ′(0)), ξ ′(0)) and the bicharacteristic γ−

starting at (0, 0,−r(0, ξ ′(0)), ξ ′(0)).
We denote by 8±(x0, y′, η′) the solution of the Hamilton equations with Hamiltonian H±(x0, x ′, ξ ′)=

ξ0∓r(x ′, ξ ′) and initial datum (x ′, ξ ′)= (y′, η′) at x0 =0. In other words,8±(x0, y′, η′)= ex0 H⃗±(0, y′, η′).
Then, for any s, 8(s, · ) is well-defined and symplectic from a neighborhood of (0, ξ ′(0)) to a neigh-
borhood of H±(s, 0, ξ ′(0)).

The solution ψ(s, · ) of (20) and (21) is equal to 0 on γ± and ∇ψ(s, · ) is obtained by the transport
of the values of ∇ψ0 by 8±(s, · ). In other words, to compute ∇ψ(s, · ), one transports the Lagrangian
subspace 30 = {(x ′,∇ψ0(x ′))} along the Hamiltonian flow H⃗± during a time s, which yields 3s ⊂ T ∗M,
and then, if possible, one writes 3s under the form {(x ′,∇x ′ψ(s, x ′))}, which gives ∇x ′ψ(s, x ′). The
trouble is that the solution is only local in time: when x ′

7→ π(8±(s, x ′,∇ψ0(x ′))) ceases to be a
diffeomorphism (conjugate point), where π : T ∗M → M is the canonical projection, we see that the
process described above does not work (appearance of caustics). In the language of Lagrangian spaces,
30 = {(x ′,∇ψ0(x ′))} ⊂ T ∗M is a Lagrangian subspace and, since 8±(s, · ) is a symplectomorphism,
3s =8±(s,30) is Lagrangian as well. If π|3s is a local diffeomorphism, one can locally describe 3s by
3s = {(x ′,∇x ′ψ(s, x ′))} ⊂ T ∗M for some function ψ(s, · ), but blow-up happens when rank(dπ|3s ) < n
(classical conjugate point theory), and such a ψ(s, · ) may not exist.

However, if the phase ψ0 is complex, quadratic, and satisfies the condition Im(D2ψ0) > 0, where
D2ψ0 denotes the Hessian, no blow-up happens, and the solution is global-in-time. Let us explain why.
Indeed, 30 = {(x ′,∇ψ0(x ′))} then lives in the complexification of the tangent space T ∗M, which may be
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thought of as C2(n+1). We take coordinates (y, η) on T ∗Rn+1 or T ∗Cn+1 and we consider the symplectic
forms defined by σ =

∑
dy j ∧ dη j and σC =

∑
dy j ∧ dη j .

Because of the condition Im(D2ψ0) > 0, 30 is called a “strictly positive Lagrangian space” (see
[Hörmander 1985, Definition 21.5.5]), meaning that iσC(v, v) > 0 for v in the tangent space to 30.
For any s, the symplectic forms σ and σC are preserved by 8(s, · ), meaning that 8(s, · )∗σ = σ and
8(s, · )∗σC = σC; therefore σ = 0 on the tangent space to 3s , and iσC(v, v) > 0 for v tangent to 3s .
It precisely means that 3s is also a strictly positive Lagrangian space. Then, by [Hörmander 1985,
Proposition 21.5.9], we know that there exists ψ(s, · ) complex and quadratic with Im(D2ψ(s, · )) > 0
such that 3s = {(x ′,∇x ′ψ(s, x ′))} (to apply [Hörmander 1985, Proposition 21.5.9], recall that, for
ϕ(x ′)= 1

2(Ax ′, x ′), it holds ∇ϕ(x ′)= Ax ′). In other words, the key point in using complex phases is that
strictly positive Lagrangian spaces are parametrized by complex quadratic phases ϕ with Im(D2ϕ) > 0,
whereas real Lagrangian spaces were not parametrized by real phases (see explanations above). This
parametrization is a diffeomorphism from the Grassmannian of strictly positive Lagrangian spaces to
the space of complex quadratic phases with ϕ with Im(D2ϕ) > 0. Hence, the phase

ψ(s, y′)= ∇x ′ψ(x(s)) · (y′
− x ′(s))+ 1

2(y
′
− x ′(s)) · D2

x ′ψ(s, x ′(s))(y′
− x ′(s))

for s ∈ [0, T ] and y′
∈ Rn is smooth and for this choice (20) is satisfied at second order along s 7→ x(s)

(the rest R(x ′, ξ ′) plays no role since it vanishes in a neighborhood of s 7→ x(s)).
Then, we note that A2 vanishes along the bicharacteristic if and only if La0(x(s))=0 (see also [Hörman-

der 1985, equation (24.2.9)]). According to (19), this turns out to be a linear transport equation on a0(x(s)),
with leading coefficient ∇ξ p2(x(s), ξ(s)) different from 0. Given a ̸=0 at (t =0, x ′

= x ′(0)), this transport
equation has a solution a0(x(s)) with initial datum a, and, by Cauchy uniqueness, a0(x(s)) ̸= 0 for any s.
We can choose a0 in a smooth (and arbitrary) way outside the bicharacteristic. We choose it to vanish
outside a small neighborhood of this bicharacteristic, so that no boundary effect happens.

With these choices of ψ and a0, the bound (13) then follows from the following result whose proof
is given in [Ralston 1982, Lemma 2.8].

Lemma 14. Let c(x) be a function on Rn+1 which vanishes at order S − 1 on a curve 0 for some S ⩾ 1.
Suppose that Supp c ∩ {|x0| ⩽ T } is compact and that Imψ(x) ⩾ ad(x)2 on this set for some constant
a > 0, where d(x) denotes the distance from the point x ∈ Rd+1 to the curve 0. Then there exists a
constant C such that ∫

|x0|⩽T
|c(x)eikψ(x)

|
2 dx ⩽ Ck−S−

n
2 .

Let us now sketch the end of the proof, which is given in Appendix B in full detail. We apply Lemma 14
to S = 3, c = A1 and to S = 1, c = A2, and we get

∥∂2
t tvk −1vk∥L1(0,T ;L2(M)) ⩽ C(k−

1
2 + k−

1
2 + k−1),

which implies (13). The bounds (14) and (15) follow from the facts that Im(D2ψ(s, · )) > 0 and
vk(x)= kn/4−1a0(x)eikψ(x). □



SUBELLIPTIC WAVE EQUATIONS ARE NEVER OBSERVABLE 657

Remark 15. An interesting question would be to understand the delocalization properties of the Gaussian
beams constructed along normal geodesics in Proposition 12. Compared with the usual Riemannian
case done for example in [Ralston 1982], there is a new phenomenon in the sub-Riemannian case since
the normal geodesic x(t) (or, more precisely, its lift to S∗M) may approach the characteristic manifold
6 = {g∗

=0}, which is the set of directions in which 1 is not elliptic. In finite time T as in our case,
the lift of the normal geodesic remains far from 6, but it may happen as T → +∞ that it goes closer
and closer to 6. The question is then to understand the link between the delocalization properties of the
Gaussian beams constructed along such a normal geodesic, and notably the interplay between the time T
and the semiclassical parameter 1

k .

2.2. Construction of sequences of exact solutions in M. In this section, using the approximate solutions
of Section 2.1, we construct exact solutions of (12) whose energy concentrates along a given normal
geodesic of M which does not meet the boundary ∂M during the time interval [0, T ].

Proposition 16. Let (x(t), ξ(t))t∈[0,T ] be a solution of (8) in M
(
in particular g∗(x(0), ξ(0))= 1

4

)
which

does not meet ∂M. Let θ ∈ C∞
c ([0, T ] × M) with θ(t, · )≡ 1 in a neighborhood of x(t) and such that the

support of θ(t, · ) stays at positive distance of ∂M.
Suppose (vk)k∈N is constructed along x(t) as in Proposition 12 and uk is the solution of the Cauchy

problem 
(∂2

t t −1)uk = 0 in (0, T )× M,
uk = 0 in (0, T )× ∂M,
uk|t=0 = (θvk)|t=0, ∂t uk|t=0 = [∂t(θvk)]|t=0.

Then:

• The energy of uk is bounded below with respect to k and t ∈ [0, T ]:

there exists A > 0 such that, for all t ∈ [0, T ], lim inf
k→+∞

E(uk(t, · ))⩾ A. (22)

• The energy of uk is small off x(t): For any t ∈ [0, T ], we fix Vt an open subset of M for the initial
topology of M, containing x(t), so that the mapping t 7→ Vt is continuous (Vt is chosen sufficiently
small so that this makes sense in a chart). Then

sup
t∈[0,T ]

∫
M\Vt

(
|∂t uk(t, x)|2 +

m∑
j=1

(X j uk(t, x))2
)

dµ(x) k→+∞
−−−−→ 0. (23)

Proof of Proposition 16. Set hk = (∂2
t t −1)(θvk). We consider wk the solution of the Cauchy problem

(∂2
t t −1)wk = hk in (0, T )× M,

wk = 0 in (0, T )× ∂M,
(wk|t=0, ∂twk|t=0)= (0, 0).

(24)

Differentiating E(wk(t, · )) and using Gronwall’s lemma, we get the energy inequality

sup
t∈[0,T ]

E(wk(t, · ))⩽ C(E(wk(0, · ))+ ∥hk∥L1(0,T ;L2(M))).
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Therefore, using (13), we get supt∈[0,T ] E(wk(t, · ))⩽ Ck−1. Since uk = θvk −wk , we obtain that

lim
k→+∞

E(uk(t, · ))= lim
k→+∞

E((θvk)(t, · ))= lim
k→+∞

E(vk(t, · ))

for every t ∈ [0, T ], where the last equality comes from the fact that θ and its derivatives are bounded
and ∥vk∥L2 ⩽ Ck−1 when k → +∞. Using (14), we conclude that (22) holds.

To prove (23), we observe similarly that

sup
t∈[0,T ]

∫
M\Vt

(
|∂t uk(t, x)|2 +

m∑
j=1

(X j uk(t, x))2
)

dµ(x)

⩽ C sup
t∈[0,T ]

(∫
M\Vt

(|∂tvk(t, x)|2 +

m∑
j=1

(X jvk(t, x))2) dµ(x)
)

+ Ck−
1
2 → 0

as k → +∞, according to (15). It concludes the proof of Proposition 16. □

3. Existence of spiraling normal geodesics

The goal of this section is to prove the following proposition, which is the second building block of the
proof of Theorem 2, after the construction of localized solutions of the subelliptic wave equation (1) done
in Section 2.

We say that X1, . . . , Xm satisfies the property (P) at q ∈ M if the following holds:

(P) For any open neighborhood V of q , for any T0 > 0, there exists a nonstationary normal geodesic
t 7→ x(t), traveled at speed 1, such that x(t) ∈ V for any t ∈ [0, T0].

Proposition 17. At any point q ∈ M such that there exist 1⩽ i, j ⩽m with [X i , X j ](q) /∈Dq , property (P)
holds.

In Section 3.1, we define the so-called nilpotent approximations X̂q
1 , . . . , X̂q

m at a point q ∈ M, which are
first-order approximations of X1, . . . , Xm at q ∈ M such that the associated Lie algebra Lie(X̂q

1 , . . . , X̂q
m)

is nilpotent. Roughly, we have X̂q
i ≈ X i (q), but low-order terms of X i (q) are not taken into account for

defining X̂q
i , so that the high-order brackets of the X̂q

i vanish (which is not generally the case for the X i ).
These nilpotent approximations are good local approximations of the vector fields X1, . . . , Xm , and their
study is much simpler.

The proof of Proposition 17 splits into two steps: first, we show that it is sufficient to prove the result
in the nilpotent case (Section 3.2), then we handle this simpler case (Section 3.3).

3.1. Nilpotent approximation. In this section, we recall the construction of the nilpotent approximations
X̂q

1 , . . . , X̂q
m . The definitions we give are classical, and the reader can refer to [Agrachev et al. 2020,

Chapter 10; Jean 2014, Chapter 2] for more material on this section. This construction is related to the
notion of tangent space in the Gromov–Hausdorff sense of a sub-Riemannian structure (M,D, g) at a
point q ∈ M ; the tangent space is defined intrinsically (meaning that it does not depend on a choice of
coordinates or of local frame) as an equivalence class under the action of sub-Riemannian isometries; see
[Bellaïche 1996; Jean 2014].
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Sub-Riemannian flag. We define the sub-Riemannian flag as follows: we set D0
= {0}, D1

= D, and, for
any j ⩾ 1, D j+1

= D j
+ [D,D j

]. For any point q ∈ M, it defines a flag

{0} = D0
q ⊂ D1

q ⊂ · · · ⊂ Dr−1
q ⊊ Dr(q)

q = Tq M.

The integer r(q) is called the nonholonomic order of D at q, and it is equal to 2 everywhere in the
Heisenberg manifold for example. Note that it depends on q; see Example 5 in Section 1.2 (the Baouendi–
Grushin example).

For 0 ⩽ i ⩽ r(q), we set ni (q)= dimD i
q , and the sequence (ni (q))0⩽i⩽r(q) is called the growth vector

at point q . We set Q(q)=
∑r(q)

i=1 i(ni (q)− ni−1(q)), which is generically the Hausdorff dimension of the
metric space given by the sub-Riemannian distance on M ; see [Mitchell 1985]. Finally, we define the
nondecreasing sequence of weights wi (q) for 1 ⩽ i ⩽ n as follows. Given any 1 ⩽ i ⩽ n, there exists
a unique 1 ⩽ j ⩽ n such that n j−1(q)+ 1 ⩽ i ⩽ n j (q). We set wi (q) = j . For example, for any q in
the Heisenberg manifold, w1(q) = w2(q) = 1 and w3(q) = 2; indeed, the coordinates x1 and x2 have
“weight 1”, while the coordinate x3 has “weight 2” since ∂x3 requires a bracket to be generated.

Regular and singular points. We say that q ∈ M is regular if the growth vector (ni (q ′))0⩽i⩽r(q ′) at q ′ is
constant for q ′ in a neighborhood of q . Otherwise, q is said to be singular. If any point q ∈ M is regular,
we say that the structure is equiregular. For example, the Heisenberg manifold is equiregular, but not the
Baouendi–Grushin example.

Nonholonomic orders. The nonholonomic order of a smooth germ of function is given by the formula

ordq( f )= min{s ∈ N : there exists i1, . . . , is ∈ {1, . . . ,m} such that (X i1 · · · X is f )(q) ̸= 0},

where we adopt the convention that min∅= +∞.
The nonholonomic order of a smooth germ of vector field X at q, denoted by ordq(X), is the real

number defined by

ordq(X)= sup{σ ∈ R : ordq(X f )⩾ σ + ordq( f ) for all f ∈ C∞(q)}.

For example, it holds ordq([X, Y ]) ⩾ ordq(X)+ ordq(Y ) and ordq( f X) ⩾ ordq( f )+ ordq(X). As a
consequence, every X which has the property that X (q ′) ∈ D i

q ′ for any q ′ in a neighborhood of q is of
nonholonomic order ⩾ −i .

Privileged coordinates. Locally around q ∈ M, it is possible to define a set of so-called “privileged
coordinates” of M ; see [Bellaïche 1996].

A family (Z1, . . . , Zn) of n vector fields is said to be adapted to the sub-Riemannian flag at q if it is a
frame of Tq M at q and if Zi (q) ∈ Dwi (q)

q for any i ∈ {1, . . . , n}. In other words, for any i ∈ {1, . . . , r(q)},
the vectors Z1, . . . , Zni (q) at q span D i

q .
A system of privileged coordinates at q is a system of local coordinates (x1, . . . , xn) such that

ordq(xi )= wi for 1 ⩽ i ⩽ n. (25)

In particular, for privileged coordinates, we have ∂xi ∈ Dwi (q)
q \Dwi (q)−1

q at q, meaning that privileged
coordinates are adapted to the flag.
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Example: exponential coordinates of the second kind. Choose an adapted frame (Z1, . . . , Zn) at q . It is
proved in [Jean 2014, Appendix B] that the inverse of the local diffeomorphism

(x1, . . . , xn) 7→ exp(x1 Z1) ◦ · · · ◦ exp(xn Zn)(q)

defines privileged coordinates at q, called exponential coordinates of the second kind.

Dilations. We consider a chart of privileged coordinates at q given by a smooth mapping ψq : U → Rn ,
where U is a neighborhood of q in M, with ψq(q) = 0. For every ε ∈ R\{0}, we consider the dilation
δε : Rn

→ Rn defined by
δε(x)= (εwi (q)x1, . . . , ε

wn(q)xn)

for every x = (x1, . . . , xn). A dilation δε acts also on functions and vector fields on Rn by pull-back:
δ∗ε f = f ◦δε and δ∗ε X is the vector field such that (δ∗ε X)(δ∗ε f )= δ∗ε (X f ) for any f ∈ C1(Rn). In particular,
for any vector field X of nonholonomic order k, it holds δ∗ε X = ε−k X .

Nilpotent approximation. Fix a system of privileged coordinates (x1, . . . , xn) at q . Given a sequence of
integers α = (α1, . . . , αn), we define the weighted degree of xα = xα1

1 · · · xαn
n to be

w(α)= w1(q)α1 + · · · +wn(q)αn.

Coming back to the vector fields X1, . . . , Xm , we can write the Taylor expansion

X i (x)∼

∑
α, j

aα, j xα∂x j . (26)

Since X i ∈ D, its nonholonomic order is necessarily −1; hence it holds w(α)⩾ w j (q)− 1 if aα, j ̸= 0.
Therefore, we may write X i as a formal series

X i = X (−1)
i + X (0)

i + X (1)
i + · · · ,

where X (s)
i is a homogeneous vector field of degree s, meaning that

δ∗ε (ψq)∗X (s)
i = εs(ψq)∗X (s)

i .

We set X̂q
i = (ψq)∗X (−1)

i for 1 ⩽ i ⩽ m. Then X̂q
i is homogeneous of degree −1 with respect to dilations,

i.e., δ∗ε X̂q
i = ε−1 X̂q

i for any ε ̸= 0. Each X̂q
i may be seen as a vector field on Rn thanks to the coordinates

(x1, . . . , xn). Moreover,
X̂q

i = lim
ε→0

εδ∗ε (ψq)∗X i

in the C∞ topology; all derivatives uniformly converge on compact subsets. For ε>0 small enough we have

X ε
i := εδ∗ε (ψq)∗X i = X̂q

i + εRεi ,

where Rεi depends smoothly on ε for the C∞ topology; see also [Agrachev et al. 2020, Lemma 10.58].
An important property is that (X̂q

1 , . . . , X̂q
m) generates a nilpotent Lie algebra of step r(q); see [Jean

2014, Proposition 2.3].
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The nilpotent approximation of X1, . . . , Xm at q is then defined as M̂q
≃ Rn endowed with the vector

fields X̂q
1 , . . . , X̂q

m . It is important to note that the nilpotent approximation depends on the initial choice
of privileged coordinates. For an explicit example of computation of nilpotent approximation; see [Jean
2014, Example 2.8].

3.2. Reduction to the nilpotent case. In this section, we show the following.

Lemma 18. Let X1, . . . , Xm be smooth vector fields on M satisfying Hörmander’s condition, and let
q ∈ M. If the property (P) holds at point 0 ∈ Rn for the nilpotent approximation X̂q

1 , . . . , X̂q
m , then the

property (P) holds at point q for X1, . . . , Xm .

Note that the above lemma is true for any nilpotent approximation X̂q
1 , . . . , X̂q

m at q , i.e., for any choice
of privileged coordinates (see Section 3.1).

Proof of Lemma 18. We use the notation hZ for the momentum map associated with the vector field Z
(see Section 1.4). We use the notation of Section 3.1, in particular the coordinate chart ψq .

We set Yi = (ψq)∗X i and X ε
i = εδ∗εYi which is a vector field on Rn. Recall that

X ε
i = X̂q

i + εRεi ,

where Rεi depends smoothly on ε for the C∞ topology. Therefore, using the homogeneity of X̂q
i , we get,

for any ε > 0,

Yi =
1
ε
(δε)∗X ε

i =
1
ε
(δε)∗(X̂

q
i + εRεi )= X̂q

i + (δε)∗ Rεi . (27)

The vector field (δε)∗ Rεi (x) does not depend on ε and has a size which tends uniformly to 0 as
x → 0 ∈ M̂q

≃ Rn. Recall that the Hamiltonian Ĥ associated to the vector fields X̂q
i is given by

Ĥ =

m∑
i=1

h2
X̂q

i
.

Similarly, we set

H =

m∑
i=1

h2
Yi
.

We note that (27) gives
hYi = h X̂q

i
+ h(δε)∗ Rεi .

Hence

H⃗ = 2
m∑

i=1

hYi h⃗Yi =
⃗̂H + 2⃗, (28)

where 2⃗ is a smooth vector field on T ∗Rn such that

∥(dπ ◦ 2⃗)(x, ξ)∥ ⩽ C∥x∥ (29)

when ∥x∥ → 0 (independently of ξ ), where π : T ∗Rn
→ Rn is the canonical projection. This last

point comes from the smooth dependence of Rεi on ε for the C∞ topology (uniform convergence of all
derivatives on compact subsets of Rn).
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Given the projection of an integral curve c( · ) of H⃗ , we denote by ĉ( · ) the projection of the integral
curve of ⃗̂H with same initial covector. Combining (28) and (29), and using Gronwall’s lemma, we obtain
the following result:

Fix T0 > 0. For any neighborhood V of 0 in Rn ,
there exists another neighborhood V ′ of 0 such that if c|[0,T0] ⊂ V ′, then ĉ|[0,T0] ⊂ V.

Therefore, if the property (P) holds at 0 ∈ Rn for X̂q
1 , . . . , X̂q

m , then it holds also at 0 ∈ Rn for the
vector fields Y1, . . . , Ym .

Using that X i =ψ∗
q Yi , we can pull back the result to M and obtain that the property (P) holds at point q

for X1, . . . , Xm , which concludes the proof of Proposition 17. □

Thanks to Lemma 18, it is sufficient to prove the property (P) under the additional assumption that

M ⊂ Rn and Lie(X1, . . . , Xm) is nilpotent. (30)

In all that follows, we assume that this is the case.

3.3. End of the proof of Proposition 17. Let us finish the proof of Proposition 17. Our ideas are inspired
by [Agrachev and Gauthier 2001, Section 6].

First step: reduction to the constant Goh matrix case. We consider an adapted frame Y1, . . . , Yn at q . We
take exponential coordinates of the second kind at q; we consider the inverse ψq of the diffeomorphism

(x1, . . . , xn) 7→ exp(x1Y1) · · · exp(xnYn)(q).

Then we write the Taylor expansion (26) of X1, . . . , Xm in these coordinates. Thanks to Lemma 18, we can
assume that all terms in these Taylor expansions have nonholonomic order −1. We denote by ξi the dual
variable of xi . We use the notation n1, n2, . . . introduced in Section 3.1, and we make a strong use of (25).

Claim 1. If a normal geodesic (x(t), ξ(t))t∈R has initial momentum satisfying ξk(0)=0 for any k ⩾n2+1,
then ξ̇k ≡ 0 for any k ⩾ n1 + 1, and in particular ξk ≡ 0 for any k ⩾ n2 + 1.

Proof. We write

X j (x)=

n∑
i=1

ai j (x)∂xi , j = 1, . . . ,m,

where the ai j are homogeneous polynomials. We have

g∗(x, ξ)=

m∑
j=1

( n∑
i=1

ai j (x)ξi

)2

. (31)

Let k ⩾ n2+1, which means that xk has nonholonomic order ⩾ 3. If ai j (x) depends on xk , then necessarily
i ⩾ n3 + 1, since ai j (x)∂xi has nonholonomic order −1. Thus, writing explicitly ξ̇k = −∂g∗/∂xk thanks
to (31), there is in front of each term a factor ξi for some i which is in particular ⩾ n2 + 1. By Cauchy
uniqueness, we deduce that ξk ≡ 0 for any k ⩾ n2 + 1.
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Now, let k ⩾ n1 + 1, which means that xk has nonholonomic order ⩾ 2. If ai j (x) depends on xk , then
necessarily i ⩾n2+1, since ai j (x)∂xi has nonholonomic order −1. Thus, writing explicitly ξ̇k =−∂g∗/∂xk

thanks to (31), there is in front of each term a factor ξi for some i which is ⩾ n2 + 1. It is null by the
previous conclusion; hence ξ̇k ≡ 0. □

The previous claim will help us to reduce the complexity of the vector fields X i once again (after the
first reduction provided by Lemma 18). Let us consider, for any 1 ⩽ j ⩽ m, the vector field

X red
j =

n2∑
i=1

ai j (x)∂xi , (32)

where the sum is taken only up to n2. We also consider the reduced Hamiltonian on T ∗M

g∗

red =

m∑
j=1

h2
X red

j
.

Claim 2. If X red
1 , . . . , X red

m satisfy property (P) at q, then X1, . . . , Xm satisfy property (P) at q.

Proof. Let us assume that X red
1 , . . . , X red

m satisfy property (P) at q . Let T0 > 0 and let (x red,ε(0), ξ red,ε(0))
be initial data for the Hamiltonian system associated to g∗

red which yield speed-1 normal geodesics
(x red,ε(t), ξ red,ε(t)) such that x red,ε(t)→ q uniformly over (0, T0) as ε→ 0.

We can assume without loss of generality that ξ red,ε
i (0)= 0 for any i ⩾ n2 + 1, since these momenta

(preserved under the reduced Hamiltonian evolution) do not change the projection x red,ε(t) of the normal
geodesic. We consider (xε(0), ξ ε(0))= (x red,ε(0), ξ red,ε(0)) as initial data for the (nonreduced) Hamil-
tonian evolution associated to g∗. Then we notice that ξ εk ≡ 0 for k ⩾ n2 + 1 thanks to Claim 1. It follows
that when i ⩽ n2, we have xεi (t)= x red,ε

i (t); i.e., the coordinate xi is the same for the reduced and the
nonreduced Hamiltonian evolution.

Finally, we take k such that n2 + 1 ⩽ k ⩽ n3. Since g∗ is given by (31), we have

ẋεk =
∂g∗

∂ξk
= 2

m∑
j=1

ak j (xε)
( n∑

i=1

ai j (xε)ξ εi

)
. (33)

But ak j has necessarily nonholonomic order 2 since ∂xk has nonholonomic order −3. Thus, ak j (x) is a
nonconstant homogeneous polynomial in x1, . . . , xn2 . Since xε1, . . . , xεn2

converge to q uniformly over
(0, T0) as ε→ 0, it is also the case of xεk according to (33), noticing that∣∣∣∣ n∑

i=1

ai j (xε)ξ εi

∣∣∣∣ ⩽ (g∗)
1
2 =

1
2

for any j . In other words, xεn2+1, . . . , xεn3
also converge to q uniformly over (0, T0) as ε→ 0.

We can repeat this argument successively for k ∈ {n3 + 1, . . . , n4}, k ∈ {n4 + 1, . . . , n5}, etc., and we
finally obtain the result: for any 1 ⩽ k ⩽ n, xεk converges to q uniformly over (0, T0) as ε→ 0. □

Thanks to the previous claim, we are now reduced to proving Proposition 17 for the vector fields
X red

1 , . . . , X red
m . In order to keep notation as simple as possible, we simplify to X1, . . . , Xm ; i.e., we drop

the upper notation “red”. Also, without loss of generality we assume that q = 0.
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If we choose our normal geodesics so that x(0)= 0, then xi ≡ 0 for any i ⩾ n2 + 1 thanks to (32). In
other words, we forget the coordinates xn2+1, . . . , xn in the sequel, since they all vanish.2

Second step: conclusion of the proof. Now, we write the normal extremal system in its “control” form.
We refer the reader to [Agrachev et al. 2020, Chapter 4]. We have

ẋ(t)=

m∑
i=1

ui (t)X i (x(t)), (34)

where the ui are the controls, explicitly given by

ui (t)= 2h X i (x(t), ξ(t)) (35)

since (x(t), ξ(t))= et g⃗∗

(0, ξ0). Thanks to (32), we rewrite (34) as

ẋ(t)= F(x(t))u(t), (36)

where F = (ai j ), which has size n2 × m, and u =
t(u1, . . . , um). Differentiating (35), we have the

complementary equation

u̇(t)= G(x(t), ξ(t))u(t),

where G is the Goh matrix

G = (2{h X j , h X i })1⩽i, j⩽m

(it differs from the usual Goh matrix by a factor −2 due to the absence of factor 1
2 in the Hamiltonian g∗

in our notation).
Let us prove that G(t) is constant in t . Fix 1 ⩽ j, j ′ ⩽ m. We notice that in (32), ai j is a constant

(independent of x) as soon as 1 ⩽ i ⩽ n1 since ∂xi has weight −1. This implies

[X j , X j ′] is spanned by the vector fields ∂xn1+1, ∂xn1+2, . . . , ∂xn2
. (37)

Putting this into the relation {h X j , h X j ′
}= h[X j ,X j ′ ]

, and using that the dual variables ξk for n1+1⩽ k ⩽ n2

are preserved under the Hamiltonian evolution (due to Claim 1), we get that G(t)≡ G is constant in t .
We know that G ̸= 0 and that G is antisymmetric. The whole control space Rm is the direct sum of the

image of G and the kernel of G, and G is nondegenerate on its image. We take u0 in an invariant plane
of G; in other words its projection on the kernel of G vanishes (see Remark 19). We denote by G̃ the
restriction of G to this invariant plane. We also assume that u0, decomposed as u0 = (u01, . . . , u0m) ∈ Rm,
satisfies

∑m
i=1 u2

0i =
1
4 . Then u(t)= et G̃u0 and since et G̃ is an orthogonal matrix, we have ∥et G̃u0∥=∥u0∥.

We have by integration by parts

x(t)=

∫ t

0
F(x(s))esG̃u0 ds = F(x(t))G̃−1(et G̃

− I )u0 −

∫ t

0

d
ds
(F(x(s)))G̃−1(esG̃

− I )u0 ds. (38)

2Note that this is the case only because we are now working with the reduced Hamiltonian evolution; otherwise, under
the original Hamiltonian evolution associated to (31), the xi (for i ⩾ n2 + 1) remain small according to Claim 2, but do not
necessarily vanish.
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Let us now choose the initial data of our family of normal geodesics (indexed by ε). The starting point
xε(0)= 0 is the same for any ε; we only have to specify the initial covectors ξ ε = ξ ε(0) ∈ T ∗

0 Rm. For any
i = 1, . . . ,m, we impose that

⟨ξ ε, X i ⟩ = u0i . (39)

It follows that g∗(x(0), ξ ε(0)) =
∑m

i=1 u2
0i =

1
4 for any ε > 0. Now, we notice that Span(X1, . . . , Xm)

is in direct sum with the Span of the [X i , X j ] for i, j running over 1, . . . ,m (this follows from (37)).
Fixing G0

̸= 0 an antisymmetric matrix and G̃0 its restriction to an invariant plane, we can specify,
simultaneously to (39), that

⟨ξ ε, 2[X j , X i ]⟩ = ε−1G0
i j .

Then xε(t) is given by (38) applied with G̃ = ε−1G̃0, which brings a factor ε in front of (38).
Recall finally that the coefficients ai j which compose F have nonholonomic order 0 or 1; thus

they are degree-1 (or constant) homogeneous polynomials in x1, . . . , xn1 . Thus d
ds (F(x(s))) is a linear

combination of ẋi (s) which we can rewrite thanks to (36) as a combination with bounded coefficients(
since

∑m
i=1 u2

i =
1
4

)
of the xi (s). Hence, applying the Gronwall lemma in (38), we get ∥xε(t)∥ ⩽ Cε,

which concludes the proof.

Remark 19. Let us explain why we choose u0 to be in an invariant plane of G. If the projection of u0

to the kernel of G is nonzero then the primitive of the exponential of e(t/ε)G0u0 contains a linear term
that does not depend on ε. Then the corresponding trajectory follows a singular curve; see [Agrachev
et al. 2020, Chapter 4] for a definition. This means we find normal geodesics which spiral around a
singular curve and do not remain close to their initial point over (0, T0), although their initial covector is
“high in the cylinder bundle U∗M”. For example, for the Hamiltonian ξ 2

1 + (ξ2 + x2
1ξ3)

2 associated to
the “Martinet” vector fields X1 = ∂x1 , X2 = ∂x2 + x2

1∂x3 in R3, there exist normal geodesics which spiral
around the singular curve (t, 0, 0).

Remark 20. The normal geodesics constructed above lose their optimality quickly, in the sense that their
first conjugate point and their cut-point are close to q.

4. Proofs

4.1. Proof of Theorem 2. In this section, we conclude the proof of Theorem 2.
Fix a point q in the interior of M \ω and 1 ⩽ i, j ⩽ m such that [X i , X j ](q) /∈ Dq . Fix also an open

neighborhood V of q in M such that V ⊂ M\ω. Fix V ′ an open neighborhood of q in M such that
V ′

⊂ V, and fix also T0 > 0.
As already explained in Section 1.3, to conclude the proof of Theorem 2, we use Proposition 16 applied

to the particular normal geodesics constructed in Proposition 17.
By Proposition 17, we know that there exists a normal geodesic t 7→ x(t) such that x(t) ∈ V ′ for

any t ∈ (0, T0). It is the projection of a bicharacteristic (x(t), ξ(t)) and since it is nonstationary and
travels at speed 1, it holds g∗(x(t), ξ(t))= 1

4 . We denote by (uk)k∈N a sequence of solutions of (12) as in
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Proposition 16 whose energy at time t concentrates on x(t) for t ∈ (0, T0). Because of (22), we know that

∥(uk(0), ∂t uk(0))∥H×L2 ⩾ c > 0

uniformly in k.
Therefore, in order to establish Theorem 2, it is sufficient to show that∫ T0

0

∫
ω

|∂t uk(t, x)|2 dµ(x) dt k→+∞
−−−−→ 0. (40)

Since x(t) ∈ V ′ for any t ∈ (0, T0), we get that for Vt chosen sufficiently small for any t ∈ (0, T0), the
inclusion Vt ⊂ V holds (see Proposition 16 for the definition of Vt ). Combining this last remark with (23),
we get (40), which concludes the proof of Theorem 2.

4.2. Proof of Corollary 4. We endow the topological dual H(M)′ with the norm

∥v∥H(M)′ = ∥(−1)−1/2v∥L2(M).

The following proposition is standard; see, e.g., [Tucsnak and Weiss 2009; Le Rousseau et al. 2017].

Lemma 21. Let T0 > 0 and ω ⊂ M be a measurable set. Then the following two observability properties
are equivalent:

(P1) There exists CT0 such that, for any (v0, v1) ∈ D((−1)1/2)× L2(M), the solution

v ∈ C0(0, T0; D((−1)
1
2 ))∩ C1(0, T0; L2(M))

of (1) satisfies ∫ T0

0

∫
ω

|∂tv(t, q)|2 dµ(q) dt ⩾ CT0∥(v0, v1)∥H(M)×L2(M). (41)

(P2) There exists CT0 such that, for any (v0, v1) ∈ L2(M)× D((−1)−1/2), the solution

v ∈ C0(0, T0; L2(M))∩ C1(0, T0; D((−1)−
1
2 ))

of (1) satisfies ∫ T0

0

∫
ω

|v(t, q)|2 dµ(q) dt ⩾ CT0∥(v0, v1)∥
2
L2×H(M)′ . (42)

Proof. Let us assume that (P2) holds. Let u be a solution of (1) with initial conditions (u0, u1) ∈

D((−1)1/2)× L2(M). We set v= ∂t u, which is a solution of (1) with initial data v|t=0 = u1 ∈ L2(M) and
∂tv|t=0 =1u0 ∈ D((−1)−1/2). Since ∥(v0, v1)∥L2×H(M)′ = ∥(u1,1u0)∥L2×H(M)′ = ∥(u0, u1)∥H(M)×L2 ,
applying the observability inequality (42) to v = ∂t u, we obtain (41). The proof of the other implication
is similar. □

Finally, using Theorem 2, Lemma 21 and the standard HUM method [Lions 1988], we get Corollary 4.



SUBELLIPTIC WAVE EQUATIONS ARE NEVER OBSERVABLE 667

4.3. Proof of Theorem 11. We consider the space of functions u ∈ C∞([0, T ] × MH ) such that∫
MH

u(t, · ) dµ= 0

for any t ∈ [0, T ], and we denote by HT its completion for the norm ∥ · ∥HT induced by the scalar product

(u, v)HT =

∫ T

0

∫
MH

(∂t u∂tv+ (X1u)(X1v)+ (X2u)(X2v)) dµ dt.

We consider also the topological dual H′

0 of the space H0 (see Section 1.5).

Lemma 22. The injections H0 ↪→ L2(MH ), L2(MH ) ↪→ H′

0 and HT ↪→ L2((0, T )× MH ) are compact.

Proof. Let (ϕk)k∈N be an orthonormal basis of real eigenfunctions of L2(MH ), labeled with increasing
eigenvalues 0 = λ0 < λ1 ⩽ · · · ⩽ λk → +∞, so that −1Hϕk = λkϕk . The fact that λ1 > 0, which will
be used in the sequel, can be proved as follows: If −1Hϕ = 0 then

∫
MH
((X1ϕ)

2
+ (X2ϕ)

2) dµ= 0 and,
since ϕ ∈ C∞(MH ) by hypoelliptic regularity, we get X1ϕ(x) = X2ϕ(x) = 0 for any x ∈ MH . Hence,
[X1, X2]ϕ ≡ 0, and all together, this proves that ϕ is constant; thus λ1 > 0.

We prove the last injection. Let u ∈ HT . Writing u(t, · ) =
∑

∞

k=1 ak(t)ϕk( · ) (note that there is no
0-mode since u(t, · ) has null average), we see that

∥u∥
2
HT

⩾ (−1H u, u)L2((0,T )×MH ) =

∞∑
k=1

λk∥ak∥
2
L2((0,T )) ⩾ λ1

∞∑
k=1

∥ak∥
2
L2((0,T )) = λ1∥u∥

2
L2((0,T )×MH )

,

and thus HT embeds continuously into L2((0, T )× MH ). Then, using a classical subelliptic estimate (see
[Hörmander 1967; Rothschild and Stein 1976, Theorem 17]), we know that there exists C > 0 such that

∥u∥H1/2((0,T )×MH ) ⩽ C(∥u∥L2((0,T )×MH ) + ∥u∥HT ).

Together with the previous estimate, we obtain that, for any u ∈HT , ∥u∥H1/2((0,T )×MH ) ⩽ C∥u∥HT . Then,
the result follows from the fact that the injection H 1/2((0, T )× MH ) ↪→ L2((0, T )× MH ) is compact.

The proof of the compact injection H0 ↪→ L2(MH ) is similar, and the compact injection L2(MH ) ↪→H′

0
follows by duality. □

Proof of Theorem 11. In this proof, we use the notation P = ∂2
t t −1H . For the sake of a contradiction,

suppose that there exists a sequence (uk)k∈N of solutions of the wave equation such that ∥(uk
0, uk

1)∥H×L2 =1
for any k ∈ N and

∥(uk
0, uk

1)∥L2×H′

0
→ 0,

∫ T

0
|(Op(a)∂t uk, ∂t uk)L2(MH ,µ)| dt → 0 (43)

as k → +∞. Following the strategy of [Tartar 1990; Gérard 1991], our goal is to associate a defect
measure to the sequence (uk)k∈N. Since the functional spaces involved in our result are unusual, we give
the argument in detail.

First, up to extraction of a subsequence which we omit, (uk
0, uk

1) converges weakly in H0 × L2(MH )

and, using the first convergence in (43) and the compact embedding H0 × L2(MH ) ↪→ L2(MH )×H′

0,
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we get that (uk
0, uk

1) ⇀ 0 in H0 × L2
0. Using the continuity of the solution with respect to the initial data,

we obtain that uk ⇀ 0 weakly in HT . Using Lemma 22, we obtain uk
→ 0 strongly in L2((0, T )× MH ).

Fix B ∈90
phg((0, T )× MH ). We have

(Buk, uk)HT =

∫ T

0

∫
MH

(
(∂t Buk)(∂t uk)+ (X1 Buk)(X1uk)+ (X2 Buk)(X2uk)

)
dµ(q) dt

=

∫ T

0

∫
MH

(
([∂t , B]uk)(∂t uk)+ ([X1, B]uk)(X1uk)+ ([X2, B]uk)(X2uk)

)
dµ(q) dt

+

∫ T

0

∫
MH

(
(B∂t uk)(∂t uk)+ (B X1uk)(X1uk)+ (B X2uk)(X2uk)

)
dµ(q) dt. (44)

Since [∂t , B]∈90
phg((0,T )×MH ), [X j , B]∈90

phg((0, T )× MH ) and uk
→0 strongly in L2((0, T )×MH ),

the first of the two lines in (44) converges to 0 as k → +∞. Moreover, the last line is bounded uniformly
in k since B ∈90

phg((0, T )× MH ). Hence (Buk, uk)HT is uniformly bounded. By a standard diagonal
extraction argument (see [Gérard 1991] for example), there exists a subsequence, which we still denote
by (uk)k∈N such that (Buk, uk) converges for any B of principal symbol b in a countable dense subset
of C∞

c ((0, T )× MH ). Moreover, the limit only depends on the principal symbol b, and not on the full
symbol.

Let us now prove that
lim inf
k→+∞

(Buk, uk)HT ⩾ 0 (45)

when b ⩾ 0. With a bracket argument as in (44), we see that it is equivalent to proving that the liminf as
k → +∞ of the quantity

Qk(B)= (B∂t uk, ∂t uk)L2 + (B X1uk, X1uk)L2 + (B X2uk, X2uk)L2 (46)

is ⩾ 0. But there exists B ′
∈ 90

phg((0, T ) × MH ) such that B ′
− B ∈ 9−1

phg((0, T ) × MH ) and B ′ is
positive (this is the so-called Friedrichs quantization, see for example [Taylor 1974, Chapter VII]). Then,
lim infk→+∞ Qk(B ′) ⩾ 0, and Qk(B ′

− B) → 0 since (B ′
− B)∂t ∈ 90

phg((0, T )× MH ) and uk
→ 0

strongly in L2((0, T )× MH ). It immediately implies that (45) holds.
Therefore, setting p = σp(P) and denoting by C(p) the characteristic manifold C(p)= {p=0}, there

exists a nonnegative Radon measure ν on S∗(C(p))= C(p)/(0,+∞) such that

(Op(b)uk, uk)HT →

∫
S∗(C(p))

b dν

for any b ∈ S0
phg((0, T )× MH ).

Let C ∈9−1
phg((0, T )× MH ) of principal symbol c. We have p⃗c = {p, c} ∈ S0

phg((0, T )× MH ) and, for
any k ∈ N,

((C P − PC)uk, uk)HT = (C Puk, uk)HT − (Cuk, Puk)HT = 0 (47)

since Puk
= 0. To be fully rigorous, the identity of the previous line, which holds for any solution u ∈HT

of the wave equation, is first proved for smooth initial data since Pu /∈ HT in general, and then extended
to general solutions u ∈ HT . Taking principal symbols in (47), we get ⟨ν, p⃗c⟩ = 0.
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Therefore, denoting by (ψs)s∈R the maximal solutions of

d
ds
ψs(ρ)= p⃗(ψs(ρ)), ρ ∈ T ∗(R × MH )

(see (7)), we get that, for any s ∈ (0, T ),

0 = ⟨ν, p⃗c ◦ψs⟩ =

〈
ν,

d
ds

c ◦ψs

〉
=

d
ds

⟨ν, c ◦ψs⟩

and hence

⟨ν, c⟩ = ⟨ν, c ◦ψs⟩. (48)

We note here that the precise homogeneity of c (namely c ∈ S−1
phg((0, T )× MH )) does not matter since ν

is a measure on the sphere bundle S∗(C(p)). The identity (48) means that ν is invariant under the flow p⃗.
From the second convergence in (43), we can deduce that

ν = 0 in S∗(C(p))∩ T ∗((0, T )× Supp(a)). (49)

The proof of this fact, which is standard (see for example [Burq and Sun 2022, Section 6.2]), is given in
Appendix C.

Let us prove that any normal geodesic of MH with momentum ξ ∈ V c
ε enters ω in time at most κε−1

for some κ > 0, which does not depend on ε. Indeed, the solutions of the bicharacteristic equations (10)
with g∗

=
1
4 and ξ3 ̸= 0 are given by

x1(t)=
1

2ξ3
cos(2ξ3t +φ)+

ξ2

ξ3
, x2(t)= B −

1
2ξ3

sin(2ξ3t +φ),

x3(t)= C +
t

4ξ3
+

1
16ξ 2

3
sin(2(2ξ3t +φ))+

ξ2

2ξ 2
3

sin(2ξ3t +φ),

where B,C, ξ2, ξ3 are constants. Since ξ ∈ V c
ε and g∗

=
1
4 , it holds

1
4|ξ3|

⩾
ε

2
.

Hence, we can conclude using the expression for x3 (whose derivative is roughly (4|ξ3|)
−1) and the fact

that ω = MH\B contains a horizontal strip. Note that if ξ3 = 0, the expressions of x1(t), x2(t), x3(t) are
much simpler and we can conclude similarly.

Hence, together with (49), the propagation property (48) implies that ν≡ 0. It follows that ∥uk
∥HT → 0.

By conservation of energy, it is a contradiction with the normalization ∥(uk
0, uk

1)∥H×L2 = 1. Hence, (11)
holds. □

Appendix A: Pseudodifferential calculus

We denote by � an open set of a d-dimensional manifold (typically d = n or d = n + 1 with the notation
of this paper) equipped with a smooth volume µ. We denote by q the variable in �, typically q = x or
q = (t, x) with our notation.
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Let ω0 = dp ∧ dq be the canonical symplectic form on T ∗� written in canonical coordinates (q, p).
The Hamiltonian vector field f⃗ of a function f ∈ C∞(T ∗�) is defined by the relation

ω0( f⃗ , · )= −d f ( · ).

In the coordinates (q, p), it reads

f⃗ =

d∑
j=1

(∂p j f )∂q j − (∂q j f )∂p j .

In these coordinates, the Poisson bracket is

{ f, g} = ω0( f⃗ , g⃗)=

d∑
j=1

(∂p j f )(∂q j g)− (∂q j f )(∂p j g),

which is also equal to f⃗ g and −g⃗ f .
Let π : T ∗�→� be the canonical projection. We recall briefly some facts concerning pseudodifferential

calculus, following [Hörmander 1985, Chapter 18].
We denote by Sm

hom(T
∗�) the set of homogeneous symbols of degree m with compact support in�. We

also write Sm
phg(T

∗�) for the set of polyhomogeneous symbols of degree m with compact support in �.
Hence, a ∈ Sm

phg(T
∗�) if a ∈ C∞(T ∗�), π(Supp(a)) is a compact of �, and there exist a j ∈ Sm− j

hom (T
∗�)

such that, for all N ∈ N, a −
∑N

j=0 a j ∈ Sm−N−1
phg (T ∗�). We denote by 9m

phg(T
∗�) the space of

polyhomogeneous pseudodifferential operators of order m on �, with a compactly supported kernel
in � × �. For A ∈ 9m

phg(�), we denote by σp(A) ∈ Sm
phg(T

∗�) the principal symbol of A. The
subprincipal symbol is characterized by the action of pseudodifferential operators on oscillating functions:
if A ∈9m

phg(�) and f (q)= b(q)eikS(q) with b, S smooth and real-valued, then∫
�

A( f ) f̄ dµ= km
∫
�

(
σp(A)(q, S′(q))+ 1

k
σsub(A)(q, S′(q))

)
| f (q)|2 dµ(q)+ O(km−2).

A quantization is a continuous linear mapping

Op : Sm
phg(T

∗�)→9m
phg(�)

satisfying σp(Op(a))= a. An example of quantization is obtained by using partitions of unity and, locally,
the Weyl quantization, which is given in local coordinates by

OpW (a) f (q)=
1

(2π)d

∫
Rd

q′×Rd
p

ei⟨q−q ′,p⟩a
(

q + q ′

2
, p

)
f (q ′) dq ′ dp.

We have the following properties:

(1) If A ∈9l
phg(�) and B ∈9m

phg(�), then [A, B] ∈9l+m−1
phg (�) and σp([A, B])=

1
i {σp(a), σp(b)}.

(2) If X is a vector field on � and X∗ is its formal adjoint in L2(�,µ), then X∗X ∈ 92
phg(�),

σp(X∗X)= h2
X and σsub(X∗X)= 0.

(3) If A ∈9m
phg(�), then A maps continuously the space H s(�) to the space H s−m(�).
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Appendix B: Proof of Proposition 12

In this appendix, we give a second proof of Proposition 12 written in a more elementary form than the
one of Section 2.1. Let us first prove the result when M ⊂ Rn , following the proof of [Ralston 1982].
The general case is addressed at the end of this section.

As in the proof of Section 2.1, we suppress the time variable t . Thus we use x = (x0, x1, . . . , xn),
where x0 = t . Similarly, ξ = (ξ0, ξ1, . . . , ξn), where ξ0 = τ previously. Let 0 be the curve given by
x(s) ∈ Rn+1. We insist on the fact that in the proof the bicharacteristics are parametrized by s, as in (7).
We consider functions of the form

vk(x)= k
n
4 −1a0(x)eikψ(x).

We would like to choose ψ(x) such that for all s ∈ R, ψ(x(s)) is real-valued and

Im
∂2ψ

∂xi∂x j
(x(s))

is positive definite on vectors orthogonal to ẋ(s). Roughly speaking, |eikψ(x)
| will then look like a

Gaussian distribution on planes perpendicular to 0 in Rn+1.
We first observe that ∂2

t tvk −1vk can be decomposed as

∂2
t tvk −1vk = (k

n
4 +1 A1 + k

n
4 A2 + k

n
4 −1 A3)eikψ , (50)

with

A1(x)= p2(x,∇ψ(x))a0(x), A2(x)= La0(x), A3(x)= ∂2
t t a0(x)−1a0(x).

Here we have set

La0 =
1
i

n∑
j=0

∂p2

∂ξ j
(x,∇ψ(x))

∂a0

∂x j
+

1
2i

( n∑
j,k=0

∂2 p2

∂ξ j∂ξk
(x,∇ψ(x))

∂2ψ

∂x j∂xk

)
a0. (51)

(For general strictly hyperbolic operators, L contains a term with the subprincipal symbol of the operator,
but here it is null; see Appendix A.)

In what follows, we construct a0 and ψ so that A1(x) vanishes at order 2 along 0 and A2(x) vanishes
at order 0 along the same curve. We will then be able to use Lemma 14 with S = 3 and S = 1 respectively.

Analysis of A1(x). Our goal is to show that, if we choose ψ adequately, we can make the quantity

f (x)= p2(x,∇ψ(x)) (52)

vanish at order 2 on 0. For the vanishing at order 0, we prescribe that ψ satisfies ∇ψ(x(s))= ξ(s), and
then f (x(s))= 0 since (x(s), ξ(s)) is a null-bicharacteristic. Note that this is possible since x(s) ̸= x(s ′)

for any s ̸= s ′, due to ẋ0(s) = 1 (bicharacteristics are traveled at speed 1; see Section 1.4). For the
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vanishing at order 1, using (52) and (7), we remark that, for any 0 ⩽ j ⩽ n,

∂ f
∂x j

(x(s))=
∂p2

∂x j
(x(s))+

n∑
k=0

∂p2

∂ξk
(x(s))

∂ψ

∂x j∂xk
(x(s))

= −ξ̇ j (s)+
n∑

k=0

ẋk(s)
∂ψ

∂x j∂xk
(x(s))

= −
d
ds

(
∂ψ

∂x j
(x(s))

)
+

n∑
k=0

ẋk(s)
∂ψ

∂x j∂xk
(x(s))= 0. (53)

Therefore, f vanishes automatically at order 1 along 0 (without making any particular choice for ψ): it
just follows from (52) and the bicharacteristic equations (7). But for f (x) to vanish at order 2 along 0, it
is required to choose a particular ψ . In the end, we will find that if ψ is given by the formula (59) below,
with M being a solution of (54), then f vanishes at order 2 along 0. Let us explain why.

Using the Einstein summation notation, we want that, for any 0 ⩽ i, j ⩽ n, it holds

0 =
∂2 f
∂x j∂xi

=
∂2 p2

∂x j∂xi
+

∂2 p2

∂ξk∂xi

∂2ψ

∂x j∂xk
+

∂2 p2

∂x j∂ξk

∂2ψ

∂xi∂xk
+
∂2 p2

∂ξl∂ξk

∂2ψ

∂xi∂xk

∂2ψ

∂x j∂xl
+
∂p2

∂ξk

∂3ψ

∂x j∂xk∂xi

along 0. Introducing the matrices

(M(s))i j =
∂2ψ

∂xi∂x j
(x(s)), (A(s))i j =

∂2 p2

∂xi∂x j
(x(s), ξ(s)),

(B(s))i j =
∂2 p2

∂ξi∂x j
(x(s), ξ(s)), (C(s))i j =

∂2 p2

∂ξi∂ξ j
(x(s), ξ(s)),

this amounts to solving the matricial Riccati equation

d M
ds

+ MC M + BT M + M B + A = 0 (54)

on a finite-length time interval. While solving (54), we also require M(s) to be symmetric, Im(M(s)) to be
positive definite on the orthogonal complement of ẋ(s), and M(s)ẋ(s)= ξ̇ (s) to hold for all s due to (53).

Let M0 be a symmetric (n+1)× (n+1) matrix with Im(M0) > 0 on the orthogonal complement of
ẋ(0) and M0 ẋ(0)= ξ̇ (0) (in particular Im(M0)ẋ(0)= 0). It is shown in [Ralston 1982] that there exists a
global solution M(s) on [0, T ] of (54) which satisfies all the above conditions and such that M(0)= M0.
The proof just requires that A,C are symmetric, but does not need anything special about p2 (in particular,
it applies to our sub-Riemannian case where p2 is degenerate). For the sake of completeness, we recall
the proof here.

We consider (Y (s), N (s)) the matrix solution with initial data (Y (0), N (0))= (Id,M0) (where Id is
the (n+1)× (n+1) identity matrix) to the linear system{

Ẏ = BY + C N ,
Ṅ = −AY − BT N .

(55)
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We note that (Y (s)ẋ(0), N (s)ẋ(0)) then also solves (55), with Y and N being this time vectorial. One
can check that (ẋ(s), ξ̇ (s)) is the solution of the same linear system with same initial data, and therefore,
for any s ∈ R,

ẋ(s)= Y (s)ẋ(0), ξ̇ (s)= N (s)ẋ(0). (56)

All the coefficients in (55) are real and A and C are symmetric, and it follows that the flow defined by (55)
on vectors preserves both the real symplectic form acting on pairs (y, η) ∈ (Rn+1)2 and (y′, η′) ∈ (Rn+1)2

given by
σ((y, η), (y′, η′))= y · η′

− η · y′

and the complexified form σC((y, η), (y′, η′)) = σ((y, η), (ȳ′, η̄′)) for (y, η) ∈ (Cn+1)2 and (y′, η′) ∈

(Cn+1)2. When we say that σC is invariant under (55), it means that we allow complex vectorial initial
data in (55).

Let us prove that Y (s) is invertible for any s. Let v ∈ Cn+1 and s0 ∈ R be such that Y (s0)v = 0. We set
y(s0) = Y (s0)v and η(s0) = N (s0)v and consider χ(s0) = (y(s0), η(s0)). From the conservation of σC,
we get

0 = σC(χ(s0), χ(s0))= σC(χ(0), χ(0))= v · M0v− v̄ · M0v = −2i v̄ · (Im(M0))v.

Since Im(M0) is positive definite on the orthogonal complement to ẋ(0), it holds v = λẋ(0) for some
λ ∈ C. Hence

0 = Y (s0)v = λY (s0)ẋ(0)= λẋ(s0),

where the last equality comes from (56). Since ẋ0(s0)= (∂p2/∂ξ0)(s0)= −2ξ0(s0)= 1, it holds ẋ(s0) ̸= 0;
hence λ= 0. It follows that v = 0 and Y (s0) is invertible.

Now, for any s ∈ R, we set
M(s)= N (s)Y (s)−1,

which is a solution of (54) with M(0)= M0. It satisfies M(s)ẋ(s)= ξ̇ (s) thanks to (56). Moreover, it is
symmetric: if we denote by yi (s) and ηi (s) the column vectors of Y and N , by preservation of σ , for any
0 ⩽ i, j ⩽ n, the quantity

σ((yi (s), ηi (s)), (y j (s), η j (s)))= yi (s) · M(s)y j (s)− y j (s) · M(s)yi (s)

is equal to the same quantity at s = 0, which is equal to 0 since M0 is symmetric.
Let us finally prove that, for any s ∈ R, Im(M(s)) is positive definite on the orthogonal complement of

ẋ(s). Let y(s0) ∈ Cn+1 be in the orthogonal complement of ẋ(s0). We decompose y(s0) on the column
vectors of Y (s0):

y(s0)=

n∑
i=0

bi yi (s0), bi ∈ C.

For s ∈ R, we consider y(s)=
∑n

i=0 bi yi (s) and we set χ(s)=
∑n

i=0 bi (yi (s), ηi (s)). Then,

σC(χ(s), χ(s))= −2i y(s) · Im(M(s))y(s). (57)



674 CYRIL LETROUIT

By preservation of σC and using (57), we get that

y(s0) · Im(M(s0))y(s0)= y(0) · Im(M0)y(0). (58)

But y(0) cannot be proportional to ẋ(0); otherwise, using (56), we would get that y(s0) is proportional
to ẋ(s0). Hence, the right-hand side in (58) is > 0, which implies that Im(M(s0)) is positive definite on
the orthogonal complement to ẋ(s0).

Therefore, we found a choice for the second-order derivatives of ψ along 0 which meets all our
conditions. For x = (t, x ′) ∈ R × Rn and s such that t = t (s), we set

ψ(x)= ξ ′(s) · (x ′
− x ′(s))+ 1

2(x
′
− x ′(s)) · M(s)(x ′

− x ′(s)), (59)

and f vanishes at order 2 along 0 for this choice of ψ .
To sum up, as in the Riemannian (or “strictly hyperbolic”) case handled in [Ralston 1982], the key

observation is that the invariance of σ and σC prevents the solutions of (54) with positive imaginary part
on the orthogonal complement of ẋ(0) from blowing up.

Analysis of A2(x). We note that A2 vanishes along 0 if and only if La0(x(s))= 0. According to (51),
this turns out to be a linear transport equation on a0(x(s)). Moreover, the coefficient of the first-order term,
namely ∇ξ p2(x(s), ξ(s)), is different from 0. Therefore, given a0 ̸= 0 at (t =0, x =x(0)), this transport
equation has a solution a0(x(s)) with initial datum a0, and, by Cauchy uniqueness, a0(x(s)) ̸= 0 for any s.
Note that we have prescribed a0 only along 0, and we may choose a0 in a smooth (and arbitrary) way
outside 0. We choose it to vanish outside a small neighborhood of 0.

Proof of (13). We use (50) and we apply Lemma 14 to S = 3, c = A1 and to S = 1, c = A2, and we get

∥∂2
t tvk −1vk∥L1(0,T ;L2(M)) ⩽ C(k−

1
2 + k−

1
2 + k−1),

which implies (13).

Proof of (14). We first observe that since Im(M(s)) is positive definite on the orthogonal complement
of ẋ(s) and continuous as a function of s, there exist α,C > 0 such that, for any t (s) ∈ [0, T ] and any
x ′

∈ M,

|∂tvk(t (s), x ′)|2 +

m∑
j=1

|X jvk(t (s), x ′)|2 ⩾ (C |a0(t (s), x ′)|2k
n
2 + O(k2( n

2 −1)))e−αkd(x ′,x ′(s))2,

where d( · , · ) denotes the Euclidean distance in Rn . We denote by ℓn the Lebesgue measure on Rn . Using
the observation that, for any function f ,∫

M
f (x ′)e−αkd(x ′,x ′(s))2 dµ(x ′)∼

πn/2

kn/2√α
f (x ′(s))

dµ
dℓn

(x ′(s)) (60)

as k → +∞, and the fact that a0(x(s)) ̸= 0, we obtain (14).
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Proof of (15). We observe that since Im(M(s)) is positive definite (uniformly in s) on the orthogonal
complement of ẋ(s), there exist C, α′ > 0 such that, for any t ∈ [0, T ], for any x ′

∈ M, |∂tvk(t (s), x ′)|

and |X jvk(t (s), x ′)| are both bounded above by Ckn/4e−α′kd(x ′,x ′(s))2. Therefore∫
M\Vt (s)

(
|∂tvk(t (s), x ′)|2 +

m∑
j=1

|X jvk(t (s), x ′)|2
)

dµ(x ′)

⩽ Ckn/2
∫

M\Vt (s)

e−2α′kd(x ′,x ′(s))2 dµ(x ′)

⩽ Ckn/2
∫

M\Vt (s)

e−2α′kd(x ′,x ′(s))2 dℓn(x ′)+ o(1), (61)

where, in the last line, we used the fact that |dµ/dℓn| ⩽ C in a fixed compact subset of M (since µ is a
smooth volume), and the o(1) comes from the eventual blowup of µ at the boundary of M.

Now, M ⊂ Rn , and there exists r > 0 such that Bd(x(s), r)⊂ Vt (s) for any s such that t (s) ∈ (0, T ),
where d( · , · ) still denotes the Euclidean distance in Rn . Therefore, we bound above the integral in (61) by

Ckn/2
∫

Rn\Bd (x(s),r)
e−2α′kd(x ′,x ′(s))2 dℓn(x ′). (62)

Making the change of variables y = k−1/2(y − x(s)), we can bound (62) from above by

C
∫

Rn\Bd (0,rk1/2)

e−2α′
∥y∥

2
dℓn(y),

with ∥ · ∥ the Euclidean norm. This last expression is bounded above by

Ce−α′r2k
∫

Rn
e−α′

∥y∥
2

dℓn(y),

which implies (15).

Extension of the result to any manifold M. In the case of a general manifold M, not necessarily included
in Rn , we use charts together with the above construction. We cover M by a set of charts (Uα, ϕα), where
(Uα) is a family of open sets of M covering M and ϕα : Uα → Rn is an homeomorphism Uα onto an
open subset of Rn. Take a solution (x(t), ξ(t))t∈[0,T ] of (8). It visits a finite number of charts in the order
Uα1,Uα2, . . . , and we choose the charts and a0 so that vk(t, · ) is supported in a unique chart at each
time t . The above construction shows how to construct a0 and ψ as long as x(t) remains in the same
chart. For any l ⩾ 1, we choose tl so that x(tl) ∈ Uαl ∩ Uαl+1 and a0(tl, · ) is supported in Uαl ∩ Uαl+1 .
Since there is a (local) solution vk for any choice of initial a0(tl, x(tl)) and Im(∂2ψ/(∂xi ∂x j ))(tl, x(tl))
in Proposition 12, we see that vk may be continued from the chart Uαl to the chart Uαl+1 . This continuation
is smooth since the two solutions coincide as long as a0(t, · ) is supported in Uαl ∩ Uαl+1 . Patching all
solutions on the time intervals [tl, tl+1] together, it yields a global-in-time solution vk , as desired.

Appendix C: Proof of (49)

Because of the second convergence in (43) and the nonnegativity of a, it amounts to proving that

(X1 Op(a)uk, X1uk)L2((0,T )×MH ) + (X2 Op(a)uk, X2uk)L2((0,T )×MH ) → 0.
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Now, we notice that for any B ∈90
phg((0, T )× MH ), it holds

(Buk, X1uk)L2((0,T )×MH ) k→+∞
−−−−→ 0 and (Buk, ∂t uk)L2((0,T )×MH ) k→+∞

−−−−→ 0 (63)

since uk
→ 0 strongly in L2((0, T )× MH ) and both X1uk and ∂t uk are bounded in L2((0, T )× MH ).

We apply this to B = [X1,Op(a)], and then, also using (63), we see that we can replace Op(a) by its
Friedrichs quantization OpF (a), which is positive; see [Taylor 1974, Chapter VII]. In other words, we are
reduced to proving

(OpF (a)X1uk, X1uk)L2((0,T )×MH ) + (OpF (a)X2uk, X2uk)L2((0,T )×MH ) k→+∞
−−−−→ 0. (64)

Let δ > 0 and ã ∈ S0
phg((−δ, T + δ)× MH ), 0 ⩽ ã ⩽ sup(a), and such that ã(t, · )= a( · ) for 0 ⩽ t ⩽ T.

Making repeated use of (63) and of integrations by parts (since ã is compactly supported in time), we have

2∑
j=1

(OpF (ã)X j uk, X j uk)L2((0,T )×MH ) =

2∑
j=1

(X j OpF (ã)uk, X j uk)L2((0,T )×MH ) + o(1)

= −(OpF (ã)uk,1uk)L2((0,T )×MH ) + o(1)

= −(OpF (ã)uk, ∂2
t uk)L2((0,T )×MH ) + o(1)

= (∂t OpF (ã)uk, ∂t uk)L2((0,T )×MH ) + o(1)

= (OpF (ã)∂t uk, ∂t uk)L2((0,T )×MH ) + o(1).

Finally we note that since OpF is a positive quantization, we have

2∑
j=1

(OpF (a)X j uk, X j uk)L2((0,T )×MH ) ⩽
2∑

j=1

(OpF (ã)X j uk, X j uk)L2((0,T )×MH )

= (OpF (ã)∂t uk, ∂t uk)L2((0,T )×MH ) + o(1)

⩽ Cδ+ (OpF (a)∂t uk, ∂t uk)L2((0,T )×MH ) + o(1)

⩽ Cδ+ o(1),

where C does not depend on δ. Taking δ → 0 concludes the proof of (64), and consequently (49) holds.
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QUANTITATIVE ALEXANDROV THEOREM
AND ASYMPTOTIC BEHAVIOR OF THE

VOLUME PRESERVING MEAN CURVATURE FLOW

VESA JULIN AND JOONAS NIINIKOSKI

We prove a new quantitative version of the Alexandrov theorem which states that if the mean curvature of
a regular set in Rn+1 is close to a constant in the Ln sense, then the set is close to a union of disjoint balls
with respect to the Hausdorff distance. This result is more general than the previous quantifications of the
Alexandrov theorem, and using it we are able to show that in R2 and R3 a weak solution of the volume
preserving mean curvature flow starting from a set of finite perimeter asymptotically convergences to a
disjoint union of equisize balls, up to possible translations. Here by a weak solution we mean a flat flow,
obtained via the minimizing movements scheme.

1. Introduction

Here we study the asymptotic behavior of the weak solution of the volume preserving mean curvature
flow starting from a set of finite perimeter. In the classical setting we are given a smooth set E0 ⊂ Rn+1

and we let it evolve into a smooth family of sets (Et)t according to the law, where the normal velocity Vt

is proportional to the mean curvature of Et as

Vt = −(HEt − H Et ) on ∂Et , (1-1)

where H Et = /
∫
∂Et

HEt dHn. Equations of mean curvature type are important in geometry, where one
usually studies the geometric properties of ∂Et which are inherited from ∂E0. Equation (1-1) can also be
seen as a volume preserving gradient flow of the surface area. These equations arise naturally in physical
models involving surface tension; see [Taylor et al. 1992].

The main issue with (1-1) is that it may develop singularities in finite time even in the plane [Mayer
2001; Mayer and Simonett 2000]. In order to pass over the singular time one may try to do a surgery
procedure and restart the flow after a singular time as in [Huisken and Sinestrari 2009] or to define a weak
solution of (1-1), which is what we will consider here. For the mean curvature flow one may define a weak
solution by using the varifold setting by Brakke [1978], the level set solution developed independently
by Chen, Giga and Goto [Chen et al. 1989] and Evans and Spruck [1991], or by using the minimizing
movements scheme developed independently by Almgren, Taylor and Wang [Almgren et al. 1993] and
Luckhaus and Stürzenhecker [1995]. Since we want the solution of (1-1) to be a family of sets and since
(1-1) does not satisfy the comparison principle, the natural choice is to define a weak solution via the
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minimizing movements scheme as in [Almgren et al. 1993; Luckhaus and Sturzenhecker 1995]. This
solution is usually called a flat flow, and it is well defined due to [Mugnai et al. 2016] but might not be
unique.

The advantage of the flat flow is that it is defined for all times for any bounded initial set with finite
perimeter and we may thus study its asymptotic behavior. Heuristically, one may guess that the flat flow
converges to a critical point of the static problem, which are classified in [Delgadino and Maggi 2019]
as a disjoint union of balls, possibly tangent to each other. The asymptotic convergence of (1-1) has
been proved for initial sets with certain geometric properties such as convexity [Huisken 1987], nearly
spherical [Escher and Simonett 1998] or sets which are near a stable critical set in the flat torus in low
dimensions [Niinikoski 2021]. We note that in these cases the flow does not develop singularities and is
thus classically well defined for all times. The result in [Kim and Kwon 2020] shows that the convergence
holds also for star-shaped sets, up to possible translations. For the mean curvature flow with forcing, the
asymptotic behavior has been studied for the level set solution in [Giga et al. 2019; 2020] and for the flat
flow in the plane in [Fusco et al. 2022]. The result closest to ours is the work by Morini, Ponsiglione and
Spadaro [Morini et al. 2022], where the authors prove that the discrete-in-time approximation of the flat
flow of (1-1) converges exponentially fast to a disjoint union of balls. Here we are able to pass the time
discretization to zero and characterize the limit sets for the flat flow of (1-1) in R2 and R3. The precise
definition of the flat flow is given in Section 4.

Theorem 1.1. Assume E0 ⊂ Rn+1, with n ≤ 2 and |E0| = |B1|, is a bounded set of finite perimeter which
is either essentially open or essentially closed, and let (Et)t≥0 be a flat flow of (1-1) starting from E0.
There is N ∈ N such that the following holds: for every ε > 0 there is Tε > 0 such that for every t ≥ Tε

there are points x1, . . . , xN , which may depend on time, with |xi − x j | ≥ 2r for i ̸= j and r = N−1/(n+1)

such that for Ft =
⋃N

i=1 Br (xi ),

sup
x∈Et1Ft

d∂Ft (x) ≤ ε.

Here d∂F denotes the distance function. To the best of our knowledge this is the first result on
the characterization of the asymptotic limit of (1-1) in R3. The above result holds for any limit of the
approximative flat flow, and we do not need the additional assumption on the convergence of the perimeters
as in [Luckhaus and Sturzenhecker 1995; Mugnai et al. 2016]. We note that the assumption on E0 being
either essentially open or closed is only needed to ensure that the flow is continuous up to time zero. It
plays no role in the asymptotic analysis.

Concerning the limiting configurations, Theorem 1.1 is sharp since the flow (1-1) may converge to
tangent balls as shown in [Fusco et al. 2022]. On the other hand, we believe that one may rule out
the possible translations and the flow actually convergences to a disjoint union of balls. The higher
dimensional case and the possible speed of convergence are also open problems.

Quantitative Alexandrov theorem. The proof of Theorem 1.1 is based on the dissipation inequality
proven in [Mugnai et al. 2016] and stated in Proposition 4.1. This implies that there is a sequence of
times t j → ∞ such that the mean curvatures of the evolving sets Et j are asymptotically close to a constant
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with respect to the L2-norm. Therefore, we need a quantified version of the Alexandrov theorem which
enables us to conclude that the sets Et j are close to a disjoint union of balls.

There is a lot of recent research on generalizing the Alexandrov theorem [Ciraolo and Maggi 2017;
Delgadino and Maggi 2019; Delgadino et al. 2018; De Rosa et al. 2020; Krummel and Maggi 2017;
Magnanini and Poggesi 2020]. We refer the survey paper [Ciraolo 2021] for the state of the art. Unfor-
tunately, none of the available results is applicable to our problem, and we are also not able to use the
characterization of the critical sets in [Delgadino and Maggi 2019, Corollary 2] to identify the limit set.
Indeed, even if we know that the sets Et j converge to a set of finite perimeter and their mean curvatures
converge to a constant, it is not clear why the limit set is a set of finite perimeter with weak mean
curvature as this class of sets is not in general closed. Our main result is the following quantification of
the Alexandrov theorem, which is the main technical tool in the proof of Theorem 1.1.

Theorem 1.2. Let E ⊂ Rn+1 be a C2 regular set such that P(E) ≤ C0 and |E | ≥ 1/C0. There are
positive constants q = q(n) ∈ (0, 1], C = C(C0, n) and δ = δ(C0, n) such that if ∥HE − λ∥Ln(∂E) ≤ δ

for some λ ∈ R, then 1/C ≤ λ ≤ C and there are points x1, . . . , xN with |xi − x j | ≥ 2R, where R = n/λ,
such that for F =

⋃N
i=1 BR(xi ),

sup
x∈E1F

d∂F (x) ≤ C∥HE − λ∥
q
Ln(∂E).

Moreover,
|P(E) − N (n + 1)ωn+1 Rn

| ≤ C∥HE − λ∥
q
Ln(∂E).

The main advantage of Theorem 1.2 with respect to the previous results in the literature is that we
do not assume any geometric restriction on E such as mean convexity. Moreover, we assume the mean
curvature to be close to a constant only in the Ln sense, which is exactly what we need for the asymptotic
analysis in Theorem 1.1. This makes the proof challenging as, for example, we cannot use the estimates
from Allard’s regularity theory [1972].

Theorem 1.2 is sharp in the sense that ∥HE −λ∥Ln(∂E) cannot be replaced by a weaker L p-norm. This
can be seen by considering a set which is a union of the unit ball and a ball of small radius ε located far
away. On the other hand, the dissipation inequality in Proposition 4.1 controls only the L2-norm of the
mean curvature, which is the reason we cannot prove Theorem 1.1 in higher dimensions. The proof of
Theorem 1.2 is done in a constructive way and we obtain an explicit bound on the exponent q = (n +2)−3.
It would be interesting to obtain the sharp bound as it might be crucial in order to obtain the possible
exponential convergence of (1-1) as in [Morini et al. 2022]. In the two-dimensional case the optimal
power q = 1 is proven in [Fusco et al. 2022].

Outline of the proof of Theorem 1.2. Since the proof of Theorem 1.2 is rather long, we outline it here.
As in [Delgadino and Maggi 2019], our argument is based on the proof of the Heinze–Karcher inequality
by Montiel and Ros [1991], which is an alternative for the proof in [Ros 1987]. In [Delgadino and
Maggi 2019], the authors are able to generalize the Montiel–Ros argument to sets of finite perimeter
with weak distributional mean curvature. Here we revisit the argument by Montiel and Ros and deduce
in Proposition 3.3 that for E and R as in Theorem 1.2 and for 0 < r < R, the volume of the set
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Er = {x ∈ E : dist(x, ∂E) > r} satisfies the estimate∣∣∣∣|Er | −
|E |

Rn+1 (R − r)n+1
∣∣∣∣ ≤ C∥HE − λ∥Ln(∂E).

We use this in Step 1 of the proof of Theorem 1.2 to deduce that for r close to R the set Er is a union of
a finite number of components, or clusters, with positive distance to each other.

We note that the above inequality is not enough to conclude the proof as, e.g., the cube Q = (−1, 1)n+1

satisfies |Qr | = (1 − r)n+1
|Q|. Therefore, we need further information from the Montiel–Ros argument

and we prove in Proposition 3.3 that the Minkowski sum Er + Bρ = {x ∈ Rn+1
: dist(x, Er ) < ρ}, with

0 < ρ < r < R, satisfies∣∣∣∣|Er + Bρ | −
|E |

Rn+1 (R − (r − ρ))n+1
∣∣∣∣ ≤

C
(R − r)n+1 ∥HE − λ∥Ln(∂E).

This enables us to prove that the components of Er + Bρ ⊂ E, with properly chosen ρ and r , are almost
spherical. In particular, if E satisfies the above estimate with C = 0, then it is a disjoint union of balls.
This, together with the density estimate from [Topping 2008], concludes the proof.

2. Notation and preliminary results

In this section we briefly introduce our notation and recall some results from differential geometry. Given
a set E ⊂ Rn+1 the distance function dE : Rn+1

→ [0, ∞) is defined, as usual, as

dE(x) := inf
y∈E

|x − y|,

and we denote the signed distance function d̄E : Rn+1
→ R by

d̄E(x) :=

{
−d∂E(x) for x ∈ E,

d∂E(x) for x ∈ Rn+1
\ E.

Then clearly d∂E = |d̄E |. We denote the ball with radius r centered at x by Br (x) and by Br if it is
centered at the origin. Given a set E ⊂ Rn+1 we denote its ρ-enlargement by the Minkowski sum

E + Bρ = {x + y ∈ Rn+1
: x ∈ E, y ∈ Bρ} = {x ∈ Rn+1

: dE(x) < ρ}.

For a measurable set E ⊂ Rn+1 the shorthand notation |E | denotes its Lebesgue measure, and we
denote the k-dimensional measure of the unit ball in Rk by ωk . In some cases, we may use the shorthand
notation |E | more generally for a measurable set E ⊂ Rk to denote its k-dimensional Lebesgue measure
but this shall be clear from context.

For a set of finite perimeter E ⊂ Rn+1 we denote its reduced boundary by ∂∗E and the perimeter by
P(E). Recall that P(E) = Hn(∂∗E) and for a regular enough set, ∂∗E = ∂E. The relative isoperimetric
inequality states that for every set of finite perimeter E and for every ball Br (x),

Hn(∂∗E ∩ Br (x))(n+1)/n
≥ cn min{|E ∩ Br (x)|, |Br (x) \ E |},

for a dimensional constant cn . We refer to [Maggi 2012] for an introduction to the topic.
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We define the tangential differential of F ∈ C1(Rn+1
; Rm) on ∂E by

Dτ F(x) = DF(x)(I − νE(x) ⊗ νE(x)),

where νE denotes the unit outer normal of E. For a function f ∈ C1(Rn+1
; R) we denote by ∇τ f its

tangential gradient which is a vector in Rn+1. We define the tangential divergence of F ∈ C1(Rn+1
; Rn+1)

by divτ F = Tr(Dτ F). Then the divergence theorem on manifolds generalizes to∫
∂∗E

divτ F dHn
=

∫
∂∗E

HE ⟨F, νE ⟩ dHn,

where HE ∈ L1(∂∗E) is the distributional mean curvature. When ∂E is smooth, HE agrees with the
classical definition of the mean curvature, which for us is the sum of the principal curvatures.

We begin by recalling the well-known inequality proven first by Simon [1993] in R3 and then by
Topping [2008] in the general case.

Theorem 2.1. Let 6 ⊂ Rn+1 be a compact and connected C2-hypersurface. Then

diam(6) ≤ Cn

∫
6

|H6|
n−1 dHn, (2-1)

where Cn depends only on the dimension.

We need also the Michael–Simon inequality [Michael and Simon 1973].

Theorem 2.2. Let 6 ⊂ Rn+1, n ≥ 2, be a compact C2-hypersurface. Then for every nonnegative
ϕ ∈ C1(Rn+1),

∥ϕ∥Ln/(n−1)(6) ≤ Cn

∫
6

|∇τϕ| +ϕ|H6| dHn, (2-2)

where Cn depends only on the dimension.

The following density-type estimate is essentially proven in [Morini et al. 2022, Lemma 2.1].

Proposition 2.3. Let E ⊂ Rn+1 be a set of finite perimeter with P(E) > 0 and 0 < β < 1. There is a
positive constant c = c(n, β) such that

rE,β := sup{r ∈ R+ : there exists x ∈ Rn+1 with |Br (x) ∩ E | ≥ β|Br (x)|} ≥ c
|E |

P(E)
.

We use the previous results to prove the following lemma, which is useful when we bound the Lagrange
multipliers and the number of the components of the flat flow of (1-1).

Lemma 2.4. Let E ⊂ Rn+1 be a bounded set of finite perimeter with a distributional mean curvature
HE ∈ L1(∂∗E), λ ∈ R and 1 ≤ C0 < ∞. There is a positive constant C = C(C0, n) such that:

(i) If P(E) ≤ C0 and |E | ≥ 1/C0, then

1/C − C∥HE − λ∥L1(∂∗E) ≤ λ ≤ C + C∥HE − λ∥L1(∂∗E).

(ii) If P(E) ≤ C0, |E | ≥ 1/C0 and E is C2 regular, then the number of components of E is bounded by
C(1 + ∥HE − λ∥

n
Ln(∂E)) and the diameters of the components are bounded by C(1 + ∥HE − λ∥

n−1
Ln−1(∂E)

).
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Proof. Our standing assumptions throughout the proof are P(E) ≤ C0 and |E | ≥ 1/C0. The perimeter
bound and the global isoperimetric inequality yield

|E | ≤ cn P(E)(n+1)/n
≤ cnC (n+1)/n

0 .

By the assumptions on E and by the divergence theorems, we compute the following for any vector
field F ∈ C1(Rn+1

; Rn+1):

λ

∫
E

div F dx =

∫
∂∗E

λ⟨F, νE ⟩ dHn

=

∫
∂∗E

HE ⟨F, νE ⟩ dHn
+

∫
∂∗E

(λ − HE)⟨F, νE ⟩ dHn

=

∫
∂∗E

divτ F dHn
+

∫
∂∗E

(λ − HE)⟨F, νE ⟩ dHn. (2-3)

Our goal is to construct a suitable vector field F to obtain (i) from (2-3). To this aim, we use first
the relative isoperimetric inequality, Proposition 2.3 and a suitable continuity argument to find positive
r0 = r0(C0, n), R0 = R0(C0, n) and r such that r0 ≤ r ≤ R0 and, by possibly translating the coordinates,
|Br ∩ E | =

1
2 |Br |. Again, it follows from the relative isoperimetric inequality that Hn(∂∗E ∩ Br ) ≥ c for

some positive c = c(C0, n). Choose a decreasing C1 function f : R → R with

f (t) =

{
(2r)−1 for t ≤

3
2r

t−1 for t ≥
5
2r

and for which the conditions f (t) ≤ min{(2r)−1, t−1
} and | f ′(t)| ≤ (2r)−2 hold on

[ 3
2r, 5

2r
]
. We define

the function F : Rn+1
→ Rn+1 by setting F(x) = f (|x |)x . Then F is a C1 vector field with

DF(x) = f (|x |)I +
f ′(|x |)

|x |
x ⊗ x for every x ∈ Rn+1,

div F(x) = (n + 1) f (|x |) + f ′(|x |)|x | for every x ∈ Rn+1,

divτ F(x) = n f (|x |) + f ′(|x |)

(
|x | −

⟨x, νE ⟩
2

|x |

)
for every x ∈ ∂∗E.

Then 0 < div F ≤ (n + 1)(2r)−1 everywhere and div F = (n + 1)(2r)−1 in Br , so by using these and the
earlier observations we obtain

n + 1
4R0

|Br0 | ≤
n + 1

4r
|Br | =

n + 1
2r

|Br ∩ E |

≤

∫
E

div F dx ≤
n + 1

2r
|E | ≤

cn(n + 1)

2r0
C (n+1)/n

0 .

(2-4)

Again, 0 ≤ divτ F ≤ n(2r)−1 on ∂∗E and divτ F = n(2r)−1 on ∂∗E ∩ Br , and thus

nc
2R0

≤
n
2r

Hn(∂∗E ∩ Br ) ≤

∫
∂∗E

divτ F dHn
≤

n P(E)

2r
≤

nC0

2r0
. (2-5)

We use (2-3), (2-4), (2-5) and |F | ≤ 1 to obtain (i).
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The claim (ii) is easy to prove in the planar case and therefore we assume that n ≥2. Let E1, E2, . . . , EN

denote the connected components of E. We apply Theorem 2.2 on ∂Ei with ϕ = 1 and use Hölder’s
inequality to obtain

C−1
n ≤ ∥HEi ∥Ln(∂Ei ) ≤ ∥HEi − λ∥Ln(∂Ei ) + |λ|P(Ei )

1/n,

from which we conclude, using (i) and Hölder’s inequality, that

NC−n
n ≤ 2n

∥HE − λ∥
n
Ln(∂E) + 2n

|λ|
n P(E)

≤ 2n
∥HE − λ∥

n
Ln(∂E) + 22nC0Cn(1 + ∥HE − λ∥

n
L1(∂E)

)

≤ 2n
∥HE − λ∥

n
Ln(∂E) + 22nC0Cn(1 + Cn−1

0 ∥HE − λ∥
n
Ln(∂E)). (2-6)

On the other hand, Theorem 2.1 together with (i) and Hölder’s inequality implies∑
i

diam(Ei ) ≤

∑
i

Cn

∫
∂Ei

|HEi |
n−1 dHn

≤

∑
i

2n−1Cn

(∫
∂Ei

|HEi − λ|
n−1 dHn

+ |λ|
n−1 P(Ei )

)
≤ 2n−1Cn

(∫
∂E

|HE − λ|
n−1 dHn

+ P(E)|λ|
n−1

)
≤ 2n−1Cn(∥HE − λ∥

n−1
Ln−1(∂E)

+ 2n−1C0Cn(1 + ∥HE − λ∥
n−1
L1(∂E)

))

≤ 2n−1Cn(∥HE − λ∥
n−1
Ln−1(∂E)

+ 2n−1C0Cn(1 + Cn−2
0 ∥HE − λ∥

n−1
Ln−1(∂E)

)). (2-7)

Thus, by possibly increasing C , the second claim follows from (2-6) and (2-7). □

3. Quantitative Alexandrov theorem

We split the proof of Theorem 1.2 into two parts. We first revisit the Montiel–Ros argument in
Proposition 3.3 where all the technical heavy lifting is done. The idea of Proposition 3.3 is to transform
the (local) information of the mean curvature of E being close to a constant into information on the
ρ-enlargement of the level sets of the distance function of ∂E. We note that the statement of Proposition 3.3
is given by the sharp exponent. The proof of Theorem 1.2 is then based on purely geometric arguments.

We first state the following equivalent formulation of the theorem.

Remark 3.1. Once we prove that in Theorem 1.2 the number of component of E is bounded, the statement
on the L∞-distance is equivalent to the fact that, under the assumption ∥HE − λ∥Ln(∂E) ≤ δ, there are
points x1, . . . , xN such that

N⋃
i=1

Bρ−
(xi ) ⊂ E ⊂

N⋃
i=1

Bρ+
(xi ),

where we have ρ− = R − C∥HE − λ∥
q
Ln(∂E), ρ+ = R + C∥HE − λ∥

q
Ln(∂E), R = n/λ and the balls

Bρ−
(x1), . . . , Bρ−

(xN ) are disjoint to each other. We leave the details to the reader.
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In Theorem 1.2 we assume that the mean curvature is bounded only in the Ln sense and thus the
estimates from Allard’s regularity theory [1972] are not available for us. Indeed, the Ln-boundedness of
the mean curvature is not strong enough to give proper density estimates. Moreover, even in the three
dimensional case R3 we cannot use the results from [Simon 1993], because we do not have a uniform
bound on the Euler characteristic of the set E. However, if we know that the mean curvature is close to a
constant with respect to the Ln-norm, then the following density estimate holds. The proof is based on
[Topping 2008, Lemma 1.2].

Lemma 3.2. Let 6 ⊂ Rn+1 be a compact C2-hypersurface and λ ∈ R+. There is a positive dimensional
constant δn such that if ∥H6 − λ∥Ln(6) ≤ δn , then

δn ≤
Hn(B(x, r) ∩ 6)

rn

for every x ∈ 6 and 0 < r ≤ δn/λ.

Proof. The planar case n = 1 is rather obvious and we leave it to the reader. Assume n ≥ 2. Fix x ∈ 6

and define V : [0, ∞) → [0, ∞) as V (r) = Hn(Br (x)∩6). Since V is increasing, the derivative V ′(r) is
defined for almost every r ∈ [0, ∞), and∫ r2

r1

V ′(ρ) dρ ≤ V (r2) − V (r1) whenever 0 ≤ r1 < r2.

By a standard foliation argument we have that Hn(∂Br (x) ∩ 6) > 0 for at most countably many r ∈ R+.
Thus V ′(r) is defined and Hn(∂Br (x) ∩ 6) = 0 for almost every r ∈ [0, ∞). Fix such an r and choose
h ∈ R+ for which Hn(∂Br+h(x) ∩ 6) = 0. Define a cut-off function fh : Rn+1

→ R by setting

fh(y) =


1, y ∈ Br (x),

1 − |y − x |/h, y ∈ Br+h(x) \ Br (x),

0, y ∈ Rn+1
\ Br+h(x).

By using a suitable approximation argument combined with Theorem 2.2 we obtain

V (r)(n−1)/n
≤ Cn

(
V (r + h) − V (r)

h
+ ∥ fh H6∥L1(6)

)
.

In turn, we may choose a sequence (hk)k such that hk → 0 and Hn(∂Br+hk (x) ∩ 6) = 0. Then by
letting k → ∞ the previous estimate yields

V (r)(n−1)/n
≤ Cn

(
V ′(r) +

∫
Br (x)∩6

|H6| dHn
)

≤ Cn

(
V ′(r) +

∫
Br (x)∩6

|H6| dHn
)

≤ Cn

(
V ′(r) +

∫
Br (x)∩6

|H6 − λ| dHn
+ λV (r)

)
≤ Cn(V ′(r) + ∥H6 − λ∥Ln(6)V (r)(n−1)/n

+ λV (r)).
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Thus for almost every r ∈ (0, ∞),(
C−1

n − ∥H6 − λ∥Ln(6)

V (r)1/n − λ

)
V (r) ≤ V ′(r).

If ∥H6 − λ∥Ln(6) ≤ δn for small δn , then the above inequality implies

1
2Cn

V (r)1−1/n
− λV (r) ≤ V ′(r).

Fix r < δn/λ. We will assume that V (r) ≤ δnrn, since otherwise the claim is trivially true. By the
monotonicity of V we have

V (ρ)1/n
≤ V (r)1/n

≤ δn/λ

for all 0 < ρ < r . For δn small enough the above inequality then yields

1
4Cn

V (ρ)1−1/n
≤ V ′(ρ)

for almost every 0 < ρ < r . The claim follows by integrating this over (0, r). □

Montiel–Ros argument. We recall that for E ⊂ Rn+1 we write

Er := {x ∈ E : dist(x, ∂E) > r}. (3-1)

We use the fact that E is C2 regular and say that x ∈ ∂E satisfies the interior ball condition with radius r
if, for y = x − rνE(x), it holds that Br (y) ⊂ E. For r > 0 we define

0r := {x ∈ ∂E : x satisfies the interior ball condition with radius r}. (3-2)

Proposition 3.3. Let λ ∈ R and suppose that a bounded and C2 regular set E ⊂ Rn+1 satisfies P(E) ≤ C0

and |E | ≥ 1/C0 with C0 ∈ R+. Then for 0 < r < R with R = n/λ,∣∣∣∣|Er | −
|E |

Rn+1 (R − r)n+1
∣∣∣∣ ≤ C∥HE − λ∥Ln(∂E)

and

Hn(∂E \ 0r ) ≤
C

(R − r)n+1 ∥HE − λ∥Ln(∂E),

provided that ∥HE − λ∥Ln(∂E) ≤ δ, where the constants C and δ depend only on C0 and on the dimension.
Moreover, under the same assumptions, for 0 < ρ < r < R,∣∣∣∣|Er + Bρ | −

|E |

Rn+1 (R − (r − ρ))n+1
∣∣∣∣ ≤

C
(R − r)n+1 ∥HE − λ∥Ln(∂E).

Proof. As we already mentioned the proof is based on the Montiel–Ros argument for the Heinze–Karcher
inequality, which we recall shortly. To that aim, we define ζ : ∂E × R → Rn+1 as

ζ(x, t) = x − tνE(x).
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We denote the principle curvatures of ∂E at x by k1(x), . . . , kn(x) and assume that they are pointwise
ordered as ki (x) ≤ ki+1(x). If we consider ∂E ×R as a hypersurface embedded in Rn+2, then its tangential
Jacobian is

Jτ ζ(x, t) =

n∏
i=1

|1 − tki (x)| on ∂E × R.

For every bounded Borel set M ⊂ ∂E × R we have, by the area formula,∫
ζ(M)

H0(ζ−1(y) ∩ M) dy =

∫
M

Jτ ζ dHn+1.

In the proof, C denotes a positive constant which may change from line to line, depending only on C0

and on the dimension.

Step 1: In order to utilize Lemma 2.4, we choose δ = δ(C0, n) to be the same as in the lemma and assume
∥HE − λ∥Ln(∂E) ≤ δ. Then E has N connected components with N ≤ C . We may thus prove the claim
componentwise and assume that E is connected. We write

6 :=
{

x ∈ ∂E : |HE(x) − λ| < 1
2λ

}
.

By Lemma 2.4 we have λ ≥ 1/C , and thus by Hölder’s inequality

Hn(∂E \ 6) ≤
2
λ

∫
∂E

|HE(x) − λ| dHn
≤ C∥HE − λ∥Ln(∂E). (3-3)

Moreover, we have

n
n + 1

∫
6

1
HE

dHn
=

n
n + 1

∫
6

(
1
λ

+

(
1

HE
−

1
λ

))
dHn

≤
n P(E)

(n + 1)λ
+ C∥HE(x) − λ∥Ln(∂E).

Since E is connected, Lemma 2.4 yields diam(E) ≤ R̃ with R̃ = R̃(C0, n) ≥ R. Choose x0 ∈ E. Then
using (2-3) with F(x) = x − x0 we obtain

n P(E) = (n + 1)λ|E | +

∫
∂E

(HE − λ)⟨(x − x0), νE ⟩ dHn,

which in turn implies ∣∣n P(E) − (n + 1)λ|E |
∣∣ ≤ C∥HE − λ∥Ln(∂E). (3-4)

Hence we deduce
n

n + 1

∫
6

1
HE

dHn
≤ |E | + C∥HE − λ∥Ln(∂E). (3-5)

Next we define

Z = {(x, t) ∈ 6 × [0, ∞) : 0 ≤ t ≤ 1/kn(x)}.
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Note that this is well defined, since x ∈ 6 implies kn(x) ≥ HE(x)/n ≥ λ/(2n) > 0. We also set

6′

1 = {x ∈ ∂E \ 6 : kn(x) ≤ 1/R̃} and 6′

2 = {x ∈ ∂E \ 6 : kn(x) > 1/R̃},

Z ′

1 = 6′

1 × [0, R̃] and Z ′

2 = {(x, t) ∈ 6′

2 × [0, ∞) : 0 ≤ t ≤ 1/kn(x)},

and finally
Z ′

= Z ′

1 ∪ Z ′

2.

Then Z and Z ′ are disjoint and bounded Borel sets and E ⊂ ζ(Z ∪ Z ′). To see this fix y ∈ E and let
x ∈ ∂E be such that r = d∂E(y) = |x − y|. Then we may write y = x − rνE(x), and by the maximum
principle kn(x) ≤ 1/r . Since diam(E) ≤ R̃, we have r ≤ R̃ and so we conclude that (x, r) ∈ Z ∪ Z ′ and
y = ζ(x, r).

We now recall the Montiel–Ros argument. We use the fact that E is a subset of ζ(Z ∪ Z ′), the area
formula, the arithmetic geometric inequality and the fact that 1/kn(x) ≤ n/HE(x) for x ∈ 6 to obtain

|E | ≤ |ζ(Z)| + |ζ(Z ′)| ≤

∫
ζ(Z)

H0(ζ−1(y) ∩ Z) dy + |ζ(Z ′)|

=

∫
Z

Jτ ζ dHn+1
+ |ζ(Z ′)|

=

∫
6

∫ 1/kn(x)

0

n∏
i=1

(1 − tki (x)) dt dHn
+ |ζ(Z ′)|

≤

∫
6

∫ 1/kn(x)

0

(
1 −

t
n

HE(x)

)n

dt dHn
+ |ζ(Z ′)|

≤

∫
6

∫ n/HE (x)

0

(
1 −

t
n

HE(x)

)n

dt dHn
+ |ζ(Z ′)|

=
n

n + 1

∫
6

1
HE

dHn
+ |ζ(Z ′)|.

Next we quantify the previous four inequalities. To that aim we define the nonnegative numbers R1, R2, R3

and R4 as
R1 = |ζ(Z) \ E |, (3-6)

R2 =

∫
ζ(Z)

|H0(ζ−1(y) ∩ Z) − 1| dy, (3-7)

R3 =

∫
6

∫ 1/kn(x)

0

∣∣∣∣(1 −
t
n

HE(x)

)n

−

n∏
i=1

(1 − tki (x))

∣∣∣∣ dt dHn, (3-8)

R4 =

∫
6

∫ n/HE (x)

1/kn(x)

∣∣∣∣1 −
t
n

HE(x)

∣∣∣∣n

dt dHn. (3-9)

Then by repeating the Montiel–Ros argument we deduce that

|E | ≤
n

n + 1

∫
6

1
HE

dHn
+ |ζ(Z ′)| − R1 − R2 − R3 − R4.
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Therefore, by (3-5),
R1 + R2 + R3 + R4 ≤ |ζ(Z ′)| + C∥HE − λ∥Ln(∂E),

where the Ri are defined in (3-6)–(3-9).
Let us next show that

|ζ(Z ′)| ≤ C∥HE(x) − λ∥Ln(∂E). (3-10)

Indeed, by the area formula we have

|ζ(Z ′)| ≤

∫
Z ′

Jτ ζ dHn+1
=

∫
6′

1

∫ R̃

0

n∏
i=1

|1− tki (x)| dt dHn
+

∫
6′

2

∫ 1/kn(x)

0

n∏
i=1

|1− tki (x)| dt dHn. (3-11)

By the definition of 6′

1, we have |1 − tki (x)| = (1 − tki (x)) for every (x, t) ∈ 6′

1 × [0, R̃], and therefore
by the arithmetic-geometric inequality we may estimate

n∏
i=1

|1 − tki (x)| ≤ C(1 + |HE(x)|n) for (x, t) ∈ 6′

1 × [0, R̃].

Similarly, we deduce that
n∏

i=1

|1 − tki (x)| ≤ C(1 + tn
|HE(x)|n) for x ∈ 6′

2 and 0 ≤ t ≤ 1/kn(x).

On the other hand, by the definition of 6′

2 we have 1/kn(x) < R̃. Therefore, by (3-11), λ ≤ C and (3-3)
we have

|ζ(Z ′)| ≤ C
∫

6′

1∪6′

2

∫ R̃

0
(1 + |HE(x)|n) dt dHn

= C R̃
∫

∂E\6

(1 + |HE(x)|n) dHn

≤ C
∫

∂E\6

(1 + λn
+ |HE − λ|

n) dHn

≤ C(Hn(∂E \ 6) + ∥HE − λ∥
n
Ln(∂E))

≤ C∥HE − λ∥Ln(∂E)

when ∥HE − λ∥Ln(∂E) ≤ 1. Hence by decreasing δ, if needed, we have (3-11). In particular,

R1 + R2 + R3 + R4 ≤ C∥HE − λ∥Ln(∂E), (3-12)

where the Ri are defined in (3-6)–(3-9).

Step 2: Here we utilize the estimate (3-12) and prove the following auxiliary result. For a Borel set
0 ⊂ ∂E and 0 < r < R,

|E ∩ ζ(Z ∩ (0 × (r, R)))| ≥
Hn(0)

(n + 1)Rn (R − r)n+1
− C∥HE − λ∥Ln(∂E). (3-13)
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We prove (3-13) by “backtracking” the Montiel–Ros argument. By the definition of R1, R2, R3, R4

and (3-12) we may estimate

|E ∩ ζ(Z ∩ (0 × (r, R)))| ≥ |ζ(Z ∩ (0 × (r, R)))| − R1

≥

∫
ζ(Z∩(0×(r,R)))

H0(ζ−1(y) ∩ Z ∩ (0 × (r, R))) dy − R1 − R2

=

∫
0∩6

∫ min{R,1/kn(x)}

min{r,1/kn(x)}

n∏
i=1

(1 − tki (x)) dt dHn
− R1 − R2

≥

∫
0∩6

∫ min{R,1/kn(x)}

min{r,1/kn(x)}

(
1 −

t
n

HE(x)

)n

dt dHn
− R1 − R2 − R3

≥

∫
0∩6

∫ min{R,n/HE (x)}

min{r,1/kn(x)}

(
1 −

t
n

HE

)n

dt dHn
− R1 − R2 − R3 − R4

≥

∫
0∩6

∫ min{R,n/HE (x)}

min{r,n/HE (x)}

(
1 −

t
n

HE

)n

dt dHn
− R1 − R2 − R3 − R4.

Recall that for x ∈ 6, we have 1
2λ ≤ HE(x) ≤ 2λ and R = n/λ. Therefore, we may estimate∫

0∩6

∫ min{R,n/HE (x)}

min{r,n/HE (x)}

(
1−

t
n

HE

)n

dt dHn
≥

∫
0∩6

∫ min{R,n/HE (x)}

min{r,n/HE (x)}

(
1−

t
n
λ

)n

dt dHn
−C∥HE −λ∥Ln(∂E)

≥

∫
0∩6

∫ R

r

(
1−

t
n
λ

)n

dt dHn
−C∥HE −λ∥Ln(∂E)

=
Hn(0∩6)n

(n+1)λ

(
1−

λ

n
r
)n+1

−C∥HE −λ∥Ln(∂E)

=
Hn(0∩6)R

(n+1)

(
1−

r
R

)n+1

−C∥HE −λ∥Ln(∂E).

Hence we obtain (3-13) from the previous two inequalities, from (3-3) and from (3-12).

Step 3: Here we finally prove the proposition. Recall the definition of Er in (3-1). Let us first prove that

|Er | ≥
P(E)

(n + 1)Rn (R − r)n+1
− C∥HE − λ∥Ln(∂E) (3-14)

for all 0 < r < R.
To this aim, we claim that

E ∩ ζ(Z ∩ (6 × (r, R))) ⊂ Er ∪ {y ∈ ζ(Z) : H0(ζ−1(y) ∩ Z) ≥ 2} ∪ ζ(Z ′). (3-15)

The point of this inclusion is that almost every point which is of the form y = x − tνE(x), for x ∈ Z and
t ∈ (r, R), belongs to Er .

To this aim, let y ∈ E ∩ ζ(6 × (r, R)). Then we may write y = x − tνE(x) = ζ(x, t) for some x ∈ 6

and t ∈ (r, R), with (x, t) ∈ Z . If d∂E(y) = |y − x |, then y ∈ Er because |x − y| = t > r . Otherwise,

d∂E(y) = |y − x̃ | = r̃ < t for x̃ ∈ ∂E,
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so we may write y = x̃ − r̃νE(x) = ζ(x̃, r̃) and (x̃, r̃) ∈ Z ∪ Z ′. Again, if (x̃, r̃) /∈ Z ′, then (x̃, r̃) ∈ Z and
thus H0(ζ−1(y) ∩ Z) ≥ 2. Hence we have (3-15).

Recall that by the definition of R2 and by (3-12),

|{y ∈ ζ(Z) : H0(ζ−1(y) ∩ Z) ≥ 2}| ≤

∫
ζ(Z)

|H0(ζ−1(y) ∩ Z) − 1| dy

≤ C∥HE − λ∥Ln(∂E). (3-16)

We then use (3-15), (3-16), (3-10) and (3-13) with 0 = 6 to deduce

|Er | ≥ |E ∩ ζ(Z ∩ (6 × (r, R)))| − C∥HE − λ∥Ln(∂E)

≥
Hn(6)

(n + 1)Rn (R − r)n+1
− C∥HE − λ∥Ln(∂E).

The inequality (3-14) then follows from (3-3).
Let us next show that for all r ∈ (0, R),

|Er | ≤
Hn(0r )

(n + 1)Rn (R − r)n+1
+ C∥HE − λ∥Ln(∂E), (3-17)

where 0r ⊂ ∂E is defined in (3-2).
First we show

|ER| ≤ C∥HE − λ∥Ln(∂E). (3-18)

This follows from an already familiar argument, so we only sketch it here. It is easy to see that

ER ⊂ ζ(Z ′) ∪ ζ(Z ∩ (6 × (R, ∞))).

Moreover, since 1
2λ ≤ HE(x) ≤ 2λ for x ∈ 6,

Jτ ζ(x, t) =

n∏
i=1

|1 − tki (x)| ≤ C(1 + |HE(x)|n) ≤ C for (x, t) ∈ Z ∩ (6 × (R, ∞)).

Recall that R = n/λ. Therefore, we have

|ζ(Z ∩ (6 × (R, ∞)))| ≤

∫
6

∫ max{n/HE (x),R}

R
Jτ ζ(x, t) dt dHn

≤ C
∫

6

∣∣∣∣ n
HE

− R
∣∣∣∣ dt dHn

≤ C∥HE − λ∥Ln(∂E).

The estimate (3-18) then follows from |ER| ≤ |ζ(Z ∩ (6 × (R, ∞)))| + |ζ(Z ′)| and (3-10).
Note that for all ρ ∈ (r, R) we have {x ∈ E : d∂E(x) = ρ} = ζ(0ρ, ρ) and 0ρ ⊂ 0r . We also set

ζρ = ζ( · , ρ) : ∂E → Rn+1, and thus {x ∈ E : d∂E(x) = ρ} = ζρ(0ρ) and

Jτ ζρ(x) =

n∏
i=1

|1 − ρki (x)| ≤

(
1 −

HE

n
ρ

)n

for x ∈ 0ρ .
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Therefore by (3-18) and by coarea and area formulas we obtain

|Er | ≤ |Er | − |ER| + C∥HE − λ∥Ln(∂E) ≤

∫ R

r
Hn({x ∈ E : d∂E = ρ}) dρ + C∥HE − λ∥Ln(∂E)

=

∫ R

r
Hn(ζρ(0ρ)) dρ + C∥HE − λ∥Ln(∂E)

≤

∫ R

r

∫
0ρ

Jτ ζρ(x) dHn dρ + C∥HE − λ∥Ln(∂E)

≤

∫ R

r

∫
0ρ

(
1 −

HE

n
ρ

)n

dHn dρ + C∥HE − λ∥Ln(∂E)

≤

∫ R

r
Hn(0ρ)

(
1 −

λ

n
ρ

)n

dρ + C∥HE − λ∥Ln(∂E)

≤ Hn(0r )

∫ R

r

(
1 −

ρ

R

)n

dρ + C∥HE − λ∥Ln(∂E)

=
Hn(0r )

(n + 1)Rn (R − r)n+1
+ C∥HE − λ∥Ln(∂E).

Hence we have (3-17).
The second claim of the proposition follows immediately from (3-14) and (3-17). These also imply∣∣∣∣|Er | −

P(E)

(n + 1)Rn (R − r)n+1
∣∣∣∣ ≤ C∥HE − λ∥Ln(∂E).

The first claim thus follows from (3-4) and R = n/λ.
For the last claim we refine the inclusion (3-15) and show that for 0 < ρ < r < R and r ′

∈ (r, R),

E ∩ ζ(Z ∩ (0r ′ × (r ′
− ρ, R))) ⊂ (Er + Bρ) ∪ {y ∈ ζ(Z) : H0(ζ−1(y) ∩ Z) ≥ 2} ∪ ζ(Z ′). (3-19)

Indeed, let y ∈ E ∩ ζ(Z ∩ (0r ′ × (r ′
−ρ, R))). Then we may write y = x − tνE(x) for some x ∈ 6 ∩0r ′

and t ∈ (r ′
− ρ, R), with (x, t) ∈ Z . If t ∈ (r ′, R), then by (3-15),

y ∈ E ∩ ζ(Z ∩ (6 × (r, R))) ⊂ Er ∪ {y ∈ ζ(Z) : H0(ζ−1(y) ∩ Z) ≥ 2} ∪ ζ(Z ′)

⊂ (Er + Bρ) ∪ {y ∈ ζ(Z) : H0(ζ−1(y) ∩ Z) ≥ 2} ∪ ζ(Z ′).

Let us then assume that t ∈ (r ′
− ρ, r ′

]. We write y = x − r ′νE(x) + (r ′
− t)νE(x). Since x ∈ 0r ′ , i.e.,

∂E satisfies the interior ball condition at x with radius r ′ > r , necessarily we have x − r ′νE(x) ∈ Er .
Therefore, since 0 ≤ r ′

− t < ρ, we conclude that y ∈ Er + Bρ and (3-19) follows.
We use (3-10), (3-13), (3-16) and (3-19) to conclude

|Er + Bρ | ≥ |E ∩ ζ(Z ∩ (0r ′ ∩ ×(r ′
− ρ, R)))| − C∥HE − λ∥Ln(∂E)

≥
Hn(0r ′)

(n + 1)Rn (R − (r ′
− ρ))n+1

− C∥HE − λ∥Ln(∂E).
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By using the second claim of the proposition and then letting r ′
→ r , we deduce

|Er + Bρ | ≥
P(E)

(n + 1)Rn (R − (r − ρ))n+1
−

C
(R − r)n+1 ∥HE − λ∥Ln(∂E).

On the other hand, clearly Er + Bρ ⊂ Er−ρ . Then by (3-17) we have

|Er + Bρ | ≤ |Er−ρ | ≤
P(E)

(n + 1)Rn (R − (r − ρ))n+1
+ C∥HE − λ∥Ln(∂E).

The last claim thus follows from the two previous inequalities and (3-4). □

Proof of Theorem 1.2. Let E, λ and C0 be as in the formulation of Theorem 1.2. Recall that we write
R = n/λ. As before C denotes a constant which may change from line to line but always depends only
on C0 and n. Let us write

ε := ∥HE − λ∥Ln(∂E).

If ε = 0, then E is a disjoint union of balls by [Delgadino and Maggi 2019]. Let us then assume that
0 < ε ≤ δ, where δ is initially set as in Proposition 3.3. We might shrink δ several times but always in
such a way that it depends only on C0 and the dimension n. Indeed, by shrinking δ, if needed, Lemma 2.4
provides the estimates

1/C ≤ λ and R ≤ C,

and hence the first claim of Theorem 1.2 is clear. We will use these estimates repeatedly without further
mention.

By Lemma 2.4, the number of connected components of E and their diameters are bounded by C. Thus,
by applying a similar argument as in the proof of Proposition 3.3 (to obtain (3-4)) on each component
and then summing these estimates we obtain∣∣n P(E) − (n + 1)λ|E |

∣∣ ≤ Cε. (3-20)

By possibly shrinking δ we have R−δ1/(n+2)
≥

1
2 R. Choose r0 = R−ε1/(n+2). Then the volume estimates

given by Proposition 3.3 read as ∣∣∣∣|Er | −
|E |

Rn+1 (R − r)n+1
∣∣∣∣ ≤ Cε (3-21)

for all 0 ≤ r < R and ∣∣∣∣|Er + Bρ | −
|E |

Rn+1 (R − (r − ρ))n+1
∣∣∣∣ ≤ Cε1/(n+2) (3-22)

for all 0 ≤ ρ ≤ r ≤ r0. We remark that by (3-21) we have

|Er0 | ≥
|E |

Rn+1 ε(n+1)/(n+2)
− Cε ≥

1
C

ε(n+1)/(n+2)
− Cε.

Hence by decreasing δ, if needed, we may assume that Er0 is nonempty. This implies that Er ′ is nonempty
for r ′ >r0 when |r ′

−r0| is small enough. Since for any r ′ >r0 it is geometrically clear that 0r ′ ⊂∂Er0 +Br0 ,
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and then by using Proposition 3.3 and r0 = R − ε1/(n+2) we have

Hn(∂E \ (Er0 + Br0)) ≤ Hn(∂E \ 0r ′) ≤ C
ε

(r0 − r ′ + ε1/(n+2))n+1 .

Thus by letting r ′
→ r0 the previous estimate yields

Hn(∂E \ (Er0 + Br0)) ≤ Cε1/(n+2). (3-23)

As previously, we divide the proof into three steps.

Step 1: Recall that r0 = R−ε1/(n+2)
≥

1
2 R. We prove that there is a positive constant d0 = d0(C0, n)≤

1
4 R

such that if x, y ∈ Er0 , then either

|x − y| < ε1/(2(n+2)) or |x − y| ≥ d0. (3-24)

Let us fix x, y ∈ Er0 . We write d := |x − y| and denote the segment from x to y by

Jxy := {t x + (1 − t)y : t ∈ [0, 1]}.

We may assume that d is small, since otherwise the claim (3-24) is trivially true. To be more precise, we
assume

d ≤ min
{ 1

4 R, 1
}
. (3-25)

Let us first show that
Jxy ⊂ Er0−R−1d2 . (3-26)

Note that r0 − R−1d2 > 0 by r0 ≥
1
2 R and (3-25), and hence Er0−R−1d2 is well defined and nonempty.

Choose z ∈ Rn+1
\ E and z′

∈ Jxy such that

|z − z′
| = dist(Rn+1

\ E, Jxy).

If z′
= x or z′

= y, then it follows from x, y ∈ Er0 that |z − z′
| > r0. If not, then from the fact that z′ is the

closest point on Jxy to z, we deduce that the vector x − z′ is orthogonal to z − z′, i.e., ⟨x − z′, z − z′
⟩ = 0.

Note also that min{|x − z′
|, |y − z′

|} ≤
1
2 d and we may thus assume that |x − z′

| ≤
1
2 d . Therefore, by the

Pythagorean theorem we have

|x − z|2 = |x − z′
|
2
+ |z − z′

|
2
≤

1
4 d2

+ |z − z′
|
2.

Since |x − z| > r0, the previous estimate gives us

|z − z′
|
2 > r2

0 −
1
4 d2.

We deduce from r0 ≥
1
2 R and (3-25) that(

r2
0 −

1
4 d2)1/2

≥ r0 − R−1d2.

The previous two estimates yield |z − z′
| > r0 − R−1d2, and claim (3-26) follows due to the choice of

z and z′.
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Again, we use r0 ≥
1
2 R and (3-25) to observe that

r0 − (1 + R−1)d2
≥ r0 − d − R−1d2

≥
1
2 R −

1
4 R −

1
16 R > 0.

Thus Er0−(1+R−1)d2 is well defined and nonempty. Next, we deduce from (3-26) and Er + Bρ ⊂ Er−ρ

that

Jxy + Bd2 ⊂ Er0−R−1d2 + Bd2 ⊂ Er0−(1+R−1)d2 . (3-27)

Since Jxy + Bd2 contains the cylinder Jxy × Bn
d2 , it is clear that

|Jxy + Bd2 | ≥ ωnd1+2n.

On the other hand, (3-21) and ε ≤ 1 (we may assume δ ≤ 1) imply

|Er0−(1+R−1)d2 | ≤
|E |

Rn+1 (R − (r0 − (1 + R−1)d2))n+1
+ Cε

=
|E |

Rn+1 (ε1/(n+2)
+ (1 + R−1)d2)n+1

+ Cε

≤
|E |

Rn+1 (ε1/(n+2)
+ (1 + R−1)d2)n+1

+ Cε(n+1)/(n+2)

≤ Cd2(n+1)
+ Cε(n+1)/(n+2).

Then (3-27) yields

ωnd1+2n
≤ Cd2(n+1)

+ Cε(n+1)/(n+2).

If d ≥ ε1/(2(n+2)), then

ωnd1+2n
≤ Cd2(n+1).

This implies d ≥ c > 0 for some c = c(C0, n). By recalling (3-25), claim (3-24) follows.

Step 2: By (3-24) and possibly replacing δ with min
{
δ,

(1
8 d0

)2(n+2)} we may divide the set Er0 into N
clusters E1

r0
, . . . , E N

r0
such that we fix a point xi ∈ Er0 and define the corresponding cluster E i

r0
as

E i
r0

=
{

x ∈ Er0 : |x − xi | ≤
1
8 d0

}
.

By (3-24), we have E i
r0

⊂ Bε0(xi ), where ε0 = ε1/(2(n+2)) and |xi − x j | ≥ d0 for i ̸= j . Therefore, we
have for every ρ > 0

N⋃
i=1

Bρ(xi ) ⊂ Er0 + Bρ ⊂

N⋃
i=1

Bρ+ε0(xi ). (3-28)

Since r0 ≥
1
2 R > 1

4 R ≥ d0 and |xi − x j | ≥ d0 for i ̸= j , we have that the balls Bρ(x1), . . . , Bρ(xN ) with
ρ =

1
4 d0 are disjoint and contained in E, which in turn implies there is an upper bound N0 = N0(C0, n)∈ N

for the number of clusters N.
Next we improve the lower bound |xi−x j |≥d0 and prove that there is a positive constant C1 =C1(C0, n)

such that

|xi − x j | ≥ 2R − 2C1ε
1/(n+2)2

for all pairs i ̸= j. (3-29)
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As a byproduct we prove the last statement of the theorem, i.e., we show

|P(E) − N (n + 1)ωn+1 Rn
| ≤ Cε1/(2(n+2)). (3-30)

Recall that the balls Bd0/4(x1), . . . , Bd0/4(xN ) are disjoint. Therefore, using N ≤ N0 and (3-28) with
ρ =

1
4 d0 we deduce ∣∣|Er0 + Bd0/4| − Nωn+1

( 1
4 d0

)n+1∣∣ ≤ Cε0 = Cε1/(2(n+2)).

On the other hand, we have 1
4 d0 ≤

1
16 R < 1

2 R ≤ r0, so we may use (3-22) to obtain∣∣∣∣|Er0 + Bd0/4| −
|E |

Rn+1

(1
4 d0 + ε1/(n+2)

)n+1
∣∣∣∣ ≤ Cε1/(n+2).

These two estimates and ε ≤ 1 imply∣∣|E | − Nωn+1 Rn+1∣∣ ≤ Cε1/(2(n+2)). (3-31)

Thus (3-20), R = n/λ and (3-31) yield (3-30).
To obtain (3-29), let us assume that there is 0 < h < 1

2 R such that |xi − x j | < 2R − 2h for some i ̸= j .
This implies that the balls BR(xi ) and BR(x j ) intersect each other such that a set enclosed by a spherical
cap of height h is included in their intersection. As the volume enclosed by the spherical cap of height h
has a lower bound cn Rn+1h(n+2)/2, with some dimensional constant cn , then there is c = c(C0, n) such
that

|BR(xi ) ∩ BR(x j )| ≥ ch(n+2)/2.

We use the previous estimate as well as (3-22), (3-28), (3-31), ε ≤ 1 and N ≤ N0 to estimate

Nωn+1 Rn+1
≤ |E | + Cε0

≤ |Er0 + Br0 | + Cε0 + Cε1/(n+2)

≤

∣∣∣∣ N⋃
i=1

BR+ε0(xi )

∣∣∣∣ + Cε0 + Cε1/(n+2)

≤

∣∣∣∣ N⋃
i=1

BR(xi )

∣∣∣∣ + Nωn+1((R + ε0)
n+1

− Rn+1) + Cε0 + Cε1/(n+2)

≤ Nωn+1 Rn+1
− |BR(xi ) ∩ BR(x j )| + Cε0 + Cε1/(n+2)

≤ Nωn+1 Rn+1
− ch(n+2)/2

+ Cε0 + Cε1/(n+2)

= Nωn+1 Rn+1
− ch(n+2)/2

+ Cε1/(2(n+2))
+ Cε1/(n+2)

≤ Nωn+1 Rn+1
− ch(n+2)/2

+ Cε1/(2(n+2)).

Thus h(n+2)/2
≤ Cε1/(2(n+2)) and (3-29) follows.

Step 3: Let C1 be as in (3-29). By decreasing δ, if needed, we may assume

0 < R − C1ε
1/(n+2)2

< R − ε1/(n+2)
= r0.



698 VESA JULIN AND JOONAS NIINIKOSKI

Then by (3-28) and (3-29) we have that the balls Bρ(x1), . . . , Bρ(xN ), with ρ = R − C1ε
1/(n+2)2

, are
disjoint and

N⋃
i=1

Bρ(xi ) ⊂ Er0 + Bρ ⊂ Er0−ρ ⊂ E. (3-32)

This, ε ≤ 1, N ≤ N0 and (3-31) imply∣∣∣∣E \

N⋃
i=1

Bρ(xi )

∣∣∣∣ ≤ Cε1/(n+2)2
. (3-33)

Set ε1 = ε1/(n+2)3
. We prove

E ⊂

N⋃
i=1

Bη(xi ) (3-34)

for η = R + C2ε1 with some positive C2 = C2(n, C0). By decreasing δ, if necessary, we deduce from
(3-33) that

|Bε1 | >

∣∣∣∣E \

N⋃
i=1

Bρ(xi )

∣∣∣∣.
Thus, if x ∈ Eε1 , then Bε1(x) ∩

⋃N
i=1 Bρ(xi ) must be nonempty. This implies

Eε1 ⊂

N⋃
i=1

Bρ+ε1(xi ). (3-35)

Assume that for x ∈ ∂E,
dx := dist(x, Er0 + Br0) > 0.

Then by (3-23)
Hn(∂E ∩ B(x, dx)) ≤ Cε1/(n+2).

Let δn ∈ R+ be as in Lemma 3.2, and set rx = min{dx , δn/λ}. Again, by possibly decreasing δ so that
δ ≤ δn , Lemma 3.2 yields

δnrn
x ≤ Hn(∂E ∩ Brx (x)).

By combining the two previous estimates we have

min
{

dx ,
δn

λ

}
≤ Cε1/(n(n+2)).

Since δn/λ ≥ δn/C , by decreasing δ, if necessary, the previous estimate implies rx = dx and further yields

dx ≤ Cε1/(n(n+2))
≤ Cε1/(n+2)2

. (3-36)

On the other hand, by (3-28),

Er0 + Br0 ⊂ Er0 + BR ⊂

N⋃
i=1

BR+ε0(xi ), (3-37)
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where ε0 = ε1/(2(n+2))
≤ ε1/(n+2)2

. Thus (3-36) and (3-37) imply

∂E ⊂

N⋃
i=1

Bη̃(xi )

with η̃ = R + Cε1/(n+2)2
. By combining this observation with (3-35) we obtain (3-34).

Finally, by decreasing δ one more time, if necessary, (3-30), (3-32) and (3-34) yield

N⋃
i=1

Bρ−
(xi ) ⊂ E ⊂

N⋃
i=1

Bρ+
(xi ),

where ρ− = R − Cε1/(n+2)3
, ρ+ = R + Cε1/(n+2)3

, the balls Bρ−
(x1), . . . , Bρ−

(xN ) are mutually disjoint,
for N we have

|P(E) − N (n + 1)ωn+1 Rn
| ≤ Cε1/(n+2)3

and C = C(C0, n) ∈ R+. The claim of Theorem 1.2 then follows by Remark 3.1. □

4. Asymptotic behavior of the volume preserving mean curvature flow

In this section we first define the flat flow and recall some of its basic properties. We do this in the general
dimensional case Rn+1 and restrict ourselves to the case n ≤ 2 only in the proof of Theorem 1.1. We
begin by defining the flat flow of (1-1).

Assume that E0 ⊂ Rn+1 is a bounded set of finite perimeter with the volume of the unit ball |E0|=ωn+1.
For a given h ∈ R+ we construct a sequence of sets (Eh

k )∞k=1 by an iterative minimizing procedure called
minimizing movements, where initially Eh

0 = E0 and Eh
k+1 is a minimizer of the problem

Fh(E, Ek) = P(E) +
1
h

∫
E

d̄Ek dx +
1

√
h

∣∣|E | −ωn+1
∣∣. (4-1)

Recall that d̄Ek is the signed distance function from Ek . We then define the approximative flat flow
(Eh

t )t≥0 by
Eh

t = Eh
k , for (k − 1)h ≤ t < kh. (4-2)

By [Mugnai et al. 2016] we know that there is a subsequence of the approximative flat flow which
converges:

(Ehl
t )t≥0 → (Et)t≥0,

where for every t > 0 the set Et is a set of finite perimeter with |Et | = ωn+1. Any such limit is called
a flat flow of (1-1). It follows from [Mugnai et al. 2016] that when n ≤ 6 and if the perimeters of Eh

t

converge, i.e., limh→0 P(Eh
t ) = P(Et) for every t > 0, then the flat flow is a weak solution of the volume

preserving mean curvature flow. It is not known if the flat flow coincides with the classical solution
of (1-1) when the latter is well defined and smooth, but the result in [Chambolle and Novaga 2008] seems
to suggest this (see also [Chambolle et al. 2015]).
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Preliminary results. Let us take a more rigorous approach to the concepts heuristically introduced above.
We base this mainly on [Mugnai et al. 2016], with the only difference being that the volume constraint
has a different value. Obviously, this does not affect the arguments.

First, we take a closer look at the functional Fh given by (4-1). If E, F ⊂ Rn+1 are bounded sets of
finite perimeter, then it is easy to see that modifications of E in a set of measure zero do not affect the
value Fh(E, F), whereas such modifications of F may lead to drastic changes of the value of Fh(E, F).
To eliminate this issue, we use a convention that a topological boundary of a set of finite perimeter is
always the support of the corresponding Gauss–Green measure. Thus, we consider Fh as a functional

Xn+1 × {A ∈ Xn+1 : A ̸= ∅} → R,

where
Xn+1 = {E ⊂ Rn+1

: E is a bounded set of finite perimeter with ∂E = spt µE }.

We remark that if E0 is essentially open or closed and E0 ∈ Xn+1, then we may assume Xn+1 to be open
or closed, respectively.

For F ∈ Xn+1 nonempty, there is always a minimizer E of the functional Fh( · , F) in the class Xn+1

satisfying the discrete dissipation inequality

P(E) +
1
h

∫
E1F

d∂F dx +
1

√
h

∣∣|E | −ωn+1
∣∣ ≤ P(F) +

1
√

h

∣∣|F | −ωn+1
∣∣; (4-3)

see [Mugnai et al. 2016, Lemma 3.1]. Moreover, there is a dimensional constant Cn such that

sup
E1F

d∂F ≤ Cn
√

h; (4-4)

see [Mugnai et al. 2016, Proposition 3.2]. The minimizer E is always a (3, r0)-minimizer in any open
neighborhood of E with suitable 3, r0 ∈ R+ satisfying 3r0 ≤ 1. Thus, by the standard regularity theory
[Maggi 2012, Theorem 26.5 and Theorem 28.1] ∂∗E is relatively open in ∂E and C1,α regular with any
0 < α < 1

2 and the Hausdorff dimension of the singular part ∂E \∂∗E is at most n −7. These imply that E
can always be chosen as an open set. On the other hand, if E is nonempty, it has a Lipschitz-continuous
distributional mean curvature HE satisfying the Euler–Lagrange equation

d̄F

h
= −HE + λE, (4-5)

where the Lagrange multiplier can be written in the case |E | ̸= ωn+1 as

λE =
1

√
h

sgn(ωn+1 − |E |), (4-6)

see [Mugnai et al. 2016, Lemma 3.7]. Thus, using standard elliptic estimates one can show that ∂∗E is in
fact C2,α regular and (4-5) holds in the classical sense on ∂∗E. In particular, E is C2,α regular when n ≤ 6.
Moreover, if x ∈ ∂E satisfies the exterior or interior ball condition with any r , then it must belong to the
reduced boundary of E. This is well known and follows essentially from [Delgadino and Maggi 2019,
Lemma 3].
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Now let us turn our attention back to flat flows. Let E0 ∈ Xn+1 be a set with volume ωn+1 and let
0 < h < (ωn+1/P(E0))

2. Then we find a minimizer Eh
1 ∈ Xn+1 for Fh( · , E0), and by (4-3) we have∣∣|Eh

1 |−ωn+1
∣∣ ≤

√
h P(E0) implying, via the condition h < (ωn/P(E0))

2, that Eh
1 is nonempty. Again we

find a minimizer Eh
2 ∈ Xn+1 for Fh( · , E1), and using (4-3) twice we obtain

∣∣|Eh
2 | − ωn+1

∣∣ ≤
√

h P(E0)

and thus Eh
2 is also nonempty. By continuing the procedure we find nonempty sets Eh

0 , Eh
1 , Eh

2 , . . .∈ Xn+1

as mentioned earlier, i.e., Eh
0 = E0 and Eh

k is a minimizer of Fh( · , Ek−1) for every k ∈ N. Thus we may
define an approximate flat flow (Eh

t )t≥0, with the initial set E0, defined by (4-2). Further, a flat flow as a
limit is defined as before. By iterating (4-3) we obtain

P(Eh
kh) +

1
h

k∑
j=1

∫
Eh

jh1Eh
( j−1)h

d∂Eh
( j−1)h

dx +
1

√
h

∣∣|Eh
kh| −ωn+1

∣∣ ≤ P(E0) for every k ∈ N. (4-7)

By the earlier discussion we may assume that Eh
t is an open set, for every t ≥ h, and ∂Eh

t is C2 regular up
to the singular part ∂Eh

t \∂∗Eh
t with Hausdorff dimension at most n −7. We use the shorthand notation λh

t

for the corresponding Lagrange multiplier.
Next we list some basic properties of the approximative flat flow.

Proposition 4.1. Let (Eh
t )t≥0 be an approximative flat flow starting from E0 ∈ Xn+1 with volume ωn+1

and P(E0) ≤ C0. There is a positive constant C = C(C0, n) such that the following hold for every
0 < h < (ωn/P(E0))

2:

(i) For every s, t with h ≤ s ≤ t − h we have |Eh
s 1Eh

t | ≤ C
√

t − s.

(ii) Suppose that for a given T1 ≥ 0 we have |Eh
T1

| = ωn+1. Then P(Eh
T1

) ≥ P(Eh
t ) for every t ≥ T1 and∫ T2

T1+h

∫
∂∗Eh

t

(HEh
t
− λh

t )
2 dHn dt ≤ C(P(Eh

T1
) − P(Eh

T2
))

for every T2 ≥ T1 + h. Moreover, for every h ≤ T1 < T2,∫ T2

T1

∫
∂∗Eh

t

(HEh
t
− λh

t )
2 dHn dt ≤ C P(E0).

(iii) For every T > 0 there is R = R(E0, T ) such that Eh
t ⊂ BR for all 0 ≤ t ≤ T.

(iv) If (hk)k is a sequence of positive numbers converging to zero, then up to a subsequence there exist
approximative flat flows ((Ehk

t )t≥0)k which converge to a flat flow (Et)t≥0 in the L1 sense in space and
pointwise in time, where Et ∈ Xn+1, i.e., for every t ≥ 0,

lim
hk→0

|Ehk
t 1Et | = 0.

The limit flow also satisfies |Es1Et | ≤ C
√

t − s for every 0 < s < t and |Et | = ωn+1 for every t ≥ 0.

(v) If E0 is either open or closed, then the sequence in (iv) converges to (Et)t≥0 in the L1 sense in space
and compactly uniformly in time, i.e., for a fixed T,

lim
hk→0

sup
t∈[0,T ]

|Ehk
t 1Et | = 0.

Moreover, |Es1Et | ≤ C
√

t − s for every 0 ≤ s < t .
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Proof. Claims (i)–(iv) are essentially proved in [Mugnai et al. 2016]; see the proofs of Proposition 3.5,
Lemma 3.6 and Theorem 2.2.

To prove (v) we first show that

|Eh
h 1E0| → 0 as h → 0,

which immediately implies via (iv) that |E01Et | ≤ C
√

t for every t ≥ 0 and hence the second claim of (v)
holds. Then the compactly uniform convergence in time is a rather direct consequence of this and (i).

To this aim, let (hk)k be an arbitrary sequence of positive numbers converging to zero. By (iii) and by
the standard compactness property of sets of finite perimeter, there is a bounded set of finite perimeter E∞

such that, up to extracting a subsequence, Ehk
hk

→ E∞ in the L1 sense. In particular, by (4-7) we have
|E∞| = ωn+1 = |E0|. Again, by using |Ehk

hk
1E∞| → 0 and (4-4) we have

|E∞ \ {y ∈ Rn
: d̄E0(y) ≤ j−1

}| = 0 and |{y ∈ Rn
: d̄E0(y) ≤ − j−1

} \ E∞| = 0

for every j ∈ N. Thus, by letting j → ∞ we obtain |E∞ \ E0| = 0 and |int(E0) \ E∞| = 0. Since E0 is
open or closed, this means either |E∞ \ E0| = 0 or |E0 \ E∞| = 0. But now |E∞| = |E0|, so the previous
yields |E∞1E0| = 0. Thus |Ehk

hk
\ E0| → 0 up to a subsequence and since (hk)k was arbitrarily chosen

we have |Eh
h 1E0| → 0. □

We note that claim (v) does not hold for every bounded set of finite perimeter E0. As an example one
may construct a wild set of finite perimeter E0 such that |Eh

h 1E0| ≥ c0 > 0 for all h > 0.
By [Mugnai et al. 2016, Corollary 3.10], for a fixed time T ≥ h, we have that the integral

∫ T
h |λh

t |
2 dt

is uniformly bounded in h and hence, via (4-6), that |{t ∈ (h, T ) : |Eh
t | ̸= ωn+1}| ≤ Ch, where C depends

also on T. We may improve this by using Lemma 2.4.

Proposition 4.2. Let C0 > 0 and E0 ∈ Xn+1 be a set of finite perimeter with volume ωn+1 and P(E0)≤ C0.
There are positive constants C = C(C0, n) and h0 = h0(C0, n) such that if h ≤ h0 and (Eh

t )t≥0 is an
approximative flat flow starting from E0, then for every h ≤ T1 ≤ T2∫ T2

T1

|λh
t |

2 dt ≤ C(T2 − T1 + 1) and |{t ∈ (T1, T2) : |Eh
t | ̸= ωn+1}| ≤ Ch(T2 − T1 + 1).

Proof. By (4-7) we may choose h0 = h0(C0, n) such that |Eh
t | ≥

1
2ωn+1 whenever h ≤ h0. We may also

assume C0 > 2ωn+1 so that |Eh
t | ≥ 1/C0 for h ≤ h0. Thus, by Lemma 2.4 and P(Eh

t ) ≤ C0, we find a
positive C = C(C0, n) such that for every t ≥ h and h ≤ h0

|λh
t |

2
≤ C

(
1 +

∫
∂∗Eh

t

(HEh
t
− λh

t )
2 dHn

)
,

and therefore ∫ T2

T1

|λh
t |

2 dt ≤ C(T2 − T1) + C
∫ T2

T1

∫
∂∗Eh

t

(HEh
t
− λh

t )
2 dHn dt.

By Proposition 4.1 (ii) we obtain the first inequality. The first inequality implies, via (4-6), the second
inequality with the same constant C . □
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We need also the following comparison result for the proof.

Lemma 4.3. Let 1 ≤ C0 < ∞. Assume E0 ∈ Xn+1 is a set of finite perimeter with volume ωn+1 and
P(E0) ≤ C0, and let F =

⋃N
i=1 Br (xi ) with |xi −x j | ≥ 2r and 1/C0 ≤ r ≤ C0. There is a positive constant

ε0 = ε0(C0, n) such that if (Eh
t )t≥0 is an approximative flat flow starting from E0 and

sup
x∈Eh

t0
1F

d∂F (x) ≤ ε with ε ≤ ε0

for t0 ≥ 0, then
sup

x∈Eh
t 1F

d∂F (x) ≤ Cε1/9 for all t0 < t < t0 +
√

ε

provided that h ≤ min{
√

ε, h0}, where h0 = h0(C0, n) is as in Proposition 4.2.

Proof. Our standing assumptions are

h ≤ min{
√

ε, h0} and ε ≤ min{1/(2C0), 1}.

As usual, C denotes a positive constant which may change from line to line but depends only on the
parameters C0 and n.

Without loss of generality we may assume t0 = 0. Fix an arbitrary xi ∈ {x1, . . . , xN }. Up to translating
the coordinates we may assume that xi = 0. We set for every k = 0, 1, 2, . . .

ρk = inf{|x | : x ∈ Rn+1
\ Eh

kh}

and
rk = min{r, ρ0, . . . , ρk}.

We claim that
r2

k+1 − r2
k ≥ −C1(1 + |λh

(k+1)h|)h, (4-8)

with some positive constant C1 = C1(C0, n). First, if rk+1 = rk , the claim (4-8) is trivially true. Thus we
may assume rk+1 < rk which implies ρk+1 = rk+1 < rk ≤ ρk . Then ρk > 0 which in turn means

ρk = min
∂Eh

kh

|x |.

Since Eh
(k+1)h is bounded and open, there is a point x ∈ Rn+1

\ Eh
(k+1)h with ρk+1 = |x |. Let x ′ be a closest

point to x on ∂Eh
kh . Then

rk+1 + |d̄Eh
kh

(x)| = |x | + |d̄Eh
kh

(x)| ≥ |x ′
| ≥ ρk ≥ rk .

The condition |x | < ρk means x exists in Eh
kh , so the previous estimate yields

rk+1 − rk ≥ d̄Eh
kh

(x). (4-9)

Again, x ∈ Eh
kh \ Eh

(k+1)h so by Equation (4-4), |d̄Eh
kh

(x)| ≤ Cn
√

h and hence

rk+1 − rk ≥ −Cn
√

h. (4-10)
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We split the argument into two cases. First, if rk+1 < Cn
√

h, then by (4-10) we have rk < 2Cn
√

h.
Therefore, using (4-10) we obtain

r2
k+1 − r2

k ≥ −Cn(rk+1 + rk)
√

h ≥ −3C2
n h. (4-11)

If rk+1 ≥ Cn
√

h, then by (4-10) we have rk ≤ 2rk+1. Since rk+1 > 0, we have x ∈ ∂Eh
(k+1)h and Eh

(k+1)h
satisfies the interior ball condition of radius rk+1 at x . Thus by the discussion in Section 2, x belongs to
the reduced boundary of Eh

(k+1)h and therefore by the maximum principle HEh
(k+1)h

(x) ≤ n/rk+1. Again,
by the previous estimate, (4-9), the Euler–Lagrange equation (4-5) and rk+1 ≤ C0 we obtain

rk+1 − rk

h
≥

d̄Eh
kh

(x)

h
≥ −

n
rk+1

− |λh
(k+1)h|

≥ −
1

rk+1
(n + C0|λ

h
(k+1)h|).

Therefore
r2

k+1 − r2
k

h
≥ −

(
1 +

rk

rk+1

)
(n + C0|λ

h
(k+1)h|) ≥ −3(n + C0|λ

h
(k+1)h|). (4-12)

Thus (4-11) and (4-12) yield the claim (4-8) in the case rk+1 < rk .
We iterate (4-8) up to K ∈ N, which is chosen so that K h ∈ (

√
ε, 2

√
ε) (recall h <

√
ε), and use

Proposition 4.2 to obtain

r2
K − r2

0 ≥ −C1

K−1∑
k=0

(1 + |λh
(k+1)h|)h

= −C1K h − C1

∫ (K+1)h

h
|λh

t | dt

≥ −2C1
√

ε − C1

∫ 3
√

ε

h
|λh

t | dt

≥ −2C1
√

ε −

∫ 3
√

ε

h
ε−1/4

+ ε1/4
|λh

t |
2 dt

≥ −Cε1/4
(

1 +

∫ 3
√

ε

h
|λh

t |
2 dt

)
≥ −Cε1/4. (4-13)

By the assumption supx∈E01F d∂F (x) ≤ ε we have r − ε ≤ r0. Thus we divide r2
K − r2

0 by rK + r0 and
use r0 ≥ r − ε ≥

1
2r ≥ 1/(2C0) as well as (4-13) to find a positive constant C2 = C2(C0, n) such that

rK ≥ r − C2ε
1/4. This means that

inf
Rn+1\Eh

t

d̄Br (xi ) ≥ −C2ε
1/4 for all t <

√
ε,

and again due to the arbitrariness of xi ∈ {x1, . . . , xN }, that

inf
Rn+1\Eh

t

d̄F ≥ −C2ε
1/4 for all t <

√
ε.
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To conclude the proof, we show that there is a positive constant ε1 = ε1(C0, n) such that

sup
Eh

t

d̄F ≤ 2ε1/9 for all t <
√

ε (4-14)

provided that ε ≤ ε1. To this aim we choose an arbitrary x0 ∈ Rn+1
\ F with d̄F (x0) ≥ 2ε1/9. For every

k = 0, 1, 2, . . . , we set
ρk = inf

x∈Eh
kh

|x − x0|

and
rk = min{2ε1/9, ρ1, . . . , ρk}.

In particular, rk ≤ 2C1/9
0 . A slight modification of the procedure we used to obtain (4-13) yields

r2
K − r2

0 ≥ −Cε1/4,

where K is the same as described earlier. Again, the conditions supx∈E01F d∂F (x) ≤ ε and ε ≤ 1 imply
r0 ≥ 2ε1/9

− ε ≥ ε1/9. Thus

rK − r0 ≥ −C
ε1/4

r0
≥ −Cε5/36

= −Cε1/36ε1/9,

and thus
rK ≥ (1 − Cε1/36)ε1/9 > 1

2ε1/9,

when ε is small enough. Since x0, with dF (x0) ≥ 2ε1/9, was arbitrarily chosen we deduce that

Eh
kh ⊂ {x ∈ Rn+1

: dF (x) ≤ 2ε1/9
} for all k = 0, . . . , K .

The claim (4-14) then follows from the choice of K . □

Proof of Theorem 1.1. The proof of Theorem 1.1 is based on Theorem 1.2. We first use it together with
the dissipation inequality in Proposition 4.1 (ii) to deduce that there exists a sequence of times t j → ∞

such that the sets Et j are close to a disjoint union of balls. Since the perimeter of the approximative
flat flow is essentially decreasing, the number of balls is also monotone. In particular, we deduce that
after some time, the sets Et j are close to a fixed number, say N, of balls. We use the second statement of
Theorem 1.2 to deduce that the perimeters of Et j converge to the perimeter of N balls with volume ωn+1

and thus the right-hand side of the dissipation inequality converges to zero. This allows us to improve
our estimate and use Theorem 1.2 again to deduce that the flat flow Et is close to a disjoint union of N
balls for all large t except a set of times with small measure. The statement then finally follows from
Lemma 4.3.

Proof. Assume that the initial set E0 ∈ Xn+1 has the volume of the unit ball |E0| = ωn+1, fix a positive C0

with C0 ≥ max{1, P(E0)} and assume h < (C0/ωn+1)
2. Let (Et)t≥0 be a flat flow starting from E0 and

let (Ehl
t )t≥0 be an approximative flat flow which by Proposition 4.1 converges to (Et)t≥0 locally uniformly

in L1. We simplify the notation and denote the converging subsequence again by h. Since we are now in
the dimensions 2 and 3 (n = 1, 2), the sets Eh

t are C2 regular.
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Step 1: Let us denote
6h := {t ∈ (0, ∞) : |Eh

t | ̸= ωn+1}. (4-15)

By (4-7) and Proposition 4.2 we find a constant h0 = h0(C0, n) < 1 such that |Eh
t | ≥ 1/C0 for every t ≥ 0

and
|(T1, T2) ∩ 6h| ≤

1
3(T2 − T1)

for every T1 ≥ 1 and T2 ≥ T1 +1 provided that h ≤ h0. On the other hand, by Proposition 4.1 (ii) we have,
for every h ≤ h0 and l ∈ N, that

Il,h := /
∫ (l+1)2

l2
∥HEh

t
− λh

t ∥
2
L2(∂Eh

t )
dt ≤

C
l

.

By Chebysev’s inequality,

|{t ∈ (l2, (l + 1)2) : ∥HEh
t
− λh

t ∥
2
L2(∂Eh

t )
≥ 3Il,h}| ≤

1
3((l + 1)2

− l2).

Therefore, by choosing T1 = l2 and T2 = (l + 1)2 we deduce that the set

{t ∈ (T1, T2) : |Eh
t | = ωn+1, ∥HEh

t
− λh

t ∥
2
L2(∂Eh

t )
< 3Il,h}

is nonempty. Thus if h ≤ h0, then there is a sequence of times (T h
l )l , with l2

≤ T h
l ≤ (l + 1)2, such that

the corresponding sets satisfy |Eh
T h

l
| = ωn+1 and

∥HEh
T h
l

− λh
T h

l
∥L2(∂Eh

T h
l

) ≤ Cl−1/2. (4-16)

By slight abuse of the notation we set Eh
l := Eh

T h
l

and λl,h := λh
T h

l
for h ≤ h0. Since the sets Eh

l are
C2 regular and bounded and thanks to P(E0) ≤ C0, |Eh

l | ≥ 1/C0, (4-16) and Theorem 1.2, we find
l0 = l0(C0, n) such that for every l ≥ l0 we have 1/C ≤ λl,h ≤ C ,

|P(Eh
l ) − N h

l (n + 1)ωn+1(rh
l )n

| ≤ Cl−q/2 and sup
Eh

l 1Fh
l

d∂Fh
l

≤ Cl−q/2, (4-17)

where rh
l = n/λl,h and Fh

l is a union of N h
l pairwise disjoint (open) balls of radius rl,h . Since we

have 1/C ≤ λl,h ≤ C , we also have 1/C ≤ rl,h ≤ C , which together with the perimeter estimate
P(Eh

l ) ≤ P(E0) ≤ C0 implies that there is N0 = N0(C0, n) ∈ N such that N h
l ≤ N0. Further, the distance

estimate in (4-17), together with 1/C ≤ rl,h ≤ C and N h
l ≤ N0, yields

|Eh
l 1Fh

l | ≤ Cl−q/2.

Since |Eh
l | = ωn+1, we have that the estimate above implies |(rl,h)

n+1 N h
l − 1| ≤ Cl−q/2 and further

that |(rl,h)
n(N h

l )n/(n+1)
− 1| ≤ Cl−q/2. This inequality, the perimeter estimate in (4-17) and N h

l ≤ N0

imply
|P(Eh

l ) − (n + 1)ωn+1(N h
l )1/(n+1)

| ≤ Cl−q/2. (4-18)

Since by Proposition 4.1 (ii) (P(Eh
l ))l≥l0 is nonincreasing, we have that (4-18) implies there is a positive

integer l1 = l1(C0, n) ≥ l0 for which (N h
l )l≥l1 is nonincreasing for all h ≤ h0.
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Step 2: For l ≥ l1 and h ≤ h0 the sets Eh
l are thus close to N h

l balls. We claim that there are N ∈ N and
l2 ≥ l1 such that for every integer L ≥ l2,

N h
l = N for all l2 ≤ l ≤ L , (4-19)

provided that h is small enough.
By using a standard diagonal argument and possibly passing to a subsequence we find a sequence

of positive integers (Nl)l≥l1 , with Nl ≤ N0, such that N h
l → Nl for every l ≥ l1. Since (N h

l )l≥l1 is
nonincreasing, we have that (Nl)l≥l1 is nonincreasing too and hence there are N , l2 ∈ N, l2 ≥ l1, such
that Nl = N for every l ≥ l2. Hence we have (4-19) by the convergence of N h

l to Nl .
We obtain from (4-18) and (4-19) that

|P(Eh
l ) − (n + 1)ωn+1(N )1/(n+1)

| ≤ Cl−q/2 (4-20)

for l2 ≤ l ≤ L , provided that h is small enough. Therefore, it follows from Proposition 4.1 (ii) that∫ T h
L

T h
l +h

∥HEh
t
− λh

t ∥
2
L2(∂Eh

t )
dt ≤ Cl−q/2.

Since h ≤ 1 and L > 1 was arbitrarily chosen, the above yields

sup
T ≥(l+2)2

[
lim sup

h→0

∫ T

(l+2)2
∥HEh

t
− λh

t ∥
2
L2(∂Eh

t )
dt

]
≤ Cl−q/2 (4-21)

for every l ≥ l2.

Step 3: Let us fix a small δ, the choice of which will be clear later. Then it follows from (4-21), (4-20)
and the fact that the map t 7→ P(Eh

t ) is nonincreasing in 6h that there is Tδ such that for every T ≥ Tδ +1
there is hδ,T such that ∫ T

Tδ

∥HEh
t
− λh

t ∥
2
L2(∂Eh

t )
dt ≤ δ (4-22)

for all h ≤ hδ,T and

|P(Eh
t ) − (n + 1)ωn+1 N 1/(n+1)

| ≤ δ (4-23)

for all t ∈ (Tδ, T ) \6h . On the other hand, by Proposition 4.2 and by decreasing hδ,T if necessary, we
deduce that

|6h ∩ (Tδ, T )| ≤ δ for all h ≤ hδ,T . (4-24)

Let ε > 0 and let us fix t ≥ Tδ + 1. (The time Tδ + 1 will be Tε in the claim.) We claim that, when δ is
chosen small enough, we have

sup
Eh

t 1Fh
t

d∂Fh
t

≤ ε (4-25)

for h ≤ hδ,T , where Fh
t is a union of N pairwise disjoint (open) balls of radius r = N−1/(n+1) with

volume ωn+1.
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Fix T ≥ t + 1. Then it follows from (4-22) that∫ t

t−δ1/4
∥HEh

τ
− λh

τ∥
2
L2(∂Eh

τ )
dτ ≤ δ,

and from (4-23) and (4-24) that

|P(Eh
τ ) − (n + 1)ωn+1 N 1/(n+1)

| ≤ δ for all τ ∈ (t − δ1/4, t) \ 6h

and |6h ∩ (t − δ1/4, t)| ≤ δ. Using these estimates we deduce that there is t0 ∈ (t − δ1/4, t) such that
|Eh

t0 | = ωn+1,
|P(Eh

t0) − (n + 1)ωn+1 N 1/(n+1)
| ≤ δ (4-26)

and
∥HEh

t0
− λh

t0∥L2(∂Eh
t0

) ≤ δ1/4.

Theorem 1.2 implies that
sup

Eh
t0

1Fh
t0

d∂Fh
t0

≤ Cδq/4

for all h ≤hδ,T , where Fh
t0 is a union of Nt0,h pairwise disjoint (open) balls of radius rt0,h with volume ωn+1,

and
|P(Eh

t0) − Nt0,h(n + 1)ωn+1rn
t0,h| ≤ Cδq/4.

Since 1/C ≤ rt0,h ≤ C, as in Step 1 we deduce from the previous two estimates that |Eh
t01Fh

t0 | ≤ Cδq/4.
Then by (4-26) and |Fh

t0 | = ωn+1 we further conclude that Nt0,h = N, i.e., Fh
t0 is a union of N pairwise

disjoint (open) balls with volume ωn+1 and radius r = N−1/(n+1).
By Lemma 4.3,

sup
Eh

τ 1Fh
t0

d∂Fh
t0

≤ Cδq/36 for all t0 < τ < t0 + δq/8

and h ≤ hδ,T . In particular, since δq/8 > δ1/4 the above inequality holds for t . This proves (4-25) by choos-
ing Fh

t = Fh
t0 and δ small enough. The claim follows by letting h → 0. Note that by Proposition 4.1 (iii)

there is R > 0 such that Fh
t ⊂ BR for all h ≤ hδ,T . Therefore, by passing to another subsequence if

necessary, we have that Fh
t → Ft , where Ft is a union of N pairwise disjoint (open) balls with volume ωn+1,

and by (4-25),
sup

Et1Ft

d∂Ft ≤ ε. □
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A SIMPLE NUCLEAR C∗-ALGEBRA WITH AN INTERNAL ASYMMETRY
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We construct an example of a simple approximately homogeneous C∗-algebra such that its Elliott invariant
admits an automorphism which is not induced by an automorphism of the algebra.

Classification theory for simple nuclear C∗-algebras reached a milestone recently. The results of
[Elliott et al. 2015; Tikuisis et al. 2017], building on decades of work by many authors, show that simple
separable unital C∗-algebras with finite nuclear dimension satisfying the universal coefficient theorem
are classified via the Elliott invariant, Ell( · ), which consists of the ordered K0-group along with the
class of the identity, the K1-group, the trace simplex, and the pairing between the trace simplex and the
K0-group. Earlier counterexamples due to Toms [2008] and Rørdam [2003], related to ideas of Villadsen
[1998], show that one cannot expect to be able to extend this classification theorem beyond the case
of finite nuclear dimension, at least not without either extending the invariant or restricting to another
class of C∗-algebras. An important facet of the classification theorems is a form of rigidity. Starting
with two C∗-algebras A and B and an isomorphism 8 : Ell(A)→ Ell(B), one not only shows that A
and B are isomorphic, but rather that there exists an isomorphism from A to B which induces the given
isomorphism 8 on the level of the Elliott invariant.

The goal of this paper is to illustrate how this existence property may fail in the infinite nuclear
dimension setting, even when restricting to a class consisting of a single C∗-algebra. Namely, we
construct an example of a simple unital nuclear separable AH algebra C, along with an automorphism
of Ell(C), which is not induced by any automorphism of C. This can be viewed as a companion of
sorts to [Toms 2008, Theorem 1.2], where it was shown that when such automorphisms exist, they
need not be unique in the sense described. The mechanism of the example is that if there were such an
automorphism ϕ, there would be projections p, q ∈ C such that ϕ(p)= q but such that the corners pCp
and qCq have different radii of comparison [Toms 2006] (the definition is recalled at the beginning of
Section 1). This further shows that simple unital AH algebras can be quite inhomogeneous. In particular,
extending the Elliott invariant by adding something as simple as the radius of comparison will not help
for the classification of AH algebras which are not Jiang–Su stable.
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We now give an overview of our construction. We start with the counterexample from [Toms 2008,
Theorem 1.1]. We consider two direct systems, described diagrammatically as follows:

C(X0) //
////
//
C(X1)⊗Mr(1) //

////
//
C(X2)⊗Mr(2) //

////
//
· · ·

C([0, 1])
//
////// C([0, 1])⊗Mr(1)

//
////// C([0, 1])⊗Mr(2)

//
////// · · ·

(0-1)

The ordinary arrows indicate a large (and rapidly increasing) number of embeddings which are carefully
chosen, and the dotted arrows indicate a small number of point evaluation maps, thrown in so as to ensure
that the resulting direct limit is simple. The spaces in the upper diagram are contractible CW complexes
whose dimension increases rapidly compared to the sizes of the matrix algebras. (Toms uses cubes; in our
construction we found it easier to use cones over products of spheres, but the underlying idea is similar.)
The direct system is constructed so as to have positive radius of comparison. We use [Thomsen 1994] to
choose the lower diagram so as to mimic the upper diagram, and produce the same Elliott invariant. As
the resulting algebra on the bottom is AI, it has strict comparison, and therefore is not isomorphic to the
one on the top. (In [Toms 2008] it isn’t important for the two diagrams to match up nicely in terms of the
ranks of the matrices involved. However, we will show that it can be done, as it is important for us.)

Our construction involves moving the point evaluations across, so as to merge the two systems:

C(X0)

((

////
//
C(X1)⊗Mr(1)

))

////
//
C(X2)⊗Mr(2)

&&

////
//
· · ·

C([0, 1])

66

////// C([0, 1])⊗Mr(1)

55

////// C([0, 1])⊗Mr(2)

88

////// · · ·

(0-2)

With care, one can arrange for the flip between the two levels of the diagram to make sense as an
automorphism of the Elliott invariant. The resulting C∗-algebra has positive radius of comparison and
behaves roughly as badly as Toms’ example. Nevertheless, we can distinguish a part of it which roughly
corresponds to the rapid dimension growth diagram on the top from a part which roughly corresponds to
the AI part on the bottom. Namely, if at the first level C(X0)⊕C([0, 1]) we denote by q the function
which is 1 on X0 and 0 on [0, 1], and we define q⊥ = 1− q, then the K0-classes of q and q⊥ will be
switched by the automorphism of the Elliott invariant we construct. However, we can tell apart the corners
qCq and q⊥Cq⊥ by considering their radii of comparison.

Section 1 develops the choices needed to get different radii of comparison in different corners of the
algebra we construct. Section 2 contains the work needed to assemble the ingredients of the construction
into a simple C∗-algebra whose Elliott invariant admits an appropriate automorphism. The main theorem
is in Section 3.

1. Upper and lower bounds on the radius of comparison

We recall the required standard definitions and notation related to the Cuntz semigroup. See Section 2
of [Rørdam 1992] for details. For a unital C∗-algebra A, we denote its tracial state space by T(A).
We take M∞(A) =

⋃
∞

n=1 Mn(A), using the usual embeddings Mn(A) ↪→ Mn+1(A). For τ ∈ T(A), we
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define dτ : M∞(A)+→ [0,∞) by dτ (a)= limn→∞ τ(a1/n). If a, b ∈ M∞(A)+, then a ≾ b (a is Cuntz
subequivalent to b) if there is a sequence (vn)

∞

n=1 in M∞(A) such that limn→∞ vnbv∗n = a.
Following [Toms 2006, Definition 6.1], for ρ ∈ [0,∞), we say that A has ρ-comparison if whenever

a, b ∈ M∞(A)+ satisfy dτ (a)+ ρ < dτ (b) for all τ ∈ T(A), then a ≾ b. The radius of comparison of A,
denoted by rc(A), is

rc(A)= inf({ρ ∈ [0,∞) | A has ρ-comparison}).

We take rc(A)=∞ if there is no ρ such that A has ρ-comparison. Since AH algebras are nuclear, all
quasitraces on them are traces by [Haagerup 2014, Theorem 5.11]. Thus, we ignore quasitraces. Also, by
[Phillips 2014, Proposition 6.12], the radius of comparison remains unchanged if we replace M∞(A) by
K ⊗ A throughout. Thus, we may work only in M∞(A).

Our construction uses a specific setup, with a number of parameters of various kinds which must be
chosen to satisfy specific conditions. Construction 1.1 lists for reference many of the objects used in it,
and some of the conditions they must satisfy. It abstracts the diagram (0-2). Construction 1.6 specifies the
choices of spaces and maps needed for the results on Cuntz comparison, and Construction 2.17, together
with the additional maps in parts (11), (12), and (13) of Construction 1.1, is used to arrange the existence
of a suitable automorphism of the tracial state space of the algebra we construct. Because of the necessity
of passing to a subsystem at one stage in this process, we must start the proof of the main theorem with a
version of just the top row in the diagram (0-1); this is Construction 3.3. Many of the lemmas use only a
few of the objects and their properties, so that the reader can refer back to just the relevant parts of the
constructions. In particular, many details are used only in this section or only in Section 2. Some of the
details are used for just one lemma each.

Construction 1.1. For much of this paper, we will consider algebras constructed in the following way
and using the following notation:

(1) (d(n))n=0,1,2,... and (k(n))n=0,1,2,... are sequences in Z≥0, with d(0) = 1 and k(0) = 0. Moreover,
for n ∈ Z≥0,

l(n)= d(n)+ k(n), r(n)=
n∏

j=0

l( j), and s(n)=
n∏

j=0

d( j).

Further define t (n) inductively as follows. Set t (0)= 0, and

t (n+ 1)= d(n+ 1)t (n)+ k(n+ 1)[r(n)− t (n)].

(See Lemma 1.14 for the significance of t (n).)

(2) We will assume that k(n) < d(n) for all n ∈ Z≥0.

(3) We define

κ = inf
n∈Z>0

s(n)
r(n)

.

For estimates involving the radius of comparison, we will assume κ > 1
2 .
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(4) The numbers ω,ω′ ∈ (0,∞] are defined by

ω =
k(1)

k(1)+ d(1)
and ω′ =

∞∑
n=2

k(n)
k(n)+ d(n)

.

We will require ω′ < ω < 1
2 . In particular,

∞∑
n=1

k(n)
k(n)+ d(n)

<∞.

(5) We will also eventually require that κ as in (3) and ω as in (4) are related by 2κ − 1> 2ω. This can
easily be arranged with a suitable choice of d(1) and k(1).

(6) (Xn)n=0,1,2,... and (Yn)n=0,1,2,... are sequences of compact metric spaces. (They will be further
specified in Construction 1.6.)

(7) For n ∈ Z≥0, the algebra Cn is

Cn = Mr(n)⊗ (C(Xn)⊕C(Yn)).

We further make the identifications

C(Xn+1, Mr(n+1))= Ml(n+1)⊗C(Xn+1, Mr(n)),

C(Yn+1, Mr(n+1))= Ml(n+1)⊗C(Yn+1, Mr(n)),

C(Xn)⊕C(Yn)= C(Xn ⨿ Yn),

C(Xn, Mr(n))⊕C(Yn, Mr(n))= C(Xn ⨿ Yn,Mr(n)).

(8) For n ∈ Z>0, we are given a unital homomorphism

γn : C(Xn)⊕C(Yn)→ Ml(n+1)(C(Xn+1)⊕C(Yn+1)),

and the homomorphism
0n+1, n : Cn→ Cn+1

is given by 0n+1, n = idMr(n) ⊗ γn . Moreover, for m, n ∈ Z≥0 with m ≤ n,

0n,m = 0n,n−1 ◦0n−1, n−2 ◦ · · · ◦0m+1,m : Cm→ Cn.

In particular, 0n,n = idCn .

(9) We require that the maps

γn : C(Xn ⨿ Yn)→ Ml(n+1)(C(Xn+1⨿ Yn+1))

in (8) be diagonal; that is, that there exist continuous functions

Sn,1, Sn,2, . . . , Sn, l(n+1) : Xn+1⨿ Yn+1→ Xn ⨿ Yn

such that for all f ∈ C(Xn ⨿ Yn), we have

γn( f )= diag( f ◦ Sn,1, f ◦ Sn,2, . . . , f ◦ Sn, l(n+1)).

(These maps will be specified further in Construction 1.6.)
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(10) We set C = lim
−−→n Cn , taken with respect to the maps 0n,m . The maps associated with the direct limit

will be called 0∞,m : Cm→ C for m ∈ Z≥0.

As we need to work with two diagrams which are similar in most positions, as in diagrams (0-1)
and (0-2), we sometimes use additional objects and conditions in the construction, as follows:

(11) For n ∈ Z>0, we may be given an additional unital homomorphism

γ (0)n : C(Xn)⊕C(Yn)→ Ml(n+1)(C(Xn+1)⊕C(Yn+1)).

Then the maps 0(0)n+1, n : Cn → Cn+1, 0(0)n,m : Cm → Cn are defined analogously to (8), the algebra C (0)

is given as C (0)
= lim
−−→n Cn , taken with respect to the maps 0(0)n,m , and the maps 0(0)∞,m : Cm → C (0) are

defined analogously to (10).

(12) In (11), analogously to (9), we may require that there be

S(0)n,1, S(0)n,2, . . . , S(0)n, l(n+1) : Xn+1⨿ Yn+1→ Xn ⨿ Yn

such that for all f ∈ C(Xn ⨿ Yn) we have

γ (0)n ( f )= diag( f ◦ S(0)n,1, f ◦ S(0)n,2, . . . , f ◦ S(0)n, l(n+1)).

(These maps will be specified further in Construction 1.6.)

(13) Assuming diagonal maps as in (9), we may require that they agree in the coordinates 1,2, . . . ,d(n+1);
that is, for n ∈ Z>0 and k = 1, 2, . . . , d(n+ 1), we have S(0)n,k = Sn,k .

Lemma 1.2. In Construction 1.1(1), the sequence (s(n)/r(n))n=1,2,... is strictly decreasing.

Proof. The proof is straightforward. □

Lemma 1.3. In Construction 1.1(1), and assuming Construction 1.1(2), we have

0=
t (0)
r(0)

<
t (1)
r(1)

<
t (2)
r(2)

< · · ·<
1
2
.

Proof. We have t (0)= 0 by definition. We prove by induction on n ∈ Z>0 that

t (n− 1)
r(n− 1)

<
t (n)
r(n)

<
1
2
. (1-1)

This will finish the proof. For n = 1, we have

t (1)
r(1)
=

k(1)
k(1)+ d(1)

,

which is in
(
0, 1

2

)
by Construction 1.1(2). Now assume (1-1); we prove this relation with n+ 1 in place

of n. We have r(n)− t (n) > t (n), so

t (n+ 1)
r(n+ 1)

=
d(n+ 1)t (n)+ k(n+ 1)[r(n)− t (n)]

[d(n+ 1)+ k(n+ 1)]r(n)
>

d(n+ 1)t (n)+ k(n+ 1)t (n)
[d(n+ 1)+ k(n+ 1)]r(n)

=
t (n)
r(n)

. (1-2)
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Also, with

α =
d(n+ 1)

d(n+ 1)+ k(n+ 1)
and β =

t (n)
r(n)

,

starting with the first step in (1-2), and at the end using α > 1
2 (by Construction 1.1(2)) and β < 1

2 (by the
induction hypothesis), we have

t (n+ 1)
r(n+ 1)

= αβ + (1−α)(1−β)= 1
2 [1− (2α− 1)(1− 2β)]< 1

2 .

This completes the induction, and the proof. □

Lemma 1.4. With the notation of Constructions 1.1(1) and 1.1(4), and assuming the conditions in
Constructions 1.1(2) and 1.1(4), for all n ∈ Z>0 we have

ω ≤
t (n)
r(n)
≤ ω+ω′ < 2ω.

Proof. The third inequality is immediate from Construction 1.1(4).
By Lemma 1.3, the sequence (t (n)/r(n))n=1,2,... is strictly increasing. Also,

t (1)
r(1)
=

k(1)
k(1)+ d(1)

= ω. (1-3)

The first inequality in the statement now follows.
Next, we claim that

t (n)
r(n)
≤

n∑
j=1

k( j)
k( j)+ d( j)

for all n ∈ Z>0. The case n = 1 is (1-3). Assume this inequality is known for n. Then

t (n+ 1)
r(n+ 1)

=

(
d(n+ 1)

k(n+ 1)+ d(n+ 1)

)(
t (n)
r(n)

)
+

(
k(n+ 1)

k(n+ 1)+ d(n+ 1)

)(
r(n)− t (n)

r(n)

)
≤

t (n)
r(n)
+

k(n+ 1)
k(n+ 1)+ d(n+ 1)

≤

n+1∑
j=1

k( j)
k( j)+ d( j)

,

as desired.
The second inequality in the statement now follows. □

Notation 1.5. For a topological space X , we define

cone(X)= (X ×[0, 1])/(X ×{0}).

Then cone(X) is contractible, and cone( · ) is a covariant functor: if T : X→ Y is a continuous map, then
it induces a continuous map cone(T ) : cone(X)→ cone(Y ). We identify X with the image of X ×{1} in
cone(X).

Construction 1.6. We give further details on the spaces Xn and Yn in Construction 1.1(6).
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(14) The space Xn is chosen as follows. First set Z0 = S2. With (d(n))n=0,1,2,... and (s(n))n=0,1,2,... as in
Construction 1.1(1), define inductively

Zn = Zd(n)
n−1 = (S

2)s(n).

Then set Xn = cone(Zn). (In particular, Xn is contractible, and Zn ⊂ Xn as in Notation 1.5.) Further, for
n ∈ Z≥0 and j = 1, 2, . . . , d(n+ 1), we let P (n)j : Zn+1→ Zn be the j-th coordinate projection, and we
set Q(n)

j = cone(P (n)j ) : Xn+1→ Xn .

(15) Yn = [0, 1] for all n ∈ Z>0. (In particular, Yn is contractible.)

(16) We assume we are given points xm ∈ Xm for m ∈ Z≥0 such that, using the notation in (14), for all
n ∈ Z≥0, the set{
(Q(n)

ν1
◦ Q(n+1)

ν2
◦ · · · ◦ Q(m−1)

νm−n
)(xm) | m = n+ 1, n+ 2, . . . and ν j = 1, 2, . . . , d(n+ j)

for j = 1, 2, . . . ,m− n
}

is dense in Xn .

(17) We assume we are given a sequence (yk)k=0,1,2,... in [0, 1] such that for all n ∈Z≥0 the set {yk | k≥ n}
is dense in [0, 1].

(18) The maps
γn : C(Xn ⨿ Yn)→ Ml(n+1)(C(Xn+1⨿ Yn+1))

will be as in Construction 1.1(9), with the maps Sn, j : Xn+1⨿ Yn+1→ Xn ⨿ Yn appearing there defined
as follows:

(a) With Q(n)
j as in (14), we set Sn, j (x)= Q(n)

j (x) for x ∈ Xn+1 and j = 1, 2, . . . , d(n+ 1).

(b) Sn, j (x)= yn for

x ∈ Xn+1 and j = d(n+ 1)+ 1, d(n+ 1)+ 2, . . . , l(n+ 1).

(c) There are continuous functions

Rn,1, Rn,2, . . . , Rn, d(n+1) : Yn+1→ Yn

(which will be taken from Proposition 2.14 below) such that Sn, j (y) = Rn, j (y) for y ∈ Yn+1 and
j = 1, 2, . . . , d(n+ 1).

(d) Sn, j (y)= xn for

y ∈ Yn+1 and j = d(n+ 1)+ 1, d(n+ 1)+ 2, . . . , l(n+ 1).

(19) The maps
γ (0)n : C(Xn ⨿ Yn)→ Ml(n+1)(C(Xn+1⨿ Yn+1))

will be as in Construction 1.1(12), with the maps S(0)n, j : Xn+1⨿Yn+1→ Xn⨿Yn appearing there given by
S(0)n, j = Sn, j for j = 1, 2, . . . , d(n+ 1) and to be specified later for j = d(n+ 1)+ 1, d(n+ 1)+ 2, . . . ,
l(n+ 1).
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With the choices in Construction 1.6(18), the map

γn : C(Xn)⊕C(Yn)→ C(Xn+1, Ml(n+1))⊕C(Yn+1, Ml(n+1))

in Construction 1.1(8), as further specified in Construction 1.1(9), is given as follows. With Cd(n) viewed
as embedded in Md(n) as the diagonal matrices, there is a homomorphism

δn : C(Yn)→ C(Yn+1, Cd(n+1))⊂ C(Yn+1,Md(n+1))

such that

γn( f, g)=
(
diag( f ◦ Q(n)

1 , f ◦ Q(n)
2 , . . . , f ◦ Q(n)

d(n+1),

g(yn), g(yn), . . . , g(yn)︸ ︷︷ ︸
k(n+1) times

), diag(δn(g), f (xn), f (xn), . . . , f (xn)︸ ︷︷ ︸
k(n+1) times

)
)
. (1-4)

For the purposes of this section, we need no further information on the maps δn , except that they send
constant functions to constant functions.

Lemma 1.7. Assume the notation and choices in parts (1), (7), (8), and (10) of Construction 1.1, and in
Construction 1.6 (except part (19)) and the parts of Construction 1.1 referred to there. Then the algebra C
is simple.

Proof. Using Construction 1.6(16), this is easily deduced from [Dădărlat et al. 1992, Proposition 2.1]. □

Notation 1.8. Let p ∈C(S2,M2) denote the Bott projection, and let L be the tautological line bundle over
S2 ∼= CP1. (Thus, the range of p is the section space of L .) Recalling that X0 = cone(S2), parametrized
as in Notation 1.5, define b ∈ C(X0,M2) by b(λ) = λ · p for λ ∈ [0, 1]. Assuming the notation and
choices in parts (1), (6), (7), (8), and (10) of Construction 1.1 and in Construction 1.6, for n ∈ Z≥0 set
bn = (idM2 ⊗0n,0)(b, 0) ∈ M2(Cn).

We require the following simple lemma concerning characteristic classes. It gives us a way of estimating
the radius of comparison, which is similar to the one used in [Villadsen 1998, Lemma 1], but more
suitable for the types of estimates we need here.

Lemma 1.9. The Cartesian product L×k does not embed in a trivial bundle over (S2)k of rank less
than 2k.

Proof. We refer the reader to [Milnor and Stasheff 1974, Section 14] for an account of Chern classes. The
Chern character c(L) is of the form 1+ ε, where ε is a generator of H 2(S2,Z), and the product operation
satisfies ε2

= 0. Let P1, P2, . . . , Pk : (S2)k → S2 be the coordinate projections. For j = 1, 2, . . . , k,
set ε j = P∗j (ε). The elements ε1, ε2, . . . , εk ∈ H 2((S2)k,Z), along with 1 ∈ H 0((S2)k,Z) (the standard
generator) generate the cohomology ring of (S2)k and satisfy ε2

j = 0 for j = 1, 2, . . . , k. By naturality
of the Chern character [Milnor and Stasheff 1974, Lemma 14.2] and the product theorem [Milnor and
Stasheff 1974, (14.7) on page 164], we have c(L×k) =

∏k
j=1(1+ ε j ). Now, suppose L×k embeds as

a subbundle of a trivial bundle E . Let F be the complementary bundle, so that L×k
⊕ F = E . By the

product theorem, c(L×k)c(F)= c(L×k
⊕F)= c(E)= 1. Thus, c(F)= c(L×k)−1

=
∏k

j=1(1−ε j ). Since
c(F) has a nonzero term in the top cohomology group H 2k((S2)k), it follows that rank(F) is at least k.
Thus, rank(E)= rank(L×k)+ rank(F)≥ 2k, as required. □
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Lemma 1.10. Adopt the assumptions and notation of Notation 1.8. Let n ∈ Z>0. Then bn|Zn is the
orthogonal sum of a projection pn whose range is isomorphic to the section space of the Cartesian product
bundle L×s(n) and a constant function of rank at most r(n)− s(n)− t (n).

We don’t expect bn|Zn to be a projection, since some of the point evaluations occurring in the maps of
the direct system will be at points x ∈ cone(Zm) \ Zm for values of m < n, and bm(x) is not a projection
for such x .

We don’t need the estimate on the rank of the second part of the description of bn|Zn ; it is included to
make the construction more explicit. If there are no evaluations at the “cone points”

(Zm ×{0})/(Zm ×{0}) ∈ (Zm ×[0, 1])/(Zm ×{0})

(following the parametrization in Notation 1.5), then this rank will be exactly r(n)− s(n)− t (n).

Proof of Lemma 1.10. For n ∈ Z≥0 write bn = (cn, gn), with

cn ∈ M2(C(Xn,Mr(n))) and gn ∈ M2(C(Yn,Mr(n))).

Further, for j = 1, 2, . . . , s(n) let T (n)
j : (S

2)s(n)→ S2 be the j-th coordinate projection. We claim that
cn is an orthogonal sum cn,0+ cn,1, in which cn,0 is the direct sum of the functions b ◦ cone(T (n)

j ) for
j = 1, 2, . . . , s(n) and cn,1 is a constant function of rank at most r(n)− s(n)− t (n), and moreover that
gn is a constant function of rank at most t (n). The statement of the lemma follows from this claim.

The proof of the claim is by induction on n. The claim is true for n = 0, by the definition of b and
since s(0)= 1, t (0)= 0, and r(0)− s(0)− t (0)= 0.

Now assume that the claim is known for n, recall that 0n+1, n = idMr(n) ⊗ γn (see Construction 1.1(8)),
and examine the summands in the description (1-4) of the map γn (after Construction 1.6). With this
convention, first take ( f, g) in (1-4) to be (cn,0, 0). The first coordinate 0n+1,n(cn,0, 0)1 is of the form
required for cn+1,0, while 0n+1,n(cn,0, 0)2 is a constant function of rank k(n+ 1)s(n) unless cn(xn)= 0,
in which case it is zero. In the same manner, we see that:

• 0n+1,n(cn,1, 0)1 is constant of rank at most d(n+ 1)[r(n)− s(n)− t (n)].

• 0n+1,n(cn,1, 0)2 is constant of rank at most k(n+ 1)[r(n)− s(n)− t (n)].

• 0n+1,n(0, gn)1 is constant of rank at most k(n+ 1)t (n).

• 0n+1,n(0, gn)2 is constant of rank at most d(n+ 1)t (n).

Putting these together, we get in the first coordinate of 0n+1,n(bn) the direct sum of cn+1,0 as described
and a constant function of rank at most

d(n+ 1)[r(n)− s(n)− t (n)] + k(n+ 1)t (n).

A computation shows that this expression is equal to r(n + 1)− s(n + 1)− t (n + 1). In the second
coordinate we get a constant function of rank at most

k(n+ 1)s(n)+ k(n+ 1)[r(n)− s(n)− t (n)] + d(n+ 1)t (n)= t (n+ 1).

This completes the induction, and the proof. □
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Corollary 1.11. Adopt the assumptions and notation of Notation 1.8. Let n ∈ Z≥0. Let e = (e1, e2) be an
element in M∞(Cn)∼= M∞(C(Xn)⊕C(Yn)) such that e1 is a projection which is equivalent to a constant
projection. If there exists x ∈ M∞(Cn) such that ∥xex∗− bn∥<

1
2 then rank(e1)≥ 2s(n).

Proof. Recall from Construction 1.6(14) and Notation 1.5 that

Zn = (S2)s(n) and Zn ⊂ cone(Zn)= Xn ⊂ Xn ⨿ Yn.

Also recall the line bundle L and the projection p from Notation 1.8.
It follows from Lemma 1.10 that there is a projection q ∈ M2r(n)(C(Zn)) whose range is isomorphic

to the section space of the s(n)-dimensional vector bundle L
Ś

s(n) and such that q(bn|Zn )q = q. Now
∥xex∗−bn∥<

1
2 implies ∥q(xex∗|Zn )q−q∥< 1

2 . Since e|Zn and q|Zn are projections, it follows that q|Zn

is Murray–von Neumann equivalent to a subprojection of e|Zn = e1|Zn . Therefore rank(e1|Zn )≥ 2s(n) by
Lemma 1.9. So rank(e1)≥ 2s(n). □

Although not strictly needed for the sequel, we record the following.

Corollary 1.12. Assume the notation and choices in parts (1), (3)
(
including κ > 1

2

)
, (7), (8), and (10) of

Construction 1.1, and in Construction 1.6 (except part (19)) and the parts of Construction 1.1 referred to
there. Then the algebra C satisfies rc(C)≥ 2κ − 1> 0.

Proof. Suppose ρ < 2κ − 1. We show that C does not have ρ-comparison. Choose n ∈ Z>0 such that
1/r(n) < 2κ − 1− ρ. Choose M ∈ Z≥0 such that ρ + 1 < M/r(n) < 2κ . Let e ∈ M∞(Cn) be a trivial
projection of rank M. By slight abuse of notation, we use 0m,n to denote the amplified map from M∞(Cn)

to M∞(Cm) as well. For m > n, the rank of 0m,n(e) is Mr(m)/r(n), and the choice of M guarantees
that this rank is strictly less than 2s(m). Now, for any trace τ on Cm (and thus for any trace on C), and
justifying the last step afterwards, we have

dτ (0m,n(e))= τ(0m,n(e))=
1

r(m)
·M ·

r(m)
r(n)

≥ 1+ ρ > dτ (bm)+ ρ.

To explain the last step, recall bm from Notation 1.8, and use Lemma 1.10 to see that the ranks of its
components (bm)1 ∈ M2(C(Xm,Mr(m))) and (bm)2 ∈ M2(C(Ym,Mr(m))) are both less than r(m), while
the identity element has rank r(m).

On the other hand, if 0∞,0(b)≾0∞,n(e) then, in particular, there exists some m > n and x ∈ M∞(Cm)

such that ∥x0m,n(e)x∗− bm∥<
1
2 , which contradicts Corollary 1.11. □

Notation 1.13. We assume the notation and choices in parts (1), (6), (7), (8), and (10) of Construction 1.1.
In particular, C0 = C(X0)⊕C(Y0). Define q0 = (1, 0) ∈ C(X0)⊕C(Y0) and q⊥0 = 1− q0. For n ∈ Z>0

define qn = 0n,0(q0) ∈ Cn and q⊥n = 1− qn , and finally, define q = 0∞,0(q0) ∈ C and q⊥ = 1− q .

Lemma 1.14. Make the assumptions in Notation 1.13. Further assume the notation and choices in
Construction 1.6 (except part (19)). Then the projection

1− qn ∈ Ml(n)(C(Xn))⊕Ml(n)(C(Yn))

has the form (e, f ) for a constant projection e∈Ml(n)(C(Xn))=C(Xn,Ml(n)) of rank t (n) and a constant
projection f ∈ Ml(n)(C(Yn))= C(Yn,Ml(n)) of rank r(n)− t (n).
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From Construction 1.6, we don’t actually need to know anything about the spaces Xn and Yn , we don’t
need to know anything about the points xn and yn except which spaces they are in, and we don’t need to
know anything about the maps Q(n)

j and Rn, j except their domains and codomains.

Proof of Lemma 1.14. The proof is an easy induction argument, using the fact that the image of a constant
function under a diagonal map is again a constant function. □

Lemma 1.15. Assume the notation and choices in parts (1)–(10) of Construction 1.1, Construction 1.6
(except part (19)), and Notation 1.13, including k(n) < d(n) for all n ∈ Z≥0, κ > 1

2 , ω > ω′, and
2κ − 1> 2ω. Then

rc(q⊥Cq⊥)≥
2κ − 1

2ω
.

Proof. We proceed as in the proof of Corollary 1.12, although the rank computations are somewhat more
involved. The difference is in the definition of dτ . In this corner, dτ is normalized so that dτ (q⊥)= 1 for
all τ ∈ T(C). To avoid redefining the notation, we will use τ to denote a tracial state on C, and therefore
our dimension functions will be of the form a 7→ dτ (a)/τ(q⊥), noting that τ(q⊥)= dτ (q⊥) since q⊥ is
a projection.

It suffices to show that for all ρ ∈ (1, (2κ − 1)/(2ω))∩Q, we have rc(q⊥Cq⊥)≥ ρ.
Fix δ ∈ (0, ω) such that

ρ < (1− δ)
(

2κ − 1
2ω

)
. (1-5)

Set

ε =
δ

2ρ(1− δ)
> 0. (1-6)

Since the sequence (s(n)/r(n))n=0,1,2,... is nonincreasing and converges to a nonzero limit κ , there exists
n0 ∈ Z≥0 such that, for all n and m with m ≥ n ≥ n0, we have

0≤ 1−
r(n)
s(n)
·

s(m)
r(m)

< ε.

This implies that
r(m)
r(n)
−

s(m)
s(n)

< ε ·
r(m)
r(n)

. (1-7)

Using (1-5) and δ < ω at the first step, we get

1−ω+ 2ρω < 1− δ+ 2(1− δ)
(

2κ − 1
2ω

)
ω = 2κ(1− δ).

Now write ρ = α/β with α, β ∈ Z>0. Choose n ≥ n0 such that

β

r(n)
< 2κ(1− δ)− (1−ω+ 2ρω).

Then there exists N1 ∈ Z>0 such that ρN1 ∈ Z>0 and

2κ(1− δ) >
N1

r(n)
> 1−ω+ 2ρω. (1-8)
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Set

N2 = ρN1. (1-9)

Using ρ > 1 at the last step, we have

N2

r(n)
=
ρN1

r(n)
> ρ(1−ω+ 2ρω) > ρ(1−ω)+ 2ω.

Now suppose e ∈M∞(Cn)=M∞(C(Xn)⊕C(Yn)) is an ordered pair whose first component is a trivial
projection on Xn of rank N1 and whose second component is a (trivial) projection on Yn of rank N2. Let
m > n, and let f be the first component of 0m,n(e); we estimate rank( f ). (The second component is a
trivial projection over Ym whose rank we don’t care about.) Now f is the direct sum of r(m)/r(n) trivial
projections, coming from C(Xn,Mr(n)) and C(Yn,Mr(n)). At least s(m)/s(n) of these summands come
from C(Xn,Mr(n)). So at most r(m)/r(n)− s(m)/s(n) of these summands come from C(Yn,Mr(n)).
The summands coming from C(Xn,Mr(n)) have rank N1 and the summands coming from C(Yn,Mr(n))

have rank N2. Since N2 > N1, we get

rank( f )≤
(

r(m)
r(n)
−

s(m)
s(n)

)
N2+

s(m)
s(n)
· N1 =

r(m)
r(n)
· N1+

(
r(m)
r(n)
−

s(m)
s(n)

)
(N2− N1).

Combining this with (1-7) at the first step, and using (1-9) at the second step, (1-6) at the third step, (1-8)
at the fifth step, and Construction 1.1(3) at the sixth step, we get

rank( f ) <
r(m)
r(n)
· (N1+ εN2)=

r(m)
r(n)
· (1+ ερ) · N1

=
r(m)
r(n)
·

2− δ
2(1− δ)

· N1 <
r(m)
r(n)
·

N1

1− δ
< 2κr(m)≤ 2s(m).

So Corollary 1.11 implies that there is no x ∈ M∞(Cm) for which ∥x0n,m(e)x∗− bm∥<
1
2 . Since m > n

is arbitrary,

0∞,n(e) ̸≾ b. (1-10)

Now let τ be a trace on C, and restrict it to Cn ∼= Mr(n)(C(Xn)⊕C(Yn)). Denote by tr the normalized
trace on Mr(n). There is a probability measure µ on Xn ⨿ Yn such that τ(a) =

∫
Xn⨿Yn

tr(a) dµ for all
a ∈ Cn . Define λ= µ(Xn), so 1− λ= µ(Yn). Then, using (1-9) at the second step,

τ(e)=
λN1+ (1− λ)N2

r(n)
=
[λ+ ρ(1− λ)]N1

r(n)
.

Using Lemma 1.14 to calculate the ranks of the components of q⊥n , we get

τ(q⊥n )=
λt (n)+ (1− λ)[r(n)− t (n)]

r(n)
, (1-11)

τ(qn)= 1− τ(q⊥n )=
λ[r(n)− t (n)] + (1− λ)t (n)

r(n)
. (1-12)
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It follows from Lemmas 1.10 and 1.14 that dτ (bn) ≤ τ(qn). Using this at the first step, and (1-11)
and (1-12) at the second step, we get

dτ (bn)

τ (q⊥n )
≤
τ(qn)

τ (q⊥n )
=
λ[r(n)− t (n)] + (1− λ)t (n)
λt (n)+ (1− λ)[r(n)− t (n)]

.

So
τ(e)− dτ (bn)

τ (q⊥n )
≥
(λ+ ρ(1− λ))N1− (λ[r(n)− t (n)] + (1− λ)t (n))

λt (n)+ (1− λ)[r(n)− t (n)]
.

The last expression is a fractional linear function in λ and is defined for all values of λ in the interval
[0, 1]. Any such function is monotone on [0, 1]. In the following calculations, we recall from Lemma 1.4
that ω ≤ t (n)/r(n) < 2ω. If we set λ= 1 and use (1-8), the value we obtain is

N1/r(n)− (1− t (n)/r(n))
t (n)/r(n)

>
(1−ω+ 2ρω)− (1−ω)

2ω
= ρ.

If we set λ= 0, we get, using (1-8) at the first step and ρ > 1 at the last step,

ρN1/r(n)− t (n)/r(n)
1− t (n)/r(n)

>
ρ(1−ω+ 2ρω)− 2ω

1−ω
= ρ+

2ρ2ω− 2ω
1−ω

> ρ.

Therefore
dτ (0∞,n(e))

dτ (q⊥)
>

dτ (b)
dτ (q⊥)

+ ρ

for all traces τ on C, so rc(q⊥Cq⊥) > ρ, as required. □

We now turn to the issue of finding upper bounds on the radius of comparison. For this, we appeal to
results from [Niu 2014]. Niu [2014, Definition 3.6] introduced a notion of mean dimension for a diagonal
AH-system. Suppose we are given a direct system of homogeneous algebras of the form

An = C(Kn,1)⊗M jn,1 ⊕C(Kn,2)⊗M jn,2 ⊕ · · ·⊕C(Kn,m(n))⊗M jn,m(n),

in which each of the spaces involved is a connected finite CW complex, and the connecting maps are
unital diagonal maps. Let γ denote the mean dimension of this system, in the sense of Niu. It follows
trivially from [Niu 2014, Definition 3.6] that

γ ≤ lim
n→∞

max
({

dim(Kn,l)

jn,l

∣∣∣ l = 1, 2, . . . ,m(n)
})
.

Theorem 6.2 of [Niu 2014] states that if A is the direct limit of a system as above, and A is simple, then
rc(A)≤ γ /2. Since the system we are considering here is of this type, Niu’s theorem applies. With that
at hand, we can derive an upper bound for the radius of comparison of the complementary corner.

Lemma 1.16. Under the same assumptions as in Lemma 1.15, we have

rc(qCq)≤
1

1− 2ω
.
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Proof. The algebra C is simple by Lemma 1.7, so qCq is also simple. This fact and Lemma 1.14 allow
us to apply the discussion above, getting

rc(qCq)≤ 1
2

lim
n→∞

max
(

dim(Xn)

rank(qn|Xn )
,

dim(Yn)

rank(qn|Yn )

)
.

As dim(Yn)= 1 for all n, the second term converges to 0. As for the first term, by Construction 1.6(14), we
have dim(Xn)= 2s(n)+1. Also, rank(qn|Xn )= r(n)−t (n) by Lemma 1.14. Thus, by Construction 1.1(1)
and Lemma 1.4, and using d(n)→∞ (which follows from Construction 1.1(4)) at the last step,

lim
n→∞

dim(Xn)

rank(qn|Xn )
= lim

n→∞

2s(n)+ 1
r(n)− t (n)

≤ lim
n→∞

2r(n)+ 1
r(n)− t (n)

≤
2

1− 2ω
.

This gives us the required estimate. □

Lemma 1.17. Let the assumptions and notation be as in Notation 1.13, Construction 1.6(14), and
Construction 1.6(15). If e ∈ C is a projection which has the same K0-class as q then e is unitarily
equivalent to q. The same holds with q⊥ in place of q.

Proof. This can be seen directly from the construction. For each n ∈Z≥0, since Xn and Yn are contractible
(Constructions 1.6(14) and (15)), if e ∈ M∞(Cn) is a projection which has the same K0-class as q , then e
is actually unitarily equivalent to qn . The same holds for q⊥n . It follows that this is the case in C as well. □

We point out that this lemma can also be deduced using cancellation. By [Elliott et al. 2009, The-
orem 4.1], simple unital AH algebras which arise from AH systems with diagonal maps have stable
rank 1. Rieffel has shown that C∗-algebras with stable rank 1 have cancellation; see [Blackadar 1998,
Theorem 6.5.1].

2. The tracial state space

For a compact Hausdorff space X , we will need all of C(X,R) (the space of real-valued continuous
functions on X ), the tracial state space of C(X) (and of C(X,Mn)), and the space of affine functions on
the tracial state space. This last space is an order unit space, and much of our work will be done there.

For later reference, we recall some of the definitions, and then describe how to move between these
spaces. We begin with the definition of an order unit space from the discussion before Proposition II.1.3
of [Alfsen 1971]. We suppress the order unit in our notation, since (except in several abstract results) our
order unit spaces will always be sets of affine continuous functions on compact convex sets with order
unit the constant function 1.

Definition 2.1. An order unit space V is a partially ordered real Banach space (see page 1 of [Goodearl
1986] for the axioms of a partially ordered real vector space) which is Archimedean (if v ∈ V and
{λv |λ∈ (0,∞)} has an upper bound, then v≤0), with a distinguished element e∈V which is an order unit
(that is, for every v ∈ V there is λ∈ (0,∞) such that −λe≤ v≤ λe), and such that the norm on V satisfies

∥v∥ = inf({λ ∈ (0,∞) | −λe ≤ v ≤ λe})

for all v ∈ V.
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The morphisms of order unit spaces are the positive linear maps which preserve the order units.

The morphisms of compact convex sets (compact convex subsets of locally convex topological vector
spaces) are just the continuous affine maps.

Definition 2.2. If K is a compact convex set, we denote by Aff(K ) the order unit space of continuous
affine functions f : K → R, with the supremum norm and with order unit the constant function 1.

If K and L are compact convex sets and λ :K→ L is continuous and affine, we let λ∗ :Aff(L)→Aff(K )
be the positive linear order unit preserving map given by λ∗( f )= f ◦ λ for f ∈ Aff(L).

This definition makes K 7→ Aff(K ) a functor.

Definition 2.3. If V is an order unit space with order unit e, we denote by S(V ) (or S(V, e) if e is not
understood) its state space (the order unit space morphisms to (R, 1)), which is a compact convex set
with the weak* topology.

If W is another order unit space and ϕ : V →W is positive, linear, and order unit preserving, we let
S(ϕ) : S(W )→ S(V ) be the continuous affine map given by S(ϕ)(ω)= ω ◦ϕ for ω ∈ S(W ).

This definition makes V 7→ S(V ) a functor.

Theorem 2.4 [Goodearl 1986, Theorem 7.1]. There is a natural isomorphism S(Aff(K ))∼= K for compact
convex sets K, given by sending x ∈ K to the evaluation map evx :Aff(K )→R defined by evx( f )= f (x)
for f ∈ Aff(K ).

Definition 2.5. For a unital C*-algebra A, we denote its tracial state space by T(A). If A and B are unital
C∗-algebras and ϕ : A→ B is a unital homomorphism, we let T(ϕ) : T(B)→ T(A) be the continuous
affine map given by T(ϕ)(τ ) = τ ◦ ϕ for τ ∈ T(B). We let ϕ̂ : Aff(T(A))→ Aff(T(B)) be the positive
order unit preserving map given by ϕ̂( f )= f ◦T(ϕ) for f ∈ Aff(T(A)). (Thus, ϕ̂ = T(ϕ)∗.)

Lemma 2.6. Let X be a compact Hausdorff space. Then C(X,R), with the supremum norm and
distinguished element the constant function 1, is a complete order unit space. Restriction of tracial states
on C(X) is an affine homeomorphism from T(C(X)) to S(C(X,R)). The map from X to S(C(X,R))

which sends x ∈ X to the point evaluation evx : C(X,R)→ R is a homeomorphism onto its image, and
the map RX : Aff(S(C(X,R)))→ C(X,R), given by RX ( f )(x)= f (evx) for f ∈ Aff(S(C(X,R))) and
x ∈ X , is an isomorphism of order unit spaces.

If Y is another compact Hausdorff space, then the function which sends a positive linear order unit
preserving map Q : C(X,R)→ C(Y,R) to S(Q) : S(C(Y,R))→ S(C(X,R)), as in Definition 2.3, is a
bijection to the continuous affine maps from S(C(Y,R)) to S(C(X,R)). Its inverse is the map E given as
follows. For a continuous affine map λ : S(C(Y,R))→ S(C(X,R)), using the notation of Definition 2.2,
define E(λ) : C(X,R)→ C(Y,R) by E(λ)= RY ◦ λ

∗
◦ R−1

X .

A positive linear order unit preserving map from C(X,R) to C(Y,R) is called a Markov operator.

Proof of Lemma 2.6. It is immediate that C(X,R) is a complete order unit space. The identification of
S(C(X,R)) is also immediate. The fact that RX is bijective follows from [Goodearl 1986, Corollary 11.20]
using the identification of X with the extreme points of S(C(X,R)).
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For the second paragraph, it is immediate that S sends positive linear order unit preserving maps to
continuous affine maps, and that E does the reverse. For the rest, we must show that S ◦ E and E ◦ S are
the identity maps on the appropriate sets.

We first claim that for g ∈ Aff(S(C(X,R))) and ρ ∈ S(C(X,R)) we have

g(ρ)= ρ(RX (g)). (2-1)

This formula is true by definition when ρ = evx for some x ∈ X . Since, for fixed g, both sides of (2-1)
are continuous affine functions of ρ, and since S(C(X,R)) is the closed convex hull of {evx | x ∈ X}, the
claim follows.

We next claim that if λ : S(C(Y,R))→ S(C(X,R)) is continuous and affine, ω ∈ S(C(Y,R)), and
g ∈ Aff(S(C(X,R))), then

(ω ◦ RY )(g ◦ λ)= (λ(ω) ◦ RX )(g). (2-2)

To prove this claim, for the same reasons as in the proof of the first claim, it suffices to prove this when
there is y ∈ Y such that ω = evy . In this case, using the definition of RY at the second step, and the
previous claim with ρ = λ(evy) at the third step,

(evy ◦ RY )(g ◦ λ)= RY (g ◦ λ)(y)= (g ◦ λ)(evy)= (λ(evy) ◦ RX )(g),

as desired.
Now let λ : S(C(Y,R))→ S(C(X,R)) be continuous and affine; we prove that S(E(λ)) = λ. Let

ω ∈ S(C(X,R)) and let f ∈ C(Y,R). Working through the definitions gives

S(E(λ))(ω)( f )= (ω ◦ RY )(R−1
X ( f ) ◦ λ).

By (2-2) with g = R−1
X ( f ), the right-hand side is λ(ω)( f ), as desired.

Finally, let Q : C(X,R)→ C(Y,R) be a positive linear order unit preserving map; we show that
E(S(Q))= Q. Let f ∈ C(X,R) and let y ∈ Y. Working through the definitions gives

E(S(Q))( f )(y)= R−1
X ( f )(evy ◦ Q).

Applying (2-1) with g= R−1
X ( f ) and ρ=evy◦Q, we see that the right-hand side is (evy◦Q)( f )=Q( f )(y).

This proves that E(S(Q))= Q, and the proof is complete. □

Direct limits of direct systems of order unit spaces are constructed at the beginning of Section 3 of
[Thomsen 1994], including Lemma 3.1 there.

Proposition 2.7. Let ((Dn)n=0,1,2,..., (ϕn,m)0≤m≤n) be a direct system of unital C∗-algebras and unital
homomorphisms. Set D = lim

−−→n Dn . Then there are a natural homeomorphism

T(D)→ lim
←−−

n
T(Dn)

and a natural isomorphism
Aff(T(D))→ lim

−−→
n

Aff(T(Dn))

of order unit spaces.
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Proof. The first part is Lemma 3.3 of [Thomsen 1994].
The second part is Lemma 3.2 of [Thomsen 1994], combined with the fact (Theorem 2.4) that the state

space of Aff(K ) is naturally identified with K. □

Definition 2.8. Let V and W be order unit spaces, with order units e ∈ V and f ∈ W. We define the
direct sum V ⊕ W to be the vector space direct sum V ⊕ W as a real vector space, with the order
(v1, w1) ≤ (v2, w2) for v1, v2 ∈ V and w1, w2 ∈ W if and only if v1 ≤ v2 and w1 ≤ w2, with the order
unit (e, f ), and the norm ∥(v,w)∥ =max(∥v∥, ∥w∥).

Lemma 2.9. Let V and W be order unit spaces. Then V ⊕W as in Definition 2.8 is an order unit space,
which is complete if V and W are.

Proof. The proof is straightforward. □

Lemma 2.10. Let A and B be unital C∗-algebras. Then, taking the direct sum on the right to be as in
Definition 2.8, there is an isomorphism

Aff(T(A⊕ B))∼= Aff(T(A))⊕Aff(T(B)),

given as follows. Identify T(A) with a subset of T(A ⊕ B) by, for τ ∈ T(A), defining i(τ )(a, b) =
τ(a) for all a ∈ A and b ∈ B, and similarly identify T(B) with a subset of T(A⊕ B). Then the map
Aff(T(A⊕ B))→ Aff(T(A))⊕Aff(T(B)) is f 7→ ( f |T(A), f |T(B)).

Proof. It is clear that if f ∈ Aff(T(A ⊕ B)), then f |T(A) ∈ Aff(T(A)) and f |T(B) ∈ Aff(T(B)), and
moreover that the map of the lemma is linear, positive, and preserves the order units. One easily checks
that every tracial state on A⊕ B is a convex combination of tracial states on A and B, from which it
follows that if f |T(A) = 0 and f |T(B) = 0 then f = 0.

It remains to prove that the map of the lemma is surjective. Let g ∈ Aff(T(A)) and h ∈ Aff(T(B)).
Define f : T(A⊕ B)→ R by, for τ ∈ T(A⊕ B),

f (τ )= τ(1, 0)g(τ (1, 0)−1τ |A)+ τ(0, 1)g(τ (0, 1)−1τ |B)

(taking the first summand to be zero if τ(1, 0)= 0 and the second summand to be zero if τ(0, 1)= 0).
Straightforward but somewhat tedious calculations show that f is weak* continuous and affine, and
clearly f |T(A) = g and f |T(B) = h. □

The following result generalizes Lemma 3.4 of [Thomsen 1994]. It still isn’t the most general Elliott
approximate intertwining result for order unit spaces, because we assume that the underlying order unit
spaces of the two direct systems are the same. The main effect of this assumption is to simplify the notation.

Proposition 2.11. Let (Vm)m=0,1,2,... be a sequence of separable complete order unit spaces, and let

((Vm)m=0,1,2,..., (ϕn,m)0≤m≤n) and ((Vm)m=0,1,2,..., (ϕ
′

n,m)0≤m≤n)

be two direct systems of order unit spaces, using the same spaces, and with maps ϕn,m, ϕ
′
n,m : Vm→ Vn

which are linear, positive, and preserve the order units. Let V and V ′ be the direct limits

V = lim
−−→
((Vm)m=0,1,2,..., (ϕn,m)0≤m≤n) and V ′ = lim

−−→
((Vm)m=0,1,2,..., (ϕ

′

n,m)0≤m≤n),
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with corresponding maps
ϕ∞,n : Vn→ V and ϕ′

∞,n : Vn→ V ′

for n ∈ Z≥0. For n ∈ Z≥0 further let
v
(n)
0 , v

(n)
1 , . . . ∈ Vn

be a dense sequence in the closed unit ball of Vn , and define Fn ⊂ Vn to be the finite set

Fn =

n⋃
m=0

[{ϕn,m(v
(m)
k ) : 0≤ k ≤ n} ∪ {ϕ′n,m(v

(m)
k ) : 0≤ k ≤ n}].

Suppose that there are δ0, δ1, . . . ∈ (0,∞) such that
∞∑

n=0

δn <∞ (2-3)

and for all n ∈ Z≥0 and all v ∈ Fn we have

∥ϕn+1, n(v)−ϕ
′

n+1, n(v)∥< δn.

Then there is a unique isomorphism ρ : V → V ′ such that for all m ∈ Z≥0 and all v ∈ Vm we have

ρ(ϕ∞,m(v))= lim
n→∞

(ϕ′
∞,n ◦ϕn,m)(v).

Its inverse is determined by
ρ−1(ϕ′

∞,m(v))= lim
n→∞

(ϕ∞,n ◦ϕ
′

n,m)(v)

for m ∈ Z≥0 and v ∈ Vm .

Proof. We first claim that for m ∈ Z≥0 and v ∈ Fm , the sequence ((ϕ′
∞,n ◦ ϕn,m)(v))n≥m is a Cauchy

sequence in V ′. For n ≥ m, we estimate, using ∥ϕ′
∞,n+1∥ ≤ 1, ∥v∥ ≤ 1, and ϕn,m(v) ∈ Fn at the last step:

∥(ϕ′
∞,n+1◦ϕn+1,m)(v)−(ϕ

′

∞,n◦ϕn,m)(v)∥ = ∥(ϕ
′

∞,n+1◦ϕn+1, n◦ϕn,m)(v)−(ϕ
′

∞,n+1◦ϕ
′

n+1, n◦ϕn,m)(v)∥

≤ ∥ϕ′
∞,n+1∥∥ϕn+1, n(ϕn,m(v))−ϕ

′

n+1, n(ϕn,m(v))∥ ≤ δn.

The claim now follows from (2-3).
Next, we claim that for m ∈ Z≥0 and k ∈ Z>0, the sequence ((ϕ′

∞,n ◦ ϕn,m)(v
(m)
k ))n≥m is a Cauchy

sequence in V ′. Indeed, taking m0 =max(m, k), this follows from the previous claim and the fact that
ϕm0,m(v

(m)
k ) ∈ Fm0 .

Now we claim that for m ∈ Z≥0 and v ∈ Vm , the sequence ((ϕ′
∞,n ◦ϕn,m)(v))n≥m is a Cauchy sequence

in V ′. Without loss of generality ∥v∥ ≤ 1. This claim follows from a standard ε/3 argument: to show that

∥(ϕ′
∞,n1
◦ϕn1,m)(v)− (ϕ

′

∞,n2
◦ϕn2,m)(v)∥< ε

for all sufficiently large n1 and n2, choose k ∈ Z>0 such that ∥v − v(m)k ∥ < ε/3, and use the previous
claim.

Since V ′ is complete, it follows that limn→∞(ϕ
′
∞,n ◦ϕn,m)(v) exists for all m ∈ Z≥0 and v ∈ Vm . Since

∥ϕ′
∞,n◦ϕn,m∥≤1 whenever m, n ∈Z≥0 satisfy m≤n, it follows that for m ∈Z>0 there is a unique bounded

linear map ρm : Vm→ V ′ such that ∥ρm∥ ≤ 1 and ρm(v)= limn→∞(ϕ
′
∞,n ◦ϕn,m)(v) for all v ∈ Vm .
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It is clear from the construction that ρn◦ϕn,m =ρm whenever m, n ∈Z≥0 satisfy m≤ n. By the universal
property of the direct limit, there is a unique bounded linear map ρ : V → V ′ such that ρ ◦ϕ∞,m = ρm

for all m ∈ Z≥0. It is clearly contractive, order preserving, order unit preserving, and uniquely determined
as in the statement of the proposition.

The same argument shows that there is a unique contractive linear map λ : V ′→ V determined in the
analogous way. For all m ∈ Z≥0, we have

λ ◦ ρ ◦ϕ∞,m = λ ◦ϕ
′

∞,m = ϕ∞,m,

so the universal property of the direct limit implies λ ◦ ρ = idV . Similarly ρ ◦ λ= idV ′ . □

Proposition 2.12. The isomorphism of Proposition 2.11 has the following naturality property. Let the
notation be as there, and suppose that, in addition, we are given separable complete order unit spaces Wn

for n ∈ Z≥0, direct systems

((Wm)m=0,1,2,..., (ψn,m)0≤m≤n) and ((Wm)m=0,1,2,..., (ψ
′

n,m)0≤m≤n)

using the same spaces, with positive linear order unit preserving maps, with direct limits W and W ′, and
with corresponding maps

ψ∞,n :Wn→W and ψ ′
∞,n :Wn→W ′

for n ∈ Z≥0. Also suppose that for n ∈ Z>0 there is a sequence

w
(n)
0 , w

(n)
1 , . . . ∈Wn

which is dense in the closed unit ball of Wn , and that there is a sequence (εn)n=0,1,2,... in (0,∞) such that∑
∞

n=0 εn <∞ and, with

Gn =

n⋃
m=0

[{ψn,m(w
(m)
k ) | 0≤ k ≤ n} ∪ {ψ ′n,m(w

(m)
k ) | 0≤ k ≤ n}],

for all n ∈ Z≥0 and all w ∈ Gn we have

∥ψn+1, n(w)−ψ
′

n+1, n(w)∥< εn.

Let σ : W → W ′ be the isomorphism of Proposition 2.11. Suppose further that we have positive linear
order unit preserving maps µn, µ

′
n : Vn→Wn for n ∈ Z≥0 such that

µn ◦ϕn,m = ψn,m ◦µm and µ′n ◦ϕ
′

n,m = ψ
′

n,m ◦µ
′

m

for all m, n ∈ Z≥0 with m ≤ n. Let µ : V →W and µ′ : V ′→W ′ be the induced maps of the direct limits.
Then µ′ ◦ ρ = σ ◦µ.

Proof. By construction, ρ : V → V ′ and σ :W →W ′ are determined by

ρ(ϕ∞,m(v))= lim
n→∞

(ϕ′
∞,n ◦ϕn,m)(v) (2-4)
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for m ∈ Z≥0 and v ∈ Vm , and

σ(ψ∞,m(w))= lim
n→∞

(ψ ′
∞,n ◦ψn,m)(w) (2-5)

for m ∈ Z≥0 and w ∈Wm . Using (2-4) at the first step and (2-5) at the last step, for m ∈ Z≥0 and v ∈ Vm

we therefore have

(µ′ ◦ ρ)(ϕ∞,m(v))= µ
′
(

lim
n→∞

(ϕ′
∞,n ◦ϕn,m)(v)

)
= lim

n→∞
(µ′ ◦ϕ′

∞,n ◦ϕn,m)(v)

= lim
n→∞

(ψ ′
∞,n ◦ψn,m ◦µm)(v)= (σ ◦µ)(ϕ∞,m(v)).

Since
⋃
∞

m=0 ϕ∞,m(Vm) is dense in V, the result follows. □

Proposition 2.14 below can essentially be extracted from the proof of Lemma 3.7 of [Thomsen 1994].
We give here a precise formulation which is needed for our purposes. The difference between our
formulation and that of [Thomsen 1994] is that we need more control over the matrix sizes in the
construction. In the argument, the following result substitutes for Lemma 3.6 there.

Lemma 2.13 (based on [Thomsen 1994]). Let X and Y be compact Hausdorff spaces, with X path
connected. Let λ : T(C(Y ))→ T(C(X)) be affine and continuous. Let E(λ) : C(X,R)→ C(Y,R) be as
in Lemma 2.6. Then for every ε > 0 and every finite set F ⊂ C(X,R) there exists N0 ∈ Z>0 such that for
every N ∈ Z>0 with N ≥ N0 there are continuous functions g1, g2, . . . , gN : Y → X such that for every
f ∈ F we have ∥∥∥∥E(λ)( f )− 1

N

N∑
j=1

f ◦ g j

∥∥∥∥
∞

< ε.

Proof. It suffices to prove the result under the additional assumption that ∥ f ∥ ≤ 1 for all f ∈ F.
Let ε > 0. Since E(λ) is a Markov operator, Theorem 2.1 of [Thomsen 1994] provides n ∈ Z>0, unital

homomorphisms ψ1, ψ2, . . . , ψn :C(X)→C(Y ), and α1, α2, . . . , αn ∈ [0, 1] with
∑n

l=1 αl = 1 such that∥∥∥∥E(λ)( f )−
n∑

l=1

αlψl( f )
∥∥∥∥
∞

<
ε

2

for all f ∈ F. Note that if β1, β2, . . . , βn ∈ [0, 1] satisfy
∑n

l=1 |αl −βl |< ε/2 then∥∥∥∥E(λ)( f )−
n∑

l=1

βlψl( f )
∥∥∥∥
∞

< ε

for all f ∈ F. Choose N0 ∈Z>0 such that N0> 4n/ε. Let N ∈Z>0 satisfy N ≥ N0. For l = 1, 2, . . . , n−1
choose βl ∈ (αl − 1/N , αl] ∩ (1/N )Z, and set βn = 1−

∑n−1
l=1 βl . Then

β1, β2, . . . , βn ∈
1
N

Z≥0,

n∑
l=1

βl = 1, and
n∑

l=1

|αl −βl |<
ε

2
.

Set ml = Nβl for l = 1, 2, . . . , n. Then for all f ∈ F we have∥∥∥∥E(λ)( f )− 1
N

n∑
l=1

mlψl( f )
∥∥∥∥
∞

< ε.
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Now for l = 1, 2, . . . , n let hl : Y → X be the continuous function such that ψl( f ) = f ◦ hl for all
f ∈ C(X), and for j = 1, 2, . . . , N define g j = hl when

l−1∑
k=1

mk < j ≤
l∑

k=1

mk .

Then
1
N

n∑
l=1

mlψl( f )= 1
N

N∑
j=1

f ◦ g j

for all f ∈ C(X). □

Proposition 2.14. Let K be a metrizable Choquet simplex, and let (l(n))n=0,1,2,... be a sequence of integers
such that l(n)≥2 for all n>0. For n∈Z≥0 set r(n)=

∏n
j=1 l( j). Then there exist n0<n1<n2< · · ·∈Z≥0,

with n0 = 0 and n1 = 1, and a direct system

C([0, 1])⊗Mr(n0)
α1,0
−−→ C([0, 1])⊗Mr(n1)

α2,1
−−→ C([0, 1])⊗Mr(n2)

α3,2
−−→ · · ·

with injective maps which are diagonal (in the sense analogous to Construction 1.1(9)) and such that the
direct limit A satisfies T(A)∼= K.

It is easy to arrange that the algebra A in this proposition be simple: by Proposition 2.11, replacement
of a small enough fraction of the maps gk,l in the proof with suitable point evaluations does not change
the tracial state space. However, doing so at this stage does not help with later work.

The conditions n0 = 0 and n1 = 1 are needed because we will later need to pass to a corresponding
subsystem of a system as in Construction 1.1 (more accurately, Construction 3.3 below), and we want to
avoid later complexity of the argument by preserving the value of ω.

Proof of Proposition 2.14. We mostly follow the proof of Lemma 3.7 of [Thomsen 1994], using
Lemma 2.13 in place of Lemma 3.6 of [Thomsen 1994], and slightly changing the order of the steps to
accommodate the difference between our conclusion and that of Theorem 3.9 of [Thomsen 1994]. For
convenience, we will use Proposition 2.11 in place of Lemma 3.4 of [Thomsen 1994].

For convenience of notation, and following [Thomsen 1994], set P = T(C([0, 1])). Lemma 3.8 of
[Thomsen 1994] provides an inverse system ((Pk)k=0,1,..., (λ j,k)0≤ j≤k) with continuous affine maps
λ j,k : Pk→ Pj such that Pk = P for all k ∈ Z≥0 and

lim
←−−
((Pk)k=0,1,..., (λ j,k)0≤ j≤k)∼= K . (2-6)

Choose f0, f1, . . . ∈ C([0, 1], R) such that { f0, f1, . . . } is dense in C([0, 1], R).
We now construct numbers nk ∈ Z>0 for k ∈ Z≥0, finite subsets Fk ⊂C([0, 1], R) for k ∈ Z≥0, positive

unital linear maps ψk+1, k : C([0, 1], R)→ C([0, 1], R) for k ∈ Z>0, and continuous functions

gk,1, gk,2, . . . , gk, r(nk+1)/r(nk) : [0, 1] → [0, 1]

such that the following conditions are satisfied:

(1) F0 = { f0} and for k ∈ Z≥0,

Fk+1 = Fk ∪ { fk+1} ∪ E(λk, k+1)(Fk ∪ { fk+1})∪ψk+1, k(Fk ∪ { fk+1}).
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(2) n0 = 0, n1 = 1, and n2 = 2, and for k ∈ Z>0 with k ≥ 2 we have nk+1 > nk and r(nk+1)/r(nk) > 2k.

(3) For k ∈ Z≥0 and f ∈ C([0, 1], R),

ψk+1, k( f )=
r(nk)

r(nk+1)

r(nk+1)/r(nk)∑
l=1

f ◦ gk,l .

(4) ∥E(λk, k+1)( f )−ψk+1, k( f )∥< 2−k for k ≥ 2 and f ∈ Fk .

We carry out the construction by induction on k. Define F0 = { f0}, n0 = 0, and n1 = 1. Take g0,l :

[0, 1]→ [0, 1] to be the identity map for l = 1, 2, . . . , r(1). Then define ψ1, 0 by (3) and define F1 by (1).
Now suppose k ≥ 1 and we have Fk and nk ; we construct

Fk+1, nk+1, gk,1, gk,2, . . . , gk, r(nk+1)/r(nk), and ψk+1, k .

Apply Lemma 2.13 with λ = λk, k+1, with ε = 2−k, and with F = Fk , obtaining N0 ∈ Z>0. Choose
nk+1 > nk and so large that

r(nk+1)

r(nk)
>max(N0, 2k).

This gives (2). Apply the conclusion of Lemma 2.13 with N = r(nk+1)/r(nk), calling the resulting
functions gk,1, gk,2, . . . , gk, r(nk+1)/r(nk). Then define ψk+1, k by (3). This gives (4). Finally, define Fk+1

by (1). This completes the induction.
For j, k ∈ Z≥0 with j ≤ k, define ψk, j : C([0, 1], R)→ C([0, 1], R) by

ψk, j = ψk, k−1 ◦ψk−1, k−2 ◦ · · · ◦ψ j+1, j .

An induction argument shows that for j, k ∈ Z≥0 with j ≤ k, we have

E(λ j,k)( f j ) ∈ Fk and ψk, j ( f j ) ∈ Fk .

This condition, together with Proposition 2.11, allows us to conclude that, as order unit spaces, we have

lim
−−→
((C([0, 1], R))k=0,1,..., (E(λ j,k))0≤ j≤k)∼= lim

−−→
((C([0, 1], R))k=0,1,..., (ψk, j )0≤ j≤k). (2-7)

For k ∈ Z≥0 define

αk+1, k : C([0, 1], Mr(nk))→ C([0, 1], Mr(nk+1))= Mr(nk+1)/r(nk)(C([0, 1], Mr(nk)))

by
αk+1, k( f )= diag( f ◦ gk,1, f ◦ gk,2, . . . , f ◦ gk, r(nk+1)/r(nk))

for f ∈ C([0, 1], Mr(nk)). Let A be the resulting direct limit C∗-algebra.
It is easy to check, and is stated as Lemma 3.5 of [Thomsen 1994], that α̂k+1,k = ψk+1,k . Letting V

and W be the order unit spaces

V = lim
−−→
((C([0, 1], R))k=0,1,..., (E(λ j,k))0≤ j≤k),

W = lim
−−→
((C([0, 1], R))k=0,1,..., (α̂k, j )0≤ j≤k),

(2-7) now says V ∼=W. Lemma 3.2 of [Thomsen 1994] and (2-6) imply that V ∼=Aff(K ). Proposition 2.7
implies that Aff(T (A))∼=W. So Aff(T (A))∼= Aff(K ), whence T (A)∼= K by Theorem 2.4. □
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Proposition 2.15. Let (Dn)n=0,1,2,... and (Cn)n=0,1,2,... be sequences of unital C∗-algebras. Let

((Dn)n=0,1,2,..., (ϕn,m)0≤m≤n), ((Dn)n=0,1,2,..., (ϕ
′

n,m)0≤m≤n),

((Cn)n=0,1,2,..., (ψn,m)0≤m≤n), ((Cn)n=0,1,2,..., (ψ
′

n,m)0≤m≤n)

be direct systems with unital homomorphisms, and call the direct limits (in order) D, D′, C, and C ′.
Suppose further that we have unital homomorphisms µn, µ

′
n : Dn→ Cn for n ∈ Z≥0 such that

µn ◦ϕn,m = ψn,m ◦µm and µ′n ◦ϕ
′

n,m = ψ
′

n,m ◦µ
′

m

for all m, n ∈ Z≥0 with m ≤ n. Let µ : D→ C and µ′ : D′→ C ′ be the induced maps of the direct limits.
Assume that for all m ∈ Z≥0 we have

∞∑
n=m

∥ϕ̂n,m − ϕ̂′n,m∥<∞ and
∞∑

n=m

∥ψ̂n,m − ψ̂ ′n,m∥<∞.

Then there exist isomorphisms

ρ : Aff(T(D))→ Aff(T(D′)) and σ : Aff(T(C))→ Aff(T(C ′))

such that µ̂′ ◦ ρ = σ ◦ µ̂. Moreover, if Cn = Dn for all n ∈ Z≥0 and ψn,m = ϕn,m and ψ ′n,m = ϕn,m for all
m and n, then we can take σ = ρ.

Proof. We can apply Propositions 2.11 and 2.12 using arbitrary countable dense subsets of the closed
unit balls of Aff(T(Dn)) and Aff(T(Cn)) for n ∈ Z>0. Under the hypotheses of the last statement, the
uniqueness statement in Proposition 2.11 implies that σ = ρ. □

Lemma 2.16. Adopt the notation of Construction 1.1, including (11) (a second set of maps), and (9)
and (13) (diagonal maps, agreeing in the coordinates 1, 2, . . . , d(n+ 1)). Then

∥

∧

0
(0)
n+1, n −
∧

0n+1, n∥ ≤
2k(n+ 1)

d(n+ 1)+ k(n+ 1)
for all n ∈ Z≥0.

Proof. For a compact metrizable space Z , let M(Z) be the real Banach space consisting of all signed Borel
measures on Z . (That is, M(Z) is the dual space of C(Z ,R).) Identify Z with the set of point masses
in M(Z). For n ∈ Z≥0, we can identify T(Cn) with the weak* compact convex subset of M(Xn ⨿ Yn)

consisting of probability measures. Thus Xn ⨿ Yn ⊂ T(Cn). For every function f ∈ Aff(T(Cn)), the
function ιn( f )(z)= f (z) ·1Mr(n) for z ∈ Xn⨿Yn is in C(Xn⨿Yn, Mr(n))=Cn; and τ(ιn( f ))= f (τ ) for
all τ ∈ Xn ⨿ Yn ⊂ T(Cn), hence also all τ ∈ T(Cn) by linearity and continuity.

For f ∈ Aff(T(Cn)) and τ ∈ T(Cn+1), we can apply the formula in Construction 1.1(9) to ιn( f ) and
apply τ to everything, to get

∧

0
(0)
n+1, n( f )(τ )=

1
l(n+ 1)

l(n+1)∑
k=1

τ( f ◦ S(0)n,1) and
∧

0n+1, n( f )(τ )=
1

l(n+ 1)

l(n+1)∑
k=1

τ( f ◦ Sn,1).
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Using (13), we get

|

∧

0
(0)
n+1, n( f )(τ )−
∧

0n+1, n( f )(τ )| =
1

l(n+ 1)

∣∣∣∣ l(n+1)∑
k=d(n+1)+1

[τ( f ◦ S(0)n,1)− τ( f ◦ Sn,1)]

∣∣∣∣
≤

l(n+ 1)− d(n+ 1)
l(n+ 1)

(2∥ f ∥∞).

The conclusion follows. □

We add additional parts to Constructions 1.1 and 1.6.

Construction 2.17. Adopt the assumptions and notation of all parts of Construction 1.1 (except (13)),
and in addition make the following assumptions and definitions:

(20) For all m ∈ Z≥0, the maps S(0)m, j , Sm, j : Xm+1⨿ Ym+1→ Xm ⨿ Ym satisfy

S(0)m, j (Xm+1)⊂ Xm and S(0)m, j (Ym+1)⊂ Ym

for j = 1,2, . . . , l(m),
Sm, j (Xm+1)⊂ Xm and Sm, j (Ym+1)⊂ Ym

for j = 1,2, . . . ,d(m), and
Sm, j (Xm+1)⊂ Ym and Sm, j (Ym+1)⊂ Xm

for j = d(m)+ 1, d(m)+ 2, . . . , l(m).

(21) For m ∈Z≥0, define Dm=Mr(m)⊕Mr(m). Define ϕ(0)m+1,m, ϕm+1,m :Dm→Dm+1 by, for a, b∈Mr(m),

ϕ
(0)
m+1,m(a, b)= (diag(a, a, . . . , a), diag(b, b, . . . , b)),

ϕm+1,m(a, b)= (diag(a, a, . . . , a, b, b, . . . , b), diag(b, b, . . . , b, a, a, . . . , a)),

in which a occurs d(m) times in the first entry in the second line on the right and k(m) times in the second
entry, while b occurs k(m) times in the first entry and d(m) times in the second entry. For m, n ∈ Z≥0

with m ≤ n, define
ϕn,m = ϕn,n−1 ◦ϕn−1, n−2 ◦ · · · ◦ϕm+1,m : Dm→ Dn,

and define ϕ(0)n,m : Dm→ Dn similarly. Define AF algebras by

D = lim
−−→

m
(Dm, ϕm+1,m) and D(0)

= lim
−−→

m
(Dm, ϕ

(0)
m+1,m),

and for m ∈ Z>0 let ϕ∞,m : Dm→ D and ϕ(0)∞,m : Dm→ D(0) be the maps associated to these direct limits.

(22) For m ∈ Z≥0, define µm : Dm → Cm as follows. For a, b ∈ Mr(m) let f ∈ C(Xm,Mr(m)) and
g ∈ C(Ym,Mr(m)) be the constant functions with values a and b. Then set µm(a, b) = ( f, g). Further,
following Lemma 2.18(2) below, let µ : D→C and µ(0) : D(0)

→C (0) be the direct limits of the maps µm .

(23) For m ∈ Z≥0, define θm : Dm → Dm by θm(a, b) = (b, a) for a, b ∈ Mr(m). Further, following
Lemma 2.18(3) below, let θ ∈ Aut(D) and θ (0) ∈ Aut(D(0)) be the direct limits of the maps θm .
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Lemma 2.18. Under the assumptions of Constructions 1.1 (except (13)), 1.6, and 2.17, the following hold:

(1) The direct system ((C (0)
n )n=0,1,2,..., (0

(0)
n,m)0≤m≤n) is the direct sum of two direct systems

((C(Xn, Mr(n)))n=0,1,2,..., (0
(0)
n,m |C(Xm ,Mr(m)))0≤m≤n),

((C(Yn, Mr(n)))n=0,1,2,..., (0
(0)
n,m |C(Ym ,Mr(m)))0≤m≤n),

and C (0) is isomorphic to the direct sum of the direct limits A and B of these systems.

(2) For all m, n ∈ Z≥0 with m ≤ n,

0(0)n,m ◦µm = µn ◦ϕ
(0)
n,m and 0n,m ◦µm = µn ◦ϕn,m .

Moreover, the maps µm induce unital homomorphisms µ(0) : D(0)
→ C (0) and µ : D→ C, and for all

m ∈ Z≥0,
0(0)
∞,m ◦µm = µ

(0)
◦ϕ(0)
∞,m and 0∞,m ◦µm = µ ◦ϕ∞,m .

(3) For all m, n ∈ Z≥0 with m ≤ n,

ϕ(0)n,m ◦ θm = θn ◦ϕ
(0)
n,m and ϕn,m ◦ θm = θn ◦ϕn,m .

The maps θm induce automorphisms θ : D→ D and θ (0) : D(0)
→ D(0) such that

ϕ∞,m ◦ θm = θ ◦ϕ∞,m and ϕ(0)
∞,m ◦ θm = θ

(0)
◦ϕ(0)
∞,m

for all m ∈ Z≥0.

(4) For all m ∈ Z≥0, (µm)∗ : K∗(Dm)→ K∗(Cm) is an isomorphism, and

µ∗ : K∗(D)→ K∗(C) and (µ(0))∗ : K∗(D(0))→ K∗(C (0))

are isomorphisms.

Proof. The fact that all the maps in (4) are isomorphisms on K-theory comes from the assumption that
the spaces Xm and Ym are contractible ((14) and (15) in Construction 1.6). Everything else is essentially
immediate from the constructions. □

3. The main theorem

We now have the ingredients to deduce the main theorem of this paper, Theorem 3.2.
To state the theorem, we first need to define automorphisms of Elliott invariants, so we need a category

in which they lie. For convenience, we restrict to unital C∗-algebras, and we give a very basic list of
conditions.

Definition 3.1. An abstract unital Elliott invariant is a tuple G = (G0, (G0)+, g,G1, K , ρ) in which
(G0, (G0)+, g) is a preordered abelian group with distinguished positive element g which is an order
unit, G1 is an abelian group, K is a Choquet simplex (possibly empty), and ρ : G0 → Aff(K ) is an
order preserving group homomorphism such that ρ(g) is the constant function 1. (If K = ∅, we take
Aff(K )= {0}, and we take ρ to be the constant function with value 0.)
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If

G(0)
= (G(0)

0 , (G(0)
0 )+, g(0),G(0)

1 , K (0), ρ(0)) and G(1)
= (G(1)

0 , (G(1)
0 )+, g(1),G(1)

1 , K (1), ρ(1))

are abstract unital Elliott invariants, then a morphism from G(0) to G(1) is a triple F = (F0, F1, S) in
which F0 : G

(0)
0 → G(1)

0 is a group homomorphism satisfying

F0((G
(0)
0 )+)⊂ (G

(1)
0 )+ and F0(g(0))= g(1),

F1 : G
(0)
1 → G(0)

1 is a group homomorphism, and S : K (1)
→ K (0) is a continuous affine map satisfying

ρ(1)(F0(η))= ρ
(0)(η) ◦ S (3-1)

for all η ∈ G(0)
0 .

If
F (0) : G(0)

→ G(1) and F (1) = (F (1)0 , F (1)1 , S(1)) : G(1)
→ G(2)

are morphisms of abstract unital Elliott invariants, then define

F (1) ◦ F (0) = (F (1)0 ◦ F (0)0 , F (1)1 ◦ F (0)1 , S(0) ◦ S(1)).

(Note: S(0) ◦ S(1), not S(1) ◦ S(0).)
The Elliott invariant of a unital C∗-algebra A is

Ell(A)= (K0(A), K0(A)+, [1], K1(A), T(A), ρA),

in which ρA : K0(A)→ Aff(T(A)) is given by ρA(η)(τ )= τ∗(η) for η ∈ K0(A) and τ ∈ T(A).
If A and B are unital C∗-algebras and ϕ : A→ B is a unital homomorphism, then we define ϕ∗ :

Ell(A)→ Ell(B) to consist of the maps ϕ∗ from K0(A) to K0(B) and from K1(A) to K1(B), together
with the map T(ϕ) of Definition 2.5. We write it as (ϕ∗,0, ϕ∗,1, T(ϕ)).

Definition 3.1 is enough to make the abstract unital Elliott invariants into a category such that Ell( · ) is
a functor from unital C∗-algebras and unital homomorphisms to abstract unital Elliott invariants.

Theorem 3.2. There exists a simple unital separable AH algebra C with stable rank 1 and with the
following property. There exists an automorphism F of Ell(C) such that there is no automorphism α of
C satisfying α∗ = F. Moreover, the automorphism F in this example can be chosen so that F ◦ F is the
identity morphism of Ell(C).

We outline the proof. We make a first pass through Constructions 1.1 and 1.6, without the spaces Yn , and
without specifying the point evaluation maps. This is Construction 3.3 below. We get a direct system; call
its direct limit C̃. Apply Proposition 2.14 using the sequence of matrix sizes in this system and K = T(C̃).
Doing so requires passing to a subsequence of the sequence of matrix sizes. Replace the original system
with the corresponding subsystem; Lemma 3.5 below justifies this. Then make a second pass through
Constructions 1.1 and 1.6, taking the spaces Xn and the maps between them from this subsystem and
the spaces Yn and the maps between them from the system gotten from Proposition 2.14, as needed
substituting appropriate point evaluations for the diagonal entries of the formulas for the maps. This
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requires sufficiently few changes that, by our work in Section 2, the tracial state space remains the same.
Therefore the algebra obtained from these constructions has an order two automorphism of its tracial state
space which corresponds to exchanging the two rows in the diagram (0-2). The constructions have been
designed so that there is also a corresponding automorphism of the K-theory. Our work in Section 1 rules
out the possibility of a corresponding automorphism of the algebra, because such an automorphism would
necessarily send a particular corner of the algebra to another one with a different radius of comparison.

We start with the following construction, which is “half” of Construction 1.1, and gives just the top
row of the diagram (0-1).

Construction 3.3. We will consider direct systems and their associated direct limits constructed as follows.

(1) The sequences (d(n))n=0,1,2,... and (k(n))n=0,1,2,... in Z≥0 are as in Construction 1.1(1) and satisfy
the condition of Construction 1.1(2). We further define (l(n))n=0,1,2,..., (r(n))n=0,1,2,..., (s(n))n=0,1,2,...,
and (t (n))n=0,1,2,... as in Construction 1.1(1).

(2) Following Constructions 1.1(3) and (4), we define

κ = inf
n∈Z>0

s(n)
r(n)

, ω =
k(1)

k(1)+ d(1)
, and ω′ =

∞∑
n=2

k(n)
k(n)+ d(n)

.

(These will not be used directly in connection with this direct system.)

(3) As in Construction 1.6(14), we define compact metric spaces by Xn = cone((S2)s(n)) for n ∈ Z≥0,
and we define maps Q(n)

j : Xn+1→ Xn for n ∈ Z≥0 and j = 1, 2, . . . , d(n+ 1) to be the cones over the
projection maps

(S2)s(n+1)
= ((S2)s(n))d(n+1)

→ (S2)s(n).

(4) We are given maps δn : C(Xn)→ C(Xn+1, Ml(n+1)) (as in Construction 1.1(8), but with only one
summand) which are diagonal; that is, there are continuous maps

Tn,1, Tn,2, . . . , Tn,l(n+1) : Xn+1→ Xn

such that
δn( f )= diag( f ◦ Tn,1, f ◦ Tn,2, . . . , f ◦ Tn,l(n+1))

for f ∈ C(Xn). (Compare with Construction 1.1(9).) Moreover, Tn, j = Q(n)
j for j = 1, 2, . . . , d(n+ 1).

The maps Tn, j are unspecified for j = d(n+ 1)+ 1, d(n+ 1)+ 2, . . . , l(n+ 1).

(5) Set An = Mr(n) ⊗ C(Xn) (like in Construction 1.1(7) but with only one summand). Following
Construction 1.1(8), set

1n+1, n = idMr(n) ⊗ δn : An→ An+1,

and for m, n ∈ Z≥0 with m ≤ n, take

1n,m =1n,n−1 ◦1n−1, n−2 ◦ · · · ◦1m+1,m : Am→ An.

(6) Define A = lim
−−→n An , taken with respect to the maps 1n,m . For n ∈ Z≥0, let 1∞,n : An→ A be the

map associated with the direct limit.
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To avoid confusing notation, we isolate the following computation as a lemma.

Lemma 3.4. Let n ∈ Z>0 and let κ1, κ2, . . . , κn, δ1, δ2, . . . , δn ∈ (0,∞). Then
n∑

j=1

κ j

δ j + κ j
≥

∏n
j=1(δ j + κ j )−

∏n
j=1 δ j∏n

j=1(δ j + κ j )
.

Proof. For j = 1, 2, . . . , n define

λ j =
κ j

δ j + κ j
.

Then λ j ∈ (0, 1). Some calculation shows that the conclusion of the lemma becomes
n∑

j=1

λ j ≥ 1−
n∏

j=1

(1− λ j ). (3-2)

We prove (3-2) by induction on n. For n = 1 it is trivial. Suppose (3-2) is known for some value of n.
Given λ1, λ2, . . . , λn+1 ∈ (0, 1), set µ= 1− (1− λn)(1− λn+1). Then

µ ∈ (0, 1) and µ= λn + λn+1− λnλn+1 ≤ λn + λn+1.

Applying the induction hypothesis on λ1, λ2, . . . , λn−1, µ at the second step, we then have

n+1∑
j=1

λ j ≥

n−1∑
j=1

λ j +µ≥ 1−
[n−1∏

j=1

(1− λ j )

]
(1−µ)= 1−

n+1∏
j=1

(1− λ j ).

This completes the induction, and the proof of the lemma. □

Lemma 3.5. Let a direct system as in Construction 3.3 be given, but using sequences (d̃(n))n=0,1,2,...

and (k̃(n))n=0,1,2,... in place of (d(n))n=0,1,2,... and (k(n))n=0,1,2,.... Denote the additional sequences
analogous to those in Construction 3.3(1) by l̃, r̃ , and s̃. Denote the numbers analogous to those
in Construction 3.3(2) by κ̃ , ω̃, and ω̃′. Denote the spaces used in the system by X̃n . Let ν :
Z≥0→ Z≥0 be a strictly increasing function such that ν(0) = 0 and ν(1) = 1. Then the direct system
(C(X̃ν(m), Mr̃(ν(m))))m=0,1,2,... is isomorphic to a system as in Construction 3.3, with the choices d(0)= 1,
k(0)= 0,

d(m)= d̃(ν(m− 1)+ 1) d̃(ν(m− 1)+ 2) · · · d̃(ν(m)), (3-3)

k(m)= l̃(ν(m− 1)+ 1) l̃(ν(m− 1)+ 2) · · · l̃(ν(m))− d(m) (3-4)

for m ∈ Z>0. Moreover, following the notation of Construction 3.3,

l(m)= l̃(ν(m− 1)+ 1) l̃(ν(m− 1)+ 2) · · · l̃(ν(m)),

r(m)= r̃(ν(m)), and s(m)= s̃(ν(m))
(3-5)

for m ∈ Z≥0, and

κ = κ̃, ω = ω̃, and ω′ ≤ ω̃′.

Proof. Given the definitions of d and k, the proofs of the formulas for l, r , and s are easy.
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Using Lemma 1.2 at the first and fourth steps, we now get

κ̃ = lim
n→∞

s̃(n)
r̃(n)
= lim

m→∞

r̃(ν(m))
s̃(ν(m))

= lim
m→∞

s(m)
r(m)

= κ.

We have ω = ω̃ because ν(1)= 1.
Using Lemma 3.4 at the second step and (3-3), (3-4) and (3-5) at the third step, we have

ω̃′ =

∞∑
m=2

ν(m)∑
j=ν(m−1)+1

k̃( j)

k̃( j)+ d̃( j)

≥

∞∑
m=2

∏ν(m)
j=ν(m−1)+1[d̃( j)+ k̃( j)] −

∏ν(m)
j=ν(m−1)+1 d̃( j)∏ν(m)

j=ν(m−1)+1[d̃( j)+ k̃( j)]
=

∞∑
m=2

k(m)
k(m)+ d(m)

= ω′.

Define Xm = X̃ν(m) for m ∈ Z≥0. Clearly Xm = cone((S2)s(m)), as required. Denote the maps in the
system of the hypotheses by

δ̃n : C(X̃n)→ C(X̃n+1, Ml̃(n+1)) and 1̃n,m : C̃m→ C̃n,

with δ̃n being built using maps

T̃n,1, T̃n,2, . . . , T̃n, l(n+1) : X̃n+1→ X̃n,

as in Construction 3.3(4). For p = ν(m), ν(m)+ 1, . . . , ν(m+ 1)− 1, set

j (p)=
r̃(p)

r̃(ν(m))
= l̃(ν(m)+ 1) l̃(ν(m)+ 2) · · · l̃(p).

Then define

δ(0)m : C(X̃ν(m))→ C(X̃ν(m+1), Ml(n+1))

by

δ(0)m = idM j (ν(m+1)−1) ⊗ δ̃ν(m+1)−1 ◦ idM j (ν(m+1)−2) ⊗ δ̃ν(m+1)−2 ◦ · · · ◦ δ̃ν(m).

(In the last term we omit idM j (ν(m)) since j (ν(m))=1.) With this definition, one checks that idMr̃(ν(m))⊗δ̃m=

1̃ν(m+1), ν(m), so that the direct system gotten using the maps δ(0)m in Construction 3.3 is a subsystem of
the system given in the hypotheses.

We claim that δ(0)m is unitarily equivalent to a map δm :C(Xm)→C(Xm+1, Ml(n+1)) as in Construction 3.3.
This will imply isomorphism of the direct systems, and complete the proof of the lemma. First, δ(0)m is
given as in Construction 3.3(4) using some maps from X̃ν(m+1) to X̃ν(m), namely all possible compositions

T̃ν(m), iν(m) ◦ T̃ν(m)+1, iν(m)+1 ◦ · · · ◦ T̃ν(m+1)−1, iν(m+1)−1,

with i p = 1, 2, . . . , l̃(p+1) for p= ν(m), ν(m)+1, . . . , ν(m+1)−1. Moreover, since the composition
of projection maps is a projection map, restricting to i p = 1, 2, . . . , d̃(p+ 1) for all p gives exactly all
the maps Q(m)

j : Xm+1→ Xm for j = 1, 2, . . . , d(n+ 1). Therefore δ(0)m is unitarily equivalent to a map
as in Construction 3.3 by a permutation matrix. □
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Proof of Theorem 3.2. Choose N ∈ Z>0 such that

N > 5 and exp
(
−

1
N−1

)
>

3
4
. (3-6)

(For example, N = 6 will work.) In Construction 1.1(1) we make preliminary choices of the numbers d(n)
etc., calling them d̃(n) etc. Take d̃(0)= 1 and k̃(0)= 0, and take d̃(n)= N n and k̃(n)= 1 for n ∈ Z>0.
Then

l̃(n)= N n
+ 1, r̃(n)=

n∏
j=1

(N j
+ 1), and s̃(n)=

n∏
j=1

N j

for n ∈ Z>0. We obtain numbers as in Construction 3.3(2) (equivalently, Constructions 1.1(3) and (4)),
which we call κ̃ , ω̃, and ω̃′. Further, adopt the definitions and notation of Construction 3.3, except that we
use X̃n instead of Xn and similarly throughout. That is, in Construction 3.3(3) we call the spaces X̃n

instead of Xn , the projection maps Q̃(n)
j , in Construction 3.3(4) we call the maps of algebras δ̃n and the

maps of spaces T̃n, j : X̃n+1→ X̃n , in Construction 3.3(5) we call the algebras Ãn and the maps 1̃n,m ,
and in Construction 3.3(6) we call the direct limit Ã and the maps to it 1̃∞,n . As in Construction 3.3(4),
we take T̃n, j = Q̃(n)

j for j = 1, 2, . . . , d̃(n+ 1). For n ∈ Z≥0 choose an arbitrary point x̃n ∈ X̃n , and for
j = d̃(n+1)+1 let T̃n, j be the constant function on X̃n+1 with value x̃n . (Note that d̃(n+1)+1= l̃(n+1).)

We claim that the conditions in Constructions 1.1(3), 1.1(4), and 1.1(5) are satisfied, and moreover that

1
1− 2ω̃

<
2κ̃ − 1

2ω̃
.

For n ∈ Z>0 we have, using log(m+ 1)− log(m) < 1/m at the third step,

s̃(n)
r̃(n)
=

n∏
j=1

N j

N j + 1
= exp

( n∑
j=1

−[log(N j
+ 1)− log(N j )]

)
≥ exp

(
−

n∑
j=1

1
N j

)
> exp

(
−

1
N − 1

)
.

So κ̃ ≥ exp(−1/(N − 1)) > 3
4 by (3-6). Furthermore,

ω̃ =
1

N + 1
<

1
4

and ω̃′ =

∞∑
j=2

1
N j + 1

<

∞∑
j=2

1
N j =

1
N (N − 1)

,

so the conditions ω̃′ < ω̃ < 1
2 in Construction 1.1(4) and 2κ̃− 1> 2ω̃ in Construction 1.1(5) are satisfied.

Moreover,

1
1− 2ω̃

=
N + 1
N − 1

<
N + 1

4
=

1
4ω̃
=

2
( 3

4

)
− 1

2ω̃
<

2κ̃ − 1
2ω̃

.

The claim is proved.
Apply Proposition 2.14 with K = T( Ã) and with l̃(n) and r̃(n) in place of l(n) and r(n), getting a

strictly increasing sequence, which we call (ν(n))n=0,1,2,..., with ν( j)= j for j = 0, 1, an AI algebra B0

(called A in Proposition 2.14) which is the direct limit of a unital system

C([0, 1])⊗Mr(ν(0))
α1,0
−−→ C([0, 1])⊗Mr(ν(1))

α2,1
−−→ C([0, 1])⊗Mr(ν(2))

α3,2
−−→ · · · ,
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with injective diagonal maps αn+1, n given by

f 7→ diag( f ◦ Rn,1, f ◦ Rn,2, . . . , f ◦ Rn, r(νn+1)/r(νn))

for continuous functions

Rn,1, Rn,2, . . . , Rn, r(ν(n+1))/r(ν(n)) : [0, 1] → [0, 1],

and an isomorphism T(B0)→ T( Ã).
Apply Lemma 3.5 with this choice of ν. Define the sequences (d(n))n=0,1,2,... and (k(n))n=0,1,2,... as

in Lemma 3.5, and then make all the definitions in Constructions 1.1 and 1.6. (Some are also given in
the statement of Lemma 3.5.) Then, as in the proof of Lemma 3.5, Xn = X̃ν(n). We make the following
choices for the unspecified objects in these constructions. We choose points xn ∈ Xn and yn ∈ [0, 1] for
n ∈ Z≥0 such that the conditions in Constructions 1.6(16) and (17) are satisfied. (It is easy to see that this
can be done.) Use these points in parts (b) and (d) of Construction 1.6(18). Take the maps

Rn,1, Rn,2, . . . , Rn, d(n+1) : Yn+1→ Yn

in part (c) of Construction 1.6(18) to be those from the application of Proposition 2.14 above. For
j = 1, 2, . . . , l(n+1), let S(0)n, j |Xn+1 : Xn+1→ Xn be the maps in the system obtained from Lemma 3.5,
and take S(0)n, j |Yn+1 = Rn, j . The requirement S(0)n, j = Sn, j for j = 1, 2, . . . , d(n+1) in Construction 1.6(19)
is then satisfied, so that the condition in Construction 1.1(13) is also satisfied. Moreover, with these
choices, the conditions in Construction 2.17(20) are satisfied.

By Lemma 3.5, the numbers κ , ω, and ω′ from Constructions 1.1(3) and (4) satisfy

κ = κ̃, ω = ω̃, and ω′ ≤ ω̃′.

Therefore κ > 1
2 , ω′<ω< 1

2 , and 2κ−1> 2ω, as required in Constructions 1.1(3), (4), and (5); moreover

1
1− 2ω

<
2κ − 1

2ω
. (3-7)

The algebra C is simple by Lemma 1.7.
The algebras A and B of Lemma 2.18(1) are now A= Ã and B= B0, so C (0), as in Construction 1.1(11),

is isomorphic to Ã⊕ B0. The isomorphism T(B0)→ T( Ã) gives an isomorphism ζ
(0)
0 : Aff(T(A))→

Aff(T(B)). This provides an automorphism of Aff(T(A))⊕Aff(T(B)), given by

( f, g) 7→ ((ζ
(0)
0 )−1(g), ζ (0)0 ( f )).

Let ζ (0) be the corresponding automorphism of Aff(T(A⊕ B))=Aff(T(C (0))) gotten using Lemma 2.10.
Clearly ζ (0) ◦ ζ (0) is the identity map on Aff(T(C (0))).

Adopt the notation of Construction 2.17: C and C (0) are as already described, D and D(0) are
the AF algebras from Construction 2.17(21), µ : D → C and µ(0) : D(0)

→ C (0) are the maps of
Construction 2.17(22) (which are isomorphisms on K-theory by Lemma 2.18(4)), and θ ∈ Aut(D) and
θ (0) ∈ Aut(D(0)) are as in Construction 2.17(23).
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Define E = lim
−−→n Mr(m), with respect to the maps a 7→ diag(a, a, . . . , a), with a repeated l(n) times.

The direct system defining D(0) is the direct sum of two copies of the direct system just defined, so

D(0) ∼= E ⊕ E and Aff(T(D(0)))∼= Aff(T(E ⊕ E)).

Since E is a UHF algebra, we have Aff(T(E))∼=R with the usual order and order unit 1. Using idAff(T(E))

in place of ζ (0)0 above, we get an automorphism of Aff(T(D(0))). But this automorphism is just θ̂ (0).
We claim that ζ (0) ◦ µ̂(0) = µ̂(0) ◦ θ̂ (0). To prove the claim, we work with

Aff(T(E))⊕Aff(T(E)) and Aff(T(A))⊕Aff(T(B))

in place of Aff(T(D(0))) and Aff(T(C (0))), but keep the same names for the maps.
Since µ(0) : E ⊕ E → A⊕ B is the direct sum of unital maps from the first summand to A and the

second summand to B, the map µ̂(0) is similarly a direct sum of maps Aff(T(E))→ Aff(T(A)) and
Aff(T(E))→ Aff(T(B)). Let e and f be the order units of Aff(T(A)) and Aff(T(B)). The unique
positive order unit preserving maps Aff(T(E))→ Aff(T(A)) and Aff(T(E))→ Aff(T(B)) are α 7→ αe
and β 7→ β f for α, β ∈ R. Therefore µ̂(0)(α, β)= (αe, β f ). Since ζ (0)0 is order unit preserving, we have
ζ
(0)
0 (e)= f , so

ζ (0)(αe, β f )= (βe, α f )= µ̂(0)(β, α)= (µ̂(0) ◦ θ̂ (0))(α, β).

The claim follows.
Using conditions (4) and (13) in Construction 1.1, Lemma 2.16, and Proposition 2.15, we get isomor-

phisms
ρ : Aff(T(D(0)))→ Aff(T(D)) and σ : Aff(T(C (0)))→ Aff(T(C))

such that µ̂ ◦ ρ = σ ◦ µ̂(0). Define

η = ρ ◦ θ̂ (0) ◦ ρ−1
∈ Aut(Aff(T(D))) and ζ = σ ◦ ζ (0) ◦ σ−1

∈ Aut(Aff(T(C))).

A calculation now shows that the claim above implies

ζ ◦ µ̂= µ̂ ◦ η. (3-8)

We also have ζ ◦ ζ = idAff(T(C)).
We want to apply Proposition 2.15 with Dn and ϕn,m as in Construction 2.17(21), and ϕ(0)n,m as there in

place of ϕ′n,m , so that D and D(0) are as already given, with Cn = Dn for all n ∈ Z≥0 and ψn,m = ϕn,m

and ψ ′n,m = ϕ
′
n,m for all m and n, and with θn , θ (0)n , θ , and θ (0) from Construction 2.17(23) in place of µn ,

µ′n , µ, and µ′. As before, this application is justified by conditions (4) and (13) in Construction 1.1, and
Lemma 2.16. The outcome is an isomorphism ρ ′ : Aff(T(D(0)))→ Aff(T(D)) such that

θ̂ = ρ ′ ◦ θ̂ (0) ◦ (ρ ′)−1. (3-9)

We claim that η = θ̂ . The “right” way to do this is presumably to show that ρ ′ = ρ above, but the
following argument is easier to write. We have

Aff(T(D))∼= Aff(T(D(0)))∼= R2,
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with order (α, β)≥ 0 if and only if α ≥ 0 and β ≥ 0 and order unit (1, 1). Since the state space S(R2)

of R2 with this order unit space structure is an interval, and automorphisms of order unit spaces preserve
the extreme points of the state space, there is only one possible action of a nontrivial automorphism of R2

on S(R2). Theorem 2.4 implies that R2 ∼=Aff(S(R2)), so there is only one nontrivial automorphism of R2.
Since θ̂ (0) is nontrivial, so is θ̂ by (3-9), and so is η by its definition. The claim follows.

The claim and (3-8) imply

ζ ◦ µ̂= µ̂ ◦ θ̂ . (3-10)

Passing to state spaces and applying Theorem 2.4, we get an affine homeomorphism H : T(C)→ T(C)
such that ζ( f ) = f ◦ H for all f ∈ Aff(T(C)), and moreover H ◦ H = idT(C). By Lemma 2.18(4),
the expression µ∗ ◦ θ∗ ◦ (µ∗)−1 is a well-defined automorphism of K∗(C), of order 2. We claim that
F = (µ∗ ◦θ∗ ◦ (µ∗)−1, H) is an order two automorphism of Ell(C). We use the notation of Definition 3.1
for the Elliott invariant of a C∗-algebra; in particular, ρC and ρD are not related to the maps ρ and ρ ′

above. The only part needing work is the compatibility condition (3-1) in Definition 3.1, which amounts
to showing that

ρC ◦µ∗ ◦ θ∗ ◦ (µ∗)
−1
= ζ ◦ ρC .

To see this, we calculate, using at the second and last steps the notation of Definition 2.5 and the fact that
the morphisms of Elliott invariants defined by µ and θ satisfy (3-1) in Definition 3.1, and using (3-10) at
the third step,

ζ ◦ ρC = ζ ◦ ρC ◦µ∗ ◦ (µ∗)
−1
= ζ ◦ µ̂ ◦ ρD ◦ (µ∗)

−1

= µ̂ ◦ θ̂ ◦ ρD ◦ (µ∗)
−1
= ρC ◦µ∗ ◦ θ∗ ◦ (µ∗)

−1,

as desired.
Thus, we have constructed an automorphism F of Ell(C) of order 2. It remains to show that F is not

induced by any automorphism of C.
Using (3-10) on the last components, one easily sees that F ◦ µ∗ = µ∗ ◦ θ∗. Let q and q⊥ be

as in Notation 1.13. In the construction of D as in Construction 2.17(21), set e = ϕ∞,0((1, 0)) and
e⊥ = 1− e = ϕ∞,0((0, 1)). Then θ(e)= e⊥, µ(e)= q , and µ(e⊥)= q⊥. Therefore F([q])= [q⊥].

Suppose now that there exists an automorphism α such that α∗ = F. Then [α(q)] = [q⊥]. By
Lemma 1.17, α(q) is unitarily equivalent to q⊥. Let u be a unitary such that uα(q)u∗ = q⊥. Thus,
since α(q Aq)= α(q)Aα(q)= u∗q⊥Aq⊥u, it follows that the q Aq and q⊥Aq⊥ have the same radius of
comparison. By (3-7), this contradicts Lemmas 1.15 and 1.16. □

Remark 3.6. One can easily check that, with C as in the proof of Theorem 3.2, there is a unique
automorphism of Ell(C) whose component automorphism of the tracial state space is as in the proof.
Therefore the conclusion can be slightly strengthened: there is an automorphism of T(C) which is
compatible with an automorphism of Ell(C) but which is not induced by any automorphism of C.

Question 3.7. Does there exist a compact metric space X and a minimal homeomorphism h : X → X
such that the crossed product C∗(Z, X, h) has the same features as the example we construct here?
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Our construction provides an example of an automorphism of order 2 of the Elliott invariant which is
not induced by any automorphism of the C*-algebra. The question of whether there exists an example of
such an automorphism of the invariant which is induced by an automorphism of the algebra but not by
one of order 2 is an older question by Blackadar, which we record below. For Kirchberg algebras in the
UCT class, it is known that any order two automorphism of the Elliott invariant is induced by an order
two automorphism of the C*-algebra [Benson et al. 2003]; also see [Katsura 2008] for a generalization to
actions of many other finite groups. However, very little seems to be known in the stably finite case, even
for classifiable C*-algebras (and in fact even for AF algebras).

Question 3.8 (Blackadar). Does there exist a simple separable stably finite unital nuclear C∗-algebra C
and an automorphism F of Ell(C) such that:

(1) F ◦ F is the identity morphism of Ell(C).

(2) There is an automorphism α of C such that α∗ = F.

(3) There is no α as in (2) which in addition satisfies α ◦α = idC .

Can such an algebra be chosen to be AH and have stable rank 1?

Our method of proof suggests that, instead of being just a number, the radius of comparison should
be taken to be a function from V (A) to [0,∞]. If one uses the generalization to nonunital algebras in
[Blackadar et al. 2012, Section 3.3], one could presumably even get a function from Cu(A) to [0,∞].
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PARTIAL REGULARITY OF LERAY–HOPF WEAK SOLUTIONS TO THE
INCOMPRESSIBLE NAVIER–STOKES EQUATIONS WITH HYPERDISSIPATION

WOJCIECH S. OŻAŃSKI

We show that if u is a Leray–Hopf weak solution to the incompressible Navier–Stokes equations with
hyperdissipation α ∈

(
1, 5

4

)
then there exists a set S ⊂ R3 such that u remains bounded outside of S at each

blow-up time, the Hausdorff dimension of S is bounded above by 5 − 4α and its box-counting dimension
is bounded by 1

3 (−16α2
+ 16α+ 5). Our approach is inspired by the ideas of Katz and Pavlović (Geom.

Funct. Anal. 12:2 (2002), 355–379).

1. Introduction

We are concerned with the incompressible Navier–Stokes equations with hyperdissipation,

ut + (−1)αu + (u · ∇)u + ∇ p = 0 in R3,

div u = 0,
(1-1)

where α ∈
(
1, 5

4

)
. The equations are equipped with an initial condition u(0)= u0, where u0 is given. We

note that the symbol (−1)α is defined as the pseudodifferential operator with the symbol (2π)2α|ξ |2α in
the Fourier space, which makes (1-1) a system of pseudodifferential equations.

It is well known that the hyperdissipative Navier–Stokes equations (1-1) are globally well-posed for
α ≥

5
4 , which was proved by Lions [1969]; see also [Tao 2009]. The question of well-posedness for

α < 5
4 , including the case α = 1 of the classical Navier–Stokes equations, remains open.

The first partial regularity result for the hyperdissipative (1-1) model was given by Katz and Pavlović
[2002], who proved that the Hausdorff dimension of the singular set in space at the first blow-up time
of a local-in-time strong solution is bounded by 5 − 4α for α ∈

(
1, 5

4

)
. Recently Colombo et al. [2020]

showed that if α ∈
(
1, 5

4

]
, u is a suitable weak solution of (1-1) on R3

× (0,∞) and

S′
:= {(x, t) : u is unbounded in every neighbourhood of (x, t)}

denotes the singular set in space-time then P5−4α(S′)= 0, where Ps denotes the s-dimensional parabolic
Hausdorff measure. This is a stronger result than that of [Katz and Pavlović 2002] since it is concerned
with the space-time singular set S′ (rather than the singular set in space at the first blow-up), it is a
statement about the Hausdorff measure of the singular set (rather than merely the Hausdorff dimension)
and it includes the case α =

5
4 (in which case the statement, P0(S′)= 0, means that the singular set is

in fact empty, and so (1-1) is globally well-posed). The main ingredient of the notion of a “suitable weak
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solution” in the approach of [Colombo et al. 2020] is a local energy inequality, which is a generalisation
of the classical local energy inequality in the Navier–Stokes equations (i.e., when α = 1) to the case
α ∈

(
1, 5

4

)
. The fractional Laplacian (−1)α is incorporated in the local energy inequality using a version

of the extension operator introduced in [Caffarelli and Silvestre 2007]; see also [Yang 2013; Kwon and
Ożański 2022; Colombo et al. 2020, Theorem 2.3]. Colombo et al. [2020] also showed a bound on the
box-counting dimension of the singular set

dB(S′
∩ (R3

× [t,∞)))≤
1
3(−8α2

− 2α+ 15) (1-2)

for every t > 0. We note that this bound reduces to 0 at α =
5
4 and converges to 5

3 as α→ 1+, which is the
bound that one can deduce from the classical result of [Caffarelli et al. 1982]; see [Robinson and Sadowski
2007] or Lemma 2.3 in [Ożański 2019] for a proof. We note that this bound (for the Navier–Stokes
equations) has recently been improved by [Wang and Yang 2019]

(
to the bound dB(S)≤

7
6

)
.

Here, we build on the work of [Katz and Pavlović 2002], as their ideas offer an entirely different
viewpoint on the theory of partial regularity of the Navier–Stokes equations (or the Navier–Stokes
equations with hyper- and hypodissipation), as compared to the early work of Scheffer [1976a; 1976b;
1977; 1978; 1980] and the celebrated result of [Caffarelli et al. 1982], as well as alternative approaches of
[Vasseur 2007; Lin 1998; Ladyzhenskaya and Seregin 1999] and numerous extensions of the theory, such
as [Colombo et al. 2020; Tang and Yu 2015; Kwon and Ożański 2022]. Instead it is concerned with the
dynamics (in time) of energy packets that are localised both in the frequency space and the real space R3,
and with studying how these packets move in space, as well as transfer the energy between the high and
low frequencies. An important concept in this approach is the so-called barrier (see (3-23)), which, in a
sense, quarantines a fixed region in space in a way that prevents too much energy flux entering the region.
This property is essential in showing regularity at points outside of the singular set.

In order to state our results, we will say that u is a (global-in-time) Leray–Hopf weak solution of (1-1) if

(i) it satisfies the equations in a weak sense, namely∫ t

0

∫ (
−uϕt + (−1)α/2u · (−1)α/2ϕ+ (u · ∇)u ·ϕ

)
=

∫
u0 ·ϕ−

∫
u(t) ·ϕ(t)

holds for all t > 0 and all ϕ ∈ C∞

0 ([0,∞)×R3
; R3), with divϕ(s)= 0 for all s ≥ 0 (where we wrote∫

≡
∫

R3 for brevity),

(ii) the strong energy inequality,

1
2∥u(t)∥2

+

∫ t

s
∥(−1)α/2u(τ )∥2 dτ ≤

1
2∥u(s)∥2 (1-3)

holds for almost every s ≥ 0 (including s = 0) and every t > s. Here ∥ · ∥ denotes the ∥ · ∥L2(R) norm.

We note that Leray–Hopf weak solutions admit intervals of regularity; namely for every Leray–Hopf
weak solution there exists a family of pairwise disjoint intervals (ai , bi )⊂ (0,∞) such that u coincides
with some strong solution of (1-1) on each interval and

H(5−4α)/2α
(

R \

⋃
i

(ai , bi )

)
= 0; (1-4)
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see Theorem 2.6 and Lemma 4.1 in [Jiu and Wang 2014] for a proof. This is a generalisation of
the corresponding statement in the case α = 1 (i.e., in the case of the Navier–Stokes equations); see
Section 6.4.3 in [Ożański and Pooley 2018] and Chapter 8 in [Robinson et al. 2016].

Given u0 ∈ L2(R3) with div u0 = 0 there exists at least one global-in-time Leray–Hopf weak solution
(see Theorem 2.2 in [Colombo et al. 2020], for example). We denote by S the singular set in space of u
at single blow-up times, namely

S :=

⋃
i

Si , (1-5)

where

Si :=
{

x ∈ R3
: u is unbounded in U ×

(1
2(ai + bi ), bi

)
for any neighbourhood U of x

}
denotes the singular set. In particular, if x ̸∈ S then lim supt→b−

i
∥u(t)∥L∞(U ) ≤ ci for every i and U ∋ x .

The first of our main results is the following.

Theorem 1.1. Let u be a Leray–Hopf weak solution of (1-1) with α ∈
(
1, 5

4

)
and an initial condition

u0 ∈ H 1(R3), and let ε > 0. There exists C > 0 and a family of collections Bj of cubes Q ⊂ R3 of
sidelength 2− j (1+ε) such that

#Bj ≤ C 2 j (5−4α+ε)

for each j ∈ N, and
S ⊂ lim sup

j→∞

⋃
Q∈Bj

Q. (1-6)

In particular, dH (S)≤ 5 − 4α.

Here dH stands for the Hausdorff dimension, and we recall that lim sup j→∞ G j :=
⋂

k≥0
⋃

j≥k G j

denotes the set of points belonging to infinitely many G j ’s. It is well known (see Lemma 3.1 in [Katz
and Pavlović 2002], for example) that (1-6) implies that dH (S)≤ 5 − 4α+ ε, from which the last claim
of the theorem follows by sending ε→ 0.

We note that C might depend on ε, but it does not depend on the interval of regularity (ai , bi ), which
gives us a control of the structure of the singular sets Si that is uniform across blow-ups in time of a
Leray–Hopf weak solution. This is an improvement of the result of Katz and Pavlović [2002], who
obtained such control for a given strong solution, and so for each interval of regularity (ai , bi ) of a
Leray–Hopf weak solution their result implies existence of Ci > 0 such that Si ⊂ lim sup j→∞

⋃
Q∈B(i)j

Q
for some collections B(i)j of cubes of sidelength 2− j (1+ε) satisfying B(i)j ≤ Ci 2 j (5−4α+ε) for all j . One
could therefore expect that the constants Ci become unbounded as i varies (for example in a scenario of a
limit point of the set of blow-up times {bi }), and Theorem 1.1 shows that it does not happen.

We note, however, that Theorem 1.1 does not estimate the dimension of the singular set at the blow-up
time which is not an endpoint bi of an interval of regularity (but instead a limit of a sequence of such bi ’s).
In other words, if x ̸∈ S, U ∋ x is a small open neighbourhood of x and {(ai , bi )}i is a collection of
consecutive intervals of regularity of u, we show that supU×((ai +bi )/2,bi )

|u| = ci < ∞, but our result
does not exclude the possibility that ci → ∞ as i → ∞. It also does not imply boundedness of |u(t)|
at times t near the left endpoint ai of any interval of regularity (ai , bi ). These issues are related to the
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fact that inside the barrier we still have to deal with infinitely many energy packets (i.e., infinitely many
frequencies and cubes in R3). Thus, supposing that the estimate on the energy packets inside the barrier
breaks down at some t , we are unable to localize the packet (i.e., the frequency and the cube) on which
the growth occurs near t , unless t is located inside an interval of regularity; see Step 1 of the proof of
Theorem 3.7 for details.

The proof of Theorem 1.1 is inspired by the strategy of the proof of [Katz and Pavlović 2002], which
we extend to the case of Leray–Hopf weak solutions and we use a more robust main estimate. The main
estimate controls the time derivative of the L2 norm of the Littlewood–Paley projection Pj u combined
with a cut-off in space (the energy packet); see (3-2). We show that such norm is continuous in time
(regardless of putative singularities of a Leray–Hopf weak solution), which makes the main estimate
valid for all t > 0. Inspired by [Katz and Pavlović 2002], we then define bad cubes and good cubes (see
(3-15)) and show that we have a certain more-than-critical decay on a cube that is good and has some
good ancestors. We then construct Bj as a certain cover of bad cubes and prove (1-6).

Our second main result is concerned with the box-counting dimension. We let

S(k) :=
⋃
i≤k

Si . (1-7)

Theorem 1.2. Let u be as in Theorem 1.1. Then dB(S(k))≤
1
3(−16α2

+ 16α+ 5) for every k ∈ N.

We prove the theorem by sharpening the argument outlined below Theorem 1.1. We recall that the
box-counting dimension dB is concerned with covering the given set by a collection of balls of radius r ,

dB(K ) := lim sup
r→0

log N (K , r)
− log r

, (1-8)

where N (K , r) denotes the minimal number of balls (or boxes) of radius r required to cover K. In this con-
text, one can actually use the families Bj from (1-6) to deduce that dB(S(k))≤ 1

9(−64α3
+96α2

−48α+35)
for every k, which we discuss in detail in Section 4. This is however a worse estimate than claimed in
Theorem 1.2.

In fact, in Section 4 we improve this estimate by constructing refined families Cj that, in a sense, give a
more robust control of the low modes, which reduces the number of cubes required to cover the singular
set and hence improve the bound on dB(S(k)). See the informal discussion following Proposition 4.1 for
more insight about this improvement.

We note that we can only estimate dB(S(k)) (rather than dB(S)) because of the localisation issue
described above. To be more precise, for each sufficiently small δ > 0 we can construct a family of cubes
of sidelength δ > 0 that covers the singular set when t approaches a singular time, and that has cardinality
less than or equal to δ(−16α2

+16α+5)/3+ε for any given ε > 0. This family can be constructed independently
of the interval of regularity, but given x outside of this family we can show that the solution is bounded
in a neighbourhood of x if the choice of (sufficiently small) δ is dependent on the interval of regularity.
This gives the limitation to only finite number of intervals of regularity in the definition of S(k).

We note that the result of [Colombo et al. 2020] is stronger than our result in the sense that it is
concerned with the space-time singular set S′ (rather than the singular set S in space), it is concerned
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with the parabolic Hausdorff measure of S′ (rather than merely the bound on dH (S′)) and its estimate of
dB(S′) is sharper than our estimate on dB(Sk).

However, our result is stronger than [Colombo et al. 2020] in the sense that it applies to any Leray–Hopf
weak solutions (rather than merely suitable weak solutions). In other words we do not use the local energy
inequality, which is the main ingredient of [Colombo et al. 2020]. Also, our approach does not include
any estimates of the pressure function. In fact we only consider the Leray projection of the first equation
in (1-1), which eliminates the pressure. Furthermore, our approach can be thought of as an extension of
the global regularity of (1-1) for α > 5

4 . In fact, the following corollary can be proved almost immediately
using our main estimate; see Section 3F.

Corollary 1.3. If α > 5
4 then (1-1) is globally well-posed.

We also point out that our estimate on the box-counting dimension, dB(Sk)≤
1
3(−16α2

+ 16α+ 5),
converges to 5

3 as α → 1+, just as (1-2).
Finally, we also correct a number of imprecisions appearing in [Katz and Pavlović 2002]; see for

example Remark 3.4 and Step 1 of the proof of Theorem 3.7.
The structure of the article is as follows. In Section 2 we introduce some preliminary concepts

including the Littlewood–Paley projections, paraproduct decomposition, and Bernstein inequalities, as
well as a number of analytic tools that allow us to manipulate quantities involving cut-offs in both the real
space and the Fourier space, which includes estimates of the errors when one moves a Littlewood–Paley
projection across spatial cut-offs and vice versa. We prove the first result, Theorem 1.1, in Section 3. We
prove Corollary 1.3 in Section 3F and we prove the second result, Theorem 1.2, in Section 4.

2. Preliminaries

Unless specified otherwise, all function spaces are considered on the whole space R3. In particular
L2

:= L2(R3). We do not use the summation convention. We will write ∂i :=∂xi , B(R) :={x ∈R3
: |x |≤ R},∫

:=
∫

R3 , and ∥ · ∥p := ∥ · ∥L p(R3). We reserve the notation “∥ · ∥” for the L2 norm, that is, ∥ · ∥ := ∥ · ∥2.
We denote any positive constant by c (whose value may change at each appearance). We point out

that c might depend on u0 and α, which we consider fixed throughout the article. As for the constants
dependent on some parameters, we sometimes emphasise the parameters by using subscripts. For example,
ck,q is any constant dependent on k and q .

We denote by e( j) (a j -negligible error) any quantity that can be bounded (in absolute value) by
cK 2−K j for any given K > 0.

We say that a differential inequality f ′
≤ g on a time interval I is satisfied in the integral sense if

f (t)≤ f (s)+
∫ t

s
g(τ ) dτ for every t, s ∈ I with t > s. (2-1)

We recall that Leray–Hopf weak solutions are weakly continuous with values in L2. Indeed, it follows
from part (i) of the definition that∫

u(t)ϕ is continuous for every ϕ ∈ C∞

0 (R
3) with divϕ = 0.
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This is also true if divϕ ̸=0, as in this case one can apply the Helmholtz decomposition to write ϕ=φ+∇ψ ,
where divφ = 0 (then

∫
u(t)φ is continuous and

∫
u(t)∇ψ = 0 since u(t) is divergence-free). Thus,

since part (ii) gives that {u(t)}t≥0 is bounded in L2, weak continuity of u(t) follows.

2A. Littlewood–Paley projections. Given f ∈ L1(R3), we denote by f̂ its Fourier transform, i.e.,

f̂ (ξ) :=

∫
f (x)e−2π i x ·ξ dx, ξ ∈ R3,

and by f̌ its inverse Fourier transform, i.e., f̌ (x) := f̂ (−x). Let h ∈ C∞(R; [0, 1]) be any function such
that h(x)= 1 for x < 1 and h(x)= 0 for x > 2. We set p(x) := h(|x |)− h(2|x |), where x ∈ R3, we let

pj (ξ) := p(2− jξ) for j ∈ Z, (2-2)

and we let Pj (the j-th Littlewood–Paley projection) be the corresponding multiplier operator, that is,

P̂j f (ξ) := pj (ξ) f̂ (ξ).

By construction, supp pj ⊂ B(2 j+1)\ B(2 j−1). We note that
∑

j∈Z pj = 1, and so formally
∑

j∈Z Pj = id.
We also define

P̃j ≡ Pj±2 :=

j+2∑
k= j−2

Pk, Pj−4, j+2 :=

j+2∑
k= j−4

Pk, P≤ j :=

j∑
k=−∞

Pk, P≥ j :=

∞∑
k= j

Pk, (2-3)

and analogously for p̃j , pj−4, j+2, p≤ j , p≥ j . By a direct calculation one obtains that

p̌j (y)= 23 j p̌(2 j y) (2-4)

for all j ∈ Z, y ∈ R3. In particular ∥ p̌j∥1 = c and so, since Pj f = p̌j ∗ f (where “∗” denotes the
convolution), Young’s inequality for convolutions gives

∥Pj u∥q ≤ c∥u∥q (2-5)

for any q ∈ [1,∞]. Moreover, given K > 0 there exists cK > 0 such that

| p̌j (y)| ≤ cK (2 j
|y|)−2K 23 j , (2-6)

|∂i p̌j (y)| ≤ cK (2 j
|y|)−2K 24 j (2-7)

for all j ∈ Z, y ̸= 0 and i = 1, 2, 3. Indeed, the case j = 0 follows by noting that

e2π iy·ξ
= (−4π2

|y|
2)−K1K

ξ e2π iy·ξ

and calculating

| p̌(y)| =

∣∣∣∫ p(ξ)e2π iy·ξ dξ
∣∣∣ = (4π2

|y|
2)−K

∣∣∣∫ 1K p(ξ)e2π iy·ξ dξ
∣∣∣ ≤ cK |y|

−2K
∫

B(2)
|1K p| = cK |y|

−2K

(and similarly |∂i p̌(y)| ≤ cK |y|
−2K ), where we have integrated by parts 2K times, and the case j ̸= 0

follows from (2-4). Using (2-6) and (2-7) we also get

∥ p̌j∥Lq (B(d)c) ≤ CK ,q(d2 j )−2K+3/q 23 j (q−1)/q (2-8)
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and
∥∂i p̌j∥Lq (B(d)c) ≤ CK ,q(d2 j )−2K+3/q 2 j (1+n(q−1)/q), (2-9)

respectively, for any K > 0, d > 0, i = 1, 2, 3, j ∈ Z and q ≥ 1. Indeed∫
R3

\B(d)
| p̌j (y)|q dy ≤ CK ,q2− jq(2K−3)

∫
|y|≥d

|y|
−2K q dy = CK ,q2− jq(2K−3)d−2K q+3,

from which (2-8) follows (and (2-9) follows analogously). We note that the same is true when p is
replaced by any compactly supported multiplier.

Corollary 2.1. Let λ ∈ C∞

0 (R
3) and, given j ∈ Z, set λj (ξ) := λ(2− jξ). Then, given d > 0,

∥λ̌j∥L2(R3\B(d)) ≤ cK 2− j (2K−3)d−2K+3/2.

We will denote by T the Leray projection, that is,

T̂ f (ξ) :=

(
I −

ξ ⊗ ξ

|ξ |2

)
f̂ , (2-10)

where f : R3
→ R3, and I denotes the 3 × 3 identity matrix.

2B. Bernstein inequalities. Here we point out classical Bernstein inequalities on R3:

∥Pj f ∥q ≤ c 23 j (1/p−1/q)
∥Pj f ∥p, (2-11)

∥P≤ j f ∥q ≤ c 23 j (1/p−1/q)
∥P≤ j f ∥p (2-12)

for any 1 ≤ p ≤ q ≤ ∞. We refer the reader to Lemma 2.1 of [Bahouri et al. 2011] for a proof.

2C. The paraproduct formula. Here we briefly describe the Bony decomposition formula, that is, we
concern ourselves with a structure of a Littlewood–Paley projection of a product of two functions, Pj ( f g).
One could obviously write f =

∑
k∈Z Pk f (and similarly for g) to obtain that

Pj ( f g)= Pj

( ∑
k,m∈Z

Pk f Pm g
)
. (2-13)

However, since functions pj , pk have pairwise disjoint supports for many pairs j, k ∈ Z, one could
speculate that some of the terms on the right-hand side of (2-13) vanish. This is indeed the case and

Pj ( f g)= Pj

(
Pj±2 f P≤ j−5g + P≤ j−5 f Pj±2g + Pj−4, j+2 f Pj±4g +

∑
k≥ j+3

Pk f Pk±2g
)

= Pj (Kloc,low + Klow,loc + Kloc + Khh), (2-14)

which is also known as Bony’s decomposition formula. For the sake of completeness we prove the formula
below. Heuristically speaking, Kloc,low corresponds to interactions between local (i.e., around j) modes
of f and low modes of g, Klow,loc to interactions between low modes of f and local modes of g, Kloc to
local interactions and Khh to interactions between high modes; see Figure 1 for a geometric interpretation
of (2-14). We now prove (2-14). For this it is sufficient to show that

Pj (Pk f Pm g)= 0 for (k,m) ∈ R1 ∪ R2 ∪ R3, (2-15)
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m

R2

Kloc
( j, j)

Klow,loc

Khh

R3

Kloc,low

R1

k

Figure 1. Sketch of the interpretation of the terms on the right-hand side of (2-14).
The regions R1, R2, R3 (consisting of grey dots) correspond to pairs (k,m) for which
Pj (Pk f Pm g) vanishes; see the discussion following (2-15).

where R1, R2, R3 are as sketched in Figure 1. The Fourier transform of w := Pj (Pk f Pm g) is

ŵ(ξ)= pj (ξ)
∫

pk(η) f̂ (η)pm(ξ − η)ĝ(ξ − η) dη.

We can assume that |ξ | ∈ (2 j−1, 2 j+1) (as otherwise pj (ξ) vanishes) and that |η| ∈ (2k−1, 2k+1) (as
otherwise pk(η) vanishes).

Case 1: (k,m) ∈ R1. Suppose that k ≥ m (the opposite case is analogous). Then j ≥ k + 3 (see Figure 1)
and so

|ξ − η| ≥ |ξ | − |η| ≥ 2 j−1
− 2k+1

≥ 2k+2
− 2k+1

= 2k+1
≥ 2m+1.

Thus pm(ξ − η) vanishes.

Case 2: (k,m) ∈ R2 ∪ R3. Suppose that (k,m) ∈ R2 (the case (k,m) ∈ R3 is analogous). Then m ≥ k +3
and m ≥ j + 3 (see Figure 1) and so

|ξ − η| ≤ |ξ | + |η| ≤ 2 j+1
+ 2k+1

≤ 2 · 2m−2
= 2m−1.

Hence pm(ξ − η) vanishes as well, and so (2-15) follows.

2D. Moving bump functions across Littlewood–Paley projections. Here we show the following:

Lemma 2.2. Let φ1, φ2 : R3
→ [0, 1] be such that their supports are separated by at least d > 2− j. Then

∥φ1 Pj (φ2 f )∥q ≤ cK (d2 j )−2K+3
∥ f ∥q
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for all q ∈ [1,∞], j ∈ Z, K > 0 and f ∈ Lq(R3). Furthermore, if |∇φ2| ≤ c d−1 then

∥φ1 Pj (φ2∇ f )∥q ≤ cK (d2 j )−2K+32 j
∥ f ∥q .

We will only use the lemma (and the corollary below) with q = 2 or q = 1.

Proof. We note that

φ1 Pj (φ2 f )(x)= φ1(x)
∫

suppφ2

p̌j (x − y)φ2(y) f (y) dy

= φ1(x)
∫

suppφ2

χ|x−y|>d p̌j (x − y)φ2(y) f (y) dy (2-16)

since the supports of φ1, φ2 are at least d apart. Thus using Young’s inequality for convolutions

∥φ1 Pj (φ2 f )∥q ≤ ∥ p̌j∥L1(B(d)c)∥φ2 f ∥q ≤ cK (d2 j )−2K+3
∥ f ∥q

for any K > 0, where we used (2-8). This shows the first claim of the lemma. The second claim follows by
replacing f by ∇ f in (2-16), integrating by parts, and using Young’s inequality for convolutions to give

∥φ1 Pj (φ2∇ f )∥q ≤ c∥∇ p̌j∥L1(B(d)c)∥φ2 f ∥q + ∥ p̌j∥L1(B(d)c)∥∇φ2 f ∥q

≤ cK (d2 j )−2K+32 j
∥ f ∥q ,

where we also used the assumption that |∇φ2| ≤ c d−1 < c 2 j . □

In fact the same result is valid when Pj is replaced by the composition of Pj with any 0-homogeneous
multiplier (e.g., the Leray projector).

Corollary 2.3. Let M be a bounded, 0-homogeneous multiplier (i.e., M̂ f (ξ)= m(ξ) f̂ (ξ), where m(λξ)=
m(ξ) for any λ> 0). Let φ1, φ2 : R3

→ [0, 1] be such that their supports are separated by at least d > 2− j.
Then

∥φ1 M Pj (φ2∇ f )∥q ≤ cK (d2 j )−2K+32 j
∥ f ∥q

for all q ∈ [1,∞], j ∈ Z, K > 0 and f ∈ Lq(R3).

2E. Moving Littlewood–Paley projections across spatial cut-offs. We say that φ ∈ C∞

0 (R
3) is a d-cutoff

if diam(suppφ)≤ c d and |Dlφ| ≤ cld−l for any l ≥ 0.
We denote by ed( j) any quantity that can be bounded (in absolute value) by cK 2cj (d2 j )c−K for any

given K > 0. The point of such notation is that it will articulate the dependence of the size of the error in
our main estimate (see Proposition 3.1) on both j and d .

In this section we show that, roughly speaking, we can move Littlewood–Paley projections Pj across
d-cutoffs as long as d > 2− j.

Lemma 2.4. Given a d-cutoff φ, q ∈ [1,∞] and multiindices α, β, with |β|, |α| ≤ 3,

∥(1 − P̃j )Dα(φPj Dβ f )∥q ≤ ed( j)∥ f ∥q

for every j .
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Proof. We write φ = φ1 +φ2, where
φ̂1(ξ) := χ|ξ |≤2 j−2 φ̂(ξ),

φ̂2(ξ) := χ|ξ |>2 j−2 φ̂(ξ).

Note that
∧

(φ1 Pj Dβ f )(ξ)=

∫
φ̂1(ξ − η)pj (η)(2π i)|β|ηβ f̂ (η) dη

is supported in |ξ | ∈ (2 j−2, 2 j+2) (as φ̂1(ξ − η) is supported in {|ξ − η| ≤ 2 j−2
} and pj (η) is supported

in {2 j−1 < |η|< 2 j+1
}). Since p̃j (ξ)= 1 for such ξ , we obtain

φ1 Pj Dβ f = P̃jφ1 Pj Dβ f, (2-17)

and so it suffices to show that

∥(1 − P̃j )Dα(φ2 Pj Dβ f )∥q ≤ ed( j)∥ f ∥q .

We will show that

∥D̂αφ2∥1 ≤ ed( j) (2-18)

for every |α| ≤ 3. Then the claim follows by writing

∥(1 − P̃j )Dα(φ2 Pj Dβ f )∥q ≤

∑
α1+α2=α

∥Dα1φ2 Pj Dα2+β f ∥q

≤

∑
α1+α2=α

∥Dα1φ2∥∞∥Pj Dα2+β f ∥q

≤

∑
|α1|≤3

∥D̂α1φ2∥1 · 26 j
∥ f ∥q ≤ ed( j)∥ f ∥q .

In order to see (2-18) we first note that

|D̂αφ2(ξ)| ≤ c|ξ ||α|

∣∣∣∫ φ2(x)e−2π ix ·ξ dx
∣∣∣

= c|ξ ||α|(4π2
|ξ |2)−K

∣∣∣∫ φ2(x)1K e−2π ix ·ξ dx
∣∣∣

= c|ξ ||α|(4π2
|ξ |2)−K

∣∣∣∫ 1Kφ2(x)e−2π ix ·ξ dx
∣∣∣ ≤ cK |ξ |−2K+|α|d−2K+3.

Thus

∥D̂αφ2∥1 = c
∫

|ξ |>2 j−2
|D̂αφ2(ξ)| ≤ cK d−2K+3

∫
|ξ |>2 j−2

|ξ |−2K+|α|
= cK 23 j (d2 j )−2K+3,

which gives (2-18). □

Similarly one can put the Littlewood–Paley projection “inside the cutoff”. In this case one can prove
a statement similar to Lemma 2.4, but, since we will only need a version with no derivatives, we state
a simplified statement.

Corollary 2.5. Given a d-cutoff φ, ∥Pj (φ(1 − Pj±2) f )∥ ≤ ed( j) for every j .
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Proof. The claim follows using the same decomposition as above, φ = φ1 +φ2. Since
∧

φ(1 − Pj±2) f (ξ)=

∫
φ̂1(ξ − η)(1 − pj±2(η)) f̂ (η) dη,

we see that (since |η| ∈ (−∞, 2 j−2) ∪ (2 j+2,∞)) either |ξ | ≥ |η| − |ξ − η| ≥ 2 j+2
− 2 j−2

≥ 2 j+1 or
|ξ | ≤ |η| + |ξ − η| ≤ 2 j−2

+ 2 j−2
= 2 j−1. In any case pj (ξ)= 0 and so Pj (φ1(1 − ˜̃P j ) f )= 0. The part

involving φ2 can be estimated by ed( j) using the same argument as above. □

2F. Cubes. We denote by Q any open cube in R3. Given a > 1, we denote by aQ the cube with the
same centre as Q and a times larger sidelength. We sometimes write Q(x) to emphasise that cube Q
is centred at a point x ∈ R3. Given an open cube Q of sidelength d > 0, we let φQ ∈ C∞

0 (R
3
; [0, 1]) be

a d-cutoff such that

φQ = 1 on Q, suppφQ ⊂
7
6 Q, and ∥∇

kφQ∥∞ ≤ Ckd−k . (2-19)

Note that
|ξ |k |φ̂Q(ξ)| ≤ ckd3−k for ξ ∈ R3, (2-20)

which can be shown by a direct computation.

2G. Localised Bernstein inequalities. If Q is a cube of sidelength d > 2− j then

∥φQ Pj f ∥q ≤ c 23 j (1/2−1/q)
∥φQ Pj f ∥ + ed( j)∥ f ∥q , (2-21)

due to Lemma 2.4 and the classical Bernstein inequality (2-11).

2H. Absolute continuity. Here we state two lemmas that will help us (in Step 1 of the proof of
Proposition 3.1) in proving the main estimate for Leray–Hopf weak solutions.

Lemma 2.6. Suppose that f : [a, b] → R is continuous and such that f ′
∈ L1(a, b). Then

f (t)= f (s)+
∫ t

s
f ′(τ ) dτ

for every s, t ∈ (a, b).

Proof. This is elementary. □

Lemma 2.7. If u(x, t) is weakly continuous in time on an interval (a, b) with values in L2(R3) then Pj u
is strongly continuous in time into L2(�) on (a, b) for any bounded domain �⊂ R3.

Proof. We note that

∥Pj u(t)− Pj u(s)∥2
L2(�)

=

∫
�

∣∣∣∫ p̌j (x − y)(u(y, t)− u(y, s)) dy
∣∣∣2

dx .

Weak continuity of u(t) gives that the integral inside the absolute value converges to 0 as t → s (for any
fixed x). Furthermore it is bounded by

∥ p̌j∥∥u(t)− u(s)∥ ≤ cj ,
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where we used the Cauchy–Schwarz inequality and the fact that u is bounded in L2 (a property of
functions weakly continuous in L2). Since the constant function c2

j is integrable on �, the claim of the
lemma follows from the dominated convergence theorem. □

3. The proof of the main result

In this section we prove Theorem 1.1; namely we will show that dH (S)≤ 5 − 4α, where S is the singular
set in space of a Leray–Hopf weak solution (recall (1-5)). We will actually show that

dH (S)≤ 5 − 4α+ ε

for any

ε ∈
(
0,min

( 1
3(4α− 4), 1

20

))
. (3-1)

We now fix such ε and we allow every constant (denoted by “c”) to depend on ε.
We say that a cube Q is a j -cube if it has sidelength 2− j (1−ε). The reason for considering such “almost

dyadic cubes” (rather than the dyadic cubes of sidelength 2− j ) is that ed( j) = e( j) for d = 2− j (1−ε)

(which is not true for d = 2− j ). We say that a cover of a set is a j-cover if it consists only of j-cubes.
We denote by Sj (�) any j-cover of � such that #Sj (�)≤ c

( 1
2 diam(�)− j (1−ε)

)3.
Moreover, given a j-cube and k ∈ Z, we denote the k-cube concentric with Q by Qk , that is,

Qk := 2( j−k)(1−ε)Q.

3A. The main estimate. Given a cube Q and j ∈ Z we let

uQ, j := ∥φQ Pj u∥

and we write

uQ, j±2 :=

j+2∑
k= j−2

uQ,k .

We point out that uQ, j is a function of time, which we will often skip in our notation.
We start with a derivation of an estimate for uQ, j for any j ∈ Z and any cube Q of sidelength d>16·2− j.

Proposition 3.1 (main estimate). Let u be a Leray–Hopf weak solution of the hyperdissipative Navier–
Stokes equations (1-1) on the time interval [0,∞) and let d > 16 · 2− j. Then uQ, j is continuous on
[0,∞) and

d
dt

u2
Q, j ≤ −c 22α j u2

Q, j+c uQ, j

(
2 j u3Q/2, j±2

∑
θ j≤k≤ j−5

23k/2umax(Qk ,3Q/2),k

+25 j/2u2
3Q/2, j±4+23 j/2

∑
k≥ j+1

2ku2
3Q/2,k

)
+ediss+

∑
k≥θ j

ed(k)

= −Gdiss+c uQ, j (G low,loc+G loc+Ghh)+ediss+evl+
∑
k≥θ j

ed(k) (3-2)
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is satisfied in the integral sense (recall (2-1)) for any cube Q of side-length d and any j ∈ Z, where

θ :=
2
3(2α− 1 − ε) (3-3)

and
ediss := c 22α j (d2 j )−1u2

3Q/2, j±2,

evl := c 22α j 2−ε j u2
3Q/2, j±2.

Here max
(
Qk,

3
2 Q

)
denotes the larger of the cubes Qk , 3

2 Q, and Gdiss should be thought of as the
dissipation term, G low,loc the interaction between low (i.e., modes k ≤ j −5) and local modes (i.e., modes
j ± 2), G loc the local interactions (i.e., including only the modes j ± 4) and Ghh the interactions between
high modes (i.e., modes k ≥ j).

The role of the parameter θ is to separate the “very low” Littlewood projections from the “low”
Littlewood–Paley projections. That is (roughly speaking), given j ∈ N we will not have to worry about
the Littlewood–Paley projections Pk with k < θ j (i.e., they will be effortlessly absorbed by the dissipation
at the price of the error term evl (“vl” here stands for “very low”); see (3-12)–(3-13) below for a detailed
explanation), which is the reason why such modes are not included in G low,loc. In fact G low,loc is (roughly
speaking) the most dangerous term, as it represents, in a sense, the injection of energy from low scales to
high scales, and we will need to use Gdiss to counteract it; see Step 5 in the proof of Theorem 3.7.

The error term ediss appearing in the estimate is the error appearing when estimating the dissipation
term, and it cannot be estimated by ed( j). Its appearance is a drawback of the main estimate, but in our
applications (in Theorems 3.3 and 3.7) it can be absorbed by Gdiss.

Proof of Proposition 3.1. Recall (1-4) that a Leray–Hopf weak solution admits intervals of regularity.

Step 1: We show that it is sufficient to show (3-2) on each of the intervals of regularity.
On each interval of regularity (a, b) we apply the Leray projection (recall (2-10) to the first equation

of (1-1) to obtain
ut + (−1)αu + T [(u · ∇)u] = 0.

Multiplying by Pj (φ
2
Q Pj u) and integrating in space we obtain (at any given time)

1
2

d
dt

u2
Q, j = −

∫
(−1)αu Pj (φ

2
Q Pj u)−

∫
T [(u · ∇)u] Pj (φ

2
Q Pj u)=: I + J.

We note that I, J ∈ L1(0, T ) for every T > 0. Indeed, by brutal estimates

|J | =

∣∣∣∫ φQ Pj T [(u · ∇)u]φ2
Q Pj u

∣∣∣
≤ ∥Pj T [(u · ∇)u]∥1∥Pj u∥∞ ≤ c∥u∥∥∇u∥ · 23 j/2

∥Pj u∥ ≤ c 23 j/2
∥∇u∥

(where we used Bernstein inequality (2-11) in the third line), which is integrable on (0, T ) for every
T > 0. That I ∈ L1(0, T ) for every T > 0 is a consequence of Step 2 below. Thus, since u(t) is weakly
continuous with values in L2 (recall Section 2), Lemma 2.6 gives that (3-2) is valid (in the integral sense)
on [0,∞).

Thus it suffices to show that I + J can be estimated by the right-hand side of (3-2).
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Step 2: We show that I ≤ −Gdiss + ediss + ed( j). (Note that this gives in particular that I ∈ L1(0,∞),
since (trivially) uQ′, j ≤ c for every cube Q′ and every j .)

We write

I = −

∫
φQ(−1)

αPj u φQ Pj u

= −

∫
(−1)α P̃j (φQ Pj u) φQ Pj u −

∫
(−1)α(1 − P̃j )(φQ Pj u) φQ Pj u −

∫
[φQ, (−1)

α
]Pj u φQ Pj u

=: I1 + I2 + I3.

Note that, due to the Plancherel theorem

I1 = −c
∫

|ξ |2α p̃j (ξ)|v̂(ξ)|
2 dξ ≤ −c 22α j

∫
p̃j (ξ)|v̂(ξ)|

2 dξ

= −c 22α j
∫

P̃jv · v = −c 22α j u2
Q, j + c 22α j

∫
(1 − P̃j )v · v

≤ −c 22α j u2
Q, j + c 22α j

∥(1 − P̃j )v∥ = −Gdiss + ed( j),

where we wrote v := φQ Pj u for brevity, and we used the fact that ∥v∥ ≤ c (recall (1-3)) in the last line,
as well as Lemma 2.4 in the last equality.

Step 2.1: We show that I2 ≤ ed( j).
We write

I2 ≤ ∥(−1)α(1 − P̃j )(φQ Pj u)∥uQ, j ,

and we will show that
∥(−1)α(1 − P̃j )(φQ Pj u)∥ ≤ ed( j). (3-4)

(This completes this step as uQ, j ≤ c, as above.) Indeed, (3-4) follows in a way similar to Lemma 2.4 by
taking the decomposition

φQ = φ1 +φ2,

where
φ̂1(ξ) := χ|ξ |≤2 j−2 φ̂Q(ξ),

φ̂2(ξ) := χ|ξ |>2 j−2 φ̂Q(ξ).

We see that φ1 Pj u = P̃j (φ1 Pj u) (because of the supports in Fourier space, see (2-17)) and so it is sufficient
to show that

∥(−1)α(φ2 Pj u)∥ ≤ ed( j)

(since ∥1 − P̃j∥ ≤ 1). Since the Fourier transform of (−1)α(φ2 Pj u) is

c|ξ |2α
∫
φ̂2(ξ − η)pj (η)û(η) dη

≤ c
∫

|ξ − η|2α|φ̂2(ξ − η)pj (η)û(η)| dη+ c
∫

|η|2α|φ̂2(ξ − η)pj (η)û(η)| dη,

we obtain

∥(−1)α(φ2 Pj u)∥ ≤ c∥u∥

∫
|ξ |>2 j−2

|ξ |2α|φ̂2(ξ)| dξ + c∥φ̂2∥1∥(−1)
2αPj u∥ ≤ ed( j),
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where we used the Plancherel theorem, (2-18) and the fact that ∥| · |
2αφ̂2( · )∥1 ≤ ed( j) (which follows in

the same way as (2-18)).

Step 2.2: We show that I3 ≤ ediss + ed( j).
We have

I3 ≤ ∥[φQ, (−1)
α
]Pj u∥uQ, j .

For brevity we let v := Pj (φ3Q/2u), φ := φQ and

W := [φ, (−1)α]v.

We will show below that
∥W∥ ≤ c 22α j (d 2 j )−1u3Q/2, j + ed( j),

and we will show in Step 2.2c that

∥W∥ = ∥[φ, (−1)α]Pj u∥ + ed( j), (3-5)

from which the claim of this step follows (and so, together with Step 2.1, finishes Step 2). Since

Ŵ (ξ)= c
∫
(|η|2α − |ξ |2α)φ̂(ξ − η)v̂(η) dη,

we can decompose W by writing
∫

=
∫
|η−ξ |≤2 j−3 +

∫
|η−ξ |>2 j−3 , that is,

W = W1 + W2,

where
Ŵ1(ξ) := c

∫
|η−ξ |≤2 j−3

(|η|2α − |ξ |2α)φ̂(ξ − η)v̂(η) dη,

Ŵ2(ξ) := c
∫

|η−ξ |>2 j−3
(|η|2α − |ξ |2α)φ̂(ξ − η)v̂(η) dη.

We will show (in Step 2.2b below) that ∥W2∥ ≤ ed( j). As for W1, since supp pj ⊂ {|η| ∈ (2 j−1, 2 j+1)},
note that

supp Ŵ1 ⊂ {|ξ | ∈ (2 j−2, 2 j+2)}. (3-6)

Setting f (z) := zα and expanding it in the Taylor series around |ξ |2 we obtain

|η|2α − |ξ |2α =

3∑
k=1

f (k)(|ξ |2)
k!

(|η|2 − |ξ |2)k +
f (4)(z0)

24
(|η|2 − |ξ |2)4,

where z0 belongs to the interval with endpoints |η|2 and |ξ |2 (and so in particular z0 ∈ [22 j−4, 22 j+4
]).

Writing

|η|2 − |ξ |2 =

3∑
i=1

(ηi − ξi )(ηi + ξi )

and taking the k-th power we obtain

|η|2α − |ξ |2α =

4∑
k=1

ck f (k)(z)
∑

|β|=k, |γ1|+|γ2|=k

cβγ1γ2(η− ξ)βηγ1ξγ2,
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where z = |ξ |2 (for k ≤ 3) or z = z0 (for k = 4). Thus, noting that | f (k)(z)| ≤ c 2 j (2α−2k),

|Ŵ1(ξ)| ≤ c
3∑

k=1

| f (k)(|ξ |2)|
∑

|β|=k, |γ1|+|γ2|=k

|ξ ||γ2|
∣∣∣∫

|η−ξ |≤2 j−3
(ξ − η)β φ̂(ξ − η)ηγ1 v̂(η) dη

∣∣∣
+ c

∑
|β|=4, |γ1|+|γ2|=4

|ξ ||γ2|
∣∣∣∫

|η−ξ |≤2 j−3
f (k)(z0)(ξ − η)β φ̂(ξ − η)ηγ1 v̂(η) dη

∣∣∣
≤ c

3∑
k=1

∑
|β|=k, |γ1|+|γ2|=k

2 j (2α−2k+|γ2|)
∣∣∣∫

|η−ξ |≤2 j−3
(ξ − η)β φ̂(ξ − η)ηγ1 v̂(η) dη

∣∣∣
+ c 2 j (2α−4)

∫
|η−ξ |≤2 j−3

|ξ − η|4|φ̂(ξ − η)v̂(η)| dη

≤ c
3∑

k=1

∑
|β|=k, |γ1|+|γ2|=k

2 j (2α−2k+|γ2|)|

∧

DβφDγ1v(ξ)|

+ c
3∑

k=1

∑
|β|=k, |γ1|+|γ2|=k

2 j (2α−2k+|γ2|)
∣∣∣∫

|η−ξ |>2 j−3
(ξ − η)β φ̂(ξ − η)ηγ1 v̂(η) dη

∣∣∣
+ c 2 j (2α−4)

∫
|η−ξ |≤2 j−3

|ξ − η|4|φ̂(ξ − η)v̂(η)| dη

=: c
3∑

k=1

∑
|β|=k, |γ1|+|γ2|=k

2 j (2α−2k+|γ2|)|

∧

DβφDγ1v(ξ)| + Err1(ξ)+ Err2(ξ).

We will show below (in Step 2.2a below) that

∥Err1∥, ∥Err2∥ ≤ c 22α j (d 2 j )−1u3Q/2, j±2 + ed( j).

This, together with the Plancherel identity gives

∥W1∥ ≤ c
3∑

k=1

∑
|β|=k, |γ1|+|γ2|=k

2 j (2α−2k+|γ2|)∥DβφDγ1v∥ + c 22α j (d 2 j )−1u3Q/2, j±2 + ed( j)

≤ c
3∑

k=1

22α j (d 2 j )−k
∥v∥ + c 22α j (d 2 j )−1u3Q/2, j±2 + ed( j),

where we used the facts that |∇
kφ| ≤ c d−k for k = 1, 2, 3, and ∥Dγ1v∥ ≤ c 2 j |γ2|∥v∥ (by applying

Lemma 2.4). Since d > 2− j and

∥v∥ ≤ ∥φ3Q/2 P̃j u∥ + ed( j)= u3Q/2, j±2 + ed( j)

(where we applied Corollary 2.5), we thus arrive at

∥W1∥ ≤ c 22α j (d 2 j )−1u3Q/2, j±2 + ed( j),

as required.

Step 2.2a: We show that ∥Err1∥ ≤ ed( j) and ∥Err2∥ ≤ c 22α j (d 2 j )−1u3Q/2, j±2 + ed( j).
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We focus on Err1 first. We have

Err1(ξ)= c
3∑

k=1

∑
|β|=k, |γ1|+|γ2|=k

2 j (2α−2k+|γ2|)
∣∣∣∫

|η−ξ |>2 j−3
(ξ − η)β φ̂(ξ − η)ηγ1 v̂(η) dη

∣∣∣
≤ c

3∑
k=1

2 j (2α−k)
∫

|η−ξ |>2 j−3
|ξ − η|k |φ̂(ξ − η)v̂(η)| dη

≤ c 2 j (2α−K )
∫

|η−ξ |>2 j−3
|ξ − η|K

|φ̂(ξ − η)v̂(η)| dη

≤ cK 2 j (2α−K )d1−K
∫

|η−ξ |>2 j
|ξ − η|−2

|v̂(η)| dη

≤ cK 2 j (2α−1)(d 2 j )(1−K )
(∫

|η−ξ |>2 j−5
|ξ − η|−4 dη

)1/2

for every K > 3, where we used (2-20) in the fourth line as well as the Cauchy–Schwarz inequality, (2-2)
and the fact that ∥v∥ ≤ ∥u∥ ≤ c (recall (1-3)) in the last line. Thus Err1(ξ)≤ ed( j) for every ξ ∈ R3, and
hence (since |ξ | ≤ 2 j+2) also ∥Err1∥ ≤ ed( j).

As for Err2 we write

Err2(ξ)= c 2 j (2α−4)
∫

|η−ξ |≤2 j−3
|ξ − η|4 |φ̂(ξ − η)v̂(η)| dη

≤ c 2 j (2α−4)d−1
∫

|η−ξ |≤2 j−3
|v̂(η)| dη

≤ c 2 j (2α−3/2)(d 2 j )−1
∥v∥

= c 2 j (2α−3/2)(d 2 j )−1
∥Pjφ3Q/2u∥

≤ c 2 j (2α−3/2)(d 2 j )−1u3Q/2, j±2 + ed( j),

where we used (2-20) in the second line, the Cauchy–Schwarz inequality (as above) in the third line, and
Corollary 2.5 in the last line. Thus

∥Err2∥ ≤ c 22α j (d 2 j )−1u3Q/2, j±2 + ed( j),

as required.

Step 2.2b: We show that ∥W2∥ ≤ ed( j).
Indeed, since |ξ |2α ≤ c|η|2α + c|ξ − η|2α, we obtain for any K > 2α

|Ŵ2(ξ)| =

∣∣∣∫
|η−ξ |>2 j−5

(|η|2α − |ξ |2α)φ̂(ξ − η)v̂(η) dη
∣∣∣

≤ c
∫

|η−ξ |>2 j−5
|η|2α |φ̂(ξ − η)v̂(η)| dη+ c

∫
|η−ξ |>2 j−5

|ξ − η|2α |φ̂(ξ − η)v̂(η)| dη

≤ cK 2 j (2α−K )
∫

|η−ξ |>2 j−5
|ξ − η|K

|φ̂(ξ − η)v̂(η)| dη,

where we used the inequality 1 < cK |ξ − η|K 2− j K, as well as |η| ≤ c 2 j inside the first integral in the
second line and the inequality 1 ≤ cK |ξ − η|K−2α2− j (K−2α) inside the second integral. Thus, using the
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Plancherel identity and Young’s inequality for convolutions

∥W2∥ = ∥Ŵ2∥ ≤ cK 2 j (2α−K )
∥v∥

∫
|η|>2 j−5

|η|K
|φ̂(η)| dη

≤ cK 2 j (2α−K )
∫

|η|>2 j−5
|η|K+4

|φ̂(η)||η|−4 dη

≤ cK 2 j (2α−K )d−(K+1)
∫

|η|>2 j−5
|η|−4 dη

= cK 22α j (d 2 j )−(K+1),

as required, where we used (2-20) in the third inequality.

Step 2.2c: We show that ∥[φ, (−1)α]Pj (1 −φ3Q/2)u∥ ≤ ed( j). (This implies (3-5).)
Indeed, letting (for brevity) w := (1 −φ3Q/2)u and qj (ξ) := |ξ |2α pj (ξ), we can write

φ(−1)αPjw(x)= φ(x)
∫

{|x−y|≥d/3}

q̌j (x − y)w(y) dy,

as in (2-16). Thus, since ∥q̌j∥L1(B(d/3)c) ≤ ed( j) (as in (2-8)), we can use Young’s inequality for
convolutions to obtain

∥φ(−1)αPjw∥ ≤ ∥q̌j∥L1(B(d/3)c)∥w∥ ≤ ed( j). (3-7)

On the other hand

∥(−1)α(φPjw)∥ ≤ ∥(−1)α P̃j (φPjw)∥ +∥(−1)α(1 − P̃j )(φPjw)∥

≤ c 22α j
∥φPjw∥ + ed( j)≤ ed( j),

where we used (3-4) (applied with w instead of u) in the second line and Lemma 2.2 in the last line. This
and (3-7) prove the claim.

Step 3: We show that J ≤ c uQ, j (G low,loc + G loc + Ghh)+ evl +
∑

k≥θ j ed(k). (This together with Step 2
finishes the proof.)

We can rewrite J in the form

J = −

∫
φQ Pj T [(u · ∇)u] · (φQ Pj u)= −

∑
i,l,m

∫
φQ Tmi Pj (ul ∂lum)φQ Pj ui ,

where we used the fact that “Tmi ” and “Pj ” are multipliers (so that they commute). (Recall that T̂mi (ξ)=

(δmi − ξmξi |ξ |
−2), see (2-10).) We now apply the paraproduct formula (2-14) to Pj (ul∂lum) to write

J = Jloc,low + Jlow,loc + Jloc + Jhh,

where each of Jloc,low, Jlow,loc, Jloc, Jhh equals J except for the term ul ∂lum , which is replaced by the
corresponding combination of the modes of ul and ∂lum , as in the paraproduct formula (see (3-8) and
(3-10) below). We estimate Jhh in Step 3.1 below and Jloc,low, Jlow,loc, Jloc in Step 3.2.

Step 3.1: We show that Jhh ≤ c uQ, j Ghh +
∑

k≥ j ed(k).
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We write

Jhh = −

∑
i,l,m

∫
φQ Tmi Pj

( ∑
k≥ j+3

Pkul P̃k∂lum

)
φQ Pj ui

≤ ∥φQ Pj u∥∞

∑
i,l,m

∥∥∥∥φQ Tmi Pj

∑
k≥ j+3

(Pkul P̃k∂lum)

∥∥∥∥
1

≤ c 23 j/2uQ, j

∑
i,l,m

∥∥∥∥φQ Tmi Pj

∑
k≥ j+3

(Pkul P̃k∂lum)

∥∥∥∥
1
+ ed( j)

≤ c 23 j/2uQ, j

∑
i,l,m

∥∥∥∥φQ Tmi Pjφ
3
3Q/2

( ∑
k≥ j+3

Pkul P̃k∂lum

)∥∥∥∥
1
+ ed( j)

≤ c 23 j/2uQ, j

∑
k≥ j+3

∥φ3Q/2 Pku∥∥φ2
3Q/2 P̃k∇u∥ + ed( j), (3-8)

where, in the fourth line we applied Corollary 2.3 with f :=
∑

k≥ j+3 Pkul P̃kum and noted that suppφ⊂
7
3 Q

is separated from supp(1 −φ3
3Q/2) by at least 1

3 d . As for the third line, we used Pj u = Pj P̃j u, (2-21) and
(2-11) to write

∥φQ Pj u∥∞ ≤ c 23 j/2uQ, j + ed( j)∥P̃j u∥∞ ≤ c 23 j/2uQ, j + ed( j),

as well as noted that ed( j) multiplied by the (long) L1 norm still gives ed( j), since we can brutally
estimate this norm,∥∥∥∥φQ Tmi Pj

∑
k≥ j+3

(Pkul P̃k∂lum)

∥∥∥∥
1
≤ ∥φQ∥

∥∥∥∥Pj∂l Tmi

∑
k≥ j+3

(Pkul P̃kum)

∥∥∥∥
≤ c d3/22 j

∥∥∥∥Pj Tmi

∑
k≥ j+3

(Pkul P̃kum)

∥∥∥∥
≤ c d3/225 j/2

∥∥∥∥Pj

∑
k≥ j+3

(Pkul P̃kum)

∥∥∥∥
1

≤ c d3/225 j/2
∑

k≥ j+3

∥Pkul P̃kum∥1 ≤ c d3/225 j/2
∑

k≥ j+1

∥Pku∥
2

≤ c d3/225 j/2
∥u∥

2
≤ c d3/225 j/2

for each i, l,m, where we used the Cauchy–Schwarz inequality in the first line, boundedness (in L2) of
the Leray projection (i.e., the fact that |T̂mi (ξ)| ≤ 1) and the Bernstein inequality (2-11) in the third line,
(2-5) in the fourth line and the Cauchy–Schwarz inequality (twice) in the fifth line.

Noting that

∥φ2
3Q/2 P̃k∇u∥ = ∥Pk±2(φ

2
3Q/2∇ P̃ku)∥ + ed(k)

≤ ∥Pk±2∇(φ
2
3Q/2 P̃ku)∥ + 2∥Pk±2(∇φ3Q/2 φ3Q/2 P̃ku)∥ + ed(k)

≤ c 2k
∥φ2

3Q/2 P̃ku∥ + c d−1u3Q/2,k±2 + ed(k)

≤ c 2ku3Q/2,k±2 + ed(k),
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where we used Lemma 2.4 in the first inequality, the fact that ∥P̃k∥ ≤ 1 and (2-19) in the third inequality,
and the assumption d > 2− j > 2−k in the last inequality, we obtain

Jhh ≤ c 23 j/2uQ, j

∑
k≥ j+1

2ku2
3Q/2,k +

∑
k≥ j

ed(k), (3-9)

as required, where we also applied the Cauchy–Schwarz inequality in the first sum.

Step 3.2: We show that Jloc,low + Jlow,loc + Jloc ≤ c uQ, j (G low,loc + G loc)+ evl +
∑

k≥θ j ed(k). (This
completes the proof of Step 3.)

We set

Ulm := P̃j ul

∑
k≤ j−5

Pkum + P̃j um

∑
k≤ j−5

Pkul +

( j+2∑
k= j−4

Pkul

)( j+4∑
k= j−4

Pkum

)
to write

Jloc,low + Jlow,loc + Jloc = −

∑
i,l,m

∫
φQ Tmi Pj∂lUmlφQ Pj ui ≤ uQ, j

∑
i,l,m

∥φQ Tmi Pj∂lUml∥

= uQ, j

∑
i,l,m

∥φQ Tmi Pj (φ
3
3Q/2∂lUml)∥ + ed( j)

≤ c uQ, j

∑
l,m

∥Pj (φ
3
3Q/2∂lUml)∥ + ed( j)

≤ c uQ, j

∑
l,m

(∥Pj∂l(φ
3
3Q/2Uml)∥ + 3∥Pj (φ

2
3Q/2∂lφ3Q/2Uml)∥)+ ed( j)

≤ c 2 j uQ, j

∑
l,m

∥φ2
3Q/2Uml∥ + ed( j), (3-10)

where we applied Corollary 2.3 (with q := 2 and f := Uml) in the third line, as well as (2-19) (as in the
previous calculation) and the assumption d > 2− j in the last line.

We note that for each m, l

∥φ2
3Q/2Uml∥ ≤ 2u3Q/2, j±2

∥∥∥∥φ3Q/2
∑

k≤ j−5

Pku
∥∥∥∥

∞

+ ∥φ3Q/2 Pj±4u∥∞u3Q/2, j±4. (3-11)

Since we can estimate the above L∞ norm including the summation by writing∑
k≤ j−5

=

∑
k<θ j

+

∑
θ j≤k≤ j−5

,

that is, ∥∥∥∥φ3Q/2
∑

k≤ j−5

Pku
∥∥∥∥

∞

≤

∥∥∥∥φ3Q/2
∑
k<θ j

Pku
∥∥∥∥

∞

+

∑
θ j≤k≤ j−5

∥φmax(Qk ,3Q/2)Pku∥∞

≤ ∥P≤θ j u∥∞ + c
∑

θ j≤k≤ j−5

23k/2umax(Qk ,3Q/2),k +

∑
k≥θ j

ed(k)

≤ c 23θ j/2
+ c

∑
θ j≤k≤ j−5

23k/2umax(Qk ,3Q/2),k +

∑
k≥θ j

ed(k), (3-12)
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where we used the localised Bernstein inequality (2-21) in the second line (note that taking max
(
Qk,

3
2 Q

)
is necessary since only then can we guarantee that the sidelength of such cube is greater than 2−k, as
required by (2-21)) and the Bernstein inequality (2-12) in the last line, we can plug it in (3-11) to get

∥φ2
3Q/2Uml∥ ≤ c u3Q/2, j±223θ j/2

+ c u3Q/2, j±2
∑

θ j≤k≤ j−5

23k/2u3Q/2,k + c 23 j/2u2
3Q/2, j±4 +

∑
k≥θ j

ed(k),

where we used the assumption d> 2− j+4 to apply the localised Bernstein inequality(2-21) again. Inserting
this into (3-10) and using the fact that 3

2θ = 2α− 1 − ε, we obtain

Jloc,low + Jlow,loc + Jloc ≤ c 22α j 2−ε j u2
3Q/2, j±2 + c 2 j uQ, j u3Q/2, j±2

∑
θ j≤k≤ j−5

23k/2u3Q/2,k

+ c 25 j/2uQ, j u2
3Q/2, j±4 +

∑
k≥θ j

ed(k), (3-13)

as required (note the first term on the right-hand side the is the “very low modes error”, evl). □

We now constrain ourselves to j-cubes. Given a j-cube Q we will write

uQ := uQ, j

for brevity. The above proposition then reduces to the following.

Corollary 3.2. Let u be a Leray–Hopf weak solution of the Navier–Stokes equations (1-1) on the time
interval [0,∞). Let Q be a j-cube with j large enough so that 2ε j

≥ 16. Then

d
dt

u2
Q ≤ −c 22α j u2

Q+c uQ

(
u3Q/2, j±2

∑
θ j≤k≤ j−5

2 j+3k/2uQk +25 j/2u2
3Q/2, j±4 +

∑
k≥ j+1

23 j/2+ku2
3Q/2,k

)
+c 2 j (2α−ε)u2

3Q/2, j±2+e( j). (3-14)

Proof. We apply the estimate from Proposition 3.1 (which is valid due to the assumption 2ε j > 16). Since

ediss ≤ c 2 j (2α−ε)u2
3Q/2, j±2

and ∑
k≥θ j

ed(k)≤ cK

∑
k≥θ j

2ck2εk(c−K )
≤ cK 2cθ j+εθ j (c−K )

= e( j),

where K is taken large enough (to guarantee the summability of the geometric series), we arrive at (3-14),
as required. □

3B. Good cubes and bad cubes. We now fix u0 ∈ H 1(R3) and a Leray–Hopf weak solution with initial
data u0. We say that a cube Q is j-good if∫ ∞

0

∫
Q

∑
k≥ j

22αk
|Pku|

2
≤ 2− j (5−4α+ε). (3-15)

We say that a j-cube is good if it is j-good. Otherwise we say that it is bad.
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3C. Critical regularity on cubes with some good ancestors. We show that, for sufficiently large j , good-
ness of a j-cube and some of its ancestors guarantees critical regularity (+ε) of uQ on a smaller cube Q.

Theorem 3.3. There exists j0 > 0 (sufficiently large) such that whenever Q is a j-cube such that j ≥ j0
and each Qk−10, k ∈ [θ j, j], is good then

uQ(t) < 2−( j/2)(5−4α+ε) for t ∈ [0, T ).

Remark 3.4. The above theorem appears in an imprecise form as Theorem 7.1 in [Katz and Pavlović
2002].1 This is related to the somewhat unexpected way in which the dissipation error is handled in
Lemma 6.3 in the same work. This lemma is in fact not needed, and it seems necessary to incorporate the
dissipation error directly into the main estimate (in order to get around the imprecision), as in ediss in (3-2).

Moreover the statement of Theorem 7.1 in [Katz and Pavlović 2002] suggests that goodness of only
one cube is sufficient for the critical decay, which is not consistent with its proof (which uses goodness
of the ancestors in the third line on p. 375).

Proof. Note that the claim is true for sufficiently small t > 0 since u0 ∈ H 1, so that

∥Pj u0∥
2
=

∫
p2

j (ξ)|û0(ξ)|
2 dξ ≤ c 2−2 j

∫
|ξ |2 |û0(ξ)|

2 dξ ≤ c 2−2 j
∥u0∥

2
H1 < 2− j (5−4α+ε)

for sufficiently large j , and u(t) remains bounded in H 1 for small t > 0. Suppose that the theorem is
false, and let t0 be the first time when it fails and Q a j-cube for which it fails. Then

uQ(t)≤ 2−( j/2)(5−4α+ε) for t ≤ t0, (3-16)

with equality for t = t0. Let t1 ∈ (0, t0) be the last time when uQ(t1)≤
1
2 2−( j/2)(5−4α+ε), so that

1
2 2−( j/2)(5−4α+ε)

≤ uQ(t)≤ 2−( j/2)(5−4α+ε) for t ∈ (t1, t0). (3-17)

Note that, since suppφ3Q/2 ⊂
7
4 Q ⊂ Q j−1 ⊂ Q j−10 and Q j−10 is good,

∫ t0

t1

∑
k≥ j−10

22αku2
3Q/2,k ≤ c

∫ t0

t1

∫
Q j−10

∑
k≥ j−10

22αk
|Pku|

2
≤ c 2− j (5−4α+ε),

and so in particular
(
recalling that α ∈

(
1, 5

4

))
∫ t0

t1
u2

3Q/2, j±4 ≤ c 2− j (5−2α+ε) (3-18)

and ∫ t0

t1

∑
k≥ j+1

2ku2
3Q/2,k ≤ c 2 j (1−2α)

∫ t0

t1

∑
k≥ j

22αku2
3Q/2,k ≤ c 2− j (4−2α+ε). (3-19)

1The claim following “we must have” on p. 374 does not follow, as the assumption of the proof by contradiction is only on Q,
rather than on every cube in its nuclear family.
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Moreover, since Qk−10 is good for every k ∈ [θ j, j], we also have∫ t0

t1
u2

Qk
≤ c 2−k(5−2α+ε)

(as in (3-18)), and so∫ t0

t1

∑
θ j≤k≤ j−5

23ku2
Qk

≤ c
∑

θ j≤k≤ j−5

2−k(2−2α+ε)
≤ c 2− j (2−2α+ε), (3-20)

where we used the fact that α > 1 and the fact that ε > 0 is small (recall (3-1)).2

Applying the main estimate (3-14) between t1 and t0 (and ignoring the first term on the right-hand
side) and then utilizing (3-18)–(3-20) we obtain

2− j (5−4α+ε)
=

4
3(uQ(t0)2 − uQ(t1)2)

≤ c
∫ t0

t1
uQ

(
2 j u3Q/2, j±2

∑
θ j≤k≤ j−5

23k/2u3Q/2,k + 25 j/2u2
3Q/2, j±4 + 23 j/2

∑
k≥ j+1

2ku2
3Q/2,k

)
+ c 2 j (2α−ε)

∫ t0

t1
u2

3Q/2, j±2 + e( j)

≤c 2−( j/2)(5−4α+ε)
(
2 j 2−( j/2)(5−2α+ε)2−( j/2)(2−2α+ε/2)

+25 j/22− j (5−2α+ε)
+23 j/22− j (4−2α+ε)

)
+ c 2 j (2α−ε)2− j (5−2α+ε)

≤ c 2− j (5−4α+ε)(2−3 jε/8
+ 2− jε/2

+ 2− jε/2
+ 2−3 jε/2)

≤ c 2− j (5−4α+ε)2−3 jε/8,

where, in the second inequality, we also used the Cauchy–Schwarz inequality and used the inequality
j ≤ c 2 jε/4, as well as absorbed e( j) (by writing, for example, e( j)≤ c 2− j (5−4α+2ε) — recall the beginning
of Section 2 for the definition of the j-negligible error e( j)). Thus

1 ≤ c 2− jε/4,

which gives a contradiction for sufficiently large j . □

3D. The singular set. Having defined good cubes and bad cubes, and observing that we have a “slightly
more than critical” estimate on a cube that has some good ancestors (Theorem 3.3), we now characterize
the singular set S in terms of its covers by bad cubes, and (in the next section) we show a much stronger
(than critical) estimate outside S.

Let Aj denote the union of all bad j-cubes. Using Vitali covering lemma we can find a cover Aj that
covers Aj and such that

#Aj ≤ c 2 j (5−4α+ε). (3-21)

Indeed, the Vitali covering lemma gives a sequence of pairwise disjoint bad j-cubes Q(l) such that

Aj ⊂

⋃
l

5Q(l)

2The restriction α > 1 is used here, but α ≥ 1 would be sufficient by noting that
∑

k≥θ j 2−kε
≤ c 2− jθε . Indeed, since θ > 5

8
(recall (3-3)), the last inequality of this proof would become 1 ≤ c 2− jε(θ−1/2−1/8), which still gives contradiction for large j .
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However, since
∫

∞

0

∫
|(−1)α/2u|

2
≤ c (from the energy inequality, recall (1-3)),

c ≥

∫ ∞

0

∫
|ξ |2α|û(ξ)|2 =

∑
k∈Z

∫ ∞

0

∫
pk(ξ)|ξ |

2α
|û(ξ)|2

≥ c
∑
k≥ j

22αk
∫ ∞

0

∫
pk(ξ)

2
|û(ξ)|2 = c

∫ ∞

0

∫ ∑
k≥ j

22αk
|Pku|

2

≥ c
∑

l

∫ ∞

0

∫
Q(l)

∑
k≥ j

22αk
|Pku|

2
≥ c

∑
l

2− j (5−4α+ε), (3-22)

where we used the Plancherel identity (twice, in the first and fourth lines), Tonelli’s theorem (twice, in
the second and fourth lines), and the fact that Q(l)’s are pairwise disjoint in the fifth line. Thus

#{l} ≤ c 2 j (5−4α+ε),

and so Aj can be obtained by covering each of 5Q(l) by at most 63 j-cubes.
In the remainder of this section we will show that there exists a (larger) j-cover Bj of all bad j-cubes

(i.e., of Aj ) with the same cardinality (i.e., satisfying (3-21), but with a larger constant) and the additional
property that

for any x outside of Bj there exists r ∈ (0, 2−10)

such that ∂(r Q j (x)) does not touch any bad k-cube for any k ≥ j. (3-23)

(Recall that Q j (x) denotes the j-cube centred at x .) We will refer to ∂(r Q j (x)) as the barrier, and to
(3-23) as the barrier property. We first discuss a simple geometric lemma.

Lemma 3.5 (geometric lemma). Let Q = Q(y), Q′
= Q′(x) be open cubes with sidelengths 2a, 2b,

respectively. Then
∂(r Q) intersects Q′

=⇒ r ∈ [rQ′ − b/a, rQ′ + b/a],

where rQ′ > 0 is such that x ∈ ∂(rQ′ Q).

Proof. We will write γ := b/a for brevity. We split the reasoning into cases.

Case 1: y ∈ ∂Q′. Then rQ′ = b/a (see Figure 2 (middle)), and so r ≥ rQ′ −b/a trivially. Moreover ∂(r Q)
intersects Q′ if and only if ra < 2b (see Figure 2 (middle)), that is, r < 2b/a = rQ′ + b/a, as required.

Case 2: y ̸∈ Q′. Then rQ′ > b/a (which is clear by comparison with Case 1), and ∂(r Q) intersects Q′

if and only if
rQ′a − b < ra < rQ′a + b

(see Figure 2 (right)), as required.

Case 3: y ∈ Q′. Then rQ′ < b/a and ∂(r Q) intersects Q′ if and only if

b − rQ′a < ra < rQ′a + b

(see Figure 2 (left)). The claim follows by ignoring the first of these two inequalities (and writing
r ≥ 0> rQ′ − b/a instead). □
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ra

rQ′a

b

y
x

Q′

∂(rQ)

b = rQ′a

b

y

x

Q′

∂(rQ)

ra

ra

y

x

Q′

∂(rQ)

rQ′a

Figure 2. Sketch of the interpretation of Lemma 3.5.

We can now construct the j-cover satisfying the barrier property (3-23).

Lemma 3.6. For every j ≥ 0 there exists a j-cover Bj of Aj such that #Bj ≤ c 2 j (5−4α+ε) and the barrier
property (3-23) holds.

Proof. (Here we follow the argument from [Katz and Pavlović 2002, Section 8].) We will find a j-cover
(also denoted by Bj ) of Aj such that

for any j-cube Q outside of Bj there exists r ∈ (0, 2−10)

such that ∂(r Q) does not touch any bad k-cube for any k ≥ j. (3-24)

(Here “outside” is a short-hand notation for “disjoint with every element of”.) The barrier property (3-23)
is then recovered by replacing every j -cube Q ∈ Bj by 3Q and covering it by at most 43 j -cubes. Indeed,
then for any x outside of such set we have that Q j (x) (the j-cube centred at x) is outside of Bj and so
the barrier property (3-23) follows from (3-24).

Step 1: We define naughty j-cubes.
We say that a j-cube Q is k-naughty, for k ≥ j , if it intersects more than η2(k− j)(5−4α+2ε) elements

of Ak . Here η ∈ (0, 1) is a universal constant, whose value we fix in Step 4 below. We say that a j -cube is
naughty if it is k-naughty for any k ≥ j . (Note that a bad cube is naughty. A good cube is not necessarily
naughty, and vice versa.)

Step 2: For each k ≥ j we construct a j-cover Bj,k of all k-naughty j-cubes such that

#Bj,k ≤ cη−12 j (5−4α+ε)2ε( j−k). (3-25)

(Note that Bj, j covers all j-naughty j-cubes, and so in particular all bad j-cubes.)
Let Q(1) be any k-naughty j-cube. Given Q(1), . . . , Q(l) let Q(l+1) be any k-naughty j-cube that is

disjoint with each of 3Q(1), . . . , 3Q(l). Note that then 3Q(1), . . . , 3Q(l) contain all elements of Ak that
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Q(1), . . . , Q(l) intersect. This means that Q(l+1) intersects at least η 2(k− j)(5−4α+2ε) “new” elements of Ak

(i.e., the elements that none of Q(1), . . . , Q(l) intersect). This means that such an iterative definition can
go on for at most

L := #Akη
−12(k− j)(5−4α+2ε)

≤ cη−12 j (5−4α+ε)2ε( j−k)

steps, and then the family {3Q(1), . . . , 3Q(L)
} covers all k-naughty j -cubes. We now cover each of 3Q(l)

(l = 1, . . . , L) by at most 43 j -cubes to obtain Bj,k . (Note (3-25) then follows from the upper bound on L .)

Step 3: We define Bj .
Let

Bj :=

⋃
k≥ j

Bj,k .

By construction, Bj covers all naughty j-cubes (and so, in particular, all bad j-cubes) and

#Bj ≤

∑
k≥ j

#Bj,k ≤ cη−12 j (5−4α+ε)
∑
k≥ j

2ε( j−k)
= cη−12 j (5−4α+ε),

as required (given η is fixed).

Step 4: We show that (3-24) holds for sufficiently small η ∈ (0, 1). (This, together with the previous step,
finishes the proof.)

Let Q be a j -cube disjoint with all elements of Bj . Let us denote by Ck(Q) the collection of k-cubes Q′

(k ≥ j) from Ak intersecting Q. Since Q is not naughty (as otherwise it would be covered by Bj )

#Ck(Q)≤ η2(k− j)(5−4α+2ε).

Let rQ′ ∈(0,∞) be such that ∂(rQ′ Q) contains the centre of Q′. Applying Lemma 3.5 with 2a =2− j (1−ε)

and 2b = 2−k(1−ε) we obtain that

∂(r Q) intersects Q′
=⇒ r ∈ [rQ′ − 2(1−ε)( j−k), rQ′ + 2(1−ε)( j−k)

].

Thus if fk(r) denotes the number of bad k-cubes that intersect ∂(r Q) then

fk(r)≤

∑
Q′∈Ck(Q)

χ[rQ′−2(1−ε)( j−k),rQ′+2(1−ε)( j−k)](r).

Thus
∥ fk∥L1(0,2−10) ≤ 2 #Ck(Q)2(1−ε)( j−k)

≤ 2η2(4α−4−3ε)( j−k),

and so letting f :=
∑

k≥ j fk and recalling that α > 1 and ε is small enough so that 4α− 4 − 3ε > 0 (see
(3-1)) we obtain

∥ f ∥L1(0,2−10) ≤

∑
k≥ j

∥ fk∥L1(0,2−10) ≤ cη.

(This is the only place in the article where we need the assumption α > 1; otherwise α ≥ 1 would be
sufficient.) By choosing η∈ (0, 1) sufficiently small such that cη< 1

2 2−10 we see that ∥ f ∥L1(0,2−10)< 2−10,
and so there exists r ∈ (0, 2−10) such that f (r)= 0 (recall that f takes only integer values). In other words
there exists r such that ∂(r Q) does not intersect any element of Ak for any k ≥ j , and so in particular
any bad k-cube. □



PARTIAL REGULARITY OF THE HYPERDISSIPATIVE INCOMPRESSIBLE NAVIER-STOKES EQUATIONS 773

We now let
E := lim sup

j→∞

⋃
Q∈Bj

Q.

Observe that, since #Bj ≤ c 2 j (5−4α+ε),
dH (E)≤ 5 − 4α+ ε;

see, for example, Lemma 3.1 in [Katz and Pavlović 2002] for a proof.

3E. Regularity outside E. We now show that for every x ̸∈ E and every interval of regularity (ai , bi )

there exists an open neighbourhood of x on which u(t) remains bounded
(
as t ∈

( 1
2(ai + bi ), bi

))
. This

together with the above bound on dH (S) finishes the proof of Theorem 1.1.
Note that if x ̸∈ E then for sufficiently large j0

x ̸∈ Q for any Q ∈ Bj , for j ≥ j0.
In particular

x does not belong to any bad j-cube for j ≥ j0 (3-26)

(since Bj is a cover of all bad j -cubes), and for any j1 ≥ j0 there exists r = r(x, j1) ∈ (0, 2−10) such that

∂(r Q j1(x)) does not intersect any bad k-cube with k ≥ j1 (3-27)

(by the barrier property, (3-23)). The point is that the barrier can be constructed for any j1 ≥ j0. This will
be relevant for us, since in the proof of regularity below we will consider a j-cube with j ≥ j1 ≥ j0/θ2.
Thus we will be able to deal with some of the low modes (k ∈ [θ j, j − 5])) using (3-26) and others using
(3-27). Indeed, for such modes we will have “cubes larger than j -cube” (i.e., Qk with k < j ) and we will
obtain the critical decay on such cubes by either utilising the barrier property (3-27) (for cubes that are
only “a little bit larger”, see Case 1 in Step 2 for details) or the fact that distant ancestors are large enough
to contain x so that we can use (3-26). As for local and high modes (i.e., k ≥ j − 5), we will use the
barrier property (3-27) to obtain critical regularity for cubes located near the barrier, with more and more
regularity on cubes located further away from the barrier towards the interior. In fact we can guarantee an
arbitrary strong estimate for cubes located sufficiently far from the barrier, but we limit ourselves to the
estimate ≲ 2− j (5−4α+10)/2.

We now proceed to a rigorous version of the above explanation.

Theorem 3.7 (regularity outside E). Let x ̸∈ E. Given an interval of regularity (ai , bi ), there exists ci > 1
and j1 = j1(ci ) ∈ N such that

uQ(t) < ci 2− jρ(Q)/2 (3-28)

for all t ∈
( 1

2(ai + bi ), bi
)

and for every j-cube Q ⊂ r Q j1(x), where r ∈ (0, 2−10) is as in (3-27),

ρ(Q) := 5 − 4α+ min
(
10, 1

10εδ(Q)
)

and δ(Q) denotes the smallest k ∈ N such that Q j−k intersects ∂(r Q j1(x)).

Note that the theorem gives no restriction on the range of j’s, but it is clear from the inclusion
Q ⊂ r Q j1(x) that j ≥ j1 + 10 (as r < 2−10).
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Proof. Since u is a strong solution in (ai , bi ), it is continuous in time in (ai , bi ) with values in H 6 (recall
(1-4)). Thus letting

ci := 1 + c
∥∥u

(1
2(ai + bi )

)∥∥
H6

we see that, for any j -cube Q, uQ
( 1

2(ai + bi )
)
≤ ∥Pj u

(1
2(ai + bi )

)
∥< ci 2−6 j, and hence also uQ(t) < ci

for some t > 1
2(ai + bi ) (due to the continuity of the H 6 norm). Thus the claim remains valid on some

nonempty time interval following 1
2(ai + bi ) (since ρ(Q)≤ 5 − 4α+ 10 ≤ 11).

Since the interval of regularity (ai , bi ) is fixed, from now on we will suppress the subindex “i”, for
brevity.

We take j0 sufficiently large so that (3-26) and the claims of Corollary 3.2 and Theorem 3.3 are valid
(we will let j0 even larger below). We let j1 be the smallest integer such that

j1 ≥ ( j0 + 10)/θ2. (3-29)

We also note that

if Q′(y) is a k-cube centred at y ∈ r Q j1(x) and touching the barrier ∂(r Q j1(x))
then Q′ is good if k ≥ j0. (3-30)

Indeed, if k ≥ j1 then Q′ is good by the barrier property (3-27). If k < j1 then Q′
⊃ r Q j1(x) ∋ x (as the

sidelength of Q′(y) is more than 210 times larger than the sidelength of r Q j1(x) ∋ y), and so Q′ is good
by (3-26).

Suppose that the theorem is false and let t0 > 1
2(a + b) be the first time when it fails. Then

uQ′(t)≤ c 2−kρ(Q′)/2 for all t ∈ [0, t0] and all k-cubes Q′
⊂ r Q j1(x) (3-31)

and there exists a j-cube Q ⊂ r Q j1(x) (for some j ≥ 0) such that

uQ(t0)≥ 2− jρ(Q)/2. (3-32)

We note that the existence of such Q is nontrivial, since there are infinitely many functions uQ′(t) for
Q′

⊂ r Q j1(x). In fact one can think of a scenario when all such uQ′’s remain close to zero until t0 with a
sequence of uQ′’s growing faster and faster past t0 (in such scenario (3-31) holds but not (3-32)). We verify
in Step 1 below that such a scenario does not happen (i.e., that such Q exists) as long as t0 lies inside (a, b).3

We now let t1 ∈ (0, t0) be the last time such that uQ(t1)=
1
2 2− jρ(Q)/2. Then

uQ(t) ∈
[ 1

2 2− jρ(Q)/2, 2− jρ(Q)/2] for t ∈ [t1, t0]. (3-33)

The main estimate (3-14) gives

2− jρ(Q)
=

4
3(uQ(t0)2−uQ(t1)2)

≤ −c 22α j
∫ t0

t1
u2

Q+c
∫ t0

t1
uQ

(
2 j u3Q/2, j±2

∑
θ j≤k≤ j−5

23k/2uQk +25 j/2u2
3Q/2, j±4+23 j/2

∑
k≥ j+1

2ku2
3Q/2,k

)
+c

∫ t0

t1
22α j 2− jεu2

3Q/2, j±2+e( j), (3-34)

3This is the localisation issue that we referred to in the Introduction. This issue was ignored in [Katz and Pavlović 2002].
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where we omitted the time argument in our notation. Note that we can write

e( j)≤ c 2−20 j

(recall the beginning of Section 2 for the definition of e( j), the j-negligible error), so that it can be
ignored (i.e., it can be absorbed into the left-hand side for sufficiently large j ). We will estimate the terms
appearing on the right-hand side of (3-34) in Steps 2–4 below, and we will conclude the proof in Step 5.

Step 1: We verify (3-32).
Let m ∈N. By definition of t0 there exists τ ∈ (t0, t0+1/m) and a j -cube Q such that uQ(τ )≥c 2− jρ(Q)/2.

We claim that (3-32) holds for such Q if m is taken sufficiently large. Indeed, if it does not, then
2 jρ(Q)/2uQ(t0)≤ 1 for each m, and so

c − 1 ≤ 2 jρ(Q)/2(uQ(τ )− uQ(t0))≤ 211 j/2
∥φ2

Q Pj (u(τ )− u(t0))∥ ≤ c∥u(τ )− u(t0)∥2
H6(R3)

for all m, uniformly in j , and so continuity of u in time (on (a, b)) with values in H 6 gives a contradiction
for sufficiently large m. (Note that, for simplicity, we have omitted the dependence of τ and Q on m in
the notation above.)

Step 2: We observe that δ(Q)≥ 11, so that in particular

ρ(Q)≥ 5 − 4α+ ε. (3-35)

In order to see this, note that if δ(Q)≤ 10 then Q j−10 touches ∂(r Q j1(x)). Thus (3-30) implies that
Qk−10 is good for every k ∈ [θ j, j], since

k − 10 ≥ θ j − 10 ≥ θ j1 − 10 ≥ j0

by our choice (3-29) of j1. Hence Theorem 3.3 gives that

2uQ(t0) < 2− j (5−4α+ε)/2
≤ 2− j (5−4α+εδ(Q)/10)/2

= 2− jρ(Q)/2,

which contradicts (3-32).

Step 3: We show that

uQk (t)≤ c 2−k(5−4α+ε)/2, k ∈ [θ j, j − 5],

u3Q/2,k(t)≤

{
c 2− j (ρ(Q)−2ε/5)/2, k ∈ [ j − 4, . . . , j + 100/ε],
c 2−3 j 2−k(9−4α)/2, k ≥ j + 100/ε,

(3-36)

for t ∈ (t1, t0).

Case 1: k ∈ [θ j, j − 5]. If δ(Qk)≥ 11 then in particular Qk ⊂ r Q j1(x) and ρ(Qk)≥ 5 − 4α+ ε, and so
the claim follows from (3-31). If δ(Qk)≤ 10 then Ql−10 is good for every l ∈ [θk, k] due to (3-30), since

l − 10 ≥ θk − 10 ≥ θ2 j − 10 ≥ θ2 j1 − 10 ≥ j0. (3-37)

Therefore the claim follows from Theorem 3.3.
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Qj−2

Q′ ∈ Sk(7Q/4)

Q = Qj

7Q/4

Qj−1

Figure 3. An illustration of (3-40) - note that each Q′
∈ Sk

(7
4 Q

)
is of the same size as

Q (as in the illustration) or smaller (as k ≥ j).

Case 2: k ∈ [ j − 4, . . . , j + 100/ε). Then

δ(Qk)= δ(Q)+ k − j ≥ δ(Q)− 4 ≥ 7, (3-38)

where we used Step 2 in the last inequality. Hence Qk ⊂ r Q j1(x) and

ρ(Qk)≥ ρ(Q)− 2
5ε.

Thus since for k ∈ [ j − 4, j − 1] we have 3
2 Q ⊂ Qk , (3-31) gives

u3Q/2,k ≤ 2−kρ(Qk)/2 ≤ 2−k(ρ(Q)−2ε/5)/2
≤ c 2− j (ρ(Q)−2ε/5)/2,

as required. If k ≥ j we note that
u3Q/2,k ≤

∑
Q′∈Sk(7Q/4)

uQ′, (3-39)

where Sk
( 7

4 Q
)

denotes a cover of 7
4 Q by k-cubes with #Sk

( 7
4 Q

)
≤ c 23(k− j)(1−ε) (recall the beginning

of Section 3). Since

Q′

j = 2−( j−k)(1−ε)Q′
⊂ Q j−2 for every Q′

∈ Sk
( 7

4 Q
)
, (3-40)

see Figure 3, we obtain

δ(Q′)= δ(Q′

j )+ k − j ≥ δ(Q j−2)= δ(Q)− 2, (3-41)

and so ρ(Q′)≥ ρ(Q)− 1
5ε. Therefore (3-31) gives

uQ′ ≤ 2−kρ(Q′)/2
≤ 2−k(ρ(Q)−ε/5)/2

≤ c 2− j (ρ(Q)−2ε/5)/2,

and since #Sk
( 7

4 Q
)

≤ c 2300(1−ε)/ε
= c (recall our constants may depend on ε) the claim follows by

applying (3-39) above.

Case 3: k ≥ j + 100/ε. For such k we improve (3-41) by writing

δ(Q′)= δ(Q′

j )+ k − j ≥ δ(Q j−2)+ 100/ε = δ(Q)+ 100/ε− 2> 100/ε (3-42)



PARTIAL REGULARITY OF THE HYPERDISSIPATIVE INCOMPRESSIBLE NAVIER-STOKES EQUATIONS 777

for any Q′
∈ Sk

(7
4 Q

)
where we used Step 2 in the last inequality. This gives ρ(Q′) = 15 − 4α. Thus

using (3-39) and the estimate #Sk
(7

4 Q
)
≤ c 23(k− j)(1−ε)

≤ c 23(k− j) we arrive at

u3Q/2,k ≤

∑
Q′∈Sk(7Q/4)

uQ′ ≤

∑
Q′∈Sk(7Q/4)

2−kρ(Q′)/2
≤ c 23(k− j)2−kρ(Q′)/2

= c 2−3 j 2−k(9−4α)/2,

as required.

Step 4: We use the previous step to estimate the terms appearing on the right-hand side of the main
estimate (3-34). Namely we show that∑

θ j≤k≤ j−5

23k/2u3Q/2,k ≤ c 23 j/22− j (5−4α)/22− jε/2,

u2
3Q/2, j±4 ≤ c 2− jρ(Q)/22− j (5−4α)/22− jε/10,∑

k≥ j+1

2ku2
3Q/2,k ≤ c 2 j 2− jρ(Q)/22− j (5−4α)/22− jε/10.

(3-43)

We note that, although the terms appearing on the right-hand side might look complicated, we write
them in this form to articulate their roles. As for the factors 23 j/2 or 2 j, these are “bad factors” which,
together with the corresponding factor in the main estimate (3-34), give 25 j/2. This should be compared
against the factor 22α j which is a “good factor” given by the dissipation (i.e., by the first term on the
right-hand side of (3-34), which comes with a minus). This brings us to the factors of the form 2− j (5−4α)

whose role is exactly to balance the “bad factor” against the “good factors”.
As for the factors 2− jρ(Q)/2, we point out that together with the corresponding factor uQ (which is

bounded above and below by 2− jρ(Q)/2 due to (3-33)) appearing in the basic estimate, one obtains 2− jρ(Q)

as the common factor of all terms in (3-34).
Finally, the role of any factor involving ε is to make sure that the balance falls in our favour, namely

that the resulting constant at all terms on the right-hand side of (3-34) (except for the first term), is smaller
than the constant at the first term (the dissipation term). Writing the estimates in the form (3-43) also
exposes the value of 5 − 4α, which is our desired bound on the Hausdorff dimension.

We now briefly verify (3-43). The first two of them follow from Step 3 by a simple calculation,∑
θ j≤k≤ j−5

23k/2u3Q/2,k ≤ c
∑

θ j≤k≤ j−5

2−k(2−4α+ε)/2
≤ c 2− j (2−4α+ε)/2 (3-44)

and

u2
3Q/2, j±4 ≤ c 2− j (ρ(Q)−2ε/5)

= c 2− jρ(Q)/22− j (ρ(Q)−4ε/5)/2
≤ c 2− jρ(Q)/22− j (5−4α)/22− jε/10,

as required, where we used (3-35) in the last inequality. As for the third estimate in (3-43) we write∑
k≥ j+1

=

∑
j+1≤k≤ j+100/ε

+

∑
k> j+100/ε

,

and estimate each of the two sums separately,∑
j+1≤k≤ j+100/ε

2ku2
3Q/2,k ≤ c 2 j 2− j (ρ(Q)−2ε/5)

≤ c 2 j 2− jρ(Q)/22− j (5−4α+ε/5)/2
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(recall that c might depend on ε), where we used (3-35) in the last inequality, and∑
k> j+100/ε

2ku2
3Q/2,k ≤ c 2−3 j

∑
k> j+100/ε

2−k(8−4α)
≤ c 2− j (11−4α)

≤ c 2 j 2− jρ(Q)/22− j (5−4α+ε/5)/2,

where we used the inequality 11 − 4α ≥ −1 +
1
2ρ(Q)+

1
2(5 − 4α)+ 1

10ε (a trivial consequence of the
fact that ρ(Q)≤ 5 − 4α+ 10) in the last inequality.

Step 5: We conclude the proof.
Applying the estimates from the previous step into the main estimate (3-34) and recalling that

u2
3Q/2, j±2 ≤ c 2− j (ρ(Q)−2ε/5) (from Step 3) we obtain

2− jρ(Q)

≤ −c 22α j
∫ t0

t1
u2

Q+c
∫ t0

t1
uQ

(
2 j 2− j (ρ(Q)−2ε/5)/223 j/22− j (5−4α)/22− jε/2

+25 j/22− jρ(Q)/22− j (5−4α)/22− jε/10

+23 j/22 j 2− jρ(Q)/22− j (5−4α)/22− jε/10)
+22α j 2− jε

∫ t0

t1
2− j (ρ(Q)−2ε/5)

= −c 22α j
∫ t0

t1
u2

Q+c 22α j
∫ t0

t1
uQ(2− jρ(Q)/2(2−3 jε/10

+2− jε/10
+2− jε/10))+c 22α j 2−3 jε/5

∫ t0

t1
2− jρ(Q)

≤ −c 2 j (2α−ρ(Q))(t0−t1)(1−c 2− jε/10),

where we used the lower bound uQ ≥
1
2 2− jρ(Q)/2 (see (3-33)) in the last line. Therefore if j0 is sufficiently

large so that
1 − c 2− j1ε/10 > 0

(where c is the last constant appearing in the calculation above; recall also that j1 is given by (3-29)),
we obtain

1 ≤ 0,
a contradiction. □

Corollary 3.8. Given x ̸∈ E and an interval of regularity (ai , bi ) there exists an open neighbourhood U
of x such that

∥u(t)∥L∞(U ) remains bounded for t ∈
( 1

2(ai + bi ), bi
)
.

Proof. We fix an interval of regularity. By Theorem 3.7 there exists j1 and r ∈ (0, 2−10) such that

uQ(t)≤ 2− jρ(Q)/2

for all t ∈ [0, T ) and all j -cubes Q ⊂ r Q j1(x). Let j2 ∈ N be the smallest number such that δ(Q)≥ 100/ε
for every j -cube Q ⊂ Q j2(x). (Note that the last condition implies also that j ≥ j2.) Then ρ(Q)≥ 10 for
any such j-cube Q and so uQ ≤ c 2−5 j. We let

U := Q j2+2(x).

To show that ∥u(t)∥L∞(U ) remains bounded, we note that the localised Bernstein inequality (2-21) gives

∥φQ Pj u∥∞ ≤ c 23 j/2uQ + e( j)≤ c 2−7 j/2
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for every j-cube Q ∈ Sj (U ) with j ≥ j2 + 2. Hence

∥Pj u∥L∞(U ) ≤
∑

Q∈Sj (U )

∥φQ Pj u∥∞ ≤ c 23(1−ε)( j−( j2+2))2−7 j/2
= cj22− j/2

for such j and so
∥u∥L∞(U ) ≤ ∥P≤ j2+1u∥∞ +

∑
j≥ j2+2

∥Pj u∥L∞(U )

≤ c 23 j2/2∥P≤ j2+1u∥ + cj2

∑
j≥ j2+2

2− j/2
≤ cj2,

as required, where we used the Bernstein inequality (2-12) in the second inequality. □

3F. Regularity for α > 5
4 . Here we briefly verify Corollary 1.3. Letting ε ∈ (0, 4α− 5) we see that any

j-cube ( j ≥ 0) satisfies
uQ(t)≤ c ≤ c 2− j (5−4α+ε)

for all t ≥ 0. Thus any closed and sufficiently small surface S ⊂ R3 can be used as a barrier, and
Theorem 3.7 (with ∂(r Q j1(x)) replaced by S) gives that uQ(t) < 2− jρ(Q)/2 for all j-cubes Q located
inside S and all t ≥ 0 (provided u0 is sufficiently smooth). Furthermore j2 (from the proof of Corollary 3.8)
can be chosen independently of x (i.e., depending only on how small S is), and consequently Corollary 3.8
gives boundedness of ∥u(t)∥∞ in t > 0.

4. The box-counting dimension

Here we prove Theorem 1.2; namely that dB(S(k)) ≤
1
3(−16α2

+ 16α + 5), where S(k) :=
⋃

i≤k Si

(recall (1-7)).
A bound on dB(S(k)) can in fact be obtained by examining the proof of Theorem 3.7 above. Namely,

observing that the only consequence of x ̸∈ E that we used in its proof was that

x ̸∈ Q for any Q ∈ Bk, k ∈ [θ2 j1 − 10, j1], (4-1)

where j1 is taken sufficiently large. In fact, this allowed us to deduce that for a given j -cube Q ⊂ r Q j1(x)
the cube Qk = 2( j−k)(1−ε)Q is good for such k’s (take j0 := ⌊θ2 j1 − 10⌋ and recall (3-26), (3-27) and
(3-30)). This, in light of Theorem 3.3, gave us the “slightly more than critical” decay, which in turn
enabled us to deduce better decay for cubes located further inside the barrier r Q j1(x). Corollary 3.8 then
deduced that x ̸∈ S.

Using (4-1) we see that for sufficiently large j⋃
k∈{⌊θ2 j−10⌋,..., j}

⋃
Q∈Bk

Q

contains the singular set in space at a given blow-up time. Thus, covering each of the covers Bk

(k ∈ {⌊θ2 j − 10⌋, . . . , j}) by at most

c 23( j−k)(1−ε)#Bk ≤ c 23( j−k)(1−ε)2k(5−4α+ε)
= c 23 j (1−ε)2k(2−4α+2ε)
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j-cubes we obtain a cover of the singular set by at most

c
j∑

k=⌊θ2 j−10⌋

23 j (1−ε)2k(2−4α+2ε)
≤ c 2 j (3−3ε+θ2(2−4α+2ε))

= c 2 j (−64α3
+96α2(1+ε)−48α(1+ε)2+35+8ε3

+8ε2
−3ε)/9 (4-2)

j -cubes, where we substituted θ =
2
3(2α− 1 − ε) (recall (3-3)) in the last line. In other words N (S(m), r),

the minimal number of r-balls required to cover S(m) (recall the definition (1-8) of the box-counting
dimension), satisfies

N (S(m), r)≤ c r (−64α3
+96α2(1+ε)−48α(1+ε)2+35+8ε3

+8ε2
−3ε)/9(1−ε) (4-3)

for sufficiently small r . This gives that

dB(S(m))≤
1
9(−64α3

+ 96α2
− 48α+ 35) (4-4)

for every m ∈ N. As noted in the Introduction, we point out that the required smallness of r for (4-3)
to hold depends on the interval of regularity (ai , bi ). This is the reason why we only estimate dB(S(m)),
rather than dB(S).

In what follows we present a sharper argument that allows one to get rid of one of θ ’s in the first line
of (4-2) to yield the following.

Proposition 4.1. Given the interval of regularity (ai , bi ) the set⋃
k∈{⌊θ j−10⌋,..., j}

⋃
Q∈Bk

Q

covers the singular set in space at time bi if j is sufficiently large.

Assuming this proposition and letting Cj be a j-cover of all elements of Bk for k = ⌊θ j − 10⌋, . . . , j ,
we obtain a j-cover of the singular set with

#Cj ≤ c
j∑

k=⌊θ j−10⌋

23( j−k)(1−ε)#Bk ≤ c 2 j (3−3ε+θ(2−4α+2ε))
= c 2 j (−16α2

+16α(1+ε)+5−17ε−4ε2)/3,

which shows that dB(S(m))≤ 1
3(−16α2

+16α+5) for all m ∈ N, by an argument analogous to that above.
This is sharper than (4-4), and it proves Theorem 1.2. We note that if one was able to get rid of the other θ
in (4-2), then one would obtain dB(S)≤ 5 − 4α, i.e., the same bound as for dH (S).

Before proceeding to the proof of Proposition 4.1, we comment on the main idea of Proposition 4.1 in
an informal way.

Recall (3-37) that for each k ∈ [θ j, j − 5] we needed Ql−10 to be good for l ∈ [θk, k], and deduced
from the “ε-better than critical” decay for uQk (in Case 1 of Step 3 of the proof of Theorem 3.7, by using
Theorem 3.3), which we have then plugged into the sum of the low modes of the main estimate (3-34) (in
(3-44) above). However, looking closely at this term of the main estimate,

2 j
∫ t0

t1
uQu3Q/2, j±2

∑
θ j≤k≤ j−5

23k/2uQk ,
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we observe that it has a structure similar to the definition of a good cube (3-15). Indeed, ignoring uQ and
u3Q/2, j±2 for a moment we see that we could use (3-15) to estimate it. If that were possible, we would only
need to require that Qk (or rather Qk−10) is good for k ∈ [θ j, j −5], and so we would end up with a saving
of one θ . The only problem is that (3-15) is concerned with the time integral of a squared function, rather
than the function itself, and so, applying the Cauchy–Schwarz inequality in the time integral we would
obtain an additional factor of (t0 − t1)−1/2; see the last term in (4-8) below. It turns out that this additional
factor can be taken care of by absorbing a part of this term by the left-hand side (as in (4-9) below).

Proof of Proposition 4.1.. We will show that if j1 is sufficiently large then every x outside of Cj1 is a
regular point in the given interval of regularity (a, b). We set

j0 := ⌊θ j1 − 10⌋. (4-5)

As in Theorem 3.7 we show that, for sufficiently large j1 = j1(ci ),

uQ(t) < ci 2− jρ(Q) (4-6)

for every x ̸∈
⋃

Q∈Cj1
Q, where ci depends on the interval of regularity (ai , bi ). In fact, we can copy the

entire proof of Theorem 3.7, except for Step 4, where we replace the estimate on the low modes (i.e., the
first inequality in (3-43)) by∑

k∈[θ j, j−5]

23k/2
∫ t0

t1
uQk ≤ c(t0 − t1)2− j (2−4α+ε)/2

+ c(t0 − t1)1/22− j (2−2α+ε)/2, (4-7)

which we prove below. Given (4-7), we can plug it, together with the remaining two inequalities in (3-43),
into the main estimate (3-34) (just as we did in Step 5 of the proof of Theorem 3.7 above) to yield

2− jρ(Q)
= c(uQ(t0)2−uQ(t1)2)

≤ −c 22α j
∫ t0

t1
u2

Q+c
∫ t0

t1
uQ

(
2 j u3Q/2, j±2

∑
θ j≤k≤ j−5

23k/2uQk +25 j/2u2
3Q/2, j±4+23 j/2

∑
k≥ j+1

2ku2
3Q/2,k

)
+22α j 2− jε

∫ t0

t1
u2

3Q/2, j±2+e( j)

≤ −c 22α j (t0−t1)2− jρ(Q)
+c 2− jρ(Q)2 j (1+ε/5)

∫ t0

t1

∑
θ j≤k≤ j−5

23k/2uQk

+c(t0−t1)22α j 2− jρ(Q)(2 jε/10
+2 jε/10

+23 jε/5)

≤ 22α j (t0−t1)2− jρ(Q)(−c+c 2− jε/10)+c(t0−t1)1/22− jρ(Q)2α j 2−3 jε/10, (4-8)

where, in the last step, we applied (4-7) to estimate the low modes. At this point we obtain the same
inequality as before (i.e., as in Step 5 of the proof of Theorem 3.7), except for the last term, which can be
estimated using Young’s inequality ab ≤

1
2a2

+
1
2 b2 to give

1
2 2− jρ(Q)

+ c 22α j (t0 − t1)2− jρ(Q)2−3 jε/5. (4-9)
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Absorbing the first term above on the left-hand side we obtain

1 ≤ 22α j (t0 − t1)(−c + c 2− jε/10),

which gives a contradiction for sufficiently large j .
It remains to verify (4-7). To this end, if δ(Qk)≥ 11 then, as before, we can use the fact that the claim

(4-6) remains valid until t0 to obtain that∑
k∈[θ j, j−5]

δ(Qk)≥11

23k/2
∫ t0

t1
uQk ≤ c(t0 − t1)

∑
k∈[θ j, j−5]

δ(Qk)≥11

23k/22−kρ(Qk)/2 ≤ c(t0 − t1)2− j (2−4α+ε)/2,

where we used the fact that ρ(Qk)≥ 5 − 4α+ ε in the last inequality.
If δ(Qk)≤ 10 then Qk−10 intersects the barrier ∂(r Q j1(x)), and so it is good as k − 10 ≥ θ j − 10 ≥ j0

(recall (3-30) and (4-5)). Thus since φQk ≤ 1Qk−10 (recall (2-19)) the definition (3-15) of a good cube gives∫ t0

t1
u2

Qk
≤

∫ t0

t1

∫
Qk−10

|Pku|
2
≤ c 2−k(5−2α+ε).

Hence ∑
k∈[θ j, j−5],δ(Qk)≤10

23k/2
∫ t0

t1
uQk ≤ (t0 − t1)1/2

∑
θ j,..., j−5,δ(Qk)≤10

23k/2
(∫ t0

t1
u2

Qk

)1/2

≤ c(t0 − t1)1/2
∑

k≤ j−5

2−k(2−2α+ε)/2
= c(t0 − t1)1/22− j (2−2α+ε)/2,

as required. □
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THE PESKIN PROBLEM WITH VISCOSITY CONTRAST
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The Peskin problem models the dynamics of a closed elastic filament immersed in an incompressible fluid.
We consider the case when the inner and outer viscosities are possibly different. This viscosity contrast adds
further nonlocal effects to the system through the implicit nonlocal relation between the net force and the free
interface. We prove the first global well-posedness result for the Peskin problem in this setting. The result ap-
plies for medium-size initial interfaces in critical spaces and shows instant analytic smoothing. We carefully
calculate the medium-size constraint on the initial data. These results are new even without viscosity contrast.
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1. Introduction

Fluid structure interaction (FSI) problems in which an elastic structure interacts with a surrounding fluid
are found in many areas of science and engineering. Many numerical algorithms have been developed
for such problems, and the scientific computing of FSI problems continues to be a very active area of
research [Li and Ito 2006; Peskin 2002; Tryggvason et al. 2001; Richter 2017]. The Peskin problem,
considered in this paper, is arguably one of the simplest FSI problems and has been used extensively in
physical modeling as well as in the development of numerical algorithms as a prototypical test problem.

1A. Formulation. Consider the following fluid problem in R2. A closed elastic string 0 encloses a
simply connected bounded domain �1 ⊂ R2 filled with a Stokes fluid with viscosity µ1. The outside
region �2 = R2

\(�1 ∪0) is filled with a Stokes fluid of viscosity µ2. The equations satisfied are

µ11u−∇ p = 0 in �1, (1-1)

µ21u−∇ p = 0 in �2, (1-2)

∇ · u = 0 in R2
\0. (1-3)

Here u is the velocity field and p is the pressure.
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Keywords: Peskin problem, fluid-structure interface, viscosity contrast, global regularity, critical regularity, immersed boundary

problem, Stokes flow, fractional Laplacian, solvability, stability.
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We must specify the interface conditions at 0. Parametrize 0 by the material or Lagrangian coordinate
θ ∈ S= R/(2πZ), and let X (θ, t) denote the coordinate position of 0 at time t . The parametrization is
in the counterclockwise direction, so that the interior region �1 is on the left-hand side of the tangent
vector ∂X/∂θ . For any quantity w defined on �1 and �2, we set

[w] = w|01 −w|02,

where w|01 and w|02 are the trace values of w at 0 evaluated from �1 (interior) and �2 (exterior) sides
of 0. Let n be the outward-pointing unit normal vector on 0:

n=−
∂θX⊥

|∂θX |
, ∂θX =

∂X
∂θ
, ∂θX⊥ =R∂θX , R=

[
0 −1
1 0

]
,

where R is the π
2 -rotation matrix. The interface conditions are

∂X
∂t
= u(X , t), (1-4)

[u] = 0, (1-5)

[6n] = Fel|∂θX |−1, 6 =

{
µ1(∇u+ (∇u)T)− pI in �1,

µ2(∇u+ (∇u)T)− pI in �2,
(1-6)

where I is the 2×2 identity matrix. The first condition is the no-slip boundary condition and the second is
the stress balance condition, where 6 is the fluid stress and Fel is the elastic force exerted by the string 0.
We let

Fel = k0∂
2
θX , k0 > 0, (1-7)

where k0 is the elasticity constant of the string 0.
In the far field, x→∞, we impose the condition that u→0 and p→0. This completes the specification

of the Peskin problem.
Let us rewrite the above problem using boundary integral equations. Given some function F defined

on 0, we express the solution to our problem as the following single-layer potential on S= [−π, π]:

u(x, t)=
∫

S

G(x−X (η))F(η) dη, (1-8)

G(x)= 1
4π

(
− log|x|I +

x⊗ x
|x|2

)
, x = (x1, x2)

T
∈ R2, (1-9)

where G is the stokeslet, the fundamental solution of the two-dimensional Stokes problem. Additionally
for y = (y1, y2)

T
∈ R2 we use the notation

x⊗ y =
[

x1 y1 x1 y2

x2 y1 x2 y2

]
.

We note that X and F (and other variables) depend on t , but we will often suppress this dependence to
avoid cluttered notation. We note that the single-layer potential does not have a velocity jump across the
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interface, and thus the boundary condition (1-5) is automatically satisfied. We then have

∂X
∂t
(θ)=

∫
S

G(1X )F(η) dη, (1-10)

where we use the notation
1X =X (θ)−X (η).

On the other hand, the stress interface condition (1-6) is not automatically satisfied, and this will lead
to an equation for F. Let us compute the stress associated with the single-layer expression (1-8). The
stress 6 in �2 is given by

6i j (x)= µ2

∫
S

Ti jk(x−X (η))Fk(η) dη,

with
Ti jk =−

1
π

xi x j xk

|x|4
, (1-11)

where the subscripts denote the components of the respective tensors/vectors, such as F = (F1, F2)
T, and

the summation convention is in effect for repeated indices. We refer to Chapter 2 of [Pozrikidis 1992] for
further details on the derivation of the stokeslet and the stresslet tensors. In �1, the stress is given by

6i j (x, t)= µ1

∫
S

Ti jk(x−X (η))Fk(η) dη.

Thus, the trace values of the normal stresses are given by the equations

6i j (X (θ))n j (θ)|02 = µ2

(
−

1
2

Fi |∂θX |−1
+ pv

∫
S

Ti jk(1X )Fk(η)n j (θ) dη
)
,

6i j (X (θ))n j (θ)|01 = µ1

(
1
2

Fi |∂θX |−1
+ pv

∫
S

Ti jk(1X )Fk(η)n j (θ) dη
)
.

The stress jump condition (1-6) thus reduces to (for i = 1, 2)

Fi (θ)+ 2Aµ

∫
S

Ti jk(1X )Fk(η)∂θX⊥j (θ) dη = 2
µ1+µ2

Fel,i (θ),

where
Aµ =

µ2−µ1

µ1+µ2
. (1-12)

We define

Si (F,X )(θ)=−∂θX⊥j (θ)
∫

S

Ti jk(1X )Fk(η) dη.

We will frequently write it in vector notation as

F(θ)= 2AµS(F,X )(θ)+ 2Ae F̃el(θ), (1-13)

where

S(F,X )(θ)=−∂θX (θ)⊥ ·
∫

S

T (X (θ)−X (η)) · F(η) dη, (1-14)

with

F̃el =
1
k0

Fel, Ae =
k0

µ2+µ1
. (1-15)
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We point out that the above boundary integral equation has a unique solution F given Fel for sufficiently
smooth X .

The Peskin problem thus reduces to the integral equations (1-10) and (1-13) for X , where G, T , Aµ,
S, Ae, and F̃el are given by (1-9), (1-11), (1-12), (1-14), and (1-15), with Fel given by (1-7). Note also
that, when Aµ = 0, i.e., µ1 = µ2, equation (1-13) reduces to F = 2Ae Fel, and we may just work with the
single equation (1-10).

Assuming that the stationary solutions are sufficiently smooth, it can be shown by an easy calculation
that the only stationary solutions are those in which X is a uniformly parametrized circle and the velocity
field is u = 0; see Section 5.1 of [Mori et al. 2019]. Thus, all of the equilibrium configurations of (1-10)
and (1-13) are spanned by

er (θ)=

[
cos θ
sin θ

]
, et(θ)=

[
− sin θ

cos θ

]
, e1 =

[
1
0

]
, e2 =

[
0
1

]
. (1-16)

1B. Critical regularity and related results. A general guideline for seeking the most natural and largest
class of initial data for a given problem is to identify its scaling and consider a function space that is critical
(invariant) with respect to this scaling. The Peskin problem given above by (1-10) and (1-13) is invariant
under dilation, and thus to make proper sense of scaling one must first fix a reference scale. Consider the
scaling parameter λ>0. The domain scales accordingly from the torus S=[−π, π] to S/λ=[−π/λ, π/λ].
Then, we choose as the reference scale the length of uniformly parametrized circles, which we pick to be 2π .
Given the additional rotation and translation invariance of the problem, let us consider the particular choice

X∗,λ(θ)= λ−1 X∗(λθ),

where X∗(θ) = er (θ). Then, the system (1-10), (1-13) is written in terms of the difference X(θ, t) =
X (θ, t)− X∗(θ). One can check that the following dilation invariance holds: if X(θ, t) is a solution,
then Xλ(θ, t)= λ−1 X(λθ, λt) is also a solution.

More generally, if the elastic force Fel is given by (1-7), then (1-10) has an additional scaling invariance
given by Xλ,τ (θ, t)= τX(λθ, λt) and X∗,λ,τ (θ)= τX∗(λθ) for any λ, τ > 0. The stress jump condition
(1-13) then scales as Fλ,τ (θ, t)= λ2τ F(λθ, λt). This more general scaling leaves the equation invariant
with τ unrelated to λ. We note however that the chord arc condition, defined below in (1-17), is only
invariant under the dilation rescaling where τ = λ−1.

The analytical study of the Peskin problem was initiated in [Lin and Tong 2019; Mori et al. 2019],
in which the case of equal viscosity µ1 = µ2 was studied. In [Lin and Tong 2019], well-posedness was
established in X ∈ C([0, T ]; H 5/2(S)), T > 0, with initial data X 0 in H 5/2(S), whereas in [Mori et al.
2019], the solution resides in X ∈ C([0, T ];C1,α(S)), α > 0, T > 0, with initial data X 0 in h1,α(S),
α > 0 (this space is the completion of smooth functions in the C1,α norm). These spaces are subcritical
with respect to the above scaling. Indeed, in the L2 Sobolev scale, H 3/2(S) (or C([0, T ]; H 3/2(S))) is
the critical space, whereas in the scale of (Hölder) continuous functions, C1(S) (or C([0, T ];C1(S))) is
the critical scale. In this sense, the results in [Mori et al. 2019] are only barely subcritical. The semilinear
parabolic methods [Lunardi 1995] that are used in [Mori et al. 2019] rely crucially on subcriticality,
however, and do not seem to be readily extendible to the critical regularity exponent.
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In this paper, we consider the Peskin problem in which the viscosities µ1 and µ2 are not necessarily
equal. Furthermore, we establish a solution theory with initial data X 0 in the Wiener space F1,1(S), the
space of functions whose derivatives have a Fourier series that is absolutely summable (see Section 1C).
This space is critical with respect to the scaling of the Peskin problem identified above.

In contrast to [Lin and Tong 2019; Mori et al. 2019], our theory is restricted to initial data that is
sufficiently close to the stationary states, i.e., the uniformly parametrized circles. The papers [Lin and
Tong 2019; Mori et al. 2019] establish local-in-time well-posedness in their respective function spaces
subject to the following arc-chord condition on the initial data:

|X 0|∗ ≡ inf
θ,η∈S,θ ̸=η

|X 0(θ)−X 0(η)|

|θ − η|
> 0. (1-17)

In this sense, our results might be better compared to the results on asymptotic stability of the uniformly
parametrized circle obtained in [Lin and Tong 2019; Mori et al. 2019]. The uniformly parametrized circle
is proved to be exponentially stable in the above L2 Sobolev and Hölder scales respectively, and in the
latter paper, it is proved that the solution is in C∞(S) for all positive time. In this paper, we improve
upon this result to prove that the solution is analytic for positive time.

Local-in-time well-posedness for initial data in F1,1 merely satisfying condition (1-17) is an open
question that we do not address in this paper. It is notable, however, that the arc-chord condition (1-17) is
invariant under the dilation scaling described above. In [Mori et al. 2019], it is shown that, if the solution
ceases to exist as t approaches t∗ <∞, then following must hold:

lim
t→t∗

ϱα(X )=∞, ϱα(X )=
∥∂θX∥Cα

|X |∗
for any α > 0.

On the other hand, if ϱα(X ) remains bounded for all time for some α > 0, then X must converge to a
uniformly parametrized circle. A similar criterion, in which the numerator of ϱα is replaced with a critical
norm such as the F1,1 norm, would be a major improvement that should lead to a better understanding of
the global-in-time dynamics of the Peskin problem.

Another extension of the Peskin problem is to consider the following elastic force in place of (1-7):

Fel = ∂θ

(
T (|∂θX |)

∂θX
|∂θX |

)
, (1-18)

where T (s) is a tension coefficient that must satisfy the structure condition T > 0 and dT /ds > 0. Note
that the above expression is reduced to (1-7) if we take T (s)= k0s, hence k0 = T (1)= dT /ds. In the
case of equal viscosity µ1 = µ2, a local-in-time well-posedness theory for initial data satisfying (1-17)
under the more general force (1-18) is established in [Rodenberg 2018] in the Hölder scale similarly to
[Mori et al. 2019], using nonlinear parabolic methods [Lunardi 1995]. It is expected that the results and
methods of this paper can be extended to this more general case.

Finally, we mention [Tong 2021] in which the author considers a regularization of the Peskin problem
inspired by the immersed boundary method, extending the techniques in [Lin and Tong 2019]. Such
studies may form the basis for numerical analysis of the Peskin problem.
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The surface tension problem, in which the interface is not elastic but only exerts a surface tension,
may be the most closely related class of problems for which there are extensive analytical studies. We
note that our problem is distinct from the surface tension problem; in contrast to an elastic interface
considered in the Peskin problem, an interface with surface tension only does not resist stretching. This
difference manifests itself in the different energy dissipation laws satisfied by the respective problems;
see Section 1.1 of [Mori et al. 2019]. We refer the reader to [Prüss and Simonett 2009; 2016; Shimizu
2009] for an extensive survey of the analytical study of the surface tension problem.

There is also an increasing number of analytical studies on fluid-structure interaction problems in
which an elastic structure interacts with a fluid, related to the Peskin problem considered here [Ambrose
and Siegel 2017; Cheng et al. 2007; Cheng and Shkoller 2010; Liu and Ambrose 2017; Muha and Canić
2013; Plotnikov and Toland 2011; 2012; Li 2021; Boulakia et al. 2012]. The equations dealt with in these
studies are typically more complicated than those of the Peskin problem; the sharp results obtained for
the simpler Peskin problem should serve as a guide to what is possibly true for the more complicated
model problems.

From an analytical perspective, the Muskat problem is perhaps the closest nonlinear PDE to our
problem for which there is a large body of analytical studies. However, it models a very different physical
setting: two immiscible and incompressible fluids in a porous media governed by Darcy’s law. On the
other hand, for a nearly flat interface in the presence of gravity both problems have the same symbol
at the linear level. The authors of [Constantin et al. 2013] introduced the use of the Wiener algebra
to obtain global well-posedness results for the Muskat problem at critical regularity. Moreover, the
size restriction on the initial data was given by an explicit constant that is independent of any physical
parameter. These techniques were extended in [Constantin et al. 2016; Gancedo et al. 2019a] to deal with
the three-dimensional setting and the case of viscosity jumps, respectively. Other results for the Muskat
problem that only require medium-size initial data in critical spaces (as opposed to the more standard
arbitrarily small data condition) [Cameron 2019; 2020] rely on the maximum principle; these methods
have thus far not been shown to be well-suited to deal with viscosity contrasts.

In this paper, we will use spaces related to the Wiener algebra that allow us to perform careful and
detailed estimates on the nonlinear terms to control explicitly the size constraint on the initial data (see
Figure 1). As opposed to the Muskat problem, here the problem is not only described by the shape of
the interface: the parametrization corresponds to the distribution of material points, and thus it matters.
As a consequence, we have to develop further techniques to deal with a system of equations (for both
components of the curve). Interestingly, a careful understanding of the linear system, together with an
appropriate change of framework, allows us to decouple the frequencies associated to the projection of
the interface onto the space of equilibria from the others. Indeed, we overcome a major difficulty of the
very recent result in [Gancedo et al. 2019b] that deals with the Muskat problem for closed interfaces (i.e.,
bubbles), and obtain the global existence and uniqueness result for the Peskin problem with viscosity
contrast at critical regularity.

1C. Notation and functional spaces. We summarize here the notation and functional spaces that will be
used throughout the paper.
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For a vector x = (x1, x2)
T
∈ C2 we define

x⊥ def
=Rx, R def

=

[
0 −1
1 0

]
, R−1

=

[
0 1
−1 0

]
.

We denote the Euclidean norm as

|x| =
√

xT x̄ =
√
|x1|2+ |x2|2,

and for a matrix A = (ai j )1≤i, j≤2 we use the induced matrix norm

∥A∥ = σmax(A), (1-19)

where σmax(A) is the largest singular value of A. For a vector such as X∗ we will write X∗, j to be the
j-th component of that vector.

We now define the periodic Hilbert transform of a function f with period 2P as

H( f )(θ) def
=

1
2P

pv
∫ P

−P

f (θ − η)
tan

(
η

2P/π

) dη = 1
4P

pv
∫ P

−P

f (θ − η)− f (θ + η)
tan

(
η

2P/π

) dη. (1-20)

Unless stated otherwise, throughout the paper we will use the case P = π . In this case, we also define
the Fourier transform of a periodic function f with domain S= [−π, π] as

F( f )(k) def
= f̂ (k)= 1

2π

∫ π

−π

f (θ)e−ikθ dθ, k ∈ Z.

Further F(H( f ))(k) = −i sgn(k) f̂ (k). Then we define the operator 3 using the Fourier transform as
F(3 f )(k) def

= |k| f̂ (k). And we observe that H(∂θ f )(θ)=3 f .
We denote by f ∗ g the standard convolution of f and g. We use the iterated convolution notation

∗
k f = f ∗ · · · ∗ f︸ ︷︷ ︸

k−1 convolutions of k copies of f

(1-21)

Thus for instance ∗2 f = f ∗ f .
We also use the following notation for the discrete delta function, δa(k), which is the function that is

equal to 1 when k = a and equal to 0 elsewhere. Throughout the paper we will further define

δ1,−1(k)= δ1(k)+ δ−1(k). (1-22)

We further define the high-frequency cut-off operator JM for M ≥ 0 by

ĴM X(k) def
= 1|k|≤M X̂(k), (1-23)

where 1A is the standard indicator function of the set A, so that 1A(x)= 1 if x ∈ A and 1A(x)= 0 if x /∈ A.
For two vectors X(θ),Y(θ) ∈ R2 we define

⟨X,Y ⟩ =
∫

S

X(θ) ·Y(θ) dθ. (1-24)
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Generalizing the Wiener algebra of functions with absolutely convergent Fourier series as in [Gancedo
et al. 2019b], we further define the homogeneous Ḟ s,1

ν and nonhomogeneous F s,1
ν norms as

∥X∥Ḟ s,1
ν
=

∑
k∈Z\{0}

eν(t)|k||k|s |X̂(k)|, s ∈ R, (1-25)

∥X∥F s,1
ν
= |X̂(0)| +

∑
k∈Z\{0}

eν(t)|k||k|s |X̂(k)|, s ≥ 0, (1-26)

with
ν(t)= ν∞

t
1+ t

≥ 0, (1-27)

and ν∞ > 0 is chosen sufficiently small. Note that ν(0)= 0, ν(t) > 0 for all t > 0. Further ν ′(t)≤ ν∞
and ν(t)≤ ν∞ are bounded for all time. When ν ≡ 0, we write Ḟ s,1

0 = Ḟ s,1 and F s,1
0 = F s,1. These are

the main norms that we will use in this paper. Note that when s = 1, the Ḟ s,1 norm is critical for the
Peskin problem.

In this paper we write A ≲ B if A ≤ C B for some inessential constant C > 0. We also write A ≈ B if
both A ≲ B and B ≲ A hold. Throughout the paper, we will define

Ci = Ci (∥X∥Ḟ1,1
ν
)= Ci (∥X∥Ḟ1,1

ν
; ν∞) > 0, i = 1, 2, . . . , (1-28)

as functions that are increasing in ∥X∥Ḟ1,1
ν
≥ 0 and might depend on the analyticity constant ν∞, with

the properties that Ci (∥X∥Ḟ1,1
ν
)≈ 1 for all ν∞ ≥ 0 and lim∥X∥

Ḟ1,1
ν
→0+ Ci (∥X∥Ḟ1,1

ν
; 0)= 1. We will also

define
Di = Di (∥X∥Ḟ1,1

ν
)= Di (∥X∥Ḟ1,1

ν
; Aµ, ν∞) > 0, i = 1, 2, . . . ,

as functions that are increasing in ∥X∥Ḟ1,1
ν
≥ 0 and might depend on the physical parameter Aµ and the

analyticity constant ν∞, with the properties that Di (∥X∥Ḟ1,1
ν
)≈ 1 for all Aµ ∈ (−1, 1) and all ν∞ ≥ 0,

and lim∥X∥
Ḟ1,1
ν
→0+ Di (∥X∥Ḟ1,1

ν
; 0, 0)= 1.

1D. Main results. In this section we will state the main result of this paper: namely, that membranes
whose initial interface has critical regularity (in terms of the scaling of the problem), and that are not too
far from an equilibrium configuration, become instantaneously analytic and converge exponentially fast
to the equilibrium. Without loss of generality, we assume that the initial area enclosed by the membrane
is π . We get the result under an explicit medium-size condition for the initial deviation and for general
viscosity contrast Aµ ∈ (−1, 1).

Definition 1.1 (strong solution). Let

X ∈ C([0, T ];F1,1)∩C1((0, T ];F 0,1)

and

|X |∗(t)= inf
θ,η∈S,θ ̸=η

|X (θ, t)−X (η, t)|
|θ − η|

> 0

for 0 ≤ t ≤ T. Then, X is a strong solution to the viscosity-contrast Peskin problem with initial value
X (0)=X 0 if it satisfies (1-10), (1-13) for 0< t ≤ T and X (t)→X 0 in F1,1 as t→ 0.
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Theorem 1.2 (main result). Let Aµ ∈ (−1, 1) and X 0 ∈ F1,1. Let X0,c be the projection of X 0 onto the
vector space spanned by (1-16) and X0 =X 0−X0,c; thus X0 is mean zero and X̂ 0(0)= X̂0,c(0). Assume
that initially the deviation X0 satisfies the medium-size condition

∥X0∥Ḟ1,1 < k(Aµ), (1-29)

where k(Aµ) > 0 is defined in (4-9) (see also (4-10) and Figure 1), and that the area enclosed by X 0 is π .
Then, for any T > 0, there exists a constant ν∞ > 0 such that there exists a unique global strong solution
X (t) to the system (1-10) and (1-13), which lies in the space

X ∈ C([0, T ];F1,1
ν )∩C1((0, T ];F 0,1

ν )∩ L1([0, T ]; Ḟ2,1
ν ),

with ν(t) given by (1-27). In particular, it becomes instantaneously analytic. Moreover, the following
energy inequality is satisfied for 0≤ t ≤ T :

∥X∥Ḟ1,1
ν
(t)+

Ae

4
C

∫ t

0
∥X∥Ḟ2,1

ν
(τ ) dτ ≤ ∥X0∥Ḟ1,1, (1-30)

with C = C(∥X0∥Ḟ1,1, Aµ, ν∞) > 0 defined in (4-12). In addition,

∥X∥Ḟ1,1
ν
(t)≤ ∥X0∥Ḟ1,1e−(Ae/4)Ct . (1-31)

The zero frequency X̂c(0) remains uniformly bounded for all times as

|X̂c(0)| ≤ |X̂0,c(0)| + C̃∥X0∥
2
Ḟ1,1,

with C̃ = C̃(∥X0∥Ḟ1,1, Aµ) > 0 given in (4-15), while

1− 1
2∥X∥

2
Ḟ1,1
ν
≤ |X̂c(1)|2 ≤ 1+ 1

2∥X∥
2
Ḟ1,1
ν
. (1-32)

We remark that the decay to zero of the deviation X in (1-31) together with (1-32) shows the exponen-
tially fast convergence to a uniformly parametrized circle with the same area as the initial one.

Remark 1.3. The size of ν∞ > 0 is limited by the size of the initial data. This can be seen in (4-7).
Because we are only interested in having any fixed but arbitrarily small ν∞ to ensure analyticity, we
stated the size condition as in (1-29).

Remark 1.4. In our results, we assume that both viscositiesµ1 andµ2 are positive and hence−1< Aµ<1.
We remark on the endpoint cases of Aµ = ±1, which formally correspond to the cases when µ1 = 0
or µ2 = 0. As can be seen from Figure 1, the allowed size of the deviation from X0 tends to 0 as
Aµ→±1, which may indicate potential difficulties in formulating a well-posed mathematical problem
for the endpoint cases. From a physical standpoint, it does not make sense to set the viscosity to 0 in
either �1 or �2, and thus a proper treatment of these endpoint cases will require a rethinking of the
physical situation under consideration. The case Aµ =−1 or µ2 = 0 may be thought of as corresponding
to the problem in which a droplet of Stokesian fluid is floating in vacuum. One significant difference
between this and the Peskin problem is that in the former problem a droplet in linear translation or rigid
rotation experiences no external forces. The force balance and continuity equations will thus have to be
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supplemented by auxiliary conditions that assure uniqueness, after which this problem is likely to be
well-posed. In the case Aµ = 1 or µ1 = 0, �1 might be considered to be vacuum. It is not clear if this
problem is well-posed. We will not pursue these issues further.

1E. Outline. The rest of the paper is structured as follows. In Section 2, we first decompose in Section 2A
the system (1-10), (1-13) into zero-order, linear, and nonlinear parts around the equilibrium configuration,
and then in Section 2B we perform the linearization of the problem and show its parabolic structure.
Section 2C shows how this structure leads to dissipation and in Section 2D we summarize the system of
equations in its final form. Section 3 contains the crucial nonlinear estimates needed to prove Theorem 1.2.
Finally, Section 4 is dedicated to the proof of Theorem 1.2 via a regularization argument and also shows
the uniqueness of the solutions.

2. Linearization around the steady state

We will linearize the system (1-9)-(1-15), with Fel given by (1-7), around a time-dependent uniformly
parametrized circle with center (c(t), d(t)) and radius R(t):

Xc(θ, t)= a(t)er (θ)+ b(t)et(θ)+ c(t)e1+ d(t)e2,

R2(t)= a2(t)+ b2(t),
(2-1)

where a(t), b(t), c(t) and d(t) are arbitrary time-dependent functions and er (θ), et(θ), e1(θ), e2(θ) are
defined in (1-16). For notational convenience, we will suppress the time dependence of the coefficients.

2A. Nonlinear expansion. We will denote by X(θ) the deviation from the circle Xc(θ) as X(θ) =
X (θ)− Xc(θ). We define further

1X def
= X(θ)− X(η)
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and

1ηX(θ) def
=

X(θ)− X(η)
2 sin

(
θ−η

2

) . (2-2)

In particular, we have

1ηXc(θ)= aet

(
θ+η

2

)
− ber

(
θ+η

2

)
,

since

1ηer (θ)=

[
− sin

(
θ+η

2

)
cos

(
θ+η

2

)]= et

(
θ+η

2

)
,

1ηet(θ)=

[
− cos

(
θ+η

2

)
− sin

(
θ+η

2

)]=−er

(
θ+η

2

)
,

where we have used the trigonometric identities

sin (θ)− sin (η)= 2 sin
(
θ−η

2

)
cos

(
θ+η

2

)
,

cos (θ)− cos (η)=−2 sin
(
θ−η

2

)
sin

(
θ+η

2

)
.

Recalling (2-1) and using the identities

∂θ er (θ)= er (θ)
⊥
= et(θ),

∂θ et(θ)= et(θ)
⊥
=−er (θ),

one has
∂θXc(θ)= aet(θ)− ber (θ),

∂θXc(θ)
⊥
=−aer (θ)− bet(θ).

The trigonometric identities cos(a+ b)= cos(a) cos(b)− sin(a) sin(b) and sin(a+ b)= sin(a) cos(b)−
cos(a) sin(b) further give

er (θ) · et

(
θ+η

2

)
= sin

(
θ−η

2

)
, et(θ) · et

(
θ+η

2

)
= cos

(
θ−η

2

)
,

er (θ) · er

(
θ+η

2

)
= cos

(
θ−η

2

)
, et(θ) · er

(
θ+η

2

)
=− sin

(
θ−η

2

)
.

These calculations imply the following computations for a circle that will be used frequently throughout
the paper:

∂θXc(θ)
⊥
·1ηXc(θ)=−R2 sin

(
θ−η

2

)
, (2-3)

∂θXc(θ) ·1ηXc(θ)= R2 cos
(
θ−η

2

)
, (2-4)

1ηXc(θ)⊗1ηXc(θ)=
a2

2

[
1−cos(θ+η) −sin(θ+η)
−sin(θ+η) 1+cos(θ+η)

]
+

b2

2

[
1+cos(θ+η) sin(θ+η)

sin(θ+η) 1−cos(θ+η)

]
+ab

[
sin(θ+η) −cos(θ+η)
−cos(θ+η) −sin(θ+η)

]
. (2-5)

The matrices in the last line above have been simplified using the identities sin2(a)= (1− cos(2a))/2,
cos2(a)= (1+ cos(2a))/2, and sin(2a)= 2 sin(a) cos(a).
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Next, we perform a Taylor expansion of the nonlinear terms around the a time-dependent uniformly
parametrized circle (2-1) under the assumption that |1ηX(θ)|< 1. First, we start with the magnitude of
the curve

|1X +1Xc|
2
= 4R2 sin2

(
θ−η

2

)(
1+ 2

R21ηXc(θ) ·1ηX(θ)+ 1
R2 |1ηX(θ)|2

)
.

Recalling the expression for G(1X ) in (1-9), we expand each term as

log |1X +1Xc| = log
(

2R
∣∣∣sin

(
θ−η

2

)∣∣∣)+ 1
2

log
(
1+ 2

R21ηXc(θ) ·1ηX(θ)+ 1
R2 |1ηX(θ)|2

)
= log

(
2R

∣∣∣sin
(
θ−η

2

)∣∣∣)+ 1
R21ηXc(θ) ·1ηX(θ)+R1(1ηX(θ)), (2-6)

where

R1(1ηX(θ))=
∞∑

n=1

n∑
m=0

n+m≥2

( n
m

)(−1)n−1

2n R2n (21ηXc(θ) ·1ηX(θ))n−m
|1ηX(θ)|2m . (2-7)

We expand the denominator in the second term of (1-9) as

1
|1X +1Xc|

2 =
1

4R2 sin2 (
θ−η

2

)(
1− 2

R21ηXc(θ) ·1ηX(θ)
)
+

1

4R2 sin2 (
θ−η

2

)R2(1ηX(θ)), (2-8)

with the notation

R2(1ηX(θ))=
∞∑

n=1

n∑
m=0

n+m≥2

( n
m

)(−1)n

R2n (21ηXc(θ) ·1ηX(θ))n−m
|1ηX(θ)|2m . (2-9)

Therefore, we can write
(1X +1Xc)⊗ (1X +1Xc)

|1X +1Xc|
2 = A0+ AL + AN , (2-10)

with

A0=
1
R21ηXc(θ)⊗1ηXc(θ),

AL =−
2
R41ηXc(θ)·1ηX(θ)1ηXc(θ)⊗1ηXc(θ)+

1
R21ηXc(θ)⊗1ηX(θ)+ 1

R21ηX(θ)⊗1ηXc(θ),

and the nonlinear term is given by

AN =
1
R21ηX(θ)⊗1ηX(θ)

(
1− 2

R21ηXc(θ) ·1ηX(θ)+R2(1ηX(θ))
)

+
1
R21ηXc(θ)⊗1ηX(θ)

(
−

2
R21ηXc(θ) ·1ηX(θ)+R2(1ηX(θ))

)
+

1
R21ηX(θ)⊗1ηXc(θ)

(
−

2
R21ηXc(θ) ·1ηX(θ)+R2(1ηX(θ))

)
+

1
R21ηXc(θ)⊗1ηXc(θ)R2(1ηX(θ)).

Joining the expansions (2-6) and (2-10), we split G(1X ) in (1-9) into zero-order, linear, and nonlinear
parts in terms of X as follows:

G(1X )= G0(1ηXc(θ))+GL(1ηXc(θ),1ηX(θ))+G N (1ηXc(θ),1ηX(θ)), (2-11)
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where

G0(1ηXc(θ))=
1

4π

(
− log

(
2R

∣∣∣sin
(
θ−η

2

)∣∣∣)I+ 1
R21ηXc(θ)⊗1ηXc(θ)

)
, (2-12)

GL(1ηXc(θ),1ηX(θ))= 1
4πR2

(
−1ηXc(θ)·1ηX(θ)I
−

2
R21ηXc(θ)·1ηX(θ)1ηXc(θ)⊗1ηXc(θ)

+1ηXc(θ)⊗1ηX(θ)+1ηX(θ)⊗1ηXc(θ)
)
, (2-13)

G N (1ηXc(θ),1ηX(θ))=− 1
4π

R1(1ηX(θ))I

+
1

4πR21ηX(θ)⊗1ηX(θ)
(
1− 2

R21ηXc(θ)·1ηX(θ)+R2(1ηX(θ))
)

+
1

4πR2

(
1ηXc(θ)⊗1ηX(θ)+1ηX(θ)⊗1ηXc(θ)

)
×

(
−

2
R21ηXc(θ)·1ηX(θ)+R2(1ηX(θ))

)
+

1
4πR21ηXc(θ)⊗1ηXc(θ)R2(1ηX(θ)). (2-14)

Consider the splitting of the solution F(θ) to (1-13) into zero-order, linear, and nonlinear parts as

F(θ)= F0(θ)+ FL(θ)+ FN (θ). (2-15)

(We will prove bounds for these terms in Section 3B.) Introducing the splittings (2-11) and (2-15) in
(1-10), we obtain

X t(θ)=O(Xc)(θ)+L(Xc, X)(θ)+N (Xc, X)(θ), (2-16)

where we recall that X (θ)= X(θ)+ Xc(θ) and we use the notation

O(Xc)(θ)=

∫
S

G0(1ηXc(θ))F0(η) dη,

L(Xc, X)(θ)=
∫

S

G0(1ηXc(θ))FL(η) dη+
∫

S

GL(1ηXc(θ),1ηX(θ))F0(η) dη,

N (Xc, X)(θ)=
∫

S

(
GL(1ηXc(θ),1ηX(θ))FL(η)+G N (1ηXc(θ),1ηX(θ))F0(η)

+G N (1ηXc(θ),1ηX(θ))FL(η)+G(X (θ)−X (η))FN (η)
)

dη.

We have thus expanded the evolution equation (1-10) distinguishing the zero-order, linear, and nonlinear
in X contributions.

2B. Linearized system. We proceed to show that the linearized system gives rise to a diffusion operator
on X . Since the linear structure is the same for any uniformly parametrized circle (see [Mori et al. 2019]),
we will use now (2-1) with a = 1, b = c = d = 0 and R = 1 to simplify the computations, and for clarity
of notation we will denote this circle by X⋆.

We will now linearize (1-10) and (1-13). We first determine F0, the value of F at the steady state:

0=O(X⋆)(θ)=

∫
S

G0(1ηX⋆(θ))F0(η) dη, (2-17)

F0(θ)− 2AµS0(F0, X⋆)(θ)= 2Ae F̃el,0(θ), (2-18)
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where
F̃el,0(θ)= ∂

2
θ X⋆(θ)

and

S0(F0, X⋆)(θ)=
1
π

∫
S

∂θX⊥⋆ ·1ηX⋆(θ)1ηX⋆(θ)1ηX⋆(θ) ·
F0(η)

2 sin
(
θ−η

2

) dη.

Rewriting 1ηX⋆(θ)1ηX⋆(θ) · F0(η)=1ηX⋆(θ)⊗1ηX⋆(θ)F0(η), and recalling the computations (2-3)
and (2-5), one finds that

S0(F0, X⋆)(θ)=−
1

2π

∫
S

M(θ, η)F0(η) dη,

where from (2-5) we have

M(θ, η)=1ηX⋆(θ)⊗1ηX⋆(θ)=
1
2

[
1− cos (θ+η) − sin (θ+η)
− sin (θ+η) 1+ cos (θ+η)

]
, (2-19)

and therefore F0 is defined by

F0(θ)+
Aµ
π

∫
S

M(θ, η)F0(η) dη = 2Ae∂
2
θ X⋆(θ).

Since ∂2
θ X⋆ =−X⋆ and noting that

1
π

∫
S

M(θ, η)X⋆(η) dη =−X⋆(θ),

it is easily seen that

F0(θ)=
2Ae

1− Aµ
∂2
θ X⋆(θ). (2-20)

Now, recalling (2-12), it can be checked that (2-20) satisfies in fact (2-17):

4π
(

1− Aµ
2Ae

) ∫
S

G0(1ηX⋆(θ))F0(η) dη

=−

∫
S

log
(

2
∣∣∣∣sin

(
θ − η

2

)∣∣∣∣)∂2
ηX⋆(η) dη+

∫
S

M(θ, η)∂2
ηX⋆(η) dη,

so integration by parts in the first term yields (2-17).
We now proceed to compute the linear term L(X⋆, X)(θ) in (2-16). For convenience, we write it as

L(X⋆, X)(θ)=
∫

S

G0(1ηX⋆)FL(η) dη+
∫

S

(∇G(1X⋆)F0(η))1X dη, (2-21)

where G0 and G are defined in (2-12) and (1-9), respectively. To simplify the second integral above, note

∂Gi j

∂x1
(1X⋆)er, j (η)=

∂Gi1

∂x1
(1X⋆)er,1(η)+

∂Gi2

∂x1
(1X⋆)er,2(η)

=
∂Gi1

∂x1
(1X⋆)∂ηX⋆,2−

∂Gi2

∂x1
(1X⋆)∂ηX⋆,1

=−
∂Gi2

∂x2
(1X⋆)∂ηX⋆,2−

∂Gi2

∂x1
(1X⋆)∂ηX⋆,1 = ∂ηGi2(1X⋆).
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Here er, j is the j-th component of the vector er etc. Further, in the third equality above, we used the fact
that the stokeslet is divergence-free:

∂Gi1

∂x1
+
∂Gi2

∂x2
= 0.

Likewise, we have
∂Gi j

∂x2
(1X⋆)er, j (η)=−∂ηGi1(1X⋆).

We thus have∫
S

(∇G(1X⋆)F0(η))1X dη =−
2Ae

1− Aµ

∫
S

(R−1∂ηG(X⋆(θ)− X⋆(η)))1X dη

=−
2Ae

1− Aµ

∫
S

(R−1G(X⋆(θ)− X⋆(η)))∂ηX(η) dη

=
2Ae

1− Aµ

∫
S

G(X⋆(θ)− X⋆(η))(R−1∂ηX(η)) dη.

Since G(X⋆(θ)− X⋆(η))
def
= G0(1ηX⋆), equation (2-21) simplifies to

L(X⋆, X)(θ)=
∫

S

G0(1ηX⋆)

(
FL(η)+

2Ae

1− Aµ
R−1∂ηX

)
dη. (2-22)

This is our specification of the linearized operator.
We will now determine FL as in (2-15), that is, the linear part of F in (1-13). We find

FL(θ)+
Aµ
π

∫
S

M(θ, η)FL(η) dη = 2Ae∂
2
θ X − 2Aµ(Q+ S), (2-23)

where

Qi =−

∫
S

Ti jk(1X⋆)F0,k(η)R−1
jl ∂θ Xl(θ) dη,

Si =−

∫
S

∂Ti jk

∂xm
(1X⋆)1Xm F0,k(η)R−1

jl ∂θ X⋆,l(θ) dη.

Let us compute Q. We start with

−Ti jk(1X⋆)F0,k =−
2Ae

1− Aµ

1X⋆,i1X⋆, j1X⋆,ker,k(η)

π |1X⋆|
4 =

2Ae

1− Aµ

1X⋆,i1X⋆, j

2π |1X⋆|
2 ,

where we used
1X⋆ · er(η)

|1X⋆|
2 =−

1
2
. (2-24)

Therefore, we have

Q =
Ae

1− Aµ
1
π

∫
S

1X⋆⊗1X⋆

|1X⋆|
2 dηR−1∂θX(θ)

=
Ae

1− Aµ
1
π

∫
S

M(θ, η) dηR−1∂θX(θ)=
Ae

1− Aµ
R−1∂θX(θ),
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where we used (2-19) in the second equality. We next compute S,

−
∂Ti jk

∂xm
(1X⋆)1Xm F0,k(η)R−1

jl ∂θ X⋆,l(θ)

=−
1
π

2Ae

1− Aµ

(
1X i1X⋆, j1X⋆,ker, j (θ)er,k(η)

|1X⋆|
4

)
−

2Ae/π

1− Aµ

(
1X⋆,i1X j1X⋆,ker, j (θ)er,k(η)

|1X⋆|
4 +

1X⋆,i1X⋆, j1Xker, j (θ)er,k(η)

|1X⋆|
4

)
+

8Ae/π

1− Aµ

(
1X⋆,i1X⋆, j1X⋆,ker, j (θ)er,k(η)1X⋆,m1Xm

|1X⋆|
6

)
=−

1
π

2Ae

1− Aµ
I −

2Ae/π

1− Aµ
II +

8Ae/π

1− Aµ
III.

We simplify each term as follows:

I =−1
4
1X i ,

II =−
1X⋆,i1X j er, j (θ)

2|1X⋆|
2 +

1X⋆,i1Xker,k(η)

2|1X⋆|
2 =−

1X⋆,i1X⋆, j1X j

2|1X⋆|
2 ,

III =−
1X⋆,i1X⋆, j1X j

4|1X⋆|
2 ,

where above we made repeated use of (2-24) and

1X⋆ ·R−1∂θX⋆(θ)

|1X⋆|
2 =

1X⋆ · er(θ)

|1X⋆|
2 =

1
2
.

Thus

−
∂Ti jk

∂xm
(1X⋆)1Xm F0,k(η)R−1

jl ∂θ X⋆,l =
Ae/2π
1− Aµ

(
1X i −

21X⋆,i1X⋆, j1X j

|1X⋆|
2

)
.

Substituting this back into the expression for S in (2-23), we have

S=
Ae/2π
1− Aµ

∫
S

(I − 2M(θ, η))1X dη

=−
Ae/2π
1− Aµ

∫
S

(I − 2M(θ, η))X(η) dη =
Ae/2π
1− Aµ

(−⟨er, X⟩er+⟨et, X⟩et),

where we used (2-19) in the first equality and we are using the notation (1-24) for the inner product.
Equation (2-23) thus reduces to

FL(θ)+
Aµ
π

∫
S

M(θ, η)FL(η) dη

= 2Ae∂
2
θ X(θ)−

2Ae Aµ
1− Aµ

(
R−1∂θX(θ)+ 1

2π
(−⟨er, X⟩er(θ)+⟨et, X⟩et(θ))

)
.

We must solve the above equation for FL in terms of X . Suppose ⟨er, X⟩ = ⟨et, X⟩ = 0. Then, it is easily
checked that

FL(θ)= 2Ae∂
2
θ X(θ)−

2Ae Aµ
1− Aµ

R−1∂θX(θ). (2-25)
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We may further compute FL when X is either er or et. Noting that

M(θ, η)er(η)=
1
2(er(η)− er(θ)), M(θ, η)et(η)=

1
2(et(η)+ et(θ)),

we see by an easy calculation that

If X = er,t , then FL =−
2Ae

1− Aµ
er,t .

Note that

2Ae∂
2
θ er,t −

2Ae Aµ
1− Aµ

R−1∂θ er,t =−
2Ae

1− Aµ
er,t .

This shows that the expression for FL in (2-25) is in fact valid without the restriction ⟨er, X⟩ = ⟨et, X⟩ = 0.
Substituting (2-25) into (2-22) yields

L(X⋆, X)(θ)= 2Ae

∫
S

G0(1ηX⋆)(∂
2
ηX(η)+R−1∂ηX(η)) dη. (2-26)

Finally, since

G0(1ηX⋆)=−
1

4π

(
log

∣∣∣2 sin
(
θ−η

2

)∣∣∣)I +M(θ, η)

and ∫
S

M(θ, η)
(
∂2
ηX(η)+R−1∂ηX(η)

)
dη =

∫
S

(∂2
ηM(θ, η)− ∂ηM(θ, η)R−1)X(η) dη = 0,

we have

L(X⋆, X)(θ)=− Ae
2π

∫
S

log
∣∣∣2 sin

(
θ−η

2

)∣∣∣(∂2
ηX(η)+R−1∂ηX(η)) dη

=−
Ae
2π

∫
S

∂ηX(η)+R−1 X(η)
2 tan

(
θ−η

2

) dη,

which is given by a Hilbert transform

L(X⋆, X)(θ)=− Ae
2
H(∂ηX(η)+R−1 X(η))(θ). (2-27)

Therefore, the system (2-16) can be written as

X t(θ)=−
Ae
2
(3X(θ)+HR−1 X(θ))+N (Xc, X)(θ). (2-28)

Notice that Xc is a uniformly parametrized circle with time-dependent radius R(t), as opposed to the X∗
used in this subsection to obtain the linearization. We will use the system (2-28) to study the global-in-time
dynamics of the Peskin problem in the rest of this paper.

2C. Evolution of the Ḟ1,1
ν norm of X. We first notice that, because X(θ) is real-valued, it must hold

that X̂(−k)= X̂(k). Therefore, the norm (1-25) can be written in terms of positive frequencies alone

∥X∥Ḟ1,1
ν
= 2

∑
k≥1

eν(t)kk|X̂(k)| = 2
∑
k≥1

eν(t)kk
√

X̂1 X̂1(k)+ X̂2 X̂2(k). (2-29)
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The system (2-28) in Fourier variables reads for k ≥ 0 as

X̂ t(k)=−
Ae
2

L(k)X̂(k)+F(N (Xc, X))(k). (2-30)

Here we recall that X = X + Xc. Further the diffusion matrix is given by

L(k)=
[

k −i sgn(k)
i sgn(k) k

]
, k ≥ 1, L(0)=

[
0 0
0 0

]
.

The diagonalization of this matrix for k ≥ 1 shows that

L(k)= P(k)D(k)P(k)−1,

where for k ≥ 1 we have

P(k)= 1
√

2

[
−i sgn(k) 1

1 −i sgn(k)

]
, P(k)−1

= P(k), D(k)=
[

k+1 0
0 k−1

]
.

And when k = 0 we define

P(0)= 1
√

2

[
0 1
1 0

]
, P(0)−1

= 2P(0), D(0)=
[

0 0
0 0

]
.

This leads us to define the change of variables

Ŷ(k) def
= P(k)−1 X̂(k), Ŷc(k)

def
= P(k)−1 X̂c(k), (2-31)

with Y def
= Y +Yc. The system (2-30) for k ≥ 0 then becomes

Ŷ t(k)=−
Ae

2
D(k)Ŷ(k)+ P(k)−1F(N (Xc, X))(k). (2-32)

The relationship between X and Y in space variables is given by the Hilbert transform (1-20), using also
H2(Y j )=−Y j , as follows:

X(θ)= 1
√

2

[
HY1(θ)+Y2(θ)

Y1(θ)+HY2(θ)

]
, Y(θ)= 1

√
2

[
−HX1(θ)+X2(θ)

X1(θ)−HX2(θ)

]
. (2-33)

Because, for k ̸= 0, P(k) is a unitary matrix, it holds that ∥P(k)∥ = ∥P(k)−1
∥ = 1, and therefore

|Ŷ(k)| = |X̂(k)|, k ̸= 0,

and thus

∥X∥Ḟ1,1
ν
= ∥Y∥Ḟ1,1

ν
. (2-34)

We will use this norm equivalence several times in the following.
Notice that the first Fourier coefficient of a uniformly parametrized circle (2-1) is given by

X̂c(1)=
1
2

[
a+bi
−ia+b

]
,
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and in the Y -variable

Ŷc(1)=
1
√

2

[
0

a+bi

]
. (2-35)

Note that H(cos θ) = sin θ and H(sin θ) = − cos θ . Then from the transformation (2-33) uniformly
parametrized circles (1-16) in the Y variable are spanned by

ẽr (θ)=
√

2
[

0
cos θ

]
, ẽt(θ)=

√
2

[
0

− sin θ

]
, ẽ1 =

1
√

2

[
0
1

]
, ẽ2 =

1
√

2

[
1
0

]
. (2-36)

Further the second component of Ŷ(1) becomes zero after the operation of D(1) is applied, which
corresponds to the fact that uniformly parametrized circles are steady states. Therefore, we will split the
curve Y(θ)= Yc(θ)+Y(θ), with

Ŷ(0)=
[

0
0

]
, Ŷ2(1)= 0,

since those frequencies are contained in the time-dependent circle (2-1). In other words, Y is the projection
of Y onto the orthogonal complement of the vector space spanned by (2-36). In fact, the system of
equations (2-32) does not provide dissipation for the zero frequency of Y nor for the second component
of its first frequency (i.e., for uniformly parametrized circles). We thus can only expect decay for Y. It is
convenient then to write the equations of those frequencies in (2-32) separately:

Ŷ t(0)= ∂t Ŷc(0)= P(0)−1F(N (Xc, X))(0),

∂t Ŷ1(1)= ∂t Ŷ1(1)=−AeŶ1(1)+
(
P(1)−1F(N (Xc, X))(1)

)
1,

∂t Ŷ2(1)= ∂t Ŷc,2(1)=
(
P(1)−1F(N (Xc, X))(1)

)
2,

Ŷ t(k)= Ŷt(k)=−
Ae
2
D(k)Ŷ(k)+ P(k)−1F(N (Xc, X))(k), k ≥ 2.

(2-37)

Therefore, we study the evolution in time of ∥Y∥Ḟ1,1
ν

, as in (2-29), which is given by

d
dt
∥Y∥Ḟ1,1

ν
=

d
dt

(
2

∑
k≥1

eν(t)kk
√

Ŷ1(k)Ŷ 1(k)+ Ŷ2(k)Ŷ 2(k)
)

= 2
∑
k≥1

ν ′(t)k2eν(t)k |Ŷ(k)| + 2
∑
k≥1

eν(t)kk
∂t Ŷ(k)T Ŷ(k)+ Ŷ(k)T ∂t Ŷ(k)

2|Ŷ(k)|
,

and introducing the time derivative (2-32), with N =N (Xc, X)=N (X ), we have

d
dt
∥Y∥Ḟ1,1

ν
= 2

∑
k≥1

ν ′(t)k2eν(t)k |Ŷ(k)| − 2Ae

∑
k≥1

eν(t)kk
(k+ 1)|Ŷ1(k)|2+ (k− 1)|Ŷ2(k)|2

2|Ŷ(k)|

+ 2
∑
k≥1

eν(t)kk
(P(k)−1N̂ (X )(k))T Ŷ(k)+ Ŷ(k)T (P(k)−1N̂ (X )(k))

2|Ŷ(k)|
.

Noticing that for k ≥ 1 we have

−Aek
(
(k+ 1)|Ŷ1(k)|2+ (k− 1)|Ŷ2(k)|2

) 1

|Ŷ(k)|
= −Aek(k− 1)|Ŷ(k)| − 2Aek

|Ŷ1(k)|2

|Ŷ(k)|
,



804 EDUARDO GARCÍA-JUÁREZ, YOICHIRO MORI AND ROBERT M. STRAIN

we can then see a diffusion term coming from the linear part:

d
dt
∥Y∥Ḟ1,1

ν
≤−Ae

∑
k≥1

eν(t)kk(k− 1)|Ŷ(k)| − 2Ae

∑
k≥1

eν(t)kk
|Ŷ1(k)|2

|Ŷ(k)|

+ 2
∑
k≥1

ν ′(t)k2eν(t)k |Ŷ(k)| + 2
∑
k≥1

eν(t)kk|(P(k)−1N̂ (X )(k))|. (2-38)

The balance above does not include the control of Ŷc. We will show in Section 4A that the evolution of
Ŷc(0), that is, of the center, can be controlled by all the other frequencies. Moreover, the incompressibility
condition (1-3) allows us to control Ŷc,2(1) as follows:

V0 = π =
1
2

∫ π

−π

X (θ)∧ ∂θX (θ) dθ = 1
2

∫ π

−π

(X1∂θX2−X2∂θX1) dθ

=
1
4

∫ π

−π

(
(HY1+Y2)(∂θY1+3Y2)− (Y1+HY2)(3Y1+ ∂θY2) dθ

)
. (2-39)

Performing the products and taking into account the equalities∫ π

−π

HYi3Y j dθ =
∫ π

−π

Yi∂θY j dθ,
∫ π

−π

HY j∂θY j dθ =−
∫ π

−π

Y j3Y j dθ,

we obtain
π =

1
2

∫ π

−π

(Y23Y2−Y13Y1) dθ = π(Ŷ23Y2(0)− Ŷ13Y1(0))

= π
∑
k∈Z

(|k|Ŷ2(k)Ŷ2(−k)− |k|Ŷ1(k)Ŷ1(−k))

= π
∑
k∈Z

|k|
(
|Ŷc,2(k)|2+ Ŷc,2(k)Ŷ2(−k)+ Ŷ2(k)Ŷc,2(−k)+ |Ŷ2(k)|2− |Ŷ1(k)|2

)
,

where we have used that Ŷc,1(k) = 0 for k ̸= 0. We can also eliminate the terms Ŷc,2(k)Ŷ2(−k) and
Ŷ2(k)Ŷc,2(−k), since Ŷ2(1)= 0 and Ŷc,2(k)= 0 for k ̸= 0,±1. Therefore,

1
2
=

a2
+b2

2
+

∑
k≥1

k(|Ŷ2(k)|2− |Ŷ1(k)|2).

And so the incompressibility condition translates to the constraint

|Ŷc,2(1)|2 =
a2
+b2

2
=

R2

2
=

1
2
−

∑
k≥1

k(|Ŷ2(k)|2− |Ŷ1(k)|2). (2-40)

Then, we can obtain an upper bound

|Ŷc,2(1)|2 ≤
1
2
+

∑
k≥1

k(|Ŷ2(k)|2+ |Ŷ1(k)|2)=
1
2
+

∑
k≥1

(k1/2
|Ŷ(k)|)2

≤
1
2
+

(∑
k≥1

k1/2
|Ŷ(k)|

)2

=
1
2
+

1
4
∥Y∥2Ḟ1/2,1 ≤

1
2
+

1
4
∥Y∥2Ḟ1/2,1,

and analogously we find the lower bound

R2

2
= |Ŷc,2(1)|2 ≥

1
2
−

1
4
∥Y∥2Ḟ1/2,1 . (2-41)
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Recalling the relationship between X and Y in (2-34), we finally obtain

1
2
−

1
4
∥X∥2

Ḟ1,1
ν
≤ |Ŷc,2(1)|2 ≤

1
2
+

1
4
∥X∥2

Ḟ1,1
ν
,

and, since |Ŷc(1)|2 = R2/2= |X̂c(1)|2/2,

1− 1
2
∥X∥2

Ḟ1,1
ν
≤ |X̂c(1)|2 ≤ 1+ 1

2
∥X∥2

Ḟ1,1
ν
,

so using the notation R2
= a2
+ b2, we have

1√
1+ 1

2∥X∥
2
Ḟ1,1
ν

≤
1
R
≤

1√
1− 1

2∥X∥
2
Ḟ1,1
ν

. (2-42)

The upper bound above motivates us to define

C1
def
= C1(∥X∥Ḟ1,1

ν
)=

1√
1− 1

2∥X∥
2
Ḟ1,1
ν

. (2-43)

We will later use (2-42) to control the size of R when ∥X∥Ḟ1,1
ν
(t)→ 0 as t→∞.

2D. Complete system. We finally summarize the final form of the system of equations that describes our
problem. The system given by (1-10) and (1-13) for X was replaced by (2-37) on the Fourier coefficients
of the associated variable Y from (2-31). We recall that we decompose Y into a time-dependent circle Yc

plus the deviation from the circle given by Y. In other words, we decompose Y into its projection onto
the vector space spanned by (2-36) represented by Yc and its orthogonal complement represented by Y.
Therefore, recalling (2-35), we have

Ŷ(0)= 0, Ŷ2(1)= 0, Ŷc(k)= 0, k ̸= 0, 1, Ŷc,1(1)= 0. (2-44)

Now, for k = 1 and k ≥ 2 separately, we have

∂̂t Y1(1)=−AeŶ1(1)+ (P(1)−1∧N (Xc, X)(1))1,

∂̂t Y(k)=−
Ae
2
D(k)Ŷ(k)+ P(k)−1∧N (Xc, X)(k),

(2-45)

where Xc and X are given in terms of Yc and Y in (2-31). In the following paragraphs, we will write one
or the other without distinction for simplicity of notation. The incompressibility condition (2-39) yielded
(2-40). Thus in particular √

1
2 −

1
4∥Y∥

2
Ḟ1,1
ν
≤ |Ŷc,2(1)| ≤

√
1
2 +

1
4∥Y∥

2
Ḟ1,1
ν
. (2-46)

To close the system, notice that Ŷc(0)= P(k)−1 X̂c(0) and, from (1-10), we have

∂̂t Xc(0)=
1

2π

∫
S

∫
S

G(1Xc+1X)F(η) dη dθ,

with F defined by (1-13). We can also write the equation for X̂c(0) using (2-16) or (2-30) and recalling
that the zero frequency of the linear part vanishes,

∂̂t Xc(0)=
∧

N (Xc, X)(0). (2-47)
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We notice that the evolution of the zero frequency Ŷc(0), corresponding to the center, is decoupled from
all the other equations (in terms of the Ŷc(0)-variable), because X̂c(0) does not appear on the right-hand
side of (1-10) and (1-13) and therefore also (2-47). This can be seen from the fact that in (1-10) G only
depends on the difference 1X =X (θ)−X (η) and in (1-13) the expression for S only depends on ∂θX
and 1X . In summary, the system to determine Y (equivalently determining X via (2-31)) consists of
(2-44), (2-45), (2-40), and (2-47). That is, all together we have

Ŷ(0)= 0, Ŷ2(1)= 0, Ŷc(k)= 0, k ̸= 0, 1, Ŷc,1(1)= 0,

∂t Ŷc(0)= P(0)−1∧N (Xc, X)(0),

∂t Ŷ1(1)=−AeŶ1(1)+ (P(1)−1∧N (Xc, X)(1))1,

∂t Ŷ(k)=−
Ae
2
D(k)Ŷ(k)+ P(k)−1∧N (Xc, X)(k), k ≥ 2,

|Ŷc,2(1)|2 =
1
2
−

∑
k≥1

k(|Ŷ2(k)|2− |Ŷ1(k)|2),

(2-48)

with F given in (1-13), and Y, X related by (2-31).
To prove Theorem 1.2 (see Section 4) we will use system (2-48) to obtain the energy balance (2-38)

to show the decay of Y. We will need to perform a priori estimates on the nonlinear terms, which in
particular requires us to prove bounds for F due to the viscosity contrast. Those estimates are performed
in the next section. The decay for Y will allow us to control the evolution of the zero frequency, that is,
of the center.

3. A priori estimates

In this section we perform the a priori estimates on X and F that will be used in the proof of our main
result, Theorem 1.2. First, in Proposition 3.1, we estimate the nonlinear terms in (2-16) in terms of X
and F. Next, in Section 3B, we obtain the a priori estimates for F in (1-13) in terms of X . In order to get
the result with critical regularity, we have to get uniform bounds for some Fourier multipliers given by
principal values (see Lemma 3.2).

3A. A priori estimates on X.

Proposition 3.1. Assume F0, FL , FN ∈F 0,1
ν and X ∈ Ḟ2,1

ν . Then, the nonlinear term N =N (Xc, X)(θ)=
N (X ) in (2-16) satisfies the following estimate in Ḟ1,1

ν :

∥N∥Ḟ1,1
ν
≤ 11
√

2D1∥X∥Ḟ1,1
ν
∥FL∥F 0,1

ν
+

147
2 D2∥F0∥F 0,1

ν
∥X∥Ḟ1,1

ν
∥X∥Ḟ2,1

ν
+

9
4 D3∥FN∥F 0,1

ν
, (3-1)

where Di = Di (∥X∥Ḟ1,1
ν
,ν∞)≈ 1 are increasing functions of ∥X∥Ḟ1,1

ν
and ν∞ such that

lim
∥X∥

Ḟ1,1
ν
→0+

Di (∥X∥Ḟ1,1
ν
, 0)= 1

and are defined in (3-54).
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In the proof, the following multiplier will come up frequently:

m(k, η) def
=

1− sin (kη/2)
k tan (η/2)

e−ikη/2

2 sin (η/2)
, |k| ≥ 1, (3-2)

and we define m(0, η)= 0.
Now let n ≥ 1, k = k0, k1, . . . , k2n be integers that further satisfy |k j − k j+1| ≥ 1 for all j =

0, 1, . . . , 2n− 1. We define the integral of type In = In(k, k1, . . . , k2n) by

In
def
= pv

∫ π

−π

m(k− k1, η)

2n−1∏
j=1

sin ((k j − k j+1)η/2)
(k j − k j+1) sin (η/2)

e−i(k1+k2n)η/2 dη. (3-3)

We further define In = 0 if k j = k j+1 for any j = 0, 1, . . . , 2n− 1. We will also consider the integral,
I ′n = I ′n(k1, . . . , k2n), under the same conditions

I ′n
def
= pv

∫ π

−π

sin ((k1+ k2n)η/2)
sin (η/2)

2n−1∏
j=1

sin ((k j − k j+1)η/2)
(k j − k j+1) sin (η/2)

dη. (3-4)

We again define I ′n = 0 if k j = k j+1 for any j = 1, . . . , 2n− 1. In the proofs of the a priori estimates in
this section we will frequently use the following lemma.

Lemma 3.2. We recall (3-2), (3-3) and (3-4). Then, the following uniform bounds hold:

|In(k, k1, . . . , k2n)| ≤ 2π,

|I ′n(k1, . . . , k2n)| ≤ 2π.

This lemma will be proven at the end of this section.

Proof of Proposition 3.1. We first take a derivative of N (Xc, X)(θ) in (2-16) and let

∂θN (Xc, X)(θ)=N1(θ)+N2(θ)+N3(θ)+N4(θ), (3-5)

where

N1(θ)=

∫
S

∂θ
(
GL(1ηXc(θ),1ηX(θ))

)
FL(η) dη,

N2(θ)=

∫
S

∂θ
(
G N (1ηXc(θ),1ηX(θ))

)
F0(η) dη,

N3(θ)=

∫
S

∂θ
(
G N (1ηXc(θ),1ηX(θ))

)
FL(η) dη,

N4(θ)=

∫
S

∂θ
(
G(X (θ)−X (η))

)
FN (η) dη.

We will bound Ni in F 0,1
ν for i = 1, 2, 3, 4.

N1 estimates: Taking a derivative in (2-13), we obtain

N1(θ)=

10∑
i=0

N1,i (θ), (3-6)



808 EDUARDO GARCÍA-JUÁREZ, YOICHIRO MORI AND ROBERT M. STRAIN

and we proceed to bound each of these terms in F 0,1
ν . We note that each term N1,i corresponds to when

the derivative hits a different term inside (2-13). The terms N1,i are written in (3-8), (3-15), (3-16), (3-19),
and (3-20) in the following.

The first term N1,1(θ) is given by

N1,1(θ)=−
1

4πR2

∫
S

∂θ1ηXc(θ) ·1ηX(θ)FL(η) dη.

We first take the derivative of 1ηXc(θ) in (2-2) to obtain

∂θ1ηXc(θ)=

∂θXc(θ)−
(Xc(θ)−Xc(η)

2 tan ((θ−η)/2)
2 sin ((θ − η)/2)

.

Further define the operator D2(Xc) (and analogously D2(X)) to be ∂θ1ηXc(θ) as above after taking the
change of variables η← θ − η as follows:

D2(Xc)(θ, η)
def
=

∂θXc(θ)−
Xc(θ)−Xc(θ−η)

2 tan (η/2)
2 sin (η/2)

. (3-7)

Then we make the change of variables η← θ − η to obtain

N1,1(θ)=−
1

4πR2

∫
S

D2(Xc)(θ, η)
T1θ−ηX(θ)FL(θ − η) dη, (3-8)

where we used transpose notation instead of a dot for future convenience in the notation. We will also
make extensive use of the identities

∧

1θ−ηX(k)=
1− e−ikη

2 sin (η/2)
X̂(k)=

sin (kη/2)
k sin (η/2)

e−ikη/2∧∂θX(k),

∧

1θ−ηXc(k)=
1− e−ikη

2 sin (η/2)
X̂c(k)=

sin (kη/2)
k sin (η/2)

e−ikη/2∧∂θXc(k).

(3-9)

We remark that both terms above are equal to 0 when k = 0. We further have
∧

D2(Xc)(k)= m(k, η)
∧

∂θXc(k), (3-10)

where m(k, η) is given by (3-2).
Regarding the Fourier coefficients of the derivative of the circle (2-1) we have

∧

∂θXc(k)=
a+ ib

2
δ1(k)

[
i
1

]
−

a− ib
2

δ−1(k)
[

i
−1

]
. (3-11)

Taking Fourier transform in (3-8), we obtain

N̂1,1(k)=−
1

4πR2

∫
S

∧

D2(Xc)(k)T ∗
∧

1θ−ηX(k) ∗ e−ikη F̂L(k) dη

=−
1

4πR2

∫
S

∑
k1∈Z

∑
k2∈Z

∧

D2(Xc)(k− k1)
T∧1θ−ηX(k1− k2)e−ik2η F̂L(k2) dη,
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and plugging in (3-9) and (3-10) we have

N̂1,1(k)=−
1

4πR2

∑
k1∈Z

∑
k2∈Z

∧

∂θXc(k− k1)
T∧∂θX(k1− k2)F̂L(k2)I1(k, k1, k2),

with I1 given by (3-3). By Lemma 3.2 we have |I1(k, k1, k2)| ≤ 2π . Then we get

|N̂1,1(k)| ≤
1

2R2

∑
k1∈Z

∑
k2∈Z

|
∧

∂θXc(k− k1)
T∧∂θX(k1− k2)||F̂L(k2)|. (3-12)

Then, it follows from (3-11) that

|
∧

∂θXc(k− k1)| ≤
R
√

2
δ1,−1(k− k1). (3-13)

We will now also use the notation (1-22). In particular we have

|
∧

∂θXc(k− k1)
T∧∂θX(k1− k2)| ≤

√
2

2
R(δ1(k− k1)+ δ−1(k− k1))|

∧

∂θX(k1− k2)|.

Therefore, we can write

|N̂1,1(k)| ≤

√
2

4R

∑
k1∈Z

∑
k2∈Z

δ1,−1(k− k1)|
∧

∂θX(k1− k2)||F̂L(k2)|.

We multiply by eν(t)k = eν(t)(k−k1)eν(t)(k1−k2)eν(t)k2 to get

eν(t)k |N̂1,1(k)| ≤

√
2

4R

∑
k1∈Z

∑
k2∈Z

eν(t)(k−k1)δ1,−1(k− k1)eν(t)(k1−k2)|
∧

∂θX(k1− k2)|eν(t)k2 |F̂L(k2)|,

so Young’s inequality for convolutions and the estimate (2-42) yield the bound

∥N1,1∥F 0,1
ν
≤

eν∞
√

2∥X∥Ḟ1,1
ν

2
√

1− 1
2∥X∥

2
Ḟ1,1
ν

∥FL∥F 0,1
ν
. (3-14)

This is our desired estimate for N1,1.
We now proceed to estimate N1,2 as

N1,2(θ)=−
1

4πR2

∫
S

1θ−ηXc(θ)
TD2(X)(θ, η)FL(θ − η) dη, (3-15)

with Fourier transform given by

N̂1,2(k)=−
1

4πR2

∫
S

∑
k1∈Z

∑
k2∈Z

∧

1θ−ηXc(k1− k2)
T D̂2(X)(k− k1)e−ik2η F̂L(k2) dη.

Using again (3-9) and (3-10), we can write it as

N̂1,2(k)=−
1

4πR2

∑
k1∈Z

∑
k2∈Z

∧

∂θXc(k1− k2)
T∧∂θX(k− k1)F̂L(k2)I1(k, k1, k2),
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with I1 given by (3-3). Using Lemma 3.2, we find that

|N̂1,2(k)| ≤
1

2R2

∑
k1∈Z

∑
k2∈Z

|
∧

∂θXc(k− k1)
T∧∂θX(k1− k2)||F̂L(k2)|,

so following the steps after (3-12) we conclude that

∥N1,2∥F 0,1
ν
≤

eν∞
√

2∥X∥Ḟ1,1
ν

2
√

1− 1
2∥X∥

2
Ḟ1,1
ν

∥FL∥F 0,1
ν
.

This completes our bound for N1,2.
The term N1,3 is given by

N1,3(θ)=−
1
R4

∫
S

D2(Xc)(θ, η)
T1θ−ηX(θ)1θ−ηXc(θ)⊗1θ−ηXc(θ)FL(θ − η)

dη
2π
, (3-16)

and its Fourier transform by

N̂1,3(k)=−
1

2π
∧

∂θXc(k2− k3)R4

∑
k1∈Z

· · ·

∑
k4∈Z

∧

∂θXc(k− k1)
T∧∂θX(k1− k2)

⊗
∧

∂θXc(k3− k4)F̂L(k4)I2(k, k1, . . . , k4),

with I2(k, k1, . . . , k4) given by (3-3). Since |I2(k, . . . , k4)| ≤ 2π from Lemma 3.2, we have

|N̂1,3(k)|

≤
1
R4

∑
k1∈Z

· · ·

∑
k4∈Z

|
∧

∂θXc(k− k1)
T∧∂θX(k1− k2)|∥
∧

∂θXc(k2− k3)⊗
∧

∂θXc(k3− k4)∥|F̂L(k4)|. (3-17)

Expression (3-11) gives
∧

∂θXc(k2−k3)⊗
∧

∂θXc(k3−k4)

=
(a+ib)2

4
δ1(k2−k3)δ1(k3−k4)

[
−1 i

i 1

]
+
(a−ib)2

4
δ−1(k2−k3)δ−1(k3−k4)

[
−1 −i
−i 1

]
−
(a+ib)(a−ib)

4
δ1(k2−k3)δ−1(k3−k4)

[
−1 −i

i −1

]
−
(a+ib)(a−ib)

4
δ−1(k2−k3)δ1(k3−k4)

[
−1 i
−i −1

]
.

All the matrices above have norm equal to 2, so that

∥
∧

∂θXc(k2− k3)⊗
∧

∂θXc(k3− k4)∥ ≤
R2

2
δ1,−1(k2− k3)δ1,−1(k3− k4). (3-18)

Introducing this bound, together with (3-13), back to (3-17), we find that

|N̂1,3(k)| ≤

√
2

4R

∑
k1∈Z

· · ·

∑
k4∈Z

δ1,−1(k− k1)|
∧

∂θX(k1− k2)|δ1,−1(k2− k3)δ1,−1(k3− k4)|F̂L(k4)|;

thus multiplication by the exponential eν(t)k , Young’s inequality and (2-42) yield that

∥N1,3∥F 0,1
ν
≤

2
√

2e3ν∞∥X∥Ḟ1,1
ν√

1− 1
2∥X∥

2
Ḟ1,1
ν

∥FL∥F 0,1
ν
.

This completes our bound for N1,3.
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The term N1,4 is given by

N1,4(θ)=−
1
R4

∫
S

1θ−ηXc(θ)
TD2(X)(θ, η)1θ−ηXc(θ)⊗1θ−ηXc(θ)FL(θ − η)

dη
2π
. (3-19)

We take the Fourier transform and write the result as

N̂1,4(k)=−
1

2πR4

∑
k1∈Z

· · ·

∑
k4∈Z

∧

∂θXc(k1− k2)
T∧∂θX(k− k1)
∧

∂θXc(k2− k3)

⊗
∧

∂θXc(k3− k4)F̂L(k4)I2(k, k1, . . . , k4),

with I2(k, k1, . . . , k4) given by (3-3). Since |I2| ≤ 2π by Lemma 3.2, comparing now with (3-17), we
conclude that

∥N1,4∥F 0,1
ν
≤

2
√

2e3ν∞∥X∥Ḟ1,1
ν√

1− 1
2∥X∥

2
Ḟ1,1
ν

∥FL∥F 0,1
ν
.

This completes our estimate for N1,4.
The remaining terms from N1(θ) in (3-6) are

N1,5(θ)=−
1
R4

∫
S

1θ−ηXc(θ)
T1θ−ηX(θ)D2(Xc)(θ, η)⊗1θ−ηXc(θ)FL(θ − η)

dη
2π
,

N1,6(θ)=−
1
R4

∫
S

1θ−ηXc(θ)
T1θ−ηX(θ)1θ−ηXc(θ)⊗D2(Xc)(θ, η)FL(θ − η)

dη
2π
,

N1,7(θ)=
1

4πR2

∫
S

D2(Xc)(θ, η)⊗1θ−ηX(θ)FL(θ − η) dη,

N1,8(θ)=
1

4πR2

∫
S

1θ−ηXc(θ)⊗D2(X)(θ, η)FL(θ − η) dη,

N1,9(θ)=
1

4πR2

∫
S

D2(X)(θ, η)⊗1θ−ηXc(θ)FL(θ − η) dη,

N1,10(θ)=
1

4πR2

∫
S

1θ−ηX(θ)⊗D2(Xc)(θ, η)FL(θ − η) dη.

(3-20)

It is not hard to see that N1,5 and N1,6 are bounded exactly as N1,3 in (3-16), since the bound (3-18) is
also valid for D2(Xc)(θ, η)⊗1θ−ηXc(θ) or 1θ−ηXc(θ)⊗D2(Xc)(θ, η).

We proceed then with N1,7. Comparing with N1,1 in (3-8), (3-12), we obtain

|N̂1,7(k)| ≤
1

2R2

∑
k1∈Z

∑
k2∈Z

∥
∧

∂θXc(k− k1)⊗
∧

∂θX(k1− k2)∥|F̂L(k2)|.

Using (3-11), we find that

∥
∧

∂θXc(k−k1)⊗
∧

∂θX(k1−k2)∥≤
R
2
δ1(k−k1)

∥∥∥∥[
−1

i

]
∧

∂θX(k1−k2)

∥∥∥∥+ R
2
δ−1(k−k1)

∥∥∥∥[
−1
−i

]
∧

∂θX(k1−k2)

∥∥∥∥
≤

√
2

2
Rδ1,−1(k−k1)|
∧

∂θX(k1−k2)|, (3-21)
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where in the last inequality we have used that the matrix norm (1-19) is bounded by the Frobenius norm.
Therefore we conclude that

∥N1,7∥F 0,1
ν
≤

√
2eν∞∥X∥Ḟ1,1

ν

2
√

1− 1
2∥X∥

2
Ḟ1,1
ν

∥FL∥F 0,1
ν
.

The bound for N1,8 follows in the same way as that of N1,7:

∥N1,8∥F 0,1
ν
≤

√
2eν∞∥X∥Ḟ1,1

ν

2
√

1− 1
2∥X∥

2
Ḟ1,1
ν

∥FL∥F 0,1
ν
.

Finally, the bounds for N1,9 and N1,10 are the same as for N1,7 and N1,8 because

∥
∧

∂θX(k− k1)⊗
∧

∂θXc(k1− k2)∥

≤
R
2
δ1(k1− k2)∥
∧

∂θX(k− k1)[−1 i]∥+ R
2
δ−1(k1− k2)∥
∧

∂θX(k− k1)[−1 −i]∥

≤

√
2

2
Rδ1,−1(k1− k2)|

∧

∂θX(k− k1)|. (3-22)

Joining the bounds for N1,1 to N1,10, we obtain the bound for N1 in (3-6) as

∥N1∥F 0,1
ν
≤ 11
√

2e3ν∞C1∥X∥Ḟ1,1
ν
∥FL∥F 0,1

ν
, (3-23)

where C1 is defined in (2-43). This completes our estimates for the N1 term.

N3 estimates: Taking a derivative in (2-14), we split N3 as

N3(θ)=

11∑
i=1

N 3,i , (3-24)

where

N3,1(θ)=−
1

4π

∫
S

∂θR1(1ηX(θ))FL(η) dη,

N3,2(θ)=
1

4πR2

∫
S

∂θ
(
1ηX(θ)⊗1ηX(θ)

)(
1− 2

R21ηXc(θ)
T1ηX(θ)

)
FL(η) dη,

N3,3(θ)=−
1

2πR4

∫
S

1ηX(θ)⊗1ηX(θ)∂θ
(
1ηXc(θ)

T1ηX(θ)
)
FL(η) dη,

N3,4(θ)=
1

4πR2

∫
S

∂θ
(
1ηX(θ)⊗1ηX(θ)

)
R2(1ηX(θ))FL(η) dη,

N3,5(θ)=
1

4πR2

∫
S

1ηX(θ)⊗1ηX(θ)∂θR2(1ηX(θ))FL(η) dη,

N3,6(θ)=−
1

2πR4

∫
S

∂θ
(
1ηXc(θ)⊗1ηX(θ)+1ηX(θ)⊗1ηXc(θ)

)
1ηXc(θ)

T1ηX(θ)FL(η) dη,

N3,7(θ)=−
1

2πR4

∫
S

(
1ηXc(θ)⊗1ηX(θ)+1ηX(θ)⊗1ηXc(θ)

)
∂θ

(
1ηXc(θ)

T1ηX(θ)
)
FL(η) dη,

N3,8(θ)=
1

4πR2

∫
S

∂θ
(
1ηXc(θ)⊗1ηX(θ)+1ηX(θ)⊗1ηXc(θ)

)
R2(1ηX(θ))FL(η) dη,



THE PESKIN PROBLEM WITH VISCOSITY CONTRAST 813

N3,9(θ)=
1

4πR2

∫
S

(
1ηXc(θ)⊗1ηX(θ)+1ηX(θ)⊗1ηXc(θ)

)
∂θR2(1ηX(θ))FL(η) dη,

N 3,10(θ)=
1

4πR2

∫
S

∂θ
(
1ηXc(θ)⊗1ηXc(θ)

)
R2(1ηX(θ))FL(η) dη,

N 3,11(θ)=
1

4πR2

∫
S

1ηXc(θ)⊗1ηXc(θ)∂θR2(1ηX(θ))FL(η) dη,

where R1 and R2 were defined in (2-7) and (2-9).
We proceed with N3,1 first. We take the derivative in (2-7) to obtain

N3,1(θ)= O1(θ)+ O2(θ)+ O3(θ), (3-25)

where

O1(θ)=−
1

8π

∫
S

∑
n≥1

n−1∑
m=0

n+m≥2

( n
m

)(−1)n−1(n−m)
n R2n (21ηXc(θ)

T1ηX(θ))n−m−1

· 2∂θ1ηXc(θ)
T1ηX(θ)|1ηX(θ)|2m FL(η) dη,

O2(θ)=−
1

8π

∫
S

∑
n≥1

n−1∑
m=0

n+m≥2

( n
m

)(−1)n−1(n−m)
n R2n (21ηXc(θ)

T1ηX(θ))n−m−1

· 21ηXc(θ)
T ∂θ1ηX(θ)|1ηX(θ)|2m FL(η) dη,

O3(θ)=−
1

4π

∫
S

∑
n≥1

n∑
m=1

( n
m

)(−1)n−1m
n R2n (21ηXc(θ)

T1ηX(θ))n−m

· |1ηX(θ)|2(m−1)1ηX(θ)T ∂θ1ηX(θ)FL(η) dη.

After performing the change of variables η← θ − η, we take Fourier transform of O1(θ) to obtain

Ô1(k)=−
1

8π

∫
S

∑
n≥1

n−1∑
m=0

n+m≥2

( n
m

)(−1)n−1(n−m)
n R2n ∗

n−m−1
∧

21θ−ηXc(θ)
T1θ−ηX(θ)

∗ 2
∧

D2(Xc)(θ)
T1θ−ηX(k) ∗m
∧

1θ−ηX(θ)T1θ−ηX(θ) ∗ F̂L(k) dη.

Using (3-9) and (3-10), we rewrite it as

Ô1(k)=−
1

8π

∑
n≥1

n−1∑
m=0

n+m≥2

( n
m

)(−1)n−1(n−m)
n R2n

∑
k1

. . .
∑
kk2n

n−m−2∏
j=0

2
∧

∂θXc(k2 j+1−k2 j+2)
T∧∂θX(k2 j+2−k2 j+3)

·2
∧

∂θXc(k−k1)
T∧∂θX(k2n−2m−1−k2n−2m)

n−1∏
j=n−m

∧

∂θX(k2 j−k2 j+1)
T∧∂θX(k2 j+1−k2 j+2)F̂L(k2n)In(k,k1, . . . ,k2n), (3-26)

with |In(k, k1, . . . , k2n)| ≤ 2π given by (3-3) and using Lemma 3.2. Above we are using the convention
that

∏ j2
j= j1 f ( j)≡ 1 if j2 < j1. Recalling estimate (3-13), distributing the exponential factor eν(t)k, and

applying Young’s inequality, we have

∥O1∥F 0,1
ν
≤

1
4

(∑
n≥1

n−1∑
m=0

n+m≥2

( n
m

)(n−m)
n R2n (2

√
2)n−me(n−m)ν(t)Rn−m

∥X∥n−m
Ḟ1,1
ν

∥X∥2m
Ḟ1,1
ν

)
∥FL∥F 0,1

ν
,
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which can be summed first in m to get

∥O1∥F 0,1
ν
≤

1
4

∑
n≥2

(2
√

2)nenν(t)
∥X∥n

Ḟ1,1
ν

Rn

(
1+

∥X∥Ḟ1,1
ν

2
√

2eν(t)R

)n−1

∥FL∥F 0,1
ν
, (3-27)

and then summed in n,

∥O1∥F 0,1
ν
≤

2e2ν∞

(
1+
∥X∥Ḟ1,1

ν

2
√

2eν∞R

)
1− 2
√

2eν∞
∥X∥Ḟ1,1

ν

R

(
1+
∥X∥Ḟ1,1

ν

2
√

2eν∞R

) ∥X∥2Ḟ1,1
ν

R2 ∥FL∥F 0,1
ν
.

Using estimate (2-42) and the notation (2-43), we conclude that

∥O1∥F 0,1
ν
≤ 2e2ν∞C2C2

1∥X∥
2
Ḟ1,1
ν
∥FL∥F 0,1

ν
, (3-28)

with

C2 =
1+ 1

2
√

2
e−ν∞C1∥X∥Ḟ1,1

ν

1− 2
√

2eν∞C1∥X∥Ḟ1,1
ν

(
1+ 1

2
√

2
e−ν∞C1∥X∥Ḟ1,1

ν

) , (3-29)

where C1 was defined in (2-43).
We proceed with O2 in (3-25). We take Fourier transform and, recalling (3-9), we obtain

Ô2(k)=−
1

8π

∑
n≥1

n−1∑
m=0

n+m≥2

( n
m

)(−1)n−1(n−m)
n R2n

∑
k1

· · ·

∑
kk2n

n−m−2∏
j=0

2
∧

∂θXc(k2 j+1− k2 j+2)
T∧∂θX(k2 j+2− k2 j+3)

· 2
∧

∂θXc(k2n−2m−1− k2n−2m)
T∧∂θX(k− k1)

n−1∏
j=n−m

∧

∂θX(k2 j − k2 j+1)
T∧∂θX(k2 j+1− k2 j+2)F̂L(k2n)In(k, k1, . . . , k2n), (3-30)

again with |In(k, k1, . . . , k2n)| ≤ 2π from (3-3) and Lemma 3.2. Thus, comparing (3-30) with (3-26), we
find the estimate for O2,

∥O2∥F 0,1
ν
≤ 2e2ν∞C2C2

1∥X∥
2
Ḟ1,1
ν
∥FL∥F 0,1

ν
, (3-31)

with C2 defined in (3-29) and C1 in (2-43).
Repeating these steps for O3, we obtain

∥O3∥F 0,1
ν
≤

1
2

∑
n≥1

n∑
m=1

( n
m

)m(2
√

2)n−m

n R2n eν(t)(n−m)Rn−m
∥X∥n−m

Ḟ1,1
ν

∥X∥2(m−1)
Ḟ1,1
ν

∥X∥2
Ḟ1,1
ν
∥FL∥F 0,1

ν
,

which after summation in m the right side above becomes

∥O3∥F 0,1
ν
≤

1
2

∑
n≥1

1
n R2n n(2

√
2eν(t)R∥X∥Ḟ1,1

ν
+∥X∥2

Ḟ1,1
ν
)n−1
∥X∥2

Ḟ1,1
ν
∥FL∥F 0,1

ν

=
1
2

∑
n≥1

∥X∥n−1
Ḟ1,1
ν

Rn−1

(
2
√

2eν(t)+
∥X∥Ḟ1,1

ν

R

)n−1 ∥X∥2
Ḟ1,1
ν

R2 ∥FL∥F 0,1
ν
, (3-32)
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and after summation in n we have

∥O3∥F 0,1
ν
≤

1
2

1

1− 2
√

2eν∞(∥X∥Ḟ1,1
ν
/R)(1+ e−ν∞(∥X∥Ḟ1,1

ν
/2
√

2R))

∥X∥2
Ḟ1,1
ν

R2 ∥FL∥F 0,1
ν
.

Introducing the bound for R in (2-42), we obtain

∥O3∥F 0,1
ν
≤

1
2C3C2

1∥X∥
2
Ḟ1,1
ν
∥FL∥F 0,1

ν
, (3-33)

and using C2 in (3-29) and C1 in (2-43) we have

C3 =
C2

1+ 1
2
√

2
e−ν∞C1∥X∥Ḟ1,1

ν

. (3-34)

Joining the bounds (3-28), (3-31), and (3-33), we find the estimate for N3,1 from (3-25) as

∥N3,1∥F 0,1
ν
≤

9
2C4C2

1∥X∥
2
Ḟ1,1
ν
∥FL∥F 0,1

ν
, (3-35)

with
C4 =

2
9

(
4e2ν∞C2+

1
2C3

)
. (3-36)

This completes our desired estimate for N3,1.
We continue with the next term N3,2 from (3-24), which we split in two:

N3,2(θ)= O4(θ)+ O5(θ),

where

O4(θ)=
1

4πR2

∫
S

∂θ
(
1ηX(θ)⊗1ηX(θ)

)
FL(η) dη,

O5(θ)=−
1

2πR4

∫
S

∂θ
(
1ηX(θ)⊗1ηX(θ)

)
1ηXc(θ)

T1ηX(θ)FL(η) dη.

The bounds for these terms follow in a similar way to that of N1,2 from (3-15) and N1,4 from (3-19),
respectively. Taking into account that

∥
∧

∂θX(k− k1)⊗
∧

∂θX(k1− k2)∥ ≤ |
∧

∂θX(k− k1)||
∧

∂θX(k1− k2)|, (3-37)

and Lemma 3.2, it is not hard to find that

|Ô4(k)| ≤
1
R2

∑
k1∈Z

∑
k2∈Z

|
∧

∂θX(k− k1)||
∧

∂θX(k1− k2)||F̂L(k2)|,

and recalling (3-13), we have

|Ô5(k)| ≤

√
2

R3

∑
k1∈Z

· · ·

∑
k4∈Z

|
∧

∂θX(k− k1)||
∧

∂θX(k1− k2)|δ1,−1(k2− k3)|
∧

∂θX(k3− k4)||F̂L(k4)|.

Therefore,

∥O4∥F 0,1
ν
≤

∥X∥2
Ḟ1,1
ν

R2 ∥FL∥F 0,1
ν
, ∥O5∥Ḟ1,1

ν
≤ 2
√

2eν∞
∥X∥3

Ḟ1,1
ν

R3 ∥FL∥F 0,1
ν
;
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thus

∥N3,2∥F 0,1
ν
≤

(
1+ 2
√

2eν∞
∥X∥Ḟ1,1

ν

R

)∥X∥2
Ḟ1,1
ν

R2 ∥FL∥F 0,1
ν
,

so plugging in the estimate (2-42) yields that

∥N3,2∥F 0,1
ν
≤ C5C2

1∥X∥
2
Ḟ1,1
ν
∥FL∥F 0,1

ν
, (3-38)

with
C5 = 1+ 2

√
2eν∞C1∥X∥Ḟ1,1

ν
. (3-39)

This completes our estimate for N3,2.
The Fourier transform of N3,3 in (3-24) can be bounded as

|N̂ 3,3(k)| ≤

√
2

2R3

∑
k1∈Z

· · ·

∑
k4∈Z

|
∧

∂θX(k− k1)||
∧

∂θX(k1− k2)|δ1,−1(k2− k3)|
∧

∂θX(k3− k4)||F̂L(k4)|,

and thus

∥N3,3∥F 0,1
ν
≤
√

2eν∞
∥X∥3

Ḟ1,1
ν

R3 ∥FL∥F 0,1
ν
,

which becomes
∥N3,3∥F 0,1

ν
≤
√

2eν∞C3
1∥X∥

3
Ḟ1,1
ν
∥FL∥F 0,1

ν
. (3-40)

Similarly, recalling (2-9), the estimate for N3,4 in (3-24) is

∥N3,4∥F 0,1
ν
≤

∥X∥2
Ḟ1,1
ν

R2

∑
n≥1

n∑
m=0

n+m≥2

( n
m

)(2√2)n−me(n−m)ν(t)Rn−m

R2n ∥X∥n−m
Ḟ1,1
ν

∥X∥2m
Ḟ1,1
ν
∥FL∥F 0,1

ν
,

which can be rewritten as

∥N3,4∥F 0,1
ν

≤

∥X∥2
Ḟ1,1
ν

R2

(∑
n≥1

(2
√

2eν(t)R∥X∥Ḟ1,1
ν
)n

R2n

(
1+

∥X∥Ḟ1,1
ν

2
√

2eν(t)R

)n

−
2
√

2eν(t)∥X∥Ḟ1,1
ν

R

)
∥FL∥F 0,1

ν

=

2
√

2eν(t)∥X∥3
Ḟ1,1
ν

R3

(∑
n≥1

(2
√

2eν(t)∥X∥Ḟ1,1
ν

R

)n−1(
1+

∥X∥Ḟ1,1
ν

2
√

2eν(t)R

)n

− 1
)
∥FL∥F 0,1

ν

=

2
√

2eν(t)∥X∥3
Ḟ1,1
ν

R3

(
∥X∥Ḟ1,1

ν

2
√

2eν(t)R

+

(
1+

∥X∥Ḟ1,1
ν

2
√

2eν(t)R

) ∑
n≥2

(2
√

2eν(t)∥X∥Ḟ1,1
ν

R

(
1+

∥X∥Ḟ1,1
ν

2
√

2eν(t)R

))n−1)
∥FL∥F 0,1

ν
.

Performing the sum in n and using estimate (2-42), we conclude that

∥N3,4∥F 0,1
ν
≤ 9C6C4

1∥X∥
4
Ḟ1,1
ν
∥FL∥F 0,1

ν
, (3-41)
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with

C6 =
1
9

(
1+ 8e2ν∞

(
1+

1

2
√

2
e−ν∞C1∥X∥Ḟ1,1

ν

)
C2

)
, (3-42)

where C1, C2 were defined in (2-43), (3-29). This completes our estimate for N3,4.
To deal with the term N3,5 in (3-24), we have to take a derivative in R2 from (2-9). This gives the

splitting
N3,5(θ)= O6(θ)+ O7(θ)+ O8(θ), (3-43)

where

O6(θ)=
1

4πR2

∫
S

∑
n≥1

n−1∑
m=0

n+m≥2

( n
m

)(−1)n(n−m)
R2n (1ηX(θ)⊗1ηX(θ))

· (21ηXc(θ)
T1ηX(θ))n−m−12∂θ1ηXc(θ)

T1ηX(θ)|1ηX(θ)|2m FL(η) dη,

O7(θ)=
1

4πR2

∫
S

∑
n≥1

n−1∑
m=0

n+m≥2

( n
m

)(−1)n(n−m)
R2n (1ηX(θ)⊗1ηX(θ))

· (21ηXc(θ)
T1ηX(θ))n−m−121ηXc(θ)

T ∂θ1ηX(θ)|1ηX(θ)|2m FL(η) dη,

O8(θ)=
1

2πR2

∫
S

∑
n≥1

n∑
m=1

( n
m

)(−1)nm
R2n (1ηX(θ)⊗1ηX(θ))

· (21ηXc(θ)
T1ηX(θ))n−m

|1ηX(θ)|2(m−1)1ηX(θ)T ∂θ1ηX(θ)FL(η) dη.

Comparing O6 and O8 to O1 and O3, respectively, in (3-25), and recalling the bounds (3-27), (3-32),
together with (3-37), we find that

∥O6∥F 0,1
ν
≤

∥X∥2
Ḟ1,1
ν

2R2

∑
n≥2

(2
√

2)nenν(t)n
Rn ∥X∥n

Ḟ1,1
ν

(
1+

∥X∥Ḟ1,1
ν

2
√

2eν(t)R

)n−1

∥FL∥F 0,1
ν
,

∥O8∥F 0,1
ν
≤

∥X∥2
Ḟ1,1
ν

R2

∑
n≥1

n∥X∥n−1
Ḟ1,1
ν

Rn−1

(
2
√

2eν(t)+
∥X∥Ḟ1,1

ν

R

)n−1 ∥X∥2
Ḟ1,1
ν

R2 ∥FL∥F 0,1
ν
,

which after summation in n the right side above becomes

∥O6∥F 0,1
ν
≤ 4e2ν∞

(
1+
∥X∥Ḟ1,1

ν

2
√

2eν∞R

)(
2−

2
√

2eν∞∥X∥Ḟ1,1
ν

R

(
1+
∥X∥Ḟ1,1

ν

2
√

2eν∞R

))

×

(
1− 2
√

2eν∞
∥X∥Ḟ1,1

ν

R

(
1+
∥X∥Ḟ1,1

ν

2
√

2eν∞R

))−2 ∥X∥4
Ḟ1,1
ν

R4 ∥FL∥F 0,1
ν
,

∥O8∥F 0,1
ν
≤

(
1− 2
√

2eν∞
∥X∥Ḟ1,1

ν

R

(
1+
∥X∥Ḟ1,1

ν

2
√

2eν∞R

))−2 ∥X∥4
Ḟ1,1
ν

R4 ∥FL∥F 0,1
ν
.

It is now clear that, for the same reason that the bound for O2 (3-30) was the same as that for O1 (3-26),
the estimate for O7 is the same as the one for O6. Therefore, with (2-42), we conclude that

∥N3,5∥F 0,1
ν
≤ 17C7C4

1∥X∥
4
Ḟ1,1
ν
∥FL∥F 0,1

ν
, (3-44)
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with

C7 =
16
17

e2ν∞C2C3

(
1−C−1

8

√
2eν∞∥X∥Ḟ1,1

ν

(
1+ 1

2
√

2
C−1

8 e−ν∞∥X∥Ḟ1,1
ν

))
+

C2
3

17
, (3-45)

where we note that C7 is indeed increasing in ∥X∥Ḟ1,1
ν

as can be seen because the infinite sums in the
upper bounds of ∥O6∥F 0,1

ν
and ∥O8∥F 0,1

ν
above are indeed increasing. Further above we are also using

C8
def
=

√
1+ 1

2∥X∥
2
Ḟ1,1
ν
, (3-46)

and we are further using C2 and C3 from (3-29) and (3-34).
Recalling the bounds (3-21) and (3-22), the remaining terms N3,6–N 3,11 can be estimated similarly,

using also C1, C6 and C7 from (2-43), (3-42) and (3-45), to obtain

∥N3,6∥Ḟ1,1
ν
≤ 8e2ν∞C2

1∥X∥
2
Ḟ1,1
ν
∥FL∥F 0,1

ν
,

∥N3,7∥Ḟ1,1
ν
≤ 8e2ν∞C2

1∥X∥
2
Ḟ1,1
ν
∥FL∥F 0,1

ν
,

∥N3,8∥Ḟ1,1
ν
≤ 18
√

2eν∞C6C3
1∥X∥

3
Ḟ1,1
ν
∥FL∥F 0,1

ν
,

∥N3,9∥Ḟ1,1
ν
≤ 34
√

2eν∞C7C3
1∥X∥

3
Ḟ1,1
ν
∥FL∥F 0,1

ν
,

∥N 3,10∥Ḟ1,1
ν
≤ 18e2ν∞C6C2

1∥X∥
2
Ḟ1,1
ν
∥FL∥F 0,1

ν
,

∥N 3,11∥F 0,1
ν
≤ 34e2ν∞C7C2

1∥X∥
2
Ḟ1,1
ν
∥FL∥F 0,1

ν
.

(3-47)

Therefore, from the splitting (3-24) and adding all the bounds (3-35), (3-38), (3-40), (3-41), (3-44), and
(3-47), we conclude that

∥N 3∥F 0,1
ν
≤

147
2 C9C2

1∥X∥
2
Ḟ1,1
ν
∥FL∥F 0,1

ν
, (3-48)

where

C9 =
2

147

( 9
2C4+C5+ 16e2ν∞ + 18e2ν∞C6+ 34e2ν∞C7

+ (
√

2+ 18
√

2C6+ 34
√

2C7)eν∞C1∥X∥Ḟ1,1
ν
+ (9C6+ 17C7)C2

1∥X∥
2
Ḟ1,1
ν

)
, (3-49)

with C1, C4, C5, C6, and C7 defined in (2-43), (3-36), (3-39), (3-42), and (3-45).

N2 estimates: It is clear from (3-5) that the previous estimate for N3 in (3-48) is also valid for N2, with
∥FL∥F 0,1

ν
replaced by ∥F0∥F 0,1

ν
. Therefore we have

∥N 2∥F 0,1
ν
≤

147
2 C9C2

1∥X∥
2
Ḟ1,1
ν
∥F0∥F 0,1

ν
, (3-50)

with C9 defined above in (3-49).

N4 estimates: We split the term N 4 in (3-5) following the splitting (2-11):

N4(θ)=N4,1(θ)+N4,2(θ)+N4,3(θ),
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where

N4,1(θ)=

∫
S

∂θ (G0(1ηXc(θ)))FN (η) dη,

N4,2(θ)=

∫
S

∂θ
(
GL(1ηXc(θ),1ηX(θ))

)
FN (η) dη,

N4,3(θ)=

∫
S

∂θ
(
G N (1ηXc(θ),1ηX(θ))

)
FN (η) dη.

We notice that the term N4,2 can be bounded exactly as N1 in (3-5), with ∥FL∥F 0,1
ν

replaced by ∥FN∥F 0,1
ν

,
that is, from (3-23) we have

∥N4,2∥F 0,1
ν
≤ 11
√

2e3ν∞C1∥X∥Ḟ1,1
ν
∥FN∥F 0,1

ν
,

with C1 from (2-43). Analogously using the similarity between N4,3 and N 3 in (3-48), we have

∥N4,3∥F 0,1
ν
≤

147
2 C9C2

1∥X∥
2
Ḟ1,1
ν
∥FN∥F 0,1

ν
,

where we recall C9 from (3-49).
Now taking a derivative in (2-12), the term N4,1 can be written as

N4,1(θ)=−
1

4π

∫
S

FN (η)

2 tan ((θ − η)/2)
+

1
4πR2

∫
S

∂θ1ηXc(θ)⊗1ηXc(θ)FN (η) dη

+
1

4πR2

∫
S

1ηXc(θ)⊗ ∂θ1ηXc(θ)FN (η) dη,

and therefore, recalling (3-18), we have

∥N4,1∥F 0,1
ν
≤

( 1
4 + 2e2ν∞

)
∥FN∥F 0,1

ν
.

We add the previous bounds to obtain

∥N4∥F 0,1
ν
≤

9
4C10∥FN∥F 0,1

ν
, (3-51)

with

C10 =
4
9

(1
4 + 2e2ν∞ + 11

√
2e3ν∞C1∥X∥Ḟ1,1

ν
+

147
2 C9C2

1∥X∥
2
Ḟ1,1
ν

)
, (3-52)

with C1, C9 defined in (2-43) and (3-49). Combining the estimates (3-23), (3-50), (3-48), and (3-51), we
conclude from (3-5) that

∥N∥Ḟ1,1
ν
≤

147
2 C9C2

1∥X∥Ḟ1,1
ν
∥F0∥F 0,1

ν
∥X∥Ḟ2,1

ν
+ 11
√

2C11C1∥X∥Ḟ1,1
ν
∥FL∥F 0,1

ν
+

9
4C10∥FN∥F 0,1

ν
,

where

C11 =
1

11
√

2

(
11
√

2e3ν∞ + 147
2 C9C1∥X∥Ḟ1,1

ν

)
, (3-53)

and C1, C9 are defined in (2-43) and (3-49). Rename the constants

D1 = C11C1, D2 = C9C2
1 , D3 = C10, (3-54)

to get the result (3-1), where C1, C9, C10, and C11 are given in (2-43), (3-49), (3-52), and (3-53). □
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3B. A priori estimates on F. In this section we will obtain bounds for F0, FL , and FN in F 0,1
ν .

Proposition 3.3. Assume that X ∈ Ḟ2,1
ν and that F solves (1-13). Then, the functions F0 in (3-58), FL in

(2-25) and FN = F− F0− FL , satisfy the estimate

∥F0∥F 0,1
ν
≤
√

2eν∞C8
2Ae

1− Aµ
, (3-55)

where C8 is defined in (3-46). Further

∥FL∥F 0,1
ν
≤ 2Ae

(
1+

|Aµ|
1− Aµ

)
∥X∥Ḟ2,1

ν
, (3-56)

∥FN∥F 0,1
ν
≤ 1000

√
2Ae

|Aµ|(1+ |Aµ|)
(1− Aµ)2(1+ Aµ)

D4∥X∥Ḟ1,1
ν
∥X∥Ḟ2,1

ν
, (3-57)

where D4 = D4(∥X∥Ḟ1,1
ν
; Aµ, ν∞) is an increasing function of ∥X∥Ḟ1,1

ν
as in (1-28) such that

lim
∥X∥

Ḟ1,1
ν
→0+

D4(∥X∥Ḟ1,1
ν
; 0, 0)= 1

and is defined in (3-78).

Proof. First, for a general circle the expression for F0 in (2-20) becomes

F0(θ)=
2Ae

1− Aµ
∂2
θ Xc. (3-58)

Similar to (3-13) using (3-11) we have for (3-55) that

∥F0∥F 0,1
ν
≤
√

2eν∞R
2Ae

1− Aµ
≤
√

2eν∞C8
2Ae

1− Aµ
,

where C8 is given by (3-46) and we used (2-42).
Further FL is given by (2-25) and so we have

∥FL∥F 0,1
ν
≤ 2Ae∥X∥Ḟ2,1

ν
+

2|Aµ|Ae

1− Aµ
∥X∥Ḟ1,1

ν
,

which gives (3-56).
We proceed with the expansion of the nonlinear terms in (1-13). First, using (2-8), we write

1
|1X +1Xc|

4 =
1

16R4 sin4 ((θ − η)/2)

(
1− 4

R21ηXc(θ)
T1ηX(θ)+R3(1ηX(θ))

)
,

where

R3(1ηX(θ))=− 4
R21ηXc(θ)

T1ηX(θ)R2(1ηX(θ))+ 2R2(1ηX(θ))

+
4
R4 (1ηXc(θ)

T1ηX(θ))2+ (R2(1ηX(θ)))2, (3-59)

and R2(1ηX(θ)) is given in (2-9). Then, we use the above expansion to rewrite S(F,X )(θ) from
(1-14) as

S(F,X )(θ)=
∫

S

K (Xc, X)(θ, η)
F(θ − η)

2 sin (η/2)
dη, (3-60)
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where

K (Xc, X)(θ, η)= 1
πR4 (∂θX (θ)

⊥)T1θ−ηX (θ)1θ−ηX (θ)⊗1θ−ηX (θ)

×

(
1− 4

R21ηXc(θ)
T1ηX(θ)+R3(1ηX(θ))

)
,

and we recall the notation X (θ)= Xc(θ)+ X(θ) and (2-2).
We will plug in the splitting for F in (2-15) into (1-13). We first introduce an analogous splitting for

K as
K (Xc, X)(θ, η)= K0(Xc)(θ, η)+ KL(Xc, X)(θ, η)+ KN (Xc, X)(θ, η). (3-61)

After we remove the zero-order (2-18), and linear-order terms (2-23), then (1-13) for the nonlinear-order
terms becomes the following equation for FN :

FN (θ)− 2Aµ

∫
S

K0(Xc)(θ, η)
FN (θ − η)

2 sin (η/2)
dη = J(X, FN )(θ), (3-62)

with

J(X, FN )(θ)= 2Aµ

∫
S

(
KL(Xc, X)(θ, η)+ KN (Xc, X)(θ, η)

) FN (θ − η)

2 sin (η/2)
dη

+ 2Aµ

∫
S

(
KL(Xc, X)(θ, η)+ KN (Xc, X)(θ, η)

) FL(θ − η)

2 sin (η/2)
dη

+ 2Aµ

∫
S

KN (Xc, X)(θ, η)F0(θ − η)
dη

2 sin (η/2)
,

(3-63)

where the first term in J will be treated as a perturbation with F0 and FL given in (3-58) and (2-25)
respectively. Notice that K0 is given by

K0(Xc)(θ, η)=
1
πR4 (∂θXc(θ)

⊥)T1θ−ηXc(θ)1θ−ηXc(θ)⊗1θ−ηXc(θ),

where by (2-3) and (2-5) we have

(∂θXc(θ)
⊥)T1θ−ηXc(θ)=−R2 sin

(
η

2

)
,

1θ−ηXc(θ)⊗1θ−ηXc(θ)=
a2

2

[
1−cos(2θ−η) −sin(2θ−η)
−sin(2θ−η) 1+cos(2θ−η)

]
+

b2

2

[
1+cos(2θ−η) sin(2θ−η)

sin(2θ−η) 1−cos(2θ−η)

]
+ab

[
sin(2θ−η) −cos(2θ−η)
−cos(2θ−η) −sin(2θ−η)

]
.

Therefore,∫
S

K0(Xc)(θ, η)
FN (θ − η)

2 sin (η/2)
dη =− 1

4π

∫
S

FN (θ − η) dη

−
a2
− b2

4πR2

∫
S

[
− cos (2θ−η) − sin (2θ−η)
− sin (2θ−η) cos (2θ−η)

]
FN (θ − η) dη

−
ab

2πR2

∫
S

[
sin (2θ−η) − cos (2θ−η)
− cos (2θ−η) − sin (2θ−η)

]
FN (θ − η) dη.
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Then taking the Fourier transform we find that

F
(∫

S

K0(Xc)(θ, η)
FN (θ − η)

2 sin (η/2)
dη

)
(k)

=−
1
2

F̂N (0)δ0(k)+
(a+ ib)2

4R2

[
1 −i
−i −1

]
F̂N (−1)δ1(k)+

(a− ib)2

4R2

[
1 i
i −1

]
F̂N (1)δ−1(k).

Equation (3-62) is then given on the Fourier side by the expressions

F̂N (0)=
1

1+ Aµ

∧

J(X, FN )(0),

F̂N (k)=
∧

J(X, FN )(k), k ≥ 2,
(3-64)

while for k = 1 one has that

F̂N (1)− Aµ
(a+ ib)2

2R2

[
1 −i
−i −1

]
F̂N (−1)=
∧

J(X, FN )(1),

F̂N (−1)− Aµ
(a− ib)2

2R2

[
1 i
i −1

]
F̂N (1)=
∧

J(X, FN )(−1),

which gives that[
1−A2

µ/2 −i A2
µ/2

i A2
µ/2 1−A2

µ/2

]
F̂N (1)= Aµ

(a+ ib)2

2R2

[
1 −i
−i −1

]
∧

J(X, FN )(−1)+
∧

J(X, FN )(1),

and thus

F̂N (1)=
Aµ

1− A2
µ

(a+ ib)2

2R2

[
1 −i
−i −1

]
∧

J(X, FN )(−1)+
1

1− A2
µ

[
1−A2

µ/2 i A2
µ/2

−i A2
µ/2 1−A2

µ/2

]
∧

J(X, FN )(1).

Since we have ∥∥∥∥[
1 −i
−i −1

]∥∥∥∥= 2,
∥∥∥∥[

1−A2
µ/2 i A2

µ/2
−i A2

µ/2 1−A2
µ/2

]∥∥∥∥= 1,

we obtain

|F̂N (1)| ≤
|Aµ|

1− A2
µ

|
∧

J(X, FN )(−1)| +
1

1− A2
µ

|
∧

J(X, FN )(1)|

=
1+ |Aµ|

(1− Aµ)(1+ Aµ)
|
∧

J(X, FN )(1)|,

which together with (3-64) implies that

∥FN∥F 0,1
ν
≤

1+ |Aµ|
(1− Aµ)(1+ Aµ)

∥J(X, FN )∥F 0,1
ν
. (3-65)

This is our estimate for FN .

J(X, FN ) estimate: Notice that J(X, FN ) corresponds to the nonlinear terms in S(F,X ) except the
one in the left-hand side of (3-62). For simplicity in notation, we are going to estimate S(F,X ), and
later extract from there the corresponding bounds for J(X, FN ).
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Consider the following splitting for S(F,X ) from (1-14):

S(F,X )(θ)= S1(F,X )(θ)+S2(F,X )(θ)+S3(F,X )(θ), (3-66)

with

S1(F,X )(θ)=
1
πR4

∫
S

(∂θX (θ)⊥)T1θ−ηX (θ)1θ−ηX (θ)⊗1θ−ηX (θ)
F(θ−η)

2sin(η/2)
dη,

S2(F,X )(θ)=−
4
πR6

∫
S

(∂θX (θ)⊥)T1θ−ηX (θ)1θ−ηX (θ)
⊗1θ−ηX (θ)1ηXc(θ)

T1ηX(θ)
F(θ−η)

2sin(η/2)
dη,

S3(F,X )(θ)=
1
πR4

∫
S

(∂θX (θ)⊥)T1θ−ηX (θ)1θ−ηX (θ)⊗1θ−ηX (θ)R3(1ηX(θ))
F(θ−η)

2sin(η/2)
dη.

We take Fourier transform of S1(F,X ) to obtain
∧

S1(F,X )(k)=
1
πR4

∑
k1∈Z

· · ·

∑
k4∈Z

(
∧

∂θX (k− k1)
⊥)T
∧

∂θX (k1− k2)
∧

∂θX (k2− k3)

⊗
∧

∂θX (k3− k4)F̂(k4)I ′2(k1, . . . , k4),

where

|I ′2(k1, . . . , k4)| =

∣∣∣∣∫
S

3∏
j=1

sin ((k j − k j+1)η/2)
(k j − k j+1) sin (η/2)

e−i(k1+k4)η/2

2 sin (η/2)
dη

∣∣∣∣
=

∣∣∣∣∫
S

sin ((k1+ k4)η/2)
sin (η/2)

3∏
j=1

sin ((k j − k j+1)η/2)
(k j − k j+1) sin (η/2)

dη
∣∣∣∣.

The integral I ′2 turns out to be the previously defined integral in (3-4). In Lemma 3.2 we show that
|I ′2| ≤ 2π . Using (3-11) and (3-13), we have

|(
∧

∂θX (k− k1)
⊥)T
∧

∂θX (k1− k2)|

≤
R2

2
(
δ1(k− k1)δ−1(k1− k2)+ δ−1(k− k1)δ1(k1− k2)

)
+

R
√

2
δ1,−1(k− k1)|
∧

∂θX(k1− k2)| +
R
√

2
δ1,−1(k1− k2)|
∧

∂θX(k− k1)| + |
∧

∂θX(k− k1)||
∧

∂θX(k1− k2)|,

while recalling (3-18), (3-21) and (3-22), we obtain

∥
∧

∂θX (k2− k3)⊗
∧

∂θX (k3− k4)∥

≤
R2

2
δ1,−1(k2− k3)δ1,−1(k3− k4)+

√
2

2
Rδ1,−1(k2− k3)|

∧

∂θX(k3− k4)|

+

√
2

2
R|
∧

∂θX(k2− k3)|δ1,−1(k3− k4)+ |
∧

∂θX(k2− k3)||
∧

∂θX(k3− k4)|.

Therefore, Young’s inequality for convolutions yields that

∥S1(F,X )∥F 0,1
ν
≤2

(
e2ν∞+2

√
2eν∞
∥X∥Ḟ1,1

ν

R
+

∥X∥2
Ḟ1,1
ν

R2

)(
2e2ν∞+2

√
2eν∞
∥X∥Ḟ1,1

ν

R
+

∥X∥2
Ḟ1,1
ν

R2

)
∥F∥F 0,1

ν
,
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which by (2-42) and notation (2-43) can be rewritten as

∥S1(F,X )∥F 0,1
ν
≤ 2(2e4ν∞ + 6

√
2e3ν∞C1∥X∥Ḟ1,1

ν
+ 11C12C2

1∥X∥
2
Ḟ1,1
ν
)∥F∥F 0,1

ν
, (3-67)

with
C12 =

1
11(11e2ν∞ + 4

√
2eν∞C1∥X∥Ḟ1,1

ν
+C2

1∥X∥
2
Ḟ1,1
ν
), (3-68)

and C1 is defined in (2-43).
Following the same steps, for
∧

S2(F,X ), one finds that

∥S2(F,X )∥F 0,1
ν
≤ 8
√

2eν∞(2e4ν∞ + 6
√

2e3ν∞C1∥X∥Ḟ1,1
ν
+ 11C12C2

1∥X∥
2
Ḟ1,1
ν
)C1∥X∥Ḟ1,1

ν
∥F∥F 0,1

ν
.

We define
C13 =

1
2(2e4ν∞ + 6

√
2e3ν∞C1∥X∥Ḟ1,1

ν
+ 11C12C2

1∥X∥
2
Ḟ1,1
ν
), (3-69)

so that
∥S2(F,X )∥F 0,1

ν
≤ 16
√

2eν∞C13C1∥X∥Ḟ1,1
ν
∥F∥F 0,1

ν
. (3-70)

This completes our
∧

S2(F,X ) estimate.
Next, we proceed with
∧

S3(F,X ) in (3-66). We split it accordingly to (3-59) as
∧

S3(F,X )=
∧

S3,1(F,X )+
∧

S3,2(F,X )+
∧

S3,3(F,X )+
∧

S3,4(F,X ),

with

S3,1(F,X )=−
4
πR6

∫
S

(∂θX (θ)⊥)T1θ−ηX (θ)1θ−ηX (θ)⊗1θ−ηX (θ)

·1θ−ηXc(θ)
T1θ−ηX(θ)R2(1ηX(θ))

F(θ − η)
2 sin (η/2)

dη,

S3,2(F,X )=
2
πR4

∫
S

(∂θX (θ)⊥)T1θ−ηX (θ)1θ−ηX (θ)⊗1θ−ηX (θ)R2(1ηX(θ))
F(θ − η)

2 sin (η/2)
dη,

S3,3(F,X )=
4
πR8

∫
S

(∂θX (θ)⊥)T1θ−ηX (θ)1θ−ηX (θ)⊗1θ−ηX (θ)

· (1θ−ηXc(θ)
T1θ−ηX(θ))2

F(θ − η)
2 sin (η/2)

dη,

S3,4(F,X )=
1
πR4

∫
S

(∂θX (θ)⊥)T1θ−ηX (θ)1θ−ηX (θ)⊗1θ−ηX (θ)(R2(1ηX(θ)))2
F(θ − η)

2 sin (η/2)
dη.

The procedure follows the steps used to bound N3,4(θ) in (3-24) and (3-41), where the term R2 from
(2-9) was also involved. After taking Fourier transform and using Lemma 3.2, Young’s inequality for
convolutions and summation in m and n gives

∥S3,1(F,X )∥F 0,1
ν
≤ 144

√
2eν∞C6C13C3

1∥X∥
3
Ḟ1,1
ν
∥F∥F 0,1

ν
,

∥S3,2(F,X )∥F 0,1
ν
≤ 72C6C13C2

1∥X∥
2
Ḟ1,1
ν
∥F∥F 0,1

ν
,

∥S3,3(F,X )∥F 0,1
ν
≤ 32e2ν∞C13C2

1∥X∥
2
Ḟ1,1
ν
∥F∥F 0,1

ν
,

∥S3,4(F,X )∥F 0,1
ν
≤ 324C13C2

6C4
1∥X∥

4
Ḟ1,1
ν
∥F∥F 0,1

ν
.
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Joining the above bounds, we obtain

∥S3(F,X )∥F 0,1
ν
≤ 104C13C14C2

1∥X∥
2
Ḟ1,1
ν
∥F∥F 0,1

ν
, (3-71)

with
C14 =

1
104(72C6+ 32e2ν∞ + 144

√
2eν∞C6C1∥X∥Ḟ1,1

ν
+ 324C2

6C2
1∥X∥

2
Ḟ1,1
ν
), (3-72)

where C1 and C6 previously defined in (2-43) and (3-42), respectively. We combine the bounds (3-67),
(3-70), and (3-71), and order them as

∥S(F,X )∥F 0,1
ν
≤ 4e4ν∞∥F∥F 0,1

ν
+ 28
√

2e5ν∞C1∥X∥Ḟ1,1
ν
∥F∥F 0,1

ν
+ 222C15C2

1∥X∥
2
Ḟ1,1
ν
∥F∥F 0,1

ν
,

with
C15 =

1
222(104C13C14+ 8

√
2eν∞(6

√
2e3ν∞ + 11C12C1∥X∥Ḟ1,1

ν
)+ 22C12), (3-73)

and C1 in (2-43), C12 in (3-68), C13 in (3-69) and C14 in (3-72).
We remark that instead of (3-66), analogously to the splitting for K in (3-61) we can split S(F,X )(θ) as

S(F,X )(θ)= S0(F,X )(θ)+SL(F,X )(θ)+SN (F,X )(θ), (3-74)

where from (3-60) and (3-61) we have

S0(F,X )(θ)=
∫

S

K0(Xc, X)(θ, η)
F(θ − η)

2 sin (η/2)
dη.

Then SL(F,X )(θ) analogously contains KL(Xc, X)(θ, η) from (3-61) and SL is linear in X . Then
SN (F,X )(θ) similarly contains KN (Xc, X)(θ, η) from (3-61) and SN is nonlinear in X . Then it is clear
from the above that we have the estimates

∥S0(F,X )∥F 0,1
ν
≤ 4e4ν∞∥F∥F 0,1

ν
,

∥SL(F,X )∥F 0,1
ν
≤ 28
√

2e5ν∞C1∥X∥Ḟ1,1
ν
∥F∥F 0,1

ν
,

∥SN (F,X )∥F 0,1
ν
≤ 222C15C2

1∥X∥
2
Ḟ1,1
ν
∥F∥F 0,1

ν
.

This splits the estimates into zero-order, linear-order, and nonlinear-order which is useful because of (3-63).
Next, recalling the definition of J(X, FN ) from (3-63) and its relation with S(F,X ) in (3-60) and

(3-74), it follows that

∥J(X, FN )∥F 0,1
ν
≤ 56
√

2|Aµ|C16C1∥X∥Ḟ1,1
ν
∥FN∥F 0,1

ν

+ 56
√

2|Aµ|C16C1∥X∥Ḟ1,1
ν
∥FL∥F 0,1

ν
+ 444|Aµ|C15C2

1∥X∥
2
Ḟ1,1
ν
∥F0∥F 0,1

ν
, (3-75)

with
C16 =

1
28
√

2
(28
√

2e5ν∞ + 222C15C1∥X∥Ḟ1,1
ν
). (3-76)

Finally, bound (3-75) allows us to estimate FN from (3-65),

∥FN∥F 0,1
ν

≤
56
√

2|Aµ|(1+ |Aµ|)
(1− Aµ)(1+ Aµ)

C17C16C1∥X∥Ḟ1,1
ν
∥FL∥F 0,1

ν
+

444|Aµ|(1+ |Aµ|)
(1− Aµ)(1+ Aµ)

C17C15C2
1∥X∥

2
Ḟ1,1
ν
∥F0∥F 0,1

ν
,
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where

C17 =

(
1−

56
√

2|Aµ|(1+ |Aµ|)
(1− Aµ)(1+ Aµ)

C16C1∥X∥Ḟ1,1
ν

)−1

, (3-77)

and the bounds for F0, FL are given in (3-55) and (3-56). Substituting these bounds we find

∥FN∥F 0,1
ν
≤ 112

√
2Ae
|Aµ|(1+ |Aµ|)(1− Aµ+ |Aµ|)

(1− Aµ)2(1+ Aµ)
C17C16C1∥X∥Ḟ1,1

ν
∥X∥Ḟ2,1

ν

+ 888
√

2Ae
|Aµ|(1+ |Aµ|)

(1− Aµ)2(1+ Aµ)
eν∞C8C17C15C2

1∥X∥Ḟ1,1
ν
∥X∥Ḟ2,1

ν
.

Defining

D4 =
1

1000C1C17(112(1− Aµ+ |Aµ|)C16+ 888eν∞C8C1C15), (3-78)

where C1, C8, C15, C16, and C17 are defined in (2-43), (3-46), (3-73), (3-76), and (3-77), we can write
the estimate for FN as (3-57). □

Proof of Lemma 3.2. Recalling (3-3) and (3-2) and using the odd part of the integral we can rewrite I = In as

I =−i pv
∫ π

−π

sin ((k1+ k2n)η/2)−
sin ((k−k1)η/2)
(k−k1) tan (η/2)

sin ((k+ k2n)η/2)

2 sin (η/2)

2n−1∏
j=1

sin ((k j − k j+1)η/2)
(k j − k j+1) sin (η/2)

dη

=−
i
2
(I ′− I ′′),

where

I ′ def
= pv

∫ π

−π

sin ((k1+ k2n)η/2)
sin (η/2)

2n−1∏
j=1

sin ((k j − k j+1)η/2)
(k j − k j+1) sin (η/2)

dη, (3-79)

I ′′ def
= pv

∫ π

−π

cos (η/2)
sin ((k+ k2n)η/2)

sin (η/2)

2n−1∏
j=0

sin ((k j − k j+1)η/2)
(k j − k j+1) sin (η/2)

dη. (3-80)

Note that if k1+k2n= 0 then I ′= 0 and if k+k2n= 0 then I ′′= 0. We henceforth assume that |k1+k2n|≥ 1
and |k+ k2n| ≥ 1. We will calculate (3-79) and then (3-80).

Notice that sin ((k j − k j+1)η/2)= sgn(k j − k j+1) sin (|k j − k j+1|η/2) and, since |k j − k j+1| ≥ 1, we
rewrite the quotient in the product form as

sin (|k j − k j+1|η/2)
sin (η/2)

=
ei |k j−k j+1|η/2− e−i |k j−k j+1|η/2

eiη/2− e−iη/2 =
ei |k j−k j+1|η/2(1− e−i |k j−k j+1|η)

eiη/2(1− e−iη)

= ei(|k j−k j+1|−1)η/2
|k j−k j+1|−1∑

m=0

e−iηm
=

|k j−k j+1|−1∑
m=0

ei(−2m+|k j−k j+1|−1)η/2.
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We conclude that
2n−1∏
j=1

sin (|k j − k j+1|η/2)
sin (η/2)

=

2n−1∏
j=1

|k j−k j+1|−1∑
m j=0

ei(−2m j+|k j−k j+1|−1)η/2

=

|k1−k2|−1∑
m1=0

· · ·

|k2n−1−k2n |−1∑
m2n−1=0

ei(|k1−k2|+···+|k2n−1−k2n |−2(m1+···+m2n−1)−2n)η/2.

In particular following those calculations we can express the integrand of I ′ in (3-79) as

sin ((k1+ k2n)η/2)
sin (η/2)

2n−1∏
j=1

sin ((k j − k j+1)η/2)
(k j − k j+1) sin (η/2)

=

(
sgn(k1+ k2n)

2n−1∏
j=1

1
|k j − k j+1|

) |k j−k j+1|−1∑
m j=0

1≤ j≤2n−1

|k1+k2n |−1∑
m2n=0

ei B1η/2,

where to be clear in the sum the m j indicates a further summation over all j ∈ {1, . . . , 2n− 1}. Also we
define B1 above as

B1 =

2n−1∑
j=1

|k j − k j+1| + |k1+ k2n| − 2
2n∑
j=1

m j − 2n.

Notice that no matter what the sign of any of the terms inside the absolute values above is we always
have

∑2n−1
j=1 |k j − k j+1| + |k1 + k2N | = 2l for some integer l so that B1 is an even integer. This holds

because the sum contains two copies of every k1, . . . , k2n .
We further integrate as

∫ π
−π

ei B1η/2 dη = (4/B1) sin(B1π/2), and we notice that since B1 is an even
integer, either (4/B1) sin(B1π/2)= 0 if B1 ̸= 0 or (4/B1) sin(B1π/2)= 2π when B1 = 0. We can then
find the following expression for I ′:

I ′ = 2π
(

sgn(k1+ k2n)

2n−1∏
j=1

1
|k j − k j+1|

) |k j−k j+1|−1∑
m j=0

1≤ j≤2n−1

|k1+k2n |−1∑
m2n=0

1B1=0. (3-81)

This is our calculation of the integral (3-79). We note, as a function of the single variable m2n , that B1

is decreasing and takes the value zero at most one time. Thus
∑|k1+k2n |−1

m2n=0 1B1=0 ≤ 1. We conclude that
|I ′| ≤ 2π . Note that (3-4) is exactly (3-79). So this proves the second estimate for (3-4) in Lemma 3.2.

We now calculate the integral (3-80), which is rather similar. We obtain
2n−1∏
j=0

sin (|k j − k j+1|η/2)
sin (η/2)

=

|k j−k j+1|−1∑
m j=0

0≤ j≤2n−1

ei(|k0−k1|+···+|k2n−1−k2n |−2(m0+···+m2n−1)−2n)η/2.

Then we can express the integrand of I ′′ as

cos (η/2)
sin ((k+ k2n)η/2)

sin (η/2)

2n−1∏
j=0

sin ((k j − k j+1)η/2)
(k j − k j+1) sin (η/2)

=
1
2

(
sgn(k+ k2n)

2n−1∏
j=0

1
|k j − k j+1|

) |k j−k j+1|−1∑
m j=0

0≤ j≤2n−1

|k+k2n |−1∑
m2n=0

(ei B2η/2+ ei B3η/2).
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We define

B2 =

2n−1∑
j=0

|k j − k j+1| + |k+ k2n| − 2
2n∑
j=0

m j − 2n,

B3 =

2n−1∑
j=0

|k j − k j+1| + |k+ k2n| − 2
2n∑
j=0

m j − 2n− 2.

Similarly since
∑2n

j=0 |k j −k j+1|+ |k+k2n| contains two copies of every k0, k1, . . . , k2n then it is always
an even integer. Therefore we conclude that B2 and B3 both are even integers.

We can then similarly find the following expression for I ′′:

I ′′ = π
(

sgn(k+ k2n)

2n−1∏
j=0

1
|k j − k j+1|

) |k j−k j+1|−1∑
m j=0

0≤ j≤2n−1

|k+k2n |−1∑
m2n=0

(1B2=0+ 1B3=0).

Then using the same argument as our upper bound estimate for I ′ we obtain that |I ′′| ≤ 2π . □

Remark 3.4. One can generally calculate the sum in (3-81) exactly. In particular the value of the sums in
(3-81) can be seen as the number of nonnegative integer solutions to the equation

m1+ · · ·+m2n =
1
2

2n−1∑
j=1

|k j − k j+1| + |k1+ k2n| − n,

with the restrictions that 0 ≤ m j ≤ |k j − k j+1| − 1 for j = 1, . . . , 2n− 1 and 0 ≤ m2n ≤ |k1+ k2n| − 1.
This value can be calculated exactly using the inclusion-exclusion formula.

Alternatively, if n = 1 in (3-4) then one can calculate, on the region where I ′1 ̸= 0, that we have exactly

I ′1 = 2π
min{|k1− k2|, |k1+ k2|} sgn(k1+ k2)

|k1− k2|
.

And this formula is consistent with our estimate in Lemma 3.2.

4. Proof of main theorem

This section is devoted to the proof of Theorem 1.2. In Section 4A we show the scheme of the proof
for existence of solutions via a regularization argument. The main part consists in obtaining the a priori
estimates, in particular the energy inequality from (1-30). Uniqueness is later proved in Section 4B.

4A. Existence. The proof follows a standard regularization argument. We will use a regularization of
(1-10) and (1-13), written in the form of (2-48), and the a priori estimates of the previous section to find a
weak solution in the sense of Definition 4.2 below. The regularity obtained for the solution will imply
that the solution found is indeed a strong solution, which we prove later is unique.

Definition 4.1. For fixed t ∈ [0, T ] and φ(t)∈W 2,∞(S), we say that ψ(t)∈ L∞(S) is a weak solution of

ψ(θ, t)+ 2Aµ∂θφ(θ, t)⊥ ·
∫

S

T (φ(θ, t)−φ(η, t)) ·ψ(η, t) dη = 2Ae∂
2
θφ(θ, t),
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with T given by (1-11), if for any ϕ ∈ D(S) it holds that∫
S

ψ(θ, t) ·ϕ(θ) dθ + 2Aµ

∫
S

ϕi (θ)

∫
S

∂θφ j (θ, t)⊥Ti jk(φ(θ, t)−φ(η, t))ψk(η, t) dη dθ

= 2Ae

∫
S

∂2
θφ(θ, t) ·ϕ(θ).

Definition 4.2. We say that X ∈ L∞([0, T ];W 1,∞(S))∩L1([0, T ];W 2,∞(S)) is a weak solution of (1-10)
if for almost every t ∈ [0, T ] the arc-chord condition (1-17) is satisfied, and if for any ϕ ∈ D(S×[0, T ])
it holds that∫

S

X (θ, t) ·ϕ(θ, t) dθ −
∫

S

X 0(θ) ·ϕ(θ, 0) dθ −
∫ t

0

∫
S

X (θ, τ ) · ∂tϕ(θ, τ ) dθdτ

=

∫ t

0

∫
S

ϕ(θ, τ ) ·

∫
S

G(X (θ, τ )−X (η, τ ))F(η, τ ) dη dθ dτ,

where G is defined in (1-9) and F ∈ L1([0, T ]; L∞(S)) is the solution in the sense of Definition 4.1
of (1-13).

We will write fM = JM f for general f such as f = X , f = Xc, f = Y or f = F, with JM the
high-frequency cut-off defined in (1-23). We start by considering a regularized version of system (1-10),
(1-13) (where (1-10) is written in (2-28) with the linear and nonlinear terms apart). For each positive
integer M, consider the regularized initial data X 0,M and the corresponding solution X = XM + XM,c to
the regularized system

∂tX M =−
Ae
2
(3XM +HR−1 XM)+JMN (XM,c, XM),

FM = 2AµJMS(FM ,X M)+ 2Ae∂
2
θX M .

(4-1)

We define correspondingly Y0,M and YM = YM + YM,c. We recall that (2-28) could be written in
Y-variables as (2-48). The corresponding regularized system in these variables reads as follows:

ŶM(0)= 0, ŶM,2(1)= 0, ŶM,c(k)= 0, k ̸= 0, 1, ŶM,c,1(1)= 0,

∂t ŶM,c(0)= P(0)−1∧N (XM,c, XM)(0),

∂t ŶM,1(1)=−AeŶM,1(1)+ (P(1)−1∧N (XM,c, XM)(1))1,

∂t ŶM(k)=−
Ae
2
D(k)ŶM(k)+ P(k)−1∧N (XM,c, XM)(k), 2≤ k ≤ M,

|ŶM,c,2(1)|2 =
1
2
−

∑
1≤k≤M

k(|ŶM,2(k)|2− |ŶM,1(k)|2),

(4-2)

with FM given by (4-1). Since XM,c is a circle with radius satisfying (2-42), the chord arc condition
(1-17) is clearly satisfied for ∥XM∥Ḟ1,1

ν
sufficiently small; we shall soon see that this in fact holds so long

as ∥XM∥Ḟ1,1
ν
< k(Aµ), which is defined in (4-9). Then, with the same size condition, FM is estimated in

terms of XM as in Section 3B. Thus, with FM solved in terms of YM using the transformation (2-31), we
obtain an ODE of the form

ẎM = JMG(YM), YM(0)= YM,0,
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for a certain nonlinear function G. Notice that the ODE for ŶM,c(0) is decoupled from the rest because there
are no zero modes in
∧

N (XM,c, XM)(0). Therefore, Picard’s theorem on Banach spaces yields the local ex-
istence of regularized solutions YM ∈C1([0, TM); H m

M), where H m
M ={ f ∈ H m(S) : supp( f̂ )⊂[−M,M]}.

Since the a priori energy estimate (4-11) holds for the regularized system, we have uniform bounds for
YM in the space L∞(R+; Ḟ1,1

ν )∩ L1(R+; Ḟ2,1
ν ). It is not hard to prove that YM forms a Cauchy sequence

in L∞([0, T ];F 0,1
ν ), so that we have a candidate for solution. One can then apply a version of the

Aubin–Lions lemma (see Corollary 6 of [Simon 1987]) to get the strong convergence, up to a subsequence,
of the approximate problems in L2([0, T ]; Ḟ1,1

ν ). Next, since ŶM(m, t)→ Ŷ(m, t) as M→∞, for all
m ∈ Z and almost every t , Fatou’s lemma allows us to conclude that

M(t)= ∥Y∥Ḟ1,1
ν
(t)+ Ae

4
C

∫ t

0
∥Y∥Ḟ2,1

ν
(τ ) dτ

≤ lim inf
M→+∞

(
∥YM∥Ḟ1,1

ν
(t)+ Ae

4
C

∫ t

0
∥YM∥Ḟ2,1

ν
(τ ) dτ

)
≤ ∥Y0∥Ḟ1,1,

so we obtain that the limit function Y belongs to L∞([0, T ]; Ḟ1,1
ν )∩ L1([0, T ]; Ḟ2,1

ν ). Now, we claim
that the strong convergence, up to a subsequence, of XM → X in L∞([0, T ]; Ḟ1,1

ν )∩ L1([0, T ]; Ḟ2,1
ν )

holds. The proof of this claim follows in fact along the lines of the proof of uniqueness (see Section 4B).
This strong convergence immediately implies from (4-1), under the size constraint (1-29), the strong
convergence FM → F in L1([0, T ];F 0,1

ν ). In fact, it suffices to consider FM1 and FM2 , write their
difference as

FM1 − FM2 = 2Aµ(JM1S(FM1,X M1)−JM2S(FM1,X M1))

+ 2Aµ(JM2S(FM1,X M1)−JM2S(FM2,X M1))

+ 2Aµ(JM2S(FM2,X M1)−JM2S(FM2,X M2))

+ 2Ae(∂
2
θX M1 − ∂

2
θX M2),

and perform estimates similar to the ones in Section 3B to find that FM forms a Cauchy sequence in
L1([0, T ];F 0,1

ν ). Since XM,c is given in terms of XM , the above convergence holds for X M . The strong
convergence X M → X in L∞([0, T ]; Ḟ1,1

ν ) together with FM → F in L1([0, T ];F 0,1
ν ) yields X as

a solution to (1-10) in the sense of Definition 4.2. (Moreover, it is easy to check in (4-1) the strong
convergence of the right-side terms in L1([0, T ]; Ḟ1,1

ν ).)
We refer to Section 5 of [Gancedo et al. 2020] for a similar approximation argument, including the

instant generation of analyticity and the continuity in time. We include it here for completeness. From the
strong convergence in L1([0, T ]; Ḟ1,1

ν ) of the right-hand side of (1-10), we must have that ∂tX M → ∂tX
in L1([0, T ]; Ḟ1,1

ν ). Consider 0< t ≤ t1 < t2. Then,

∥X (t2)−X (t1)∥Ḟ1,1
ν(t)
=

∥∥∥∥∫ t2

t1
∂tX (τ ) dτ

∥∥∥∥
Ḟ1,1
ν(t)

≤

∫ t2

t1
∥∂tX (τ )∥Ḟ1,1

ν(τ)
dτ,

which from the fact that ∂tX ∈ L1([0, T ]; Ḟ1,1
ν ) yields that the solution is analytic for all positive times,

and X ∈ C([ε, T ]; Ḟ1,1
ν ) for any ε > 0. Moreover, fix ν̃m ∈ (0, ν∞) and define ν̃(t) according to (1-27);
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now given any t2 > 0 choose 0< t1 < t2 close enough to t2 that ν̃(t2) < ν(t1). Thus, it holds that

∥X (t2)−X (t1)∥Ḟ1,1
ν̃(t2)
→ 0 as t1→ t2,

and therefore we have X ∈C([0, T ]; Ḟ1,1
ν̃
). Since ν̃m ∈ (0, ν∞) is an arbitrary number in an open interval,

we conclude that X ∈ C([0, T ]; Ḟ1,1
ν ). Finally, the analyticity in space for all positive times implies that

X ∈ C([ε, T ]; Ḟ s,1
ν̃
) for any s ≥ 0, ε > 0, and 0 < ν̃ < ν. This regularity translates to F as well for

t ≥ ε. Therefore, one can consider ∂tX (t2)− ∂tX (t1) for arbitrary t2, t1 ≥ ε to find in particular that
∂tX ∈ C((0, T ];F 0,1

ν ).
We have proven that X is a strong solution in the sense of Definition 1.1 as claimed in Theorem 1.2.

In Section 4B we prove that this solution is unique.
We now prove the global-in-time energy inequality in (1-30).

Proof of (1-30). Equations (2-45) show decay of the higher frequencies (2-38) if we are able to control
the nonlinear terms, for which we will need the constraint (2-40). Indeed, using (2-38) and the inequality
k(k− 1)≥ k2/2 for k ≥ 2 implies

d
dt
∥Y∥Ḟ1,1

ν
≤−

( Ae
4
− ν ′(t)

)
∥Y∥Ḟ2,1

ν
+∥N (Xc, X)∥Ḟ1,1

ν
, (4-3)

where we have used that ∥P(k)−1
∥ = 1, and we can choose ν ′(t) as small as we need. The goal is thus to

obtain a bound like

∥N (Xc, X)∥Ḟ1,1
ν
≤ C(∥X∥Ḟ1,1

ν
)∥Y∥Ḟ2,1

ν
, (4-4)

with C(∥X∥Ḟ1,1
ν
)≈ ∥X∥Ḟ1,1

ν
.

We proceed to complete the nonlinear estimate (4-4) to obtain the adequate sign in the balance (4-3).
We insert the a priori bounds on F given by (3-55), (3-56), and (3-57), into the estimate (3-1) to obtain

∥N∥Ḟ1,1
ν
≤ 22
√

2Ae
1− Aµ+ |Aµ|

1− Aµ
D1∥X∥Ḟ1,1

ν
∥X∥Ḟ2,1

ν
+ 147

√
2

Ae

1− Aµ
eν∞D2C8∥X∥Ḟ1,1

ν
∥X∥Ḟ2,1

ν

+ 2250
√

2Ae
|Aµ|(1+ |Aµ|)

(1− Aµ)2(1+ Aµ)
D3 D4∥X∥Ḟ1,1

ν
∥X∥Ḟ2,1

ν
,

which finally gives the desired estimate

∥N∥Ḟ1,1
ν
≤ 169

√
2

Ae

1− Aµ
D5∥X∥Ḟ1,1

ν
∥X∥Ḟ2,1

ν
, (4-5)

where

D5 =
1

169

(
22(1− Aµ+ |Aµ|)D1+ 147eν∞D2C8+ 2250

|Aµ|(1+ |Aµ|)
(1− Aµ)(1+ Aµ)

D3 D4

)
, (4-6)

and C8, D1, D2, D3, D4, are given by (3-46), (3-54), and (3-78). Recalling the equivalence (2-34) and
inserting the above bound into (4-3), we obtain

d
dt
∥Y∥Ḟ1,1

ν
≤−Ae

(
1
4
−
ν ′(t)
Ae
− 169

√
2

D5

1− Aµ
∥X∥Ḟ1,1

ν

)
∥Y∥Ḟ2,1

ν
. (4-7)
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Since ν ′(t)= ν∞/(1+ t)2 and ν∞ > 0 in (1-27) can be chosen arbitrarily small, if the condition

1− 676
√

2
D5(∥X∥Ḟ1,1

ν
)

1− Aµ
∥X∥Ḟ1,1

ν
> 0 (4-8)

holds initially, where D5 is defined in (4-6), then the fact that D5 decreases as ∥X∥Ḟ1,1
ν

decreases guarantees
that this condition is propagated in time. For the same reasons, this condition can be stated as a smallness
condition for ∥X0∥Ḟ1,1 as

∥X0∥Ḟ1,1 < k(Aµ), (4-9)

with k a function defined implicitly via (4-8) (see also Figure 1). Because D5 is increasing on ∥X∥Ḟ1,1
ν

,
we have the explicit upper bound

k(Aµ) <
1− Aµ

676
√

2D5(0)
, (4-10)

where
1− Aµ

676
√

2D5(0)

=

(
588
√

2
1− Aµ

+ 88
√

2
(

1+
|Aµ|

1− Aµ

)
+

9
√

2|Aµ|(1+ |Aµ|)
(1− Aµ)(1+ Aµ)

(
112

(
1+

|Aµ|
1− Aµ

)
+

888
1− Aµ

))−1

.

Then, for small enough ∥X∥Ḟ1,1
ν

, the upper bound in (4-10) approximates the actual value of k(Aµ).
Therefore,

∥Y∥Ḟ1,1
ν
(t)+

Ae

4
C

∫ t

0
∥Y∥Ḟ2,1

ν
(τ ) dτ ≤ ∥Y0∥Ḟ1,1, (4-11)

with

C = C(∥X0∥Ḟ1,1
ν
, Aµ, ν∞)= 1− 4

ν ′(t)
Ae
− 676

√
2

D5(∥X0∥Ḟ1,1
ν
)

1− Aµ
∥X0∥Ḟ1,1

ν
. (4-12)

Moreover, since ∥Y∥Ḟ1,1
ν
≤ ∥Y∥Ḟ2,1

ν
, the inequality (4-7) gives

d
dt
∥Y∥Ḟ1,1

ν
≤−

Ae

4
C∥Y∥Ḟ1,1

ν
,

and thus

∥Y∥Ḟ1,1
ν
≤ ∥Y0∥Ḟ1,1

ν
e−(Ae/4)Ct . (4-13)

This completes the decay estimate.
The control of the zero frequency follows from (2-47) with

|X̂c(0)| ≤ |X̂0,c(0)| +
∫ t

0
|
∧

N (Xc, X)(0)| dτ. (4-14)

Notice that the estimates of the nonlinear terms in F 0,1 can be done as in Section 3A and yield the bound

|
∧

N (Xc, X)(0)| ≤ ∥N (Xc, X)∥F 0,1 ≤ Ae
D̃5

1− Aµ
∥X∥Ḟ1,1

ν
∥X∥Ḟ2,1

ν
,

where D̃5 is a constant that plays the role of D5. Recalling (2-34) and the energy balance (4-11), we
introduce this bound back to (4-14) to conclude

|X̂c(0)| ≤ |X̂0,c(0)| + C̃∥X0∥
2
Ḟ1,1,
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with

C̃ =
D̃5

(1− Aµ)C
, (4-15)

and D5, C given in (4-6) and (4-12) respectively.
Finally, the decay (4-13) applied to (2-46) yields

1
2 R(t)2 = |Ŷc,2(1)|2→ 1

2 as t→+∞,

showing the exponentially fast convergence to a uniformly parametrized circle of area π . □

4B. Uniqueness. Consider two solutions X = Xc+ X and X̃ = X̃c+ X̃ with initial data X 0 and X̃ 0

in F1,1. Recalling the system in the Y-variables (2-32), we have

d
dt
∥Y − Ỹ∥Ḟ1,1

ν
≤−

( Ae
4
− ν ′(t)

)
∥Y − Ỹ∥Ḟ2,1

ν
+
√

2∥N (Xc, X)−N (X̃c, X̃)∥Ḟ1,1
ν
, (4-16)

and

|Ŷc(0)− ̂̃Y c(0)| ≤ |Ŷ0,c(0)− ̂̃Y 0,c(0)| +
∫ t

0

∣∣P(0)−1∧N (Xc, X)(0)− P(0)−1
∧

N (X̃c, X̃)(0)
∣∣ dτ. (4-17)

Notice that, in comparison with (4-3), we are including in the left-hand side of (4-16) the terms corre-
sponding to (the first frequency of) the circle part,

2|Ŷc,2(1)− ̂̃Y c,2(1)|.

Although these terms are neutral with respect to the dissipative linear operator, whenever they appear on
the right-hand side, we will be able to absorb them by using Grönwall’s lemma and (4-11) (which both Y
and Ỹ satisfy). Notice further that since the nonlinear terms do not contain the zero frequency of Y , i.e.,
Ŷc(0), equation (4-17) implies

|Ŷc(0)− ̂̃Y c(0)| = 0, (4-18)

once we show from (4-16) that ∥Y − Ỹ∥Ḟ1,1
ν
= 0. Thus we proceed to deal with (4-16).

The difference between the nonlinear terms in (4-16) is split in four, according to (3-5), so that we have

∥N (Xc,X)−N (X̃c, X̃)∥Ḟ1,1
ν
≤∥N1(Xc,X)−N1(X̃c, X̃)∥F 0,1

ν
+∥N2(Xc,X)−N2(X̃c, X̃)∥F 0,1

ν

+∥N3(Xc,X)−N3(X̃c, X̃)∥F 0,1
ν
+∥N4(Xc,X)−N4(X̃c, X̃)∥F 0,1

ν
. (4-19)

We start by explaining the estimate corresponding to the first subterm N1,1 in detail (see (3-6)), and later
we will explain the general procedure. We have

N1,1(Xc, X)(θ)−N1,1(X̃c, X̃)(θ)= Q1+ Q2+ Q3+ Q4, (4-20)

where

Q1 =

(
−

1
4πR2 +

1

4π R̃2

) ∫
S

∂θ1ηXc(θ)
T1ηX(θ)FL(η) dη,

Q2 =
1

4π R̃2

∫
S

(
∂θ1η X̃c(θ)− ∂θ1ηXc(θ)

)T
1η X̃(θ)F̃L(η) dη,
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Q3 =
1

4π R̃2

∫
S

∂θ1ηXc(θ)
T (
1η X̃(θ)−1ηX(θ)

)
F̃L(η) dη,

Q4 =
1

4π R̃2

∫
S

∂θ1ηXc(θ)
T1ηX(θ)

(
F̃L(η)− FL(η)

)
dη.

For the first term, we need to estimate the difference between R and R̃. Recalling (2-40), where
|Ŷc,2(1)|2 = R2/2 with R2

= a2
+ b2, we have

|R2
− R̃2
| =

∣∣∣∣−2
∑
k≥1

k(|Ŷ2(k)|2− |Ŷ1(k)|2)+ 2
∑
k≥1

k(|̂̃Y 2(k)|2− |
̂̃Y 1(k)|2)

∣∣∣∣
≤ 2

∑
k≥1

k
(∣∣|Ŷ2(k)| − |

̂̃Y 2(k)|
∣∣(|Ŷ2(k)| + |

̂̃Y 2(k)|)+
∣∣|Ŷ1(k)| − |

̂̃Y 1(k)|
∣∣(|Ŷ1(k)| + |

̂̃Y 1(k)|)
)
.

Further note for j = 1, 2 that ∣∣|Ŷ j (k)| − |
̂̃Y j (k)|

∣∣≤ |Ŷ j (k)−
̂̃Y j (k)|,

and on the S domain we have |Ŷ j (k)| ≤ ∥Y j∥L∞(S) ≤ ∥Y j∥Ḟ 0,1 . We conclude

|R2
− R̃2
| ≤ (∥Y∥Ḟ 0,1 +∥Ỹ∥Ḟ 0,1)∥Y − Ỹ∥Ḟ1,1 .

Therefore, using also (2-41), we obtain∣∣∣∣ 1
R2 −

1

R̃2

∣∣∣∣= ∣∣∣∣ R̃2
− R2

R2 R̃2

∣∣∣∣≤ ∥Y∥Ḟ 0,1 +∥Ỹ∥Ḟ 0,1√
1− 1

2∥Y∥Ḟ 1
2 ,1

√
1− 1

2∥Ỹ∥Ḟ 1
2 ,1

∥Y − Ỹ∥Ḟ1,1 .

In particular, for a constant c(∥Y∥Ḟ1,1, ∥Ỹ∥Ḟ1,1) > 0, we can write∣∣∣∣ 1
R2 −

1

R̃2

∣∣∣∣≤ c(∥Y∥Ḟ1,1, ∥Ỹ∥Ḟ1,1)∥Y − Ỹ∥Ḟ1,1 .

Then, the bound for Q1 follows as in the estimate for the term (3-8), we obtain

∥Q1∥F 0,1
ν
≤ c(∥Y∥Ḟ1,1

ν
, ∥Ỹ∥Ḟ1,1

ν
)∥FL∥F 0,1

ν
∥Y − Ỹ∥Ḟ1,1,

and introducing the estimate for FL from (3-56) we have

∥Q1∥F 0,1
ν
≤ Aec(∥Y∥Ḟ1,1

ν
, ∥Ỹ∥Ḟ1,1

ν
, Aµ, ν∞)∥Y∥Ḟ2,1

ν
∥Y − Ỹ∥Ḟ1,1,

which is trivially bounded by

∥Q1∥F 0,1
ν
≤ Aec(∥Y∥Ḟ1,1

ν
, ∥Ỹ∥Ḟ1,1

ν
, Aµ, ν∞)∥Y∥Ḟ2,1

ν
∥Y − Ỹ∥Ḟ1,1 .

It is now clear that (4-11) allows us to control this term by Grönwall’s lemma in (4-16).
We proceed to estimate Q2 in (4-20). Following the steps in (3-8), but maintaining the difference

between X̃c and Xc together, we find that

∥Q2∥F 0,1
ν
≤ c(∥Y∥Ḟ1,1

ν
, ∥Ỹ∥Ḟ1,1

ν
, Aµ, ν∞)∥Ỹ∥Ḟ2,1

ν
|Ŷc,2(1)− ̂̃Y c,2(1)|

≤ Aec(∥Y∥Ḟ1,1
ν
, ∥Ỹ∥Ḟ1,1

ν
, Aµ, ν∞)∥Ỹ∥Ḟ2,1

ν
∥Y − Ỹ∥Ḟ1,1,
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and it is thus controlled in the same way. The bound for Q3 follows exactly as in (3-8) and has the same
structure as the bound for Q2.

Finally, we are left with Q4, for which we have

Q4 ≤ c(∥Y∥Ḟ1,1
ν
, ∥Ỹ∥Ḟ1,1

ν
)∥F̃L − FL∥F 0,1

ν
.

We emphasize that the constant above is given exactly by the one for N1,1 in (3-14). The estimate for
F̃L − FL follows from (2-25) (compare to (3-56)); we have

∥F̃L − FL∥F 0,1
ν
≤ 2Ae∥X̃ − X∥Ḟ2,1

ν
+ 2Ae

|Aµ|
1− Aµ

∥X̃ − X∥Ḟ1,1
ν
, (4-21)

so, moving to the Y -variable, we obtain

Q4 ≤ Aec(∥Y∥Ḟ1,1
ν
, ∥Ỹ∥Ḟ1,1

ν
)∥Ỹ −Y∥Ḟ2,1

ν
+ Aec(∥Y∥Ḟ1,1

ν
, ∥Ỹ∥Ḟ1,1

ν
, Aµ, ν∞)∥Ỹ −Y∥Ḟ1,1

ν
,

and therefore trivially we have

Q4 ≤ Aec(∥Y∥Ḟ1,1
ν
, ∥Ỹ∥Ḟ1,1

ν
)∥Ỹ −Y∥Ḟ2,1

ν
+ Aec(∥Y∥Ḟ1,1

ν
, ∥Ỹ∥Ḟ1,1

ν
, Aµ, ν∞)∥ Ỹ −Y∥Ḟ1,1

ν
.

Although in this section we are denoting by c all constants (possibly depending on ∥Y∥Ḟ1,1
ν

, ∥Ỹ∥Ḟ1,1
ν

,
Aµ, ν∞), it is important to notice that the constant in front of the high-order term ∥Ỹ −Y∥Ḟ2,1

ν
is less than

or equal to the one appearing in the nonlinear estimates from Section 3A. This will allow us to absorb
these terms using the negative sign coming from the dissipative linear term without additional conditions
on the initial data other than the one needed for the earlier existence proof.

In summary, so far we have obtained

∥N1,1(Xc, X)−N1,1(X̃c, X̃)∥F 0,1
ν
≤ Aec(∥Y∥Ḟ1,1

ν
, ∥Ỹ∥Ḟ1,1

ν
)∥Ỹ −Y∥Ḟ2,1

ν

+ Aeg(∥Y∥Ḟ1,1
ν
, ∥Ỹ∥Ḟ1,1

ν
, ∥Y∥Ḟ2,1

ν
, ∥Ỹ∥Ḟ2,1

ν
, Aµ, ν∞)∥ Ỹ −Y∥Ḟ1,1

ν
,

where g is a function whose L1-in-time norm is bounded independently of time in terms of the initial data
∥Y0∥F 0,1 , ∥Ỹ0∥F 0,1 . Therefore the second term above can be controlled in (4-16) after using the Grönwall
inequality.

Following the same steps for all the terms corresponding to N1 from (3-6), it is clear that one obtains

∥N1(Xc, X)−N1(X̃c, X̃)∥F 0,1
ν
≤ c(∥Y∥Ḟ1,1

ν
, ∥Ỹ∥Ḟ1,1

ν
)∥F̃L − FL∥F 0,1

ν

+ Aeg(∥Y∥Ḟ1,1
ν
, ∥Ỹ∥Ḟ1,1

ν
, ∥Y∥Ḟ2,1

ν
, ∥Ỹ∥Ḟ2,1

ν
, Aµ, ν∞)∥ Ỹ −Y∥Ḟ1,1

ν
,

where we use the same letter g to denote another L1-in-time function as explained above and the constant
in front of ∥F̃L − FL∥F 0,1

ν
is exactly given by the one in (3-23). Since the coefficient of the higher-order

term in the bound (4-21) is smaller than the one in (3-56), we guarantee that

∥N1(Xc,X)−N1(X̃c, X̃)∥F 0,1
ν
≤ Aec(∥Y∥Ḟ1,1

ν
,∥Ỹ∥Ḟ1,1

ν
)∥Ỹ−Y∥Ḟ2,1

ν

+Aeg(∥Y∥Ḟ1,1
ν
,∥Ỹ∥Ḟ1,1

ν
,∥Y∥Ḟ2,1

ν
,∥Ỹ∥Ḟ2,1

ν
, Aµ,ν∞)∥ Ỹ−Y∥Ḟ1,1

ν
. (4-22)
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Now, we realize that the same idea applies to the other nonlinear terms in (4-19). In N2 there are not
high-order terms to absorb, since the expression of F0 (3-58) only depends on the circle part, which has
to be controlled via Grönwall. The term N3 will provide an estimate like the one above for N1, where
the constant in front of ∥Ỹ −Y∥Ḟ2,1

ν
is smaller than (3-48) for the same reasons given before. Finally, the

same can be said for N4, but with an analogous estimate to (4-21) for the difference FN − F̃N . It follows
in the same way as the estimate (3-57), so we omit details to avoid repetition.

The final estimate for the difference of the nonlinear terms in (4-19) has then the form (4-22), with
a coefficient of the highest-order norm smaller than the coefficient of the norm with the highest-order
derivative in (4-5). Therefore, under condition (1-29), the highest-regularity terms in the nonlinear upper
bound can be absorbed by the dissipation in (4-16) and thus

d
dt
∥Y − Ỹ∥Ḟ1,1

ν
≤ Aeg(∥Y∥Ḟ1,1

ν
, ∥Ỹ∥Ḟ1,1

ν
, ∥Y∥Ḟ2,1

ν
, ∥Ỹ∥Ḟ2,1

ν
, Aµ, ν∞)∥ Ỹ −Y∥Ḟ1,1

ν
,

which provides for all time via Grönwall that

∥Y − Ỹ∥Ḟ1,1
ν
≤ c(∥Y0∥Ḟ1,1

ν
, ∥Ỹ0∥Ḟ1,1

ν
, Ae, Aµ, ν∞)∥Y0− Ỹ0∥Ḟ1,1

ν
.

We conclude that ∥Y − Ỹ∥Ḟ1,1
ν
= 0. Together with (4-18), this completes the proof. □

Acknowledgements

García-Juárez was partially supported by the grant MTM2017-89976-P (Spain), the AMS-Simons Travel
Grant, and by the ERC through the Starting Grant projects H2020-EU.1.1-639227 and ERC-StG-CAPA-
852741. Mori was partially supported by the NSF grants DMS-1907583 and DMS-2042144 (USA)
and the Math+X award from the Simons Foundation. Strain was partially supported by the NSF grants
DMS-1764177 and DMS-2055271 (USA).

References

[Ambrose and Siegel 2017] D. M. Ambrose and M. Siegel, “Well-posedness of two-dimensional hydroelastic waves”, Proc. Roy.
Soc. Edinburgh Sect. A 147:3 (2017), 529–570. MR Zbl

[Boulakia et al. 2012] M. Boulakia, E. L. Schwindt, and T. Takahashi, “Existence of strong solutions for the motion of an elastic
structure in an incompressible viscous fluid”, Interfaces Free Bound. 14:3 (2012), 273–306. MR Zbl

[Cameron 2019] S. Cameron, “Global well-posedness for the two-dimensional Muskat problem with slope less than 1”, Anal.
PDE 12:4 (2019), 997–1022. MR Zbl

[Cameron 2020] S. Cameron, “Global wellposedness for the 3D Muskat problem with medium size slope”, preprint, 2020.
arXiv 2002.00508

[Cheng and Shkoller 2010] C. H. A. Cheng and S. Shkoller, “The interaction of the 3D Navier–Stokes equations with a moving
nonlinear Koiter elastic shell”, SIAM J. Math. Anal. 42:3 (2010), 1094–1155. MR Zbl

[Cheng et al. 2007] C. H. A. Cheng, D. Coutand, and S. Shkoller, “Navier–Stokes equations interacting with a nonlinear elastic
biofluid shell”, SIAM J. Math. Anal. 39:3 (2007), 742–800. MR Zbl

[Constantin et al. 2013] P. Constantin, D. Córdoba, F. Gancedo, and R. M. Strain, “On the global existence for the Muskat
problem”, J. Eur. Math. Soc. 15:1 (2013), 201–227. MR Zbl

[Constantin et al. 2016] P. Constantin, D. Córdoba, F. Gancedo, L. Rodríguez-Piazza, and R. M. Strain, “On the Muskat problem:
global in time results in 2D and 3D”, Amer. J. Math. 138:6 (2016), 1455–1494. MR Zbl

http://dx.doi.org/10.1017/S0308210516000238
http://msp.org/idx/mr/3656704
http://msp.org/idx/zbl/1373.76015
http://dx.doi.org/10.4171/IFB/282
http://dx.doi.org/10.4171/IFB/282
http://msp.org/idx/mr/2995408
http://msp.org/idx/zbl/1260.35258
http://dx.doi.org/10.2140/apde.2019.12.997
http://msp.org/idx/mr/3869383
http://msp.org/idx/zbl/1403.35127
http://msp.org/idx/arx/2002.00508
http://dx.doi.org/10.1137/080741628
http://dx.doi.org/10.1137/080741628
http://msp.org/idx/mr/2644917
http://msp.org/idx/zbl/1420.74004
http://dx.doi.org/10.1137/060656085
http://dx.doi.org/10.1137/060656085
http://msp.org/idx/mr/2349865
http://msp.org/idx/zbl/1138.74022
http://dx.doi.org/10.4171/JEMS/360
http://dx.doi.org/10.4171/JEMS/360
http://msp.org/idx/mr/2998834
http://msp.org/idx/zbl/1258.35002
http://dx.doi.org/10.1353/ajm.2016.0044
http://dx.doi.org/10.1353/ajm.2016.0044
http://msp.org/idx/mr/3595492
http://msp.org/idx/zbl/1369.35053


THE PESKIN PROBLEM WITH VISCOSITY CONTRAST 837

[Gancedo et al. 2019a] F. Gancedo, E. García-Juárez, N. Patel, and R. Strain, “Global regularity for gravity unstable Muskat
bubbles”, 2019. To appear in Mem. Amer. Math. Soc. arXiv 1902.02318

[Gancedo et al. 2019b] F. Gancedo, E. García-Juárez, N. Patel, and R. M. Strain, “On the Muskat problem with viscosity jump:
global in time results”, Adv. Math. 345 (2019), 552–597. MR Zbl

[Gancedo et al. 2020] F. Gancedo, R. Granero-Belinchón, and S. Scrobogna, “Surface tension stabilization of the Rayleigh–
Taylor instability for a fluid layer in a porous medium”, Ann. Inst. H. Poincaré C Anal. Non Linéaire 37:6 (2020), 1299–1343.
MR Zbl

[Li 2021] H. Li, “Stability of the Stokes immersed boundary problem with bending and stretching energy”, J. Funct. Anal. 281:9
(2021), art. id. 109204. MR Zbl

[Li and Ito 2006] Z. Li and K. Ito, The immersed interface method: numerical solutions of PDEs involving interfaces and
irregular domains, Frontiers in Appl. Math. 33, Soc. Indust. Appl. Math., Philadelphia, PA, 2006. MR Zbl

[Lin and Tong 2019] F.-H. Lin and J. Tong, “Solvability of the Stokes immersed boundary problem in two dimensions”, Comm.
Pure Appl. Math. 72:1 (2019), 159–226. MR Zbl

[Liu and Ambrose 2017] S. Liu and D. M. Ambrose, “Well-posedness of two-dimensional hydroelastic waves with mass”,
J. Differential Equations 262:9 (2017), 4656–4699. MR Zbl

[Lunardi 1995] A. Lunardi, Analytic semigroups and optimal regularity in parabolic problems, Progr. Nonlinear Differential
Equations Appl. 16, Birkhäuser, Basel, 1995. MR Zbl

[Mori et al. 2019] Y. Mori, A. Rodenberg, and D. Spirn, “Well-posedness and global behavior of the Peskin problem of an
immersed elastic filament in Stokes flow”, Comm. Pure Appl. Math. 72:5 (2019), 887–980. MR Zbl
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SOLUTION OF THE QC YAMABE EQUATION ON A 3-SASAKIAN MANIFOLD
AND THE QUATERNIONIC HEISENBERG GROUP

STEFAN IVANOV, IVAN MINCHEV AND DIMITER VASSILEV

A complete solution to the quaternionic contact Yamabe equation on the qc sphere of dimension 4n+3 as
well as on the quaternionic Heisenberg group is given. A uniqueness theorem for the qc Yamabe problem
in a compact locally 3-Sasakian manifold is shown.

1. Introduction

It is well known that the solution of the Yamabe problem on a compact Riemannian manifold is unique
in the case of negative or vanishing scalar curvature. The proofs of these results, which rely on the
maximum principle, extend readily to sub-Riemannian settings, such as the CR and quaternionic contact
(abbreviated as qc) Yamabe problems, due to the subellipticity of the involved operators. The positive
(scalar curvature) case presents considerable difficulties due to the possible nonuniqueness. Among these
cases the corresponding round spheres play a special role due to their roles in the general existence
theorem and because of the connections with the corresponding L2 Sobolev-type embedding inequalities.
Through the corresponding Cayley transforms, the sphere cases are equivalent to the problems of finding
all solutions to the respective Yamabe equations on the flat models which are the Euclidean space or
the relevant Heisenberg groups. All solutions of the latter equations were found in the Riemannian and
CR sphere cases in [Obata 1971; Jerison and Lee 1988], respectively. The classification of all solutions
of the Yamabe equation in the Euclidean setting can be handled alternatively by a reduction to a radially
symmetric solution [Gidas et al. 1979; Talenti 1976]. As far as the rigidity question is concerned, Yamabe
established a uniqueness result in every conformal class of an Einstein metric [Obata 1971].

In this paper we determine all solutions of the qc Yamabe equation on the (4n+3)-dimensional round
sphere and quaternionic Heisenberg group and establish a uniqueness result in every qc conformal class
containing a 3-Sasakian metric.

We continue by giving a brief background and the statements of our results. It is well known that the
sphere at infinity of any noncompact symmetric space M of rank 1 carries a natural Carnot–Carathéodory
structure; see [Mostow 1973; Pansu 1989]. A quaternionic contact (qc) structure [Biquard 1999; 2000]
appears naturally as the conformal boundary at infinity of the quaternionic hyperbolic space. Following
Biquard, a qc structure on a real (4n+3)-dimensional manifold M is a codimension-3 distribution H (the
horizontal distribution) locally given as the kernel of an R3-valued 1-form η = (η1, η2, η3) such that the
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three 2-forms dηi |H are the fundamental forms of a quaternionic Hermitian structure on H. The 1-form η

is determined up to a conformal factor and the action of SO(3) on R3, and therefore H is equipped with a
conformal class [g] of quaternionic Hermitian metrics. To every metric in the fixed conformal class one can
associate a linear connection with torsion preserving the qc structure, see [Biquard 2000; Duchemin 2006],
which is called the Biquard canonical connection. For a fixed metric in the conformal class of metrics on
the horizontal space one associates the horizontal Ricci-type tensor of the Biquard connection, which is
called the qc Ricci tensor. This is a symmetric tensor [Biquard 2000] whose trace part defines the qc scalar
curvature. Furthermore, it was shown in [Ivanov et al. 2014a] that the torsion endomorphism of the Biquard
connection completely determines the trace-free part of the horizontal Ricci tensor. The vanishing of the
latter tensor defines the class of qc Einstein manifolds. A basic example of a qc manifold is a 3-Sasakian
space, which can be defined as a (4n+3)-dimensional Riemannian manifold whose Riemannian cone is a
hyper-Kähler manifold and the qc structure is induced from that hyper-Kähler structure. By [Ivanov et al.
2014a; Ivanov et al. 2016] the qc Einstein manifolds of positive qc scalar curvature are exactly the locally
3-Sasakian manifolds, up to a multiplication with a constant factor and a SO(3)-matrix. In particular,
every 3-Sasakian manifold has vanishing torsion endomorphism and is a qc Einstein manifold.

The quaternionic contact Yamabe problem on a compact qc manifold M is the problem of finding a
metric ḡ in the qc conformal class [g] of a fixed metric on the horizontal space H for which the qc scalar
curvature is constant. We note that a qc conformal transformation of the contact form described in
Definition 2.1 amounts to a conformal change of the horizontal metric. Another natural problem is to
explore the possible uniqueness or nonuniqueness of such qc Yamabe metrics. Within a fixed qc conformal
class, the questions reduce to the solvability and uniqueness of positive solutions of the quaternionic
contact (qc) Yamabe equation

Lu ≡ 4
Q + 2
Q − 2

△u − u Scal = −u2∗
−1 Scal,

where △ is the horizontal sub-Laplacian defined using the Biquard connection ∇, △h = trg(∇2h),
Scal and Scal are the qc scalar curvatures correspondingly of (M, η) and (M, η̄), η̄ = u4/(Q−2)η, and
2∗

= 2Q/(Q − 2), with Q = 4n + 6 — the homogeneous dimension.
Alternatively, one can view the problem as a variational problem whereby on a compact quaternionic

contact manifold M with a fixed conformal class [η] the qc Yamabe equation characterizes the nonnegative
extremals of the qc Yamabe functional defined by

ϒ(u) =

∫
M

(
4

Q + 2
Q − 2

|∇u|
2
+ Scal u2

)
dvg,

∫
M

u2∗

dvg = 1, 0 < u ∈ D1,2(M).

Here dvg denotes the Riemannian volume form of the Riemannian metric on M obtained by extending in
a natural way the horizontal metric associated to η, and D1,2(M) stands for the L2 homogeneous Sobolev
space. Considering M equipped with a fixed qc structure, hence, a conformal class [η], the Yamabe
constant is defined as the infimum

λ(M) ≡ λ(M, [η]) = inf
{
ϒ(u) :

∫
M

u2∗

dvg = 1, 0 < u ∈ D1,2(M)

}
. (1-1)
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The main result of [Wang 2007] is that the qc Yamabe equation has a solution on a compact qc manifold
provided λ(M) < λ(S4n+3), where S4n+3 is the standard unit sphere in the quaternionic space Hn+1.

In this paper we consider the qc Yamabe problem on the unit (4n+3)-dimensional sphere in Hn+1.
The standard 3-Sasaki structure on the sphere η̃ has a constant qc scalar curvature S̃cal = 16n(n + 2) and
vanishing trace-free part of its qc Ricci tensor; i.e., it is a qc Einstein space. The images under conformal
quaternionic contact automorphisms are again qc Einstein structures and, in particular, have constant
qc scalar curvature. In [Ivanov et al. 2014a] we conjectured that these are the only solutions to the Yamabe
problem on the quaternionic sphere and proved it in dimension 7 in [Ivanov et al. 2010]. One of the main
goals of this paper is to prove this conjecture in full generality.

Theorem 1.1. Let η = 2hη̄ be a qc conformal transformation of the standard qc structure η̃ on a
3-Sasakian sphere of dimension 4n+3. If η has constant qc scalar curvature, then up to a multiplicative
constant η is obtained from η̃ by a conformal quaternionic contact automorphism.

We note that Theorem 1.1, together with the results of [Ivanov et al. 2014a], allows the determination
of all solutions of the qc Yamabe problem on the sphere and on the quaternionic Heisenberg group G(H).
This complements the CR case where [Jerison and Lee 1988] characterized all nonnegative solutions of
the CR Yamabe problem on the Heisenberg group and the corresponding odd-dimensional spheres.

Recall that the quaternionic Heisenberg group G(H) of homogeneous dimension Q = 4n + 6 is given
by G(H) = Hn

× Im H with the group law

(qo, ωo) ◦ (q, ω) = (qo + q, ω + ωo + 2 Im qoq̄),

where q = (ta, xa, ya, za) ∈ Hn, ω = (x, y, z) ∈ Im H. The standard qc contact form in quaternion
variables is

2̃ = (2̃1, 2̃2, 2̃3) =
1
2(dω − q · dq̄ + dq · q̄).

The corresponding sub-Laplacian is given by △2̃u =
∑n

a=1(T 2
α u + X2

αu + Y 2
α u + Z2

αu), where Ta , Xa ,
Ya , Za denote the left-invariant horizontal vector fields on G(H). Theorem 1.1 shows, in particular, the
following.

Corollary 1.2. If 8 satisfies the qc Yamabe equation on the quaternionic Heisenberg group G(H), that is,

4(Q + 2)

Q − 2
△2̃8 = −S282∗

−1

for some constant S2, then up to a left translation 8 = (2h)−(Q−2)/4 and h is given by

h(q, ω) = c0[(σ + |q + q0|
2)2

+ |ω + ωo + 2 Im qoq̄|
2
] (1-2)

for some fixed (qo, ωo) ∈ G(H) and constants c0 > 0 and σ > 0. Furthermore, the qc scalar curvature
of 2 is S2 = 128n(n + 2)c0σ .

The above corollary confirms the conjecture made after [Garofalo and Vassilev 2001, Theorem 1.1].
In Theorem 1.6 of the same paper the conjecture claim was verified on all groups of Iwasawa type,
but with the assumption of partial symmetry of the solution. Here, with a completely different method
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from [Garofalo and Vassilev 2001] we show that the symmetry assumption is superfluous in the case of
the quaternionic Heisenberg group. The corresponding solutions on the 3-Sasakian sphere are obtained
via the Cayley transform, see for example [Ivanov et al. 2010; 2012; 2014a; Ivanov and Vassilev 2011,
Sections 2.3, 5.2.1] for an account and history. Finally, it should be observed that the functions (1-2)
with c0 ∈ R give all conformal factors for which 2 is also qc Einstein. It is worth mentioning that as a
consequence of Theorem 1.1 and Corollary 1.2, we obtain that all solutions to the qc Yamabe equation
are given by the functions which realize the equality case of the L2 Folland–Stein inequality. The latter
were characterized, by a different method, in [Ivanov et al. 2012], where the center of mass technique
developed for the CR case in [Frank and Lieb 2012; Branson et al. 2013] was used.

A major step in the proof of Theorem 1.1 is the following result, where we solve the qc Yamabe problem
on locally 3-Sasakian compact manifolds. By the results of [Ivanov et al. 2014a; 2016] a qc Einstein
manifold is of constant qc scalar curvature; hence as far as the qc Yamabe equation is concerned only the
uniqueness of solutions needs to be addressed. As mentioned earlier, the interesting case is when the
qc scalar curvature is a positive constant; hence we focus exclusively on the locally 3-Sasakian case.

Theorem 1.3. Let (M, η̄) be a compact locally 3-Sasakian qc manifold of qc scalar curvature 16n(n +2).
If η = 2hη̄ is qc conformal to an η̄ structure which is also of constant qc scalar curvature, then up to a
homothety (M, η) is locally 3-Sasakian manifold. Furthermore, the function h is constant unless (M, η̄)

is the unit 3-Sasakian sphere.

The proof of Theorem 1.3, presented in Section 5, consists of two steps. The first step is a divergence
formula Theorem 4.1 which shows that if η̄ is of constant qc curvature and is qc conformal to a locally
3-Sasakian manifold, then η̄ is also a locally 3-Sasakian manifold. The general idea to search for such a
divergence formula goes back to [Obata 1971] where the corresponding result on a Riemannian manifold
was proved for a conformal transformation of an Einstein space. However, our result is motivated by the
(sub-Riemannian) CR case where a formula of this type was introduced in the ground-breaking paper
[Jerison and Lee 1988]. As far as the qc case is concerned in [Ivanov et al. 2014a, Theorem 1.2] a
weaker result was shown, namely Theorem 1.3 holds provided the vertical space of η is integrable. In
dimension 7, the n = 1 case, this assumption was removed in [Ivanov et al. 2010, Theorem 1.2] where
the result was established with the help of a suitable divergence formula. It should be noted that in the
7-dimensional case the [3]-component of the traceless qc Ricci tensor vanishes, which decreases the
number of torsion components. The general n > 1 case treated here presents new difficulties due to the
extra nonzero torsion terms that appear in the higher dimensions, which complicate considerably the
search for a suitable divergence formula.

The proof of the second part of Theorem 1.3 builds on, in the Riemannian case, ideas of Obata, who used
that the gradient of the (suitably taken) conformal factor is a conformal vector field and the characterization
of the unit sphere through its first eigenvalue of the Laplacian among all Einstein manifolds. We show
a similar, although a more complicated relation between the conformal factor and the existence of an
infinitesimal qc automorphism (qc vector field). Our divergence formula found in Theorem 4.1 involves
a smooth function f , see (4-7), expressed in terms of the conformal factor and its horizontal gradient.
Remarkably, we found that the horizontal gradient of f is precisely the horizontal part of the qc vector
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field mentioned above and the sub-Laplacian of f is an eigenfunction of the sub-Laplacian with the
smallest possible eigenvalue −4n thus showing a geometric nature of f (see Remark 5.3). Then we use
the characterization of the 3-Sasakian sphere by its first eigenvalue of the sub-Laplacian among all locally
3-Sasakian manifolds established in [Ivanov et al. 2014b, Theorem 1.2] for (n > 1) and in [Ivanov et al.
2013, Corollary 1.2] for n = 1.

A few final comments are in order. As noted above, the connection between the two Obata theorems —
the uniqueness up to homothety of the Yamabe metric in the conformal class of an Einstein metric on a
compact Riemannian manifold distinct from the round sphere and the characterization of the sphere as
the extremal in the Lichnerowicz–Obata inequality — are well known. Our inspiration for the proof of the
second part of Theorem 1.3 came from the slightly different approach taken in [Bourguignon and Ezin
1987]; see [Ivanov and Vassilev 2015, Theorem 2.6]. The attempt to find an extension of this argument to
the qc setting resulted in the argument presented here.

Remark 1.4. The above argument leading to the uniqueness result in Theorem 1.3 can be applied not
only in the qc case but also in the case of a pseudohermitian structure on a CR manifold. In particular,
the argument presented here reveals the geometric nature of the function in Jerison and Lee’s divergence
formula [1988]. Indeed, the real part of the function f defined in Proposition 3.1 of that paper determines
a CR vector field and its CR-Laplacian is an eigenfunction of the CR-Laplacian with the smallest possible
eigenvalue −2n. More details for the CR case can be found in [Ivanov and Vassilev 2015, Section 5.2].

Convention 1.5. We use the following:

• {e1, . . . , e4n} denotes an orthonormal basis of the horizontal space H .

• The capital letters X, Y, Z , . . . denote horizontal vectors in H.

• The summation convention over repeated vectors from the basis {e1, . . . , e4n} will be used. For
example, for a (0, 4)-tensor P, k = P(eb, ea, ea, eb) means k =

∑4n
a,b=1 P(eb, ea, ea, eb).

• The triple (i, j, k) denotes any cyclic permutation of (1, 2, 3).

• The horizontal divergence ∇
∗ P of a (0, 2)-tensor field P on M with respect to the Biquard connection

is defined to be the (0, 1)-tensor field ∇
∗ P( · ) = (∇ea P)(ea, · ).

2. Quaternionic contact manifolds and the qc Yamabe problem

In this section we will briefly review the basic notions of quaternionic contact geometry and recall some
results from [Biquard 2000; Ivanov et al. 2014a]; see [Ivanov and Vassilev 2011] for a more leisurely
exposition. We also give some background on the qc Yamabe problem.

2A. qc manifolds. A quaternionic contact (qc) manifold (M,η,g,Q) is a (4n+3)-dimensional manifold M
with a codimension-3 distribution H locally given as the kernel of a 1-form η = (η1, η2, η3) with values
in R3. In addition H has an Sp(n) Sp(1) structure; that is, it is equipped with a Riemannian metric g
and a rank-3 bundle Q consisting of endomorphisms of H locally generated by three almost complex
structures I1, I2, I3 on H satisfying the identities of the imaginary unit quaternions, I1 I2 = −I2 I1 = I3,
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I1 I2 I3 = −id|H , which are hermitian compatible with the metric g(Is · , Is · ) = g( · , · ) and the following
contact condition holds:

2g(Is X, Y ) = dηs(X, Y ).

A special phenomena, noted in [Biquard 2000], is that the contact form η determines the quaternionic
structure and the metric on the horizontal distribution in a unique way.

The transformations preserving a given quaternionic contact structure η, i.e., η̄ = µ9η for a positive
smooth function µ and an SO(3) matrix 9 with smooth functions as entries, are called quaternionic contact
conformal (qc conformal) transformations. If the function µ is constant, η̄ is called qc homothetic to η.
The qc conformal curvature tensor W qc, introduced in [Ivanov and Vassilev 2010], is the obstruction for a
qc structure to be locally qc conformal to the standard 3-Sasakian structure on the (4n+3)-dimensional
sphere [Ivanov et al. 2014a; Ivanov and Vassilev 2010].

Definition 2.1. A diffeomorphism φ of a qc manifold (M, [g], Q) is called a conformal quaternionic
contact automorphism (conformal qc automorphism) if φ preserves the qc structure; i.e.,

φ∗η = µ8 · η

for some positive smooth function µ and some matrix 8 ∈ SO(3) with smooth functions as entries and
η = (η1, η2, η3)

t is a local 1-form considered as a column vector of three one forms as entries.

On a qc manifold with a fixed metric g on H there exists a canonical connection defined first by O. Bi-
quard [2000] when the dimension (4n + 3) greater than 7, and in [Duchemin 2006] for the 7-dimensional
case. Biquard showed that there is a unique connection ∇ with torsion T and a unique supplementary
subspace V to H in T M , such that:

(i) ∇ preserves the decomposition H ⊕V and the Sp(n) Sp(1) structure on H ; i.e., ∇g = 0, ∇σ ∈ 0(Q)

for a section σ ∈ 0(Q), and its torsion on H is given by T (X, Y ) = −[X, Y ]|V .

(ii) For ξ ∈ V, the endomorphism T (ξ, · )|H of H lies in (sp(n) ⊕ sp(1))⊥ ⊂ gl(4n).

(iii) The connection on V is induced by the natural identification ϕ of V with the subspace sp(1) of the
endomorphisms of H ; i.e., ∇ϕ = 0.

This canonical connection is also known as the Biquard connection. When the dimension of M is at
least 11 [Biquard 2000] also described the supplementary distribution V, which is (locally) generated by
the so-called Reeb vector fields {ξ1, ξ2, ξ3} determined by

ηs(ξk) = δsk, (ξs ⌟ dηs)|H = 0, (ξs ⌟ dηk)|H = −(ξk ⌟ dηs)|H , (2-1)

where ⌟ denotes the interior multiplication. If the dimension of M is 7, Duchemin [2006] shows that
if we assume, in addition, the existence of Reeb vector fields as in (2-1), then the Biquard result holds.
Henceforth, by a qc structure in dimension 7 we shall mean a qc structure satisfying (2-1).

The fundamental 2-forms ωs of the quaternionic contact structure Q are defined by

2ωs|H = dηs|H , ξ ⌟ωs = 0, ξ ∈ V .
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Notice that (2-1) are invariant under the natural SO(3) action. Using the triple of Reeb vector fields, we
extend the metric g on H to a metric h on T M by requiring span{ξ1, ξ2, ξ3} = V ⊥ H and h(ξs, ξk) = δsk .
The Riemannian metric h, as well as the Biquard connection, do not depend on the action of SO(3)

on V, but both change if η is multiplied by a conformal factor [Ivanov et al. 2014a]. Clearly, the Biquard
connection preserves the Riemannian metric on T M, ∇h = 0.

The properties of the Biquard connection are encoded in the torsion endomorphism Tξ ∈(sp(n)+sp(1))⊥.
We recall the Sp(n) Sp(1)-invariant decomposition. An endomorphism 9 of H can be decomposed with
respect to the quaternionic structure (Q, g) uniquely into four Sp(n)-invariant parts 9 = 9+++

+

9+−−
+9−+−

+9−−+, where the superscript +++ means commuting with all three Ii , +−− indicates
commuting with I1 and anticommuting with the other two and etc. The two Sp(n) Sp(1)-invariant
components 9[3] = 9+++, 9[−1] = 9+−−

+ 9−+−
+ 9−−+ are determined by

9 = 9[3] ⇐⇒ 39 + I19 I1 + I29 I2 + I39 I3 = 0,

9 = 9[−1] ⇐⇒ 9 − I19 I1 − I29 I2 − I39 I3 = 0.

With a short calculation one sees that the Sp(n) Sp(1)-invariant components are the projections on the
eigenspaces of the Casimir operator ϒ = I1 ⊗ I1 + I2 ⊗ I2 + I3 ⊗ I3 corresponding, respectively, to the
eigenvalues 3 and −1; see [Capria and Salamon 1988]. If n =1 then the space of symmetric endomorphisms
commuting with all Is is 1-dimensional; i.e., the [3]-component of any symmetric endomorphism 9 on H
is proportional to the identity, 9[3] = −(tr 9/4)id|H . Note here that each of the three 2-forms ωs belongs
to its [-1]-component, ωs = ωs[−1], and constitutes a basis of the Lie algebra sp(1).

2B. The torsion tensor. Decomposing the endomorphism Tξ ∈ (sp(n)+sp(1))⊥ into its symmetric part T 0
ξ

and skew-symmetric part bξ , Tξ = T 0
ξ + bξ , Biquard [2000] showed that the torsion Tξ is completely

trace-free, tr Tξ = tr Tξ ◦ Is = 0, its symmetric part has the properties

T 0
ξi

Ii = −Ii T 0
ξi
, I2(T 0

ξ2
)+−−

= I1(T 0
ξ1

)−+−, I3(T 0
ξ3

)−+−
= I2(T 0

ξ2
)−−+, I1(T 0

ξ1
)−−+

= I3(T 0
ξ3

)+−−.

The skew-symmetric part can be represented as bξi = Ii u, where u is a traceless symmetric (1, 1)-tensor
on H which commutes with I1, I2, I3. Therefore we have Tξi = T 0

ξi
+ Ii u. If n = 1 then the tensor u

vanishes identically, u = 0, and the torsion is a symmetric tensor, Tξ = T 0
ξ .

The two Sp(n) Sp(1)-invariant trace-free symmetric 2-tensors T 0(X,Y )=g((T 0
ξ1

I1+T 0
ξ2

I2+T 0
ξ3

I3)X,Y ),
U (X, Y ) = g(u X, Y ) on H, introduced in [Ivanov et al. 2014a], have the properties

T 0(X, Y ) + T 0(I1 X, I1Y ) + T 0(I2 X, I2Y ) + T 0(I3 X, I3Y ) = 0,

U (X, Y ) = U (I1 X, I1Y ) = U (I2 X, I2Y ) = U (I3 X, I3Y ).
(2-2)

In dimension 7 (n = 1), the tensor U vanishes identically, U = 0.
These tensors determine completely the torsion endomorphism of the Biquard connection due to the

identity [Ivanov and Vassilev 2010, Proposition 2.3] 4T 0(ξs, Is X, Y ) = T 0(X, Y )− T 0(Is X, IsY ), which
implies

4T (ξs, Is X, Y ) = 4T 0(ξs, Is X, Y ) + 4g(IsuIs X, Y ) = T 0(X, Y ) − T 0(Is X, IsY ) − 4U (X, Y ).
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2C. Curvature, torsion and qc Einstein structures. Quaternionic contact Einstein manifolds introduced
in [Ivanov et al. 2014a], see [Ivanov et al. 2016; Ivanov and Vassilev 2011] for further details and a more
leisurely exposition, play a crucial role in solving the Yamabe equation on the quaternionic sphere (see
[Ivanov et al. 2010] for dimension 7).

Let R = [∇, ∇]− ∇[ · ,· ] be the curvature of the Biquard connection ∇. The Ricci tensor and the scalar
curvature, called qc Ricci tensor and qc scalar curvature, respectively, are defined by

Ric(X, Y ) = g(R(ea, X)Y, ea),

Scal = Ric(ea, ea) = g(R(eb, ea)ea, eb).

According to [Biquard 2000] the Ricci tensor restricted to H is a symmetric tensor. If the trace-free part
of the qc Ricci tensor is zero, we call the quaternionic structure a qc Einstein manifold [Ivanov et al.
2014a]. It is shown in that paper that the qc Ricci tensor is completely determined by the components
of the torsion. Theorem 1.3, Theorem 3.12 and Corollary 3.14 in [Ivanov et al. 2014a] imply that on a
qc manifold (M4n+3, g, Q) the qc Ricci tensor and the qc scalar curvature satisfy

Ric(X, Y ) = (2n + 2)T 0(X, Y ) + (4n + 10)U (X, Y ) +
Scal
4n

g(X, Y ),

Scal = −8n(n + 2)g(T (ξ1, ξ2), ξ3).

Hence, the qc Einstein condition is equivalent to the vanishing of the torsion endomorphism of the Biquard
connection and in this case the qc scalar curvature is constant [Ivanov et al. 2014a; 2016]. If Scal > 0, the
latter holds exactly when the qc structure is locally 3-Sasakian up to a multiplication by a constant and an
SO(3)-matrix with smooth entries. Recall that a (4n+3)-dimensional Riemannian manifold (M, g) is
called 3-Sasakian if the cone metric gN = t2g +dt2 on N = M × R+ is a hyper-Kähler metric; namely, it
has holonomy contained in Sp(n + 1). The 3-Sasakian manifolds are Einstein with positive Riemannian
scalar curvature.

2D. qc conformal transformations. Let h be a positive smooth function on a qc manifold (M, η). If
η = 2hη̄, we will say that the vector-valued 1-form η is qc conformal to η̄. We will denote the objects
related to η̄ by overlining the same object corresponding to η. Thus,

dη̄ = −
1

2h2 dh ∧ η +
1

2h
dη and ḡ =

1
2h

g.

The new triple {ξ̄1, ξ̄2, ξ̄3} is determined by the conditions defining the Reeb vector fields as ξ̄s =

2hξs + Is∇h, where ∇h is the horizontal gradient defined by g(∇h, X) = dh(X). The components of the
torsion tensor transform according to the following formulas from [Ivanov et al. 2014a, Section 5]:

T 0(X, Y ) = T 0(X, Y ) + h−1
[∇dh][sym][−1](X, Y ),

U (X, Y ) = U (X, Y ) + (2h)−1
[∇dh − 2h−1dh ⊗ dh][3][0](X, Y ),

(2-3)
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where the symmetric part is given by

[∇dh][sym](X, Y ) = ∇dh(X, Y ) +

3∑
s=1

dh(ξs) ωs(X, Y )

and [3][0] indicates the trace-free part of the [3]-component of the corresponding tensor.

2E. The qc Yamabe problem. Under a qc conformal transformation, as described above, the qc scalar
curvature changes according to the formula given in [Biquard 2000],

Scal = 2h(Scal) − 8(n + 2)2h−1
|∇h|

2
+ 8(n + 2)△h. (2-4)

Let Q = 4n + 6 be the so-called homogeneous dimension of M and 2∗
= 2Q/(Q − 2) the L2-Sobolev

conjugate exponent. It will be suitable to take the conformal factor in the form η̄ = u4/(Q−2)η, which
turns (2-4) into the qc Yamabe equation

Lu ≡ 4
Q + 2
Q − 2

△u − u Scal = −u2∗
−1 Scal, (2-5)

where △ is the horizontal sub-Laplacian, △h = trg(∇2h), Scal and Scal are the qc scalar curvatures
correspondingly of (M, η) and (M, η̄). Thus, within a fixed qc conformal class, the Yamabe problem is
the question of the solvability of the quaternionic contact (qc) Yamabe equation (2-5).

From a variational point of view, the qc Yamabe equation (2-5) is essentially the Euler–Lagrange
equation of the extremals of the L2 case of the Sobolev-type embedding inequality determined by (1-1).
By standard subelliptic regularity results, any nontrivial nonnegative weak solution u ∈ D1,2(M) of (2-5)
is smooth and positive. Hence the result of this article can also be interpreted as the characterization of
all nonnegative weak solutions of (2-5) on any closed compact locally 3-Sasakian manifold.

It should be mentioned that the original motivation of the qc Yamabe equation comes from its connection
with the determination of the norm and extremals in the L2 Folland–Stein [1974] Sobolev-type embedding
on the quaternionic Heisenberg group G(H). This problem was considered in the general setting of groups
of Heisenberg type [Garofalo and Vassilev 2001; Vassilev 2006; 2000], where, in particular, the equality
case was characterized completely in the space of functions with partial symmetry on groups of Iwasawa
type. Later on, Frank and Lieb [2012], and independently, Branson, Fontana and Morpurgo [Branson
et al. 2013] developed a method based on a center of mass technique which yielded the characterization
of equality cases of several inequalities, including the L2 Sobolev and Folland–Stein inequalities in
the Euclidean and CR Heisenberg group cases. These results were extended to the quaternionic and
octonionic settings in [Ivanov et al. 2012; Christ et al. 2016a; 2016b]. The current paper showed that
similarly to the Riemannian and CR model flat cases, in the model qc cases the only critical level of the
qc Yamabe functional restricted to nonnegative functions is its minimum.

3. qc conformal transformations of a qc Einstein manifold

Throughout this section h is a positive smooth function on a fixed qc Einstein manifold (M, η̄, Q) and
η = 2hη̄ is a qc structure which is qc conformal to η̄. We assume, in addition, that the qc structure η is of



848 STEFAN IVANOV, IVAN MINCHEV AND DIMITER VASSILEV

constant qc scalar curvature Scal = 16n(n + 2) and hence equal to the qc scalar curvature of η̄. We recall
some formulas from [Ivanov et al. 2010] which will be used in the subsequent sections.

We begin by defining the vectors

Ai = Ii [ξ j , ξk], A = A1 + A2 + A3. (3-1)

We denote with the same letter the corresponding horizontal 1-forms, defined by Ai (X) = g(Ai , X) etc.
A short calculation, see [Ivanov et al. 2010, Lemma 3.1], gives the following expression of the 1-forms
As and A in terms of h,

Ai (X) = −
h−2

2
dh(X) −

h−3

2
|∇h|

2dh(X) −
h−1

2
(∇dh(I j X, ξ j ) + ∇dh(Ik X, ξk))

+
h−2

2
(dh(ξ j ) dh(I j X) + dh(ξk) dh(Ik X))

+
h−2

4
(∇dh(I j X, I j∇h) + ∇dh(Ik X, Ik∇h)). (3-2)

Thus, after summing, we have also

A(X) = −
3h−2

2
dh(X) −

3h−3

2
|∇h|

2dh(X)

− h−1
3∑

s=1

∇dh(Is X, ξs) + h−2
3∑

s=1

dh(ξs) dh(Is X) +
h−2

2

3∑
s=1

∇dh(Is X, Is∇h). (3-3)

Second we consider the 1-forms

Ds(X) = −
h−1

2
[T 0(X, ∇h) + T 0(Is X, Is∇h)]. (3-4)

For simplicity, using the musical isomorphism, we will denote by D1, D2, D3 also the corresponding
(horizontal) vector fields, defined by g(Di , X) = Di (X). Let us consider in addition the form D defined as

D def
= D1 + D2 + D3 = −h−1T 0(X, ∇h), (3-5)

where the last equality follows from (2-2). Setting T 0
= 0 in (2-3), we obtain from (3-4) the expressions

(see [Ivanov et al. 2010; Ivanov and Vassilev 2010])

Di (X) = h−2 dh(ξi ) dh(Ii X)

+
h−2

4
[∇dh (X, ∇h) + ∇dh (Ii X, Ii∇h) − ∇dh (I j X, I j∇h) − ∇dh (Ik X, Ik∇h)]. (3-6)

The equalities (3-5) and (3-6) yield [Ivanov et al. 2010, Lemma 4.2]

D(X) =
h−2

4

(
3∇dh(X, ∇h) −

3∑
s=1

∇dh(Is X, Is∇h)

)
+ h−2

3∑
s=1

dh(ξs) dh(Is X). (3-7)

Finally, we define the 1-forms (and corresponding vectors)

Fs(X) = −h−1T 0(X, Is∇h).
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From the definition of Fi and (3-4) we find

Fi (X) = −h−1T 0(X, Ii∇h) = −Di (Ii X) + D j (Ii X) + Dk(Ii X). (3-8)

From [Ivanov et al. 2014a, Theorem 4.8] we have that on a (4n+3)-dimensional qc manifold with constant
qc scalar curvature the following Bianchi identities hold:

∇
∗T 0

= (n + 2)A, ∇
∗U =

1−n
2

A. (3-9)

With the help of (3-9) the following divergence formulas were proved in [Ivanov et al. 2010, Lemmas 4.2
and 4.3]:

∇
∗D = |T 0

|
2
− h−1g(dh, D) − h−1(n + 2)g(dh, A) (3-10)

and

∇
∗

( 3∑
s=1

dh(ξs)Fs

)
=

3∑
s=1

[∇ dh(Isea, ξs)Fs(Isea)]

+ h−1
3∑

s=1

[dh(ξs)dh(Isea)D(ea) + (n + 2) dh(ξs) dh(Isea) A(ea)]. (3-11)

4. The divergence formula

This section contains our main technical result. As mentioned in the Introduction, we were motivated to
seek a divergence formula of this type based on the Riemannian, CR and 7-dimensional qc cases of the
considered problem. The main difficulty was to find a suitable vector field with nonnegative divergence
containing the norm of the torsion. The fulfillment of this task was facilitated by the results of [Ivanov
et al. 2014a]. In particular, similarly to the CR case, but unlike the Riemannian case, we were not able to
achieve a proof based purely on the Bianchi identities; see [Ivanov et al. 2014a, Theorem 4.8]. Recall
that the setting here is the same as in Section 3. Since

Scal = Scal = 16n(n + 2),

the Yamabe equation (2-4) gives

△h = 2n − 4nh + h−1(n + 2)|∇h|
2. (4-1)

Equation (2-3) in the case of a qc Einstein structure η̄, T 0
= U = 0, and (4-1) motivate the definition of

the symmetric (0, 2)-tensors

D(X,Y ) = −T 0(X,Y ) =
h−1

4

[
3∇

2h(X,Y )−

3∑
s=1

∇
2h(Is X, IsY )+4

3∑
s=1

dh(ξs)ωs(X,Y )

]
, (4-2)

E(X,Y ) = −2U (X,Y )

=
h−1

4

[
∇

2h(X,Y )+

3∑
s=1

∇
2h(Is X, IsY )

]
−

2h−2

4

[
dh(X)dh(Y )+

3∑
s=1

dh(Is X)dh(IsY )

]
−

h−1

4
(2−4h+h−1

|∇h|
2)g(X,Y ). (4-3)
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The 1-form D defined in (3-5) and expressed in terms of h in (3-7) satisfies D(X) = h−1 D(X, ∇h).
Define, in addition, the 1-form E by the equation

E(X) = h−1 E(X, ∇h) = −2h−1U (X, ∇h)

=
h−2

4

[
∇

2h(X, ∇h) +

3∑
s=1

∇
2h(Is X, Is∇h) + (−2 + 4h − 3h−1

|∇h|
2)dh(X)

]
,

(4-4)

where the second and third equalities follow from (4-3).
Finally, in addition to the 1-forms D and E and the symmetric (0, 2)-tensors D and E, we define the

(0, 3)-tensors D and E as

D(X, Y, Z) = −
h−1

8

[
dh(X)T 0(Y, Z) + dh(Y )T 0(X, Z)

+

3∑
s=1

dh(Is X)T 0(IsY, Z) +

3∑
s=1

dh(IsY )T 0(Is X, Z)

]
, (4-5)

E(X, Y, Z) =
h−1

8

[
dh(X)E(Y, Z) + dh(Y )E(X, Z)

+

3∑
s=1

dh(Is X)E(IsY, Z) +

3∑
s=1

dh(IsY )E(Is X, Z)

]
. (4-6)

After this preparation we are ready to state the main result.

Theorem 4.1. Suppose (M4n+3, η) is a quaternionic contact structure conformal to a 3-Sasakian structure
(M4n+3, η̄) with η = 2hη̄. If Scalη = Scalη̃ = 16n(n + 2), then with f given by

f =
1
2

+ h +
h−1

4
|∇h|

2, (4-7)

the following identity holds:

∇
∗

(
f (D + E) +

3∑
s=1

dh(ξs)Is E +

3∑
s=1

dh(ξs) Fs + 4
3∑

s=1

dh(ξs)Is As −
10
3

3∑
s=1

dh(ξs) Is A
)

=

(1
2

+ h
)
(|T 0

|
2
+ |E|

2) + 2h|D + E|
2
+ h⟨QV, V ⟩. (4-8)

Here, the matrix Q is given by

Q =



5
2 −

1
2 −

1
2 −

1
2 −2 −2 −2

−
1
2

5
2 −

1
2 −

1
2

10
3 −

2
3 −

2
3

−
1
2 −

1
2

5
2 −

1
2 −

2
3

10
3 −

2
3

−
1
2 −

1
2 −

1
2

5
2 −

2
3 −

2
3

10
3

−2 10
3 −

2
3 −

2
3

22
3 −

2
3 −

2
3 ,

−2 −
2
3

10
3 −

2
3 −

2
3

22
3 −

2
3

−2 −
2
3 −

2
3

10
3 −

2
3 −

2
3

22
3


, (4-9)

and V = (E, D1, D2, D3, A1, A2, A3) with E , Ds , As defined, correspondingly, in (4-4), (3-4) and (3-1).
In particular, Q is a positive definite matrix with eigenvalues 1, 9

2 ±

√
73
2 and 11

2 ±

√
89
2 .
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Proof. For the sake of making some formulas more compact, in the proof we will use sometimes the
notation XY = g(X, Y ) for the product of two horizontal vector fields X and Y and the similar abbreviation
for horizontal 1-forms.

We begin by recalling (3-7), (4-4) and (3-3), which imply

A(X) =
3E(X) − D(X)

2
− h−1

3∑
s=1

∇
2h(Is X, ξs)

+
3h−2

2

3∑
s=1

dh(ξs)dh(Is X) −
3h−2

2

(1
2

+ h +
1
4

h−1
|∇h|

2
)

dh(X). (4-10)

Using the function f defined in (4-7), we write (4-10) in the form

2
3∑

s=1

∇
2h(Is X, ξs) = h(3E(X) − D(X) − 2A(X)) + 3h−1

3∑
s=1

dh(ξs)dh(Is X) − 3h−1 f dh(X). (4-11)

The sum of (3-7) and (4-4) yields

(E + D)(X) = h−2
∇

2h(X, ∇h)+h−2
3∑

s=1

dh(ξs)dh(Is X)+
h−2

4
(−2+4h −3h−1

|∇h|
2)dh(X). (4-12)

Using (4-7) and (4-12), we obtain

2∇X f = h(E + D)(X) − h−1
3∑

s=1

dh(ξs)dh(Is X) + h−1 f dh(X). (4-13)

We calculate the divergences of E using first (4-4) to obtain

∇
∗E = 2h−2dh(ea)U (ea, ∇h) − 2h−1(∇ea U )(ea, ∇h) − 2h−1U (ea, eb)∇

2h(ea, eb).

Taking into account the Bianchi identity (3-9), (4-3) and (4-4) it follows

∇
∗E = (n − 1)h−1 A(∇h) + U (ea, eb)(−2h−1)[∇2h(ea, eb) − 2h−1dh(ea)dh(eb)] + h−1 E(∇h)

= |E|
2
+ h−1 E(∇h) + (n − 1)h−1 A(∇h). (4-14)

Similarly, we have

−∇
∗ Is E = 2h−2dh(ea)U (Isea, ∇h)+2h−1(∇ea U )(ea, Is∇h)−2h−1U (Isea, eb)∇

2h(ea, eb)

= h−1(1−n)A(Is∇h)+U (Isea, eb)(−2h−1)[∇2h(ea, eb)−2h−1dh(ea)dh(eb)]+h−1 E(Is∇h)

= U (Isea, eb)U (ea, eb)−h−1(1−n)dh(Isea)A(ea) = −h−1(1−n)dh(Isea)A(ea), (4-15)

since U (Isea, eb)U (ea, eb) = E(Is∇h) = 0 due to (2-2).
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Now we are prepared to calculate the divergence of the first four terms. Using (3-10), (3-11), (4-14),
(4-13), (4-15) and (4-11), we have

∇ea

[
f (D+E)(ea)−

3∑
s=1

dh(ξs)E(Isea)+

3∑
s=1

dh(ξs)Fs(ea)

]

=

(
h
2
(E+D)(ea)−

h−1

2

3∑
s=1

dh(ξs)dh(Isea)+
h−1

2
f dh(ea)

)
(D+E)(ea)

+ f
[
−h−1 D(∇h)−h−1(n+2)A(∇h)+|T 0

|
2
+|E |

2
+h−1dh(ea)E(ea)−h−1(1−n)dh(ea)A(ea)

]
+h−1(1−n)

3∑
s=1

dh(ξs)dh(Isea)A(ea)+

3∑
s=1

∇
2h(Isea,ξs)E(ea)+

3∑
s=1

∇
2h(Isea,ξs)Fs(Isea)

+h−1
3∑

s=1

dh(ξs)dh(Isea)D(ea)+h−1(n+2)

3∑
s=1

dh(ξs)dh(Isea)A(ea)

= f (|T 0
|
2
+|E|

2)+
h
2
|D+E |

2
+

h
2
(3E−D−2A)(ea)E(ea)

+h−1
[ 3∑

s=1

dh(ξs)dh(Isea)− f dh(ea)

](1
2

D(ea)+3A(ea)
)
+

3∑
s=1

∇
2h(Isea,ξs)Fs(Isea). (4-16)

At this point we will use that for any smooth function h on a qc manifold with constant qc scalar
curvature the following formulas hold true [Ivanov et al. 2010, Lemma 4.1]:

∇
∗

( 3∑
s=1

dh(ξs)Is As

)
=

3∑
s=1

∇dh(Isea, ξs)As(ea),

∇
∗

( 3∑
s=1

dh(ξs)Is A
)

=

3∑
s=1

∇dh(Isea, ξs)A(ea).

(4-17)

Applying (4-17) and (4-11) we obtain

∇ea

[
f (D + E)(ea) −

3∑
s=1

dh(ξs)E(Isea) +

3∑
s=1

dh(ξs)Fs(ea) − 2
3∑

s=1

dh(ξs)Is A(ea)

]
= f (|T 0

|
2
+ |E|

2) +
h
2
|D + E |

2
+

h
2
(3E − D − 2A)E − h(3E − D − 2A)A

+
h−1

2

[ 3∑
s=1

dh(ξs)dh(Isea) − f dh(ea)

]
D(ea) +

3∑
s=1

∇
2h (Isea, ξs)Fs(Isea). (4-18)

According to (3-8), the last term in (4-18) reads

3∑
s=1

∇
2h (Isea, ξs)Fs(Isea) = D1(ea)[∇

2h(I1ea, ξ1) − ∇
2h(I2ea, ξ2) − ∇

2h(I3ea, ξ3)]

+ D2(ea)[−∇
2h(I1ea, ξ1) + ∇

2h(I2ea, ξ2) − ∇
2h(I3ea, ξ3)]

+ D3(ea)[−∇
2h(I1ea, ξ1) − ∇

2h(I2ea, ξ2) + ∇
2h(I3ea, ξ3)]. (4-19)
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Using (4-19) we rewrite the last line in (4-18) as[
h−1

2

3∑
s=1

dh(ξs)dh(Isea)−
h−1

2
f dh(ea)

]
D(ea)+

3∑
s=1

∇
2h (Isea,ξs)Fs(Isea)

= D1(ea)

[
∇

2h(I1ea,ξ1)−∇
2h(I2ea,ξ2)−∇

2h(I3ea,ξ3)+
h−1

2

3∑
s=1

dh(ξs)dh(Isea)−
h−1

2
f dh(ea)

]

+D2(ea)

[
−∇

2h(I1ea,ξ1)+∇
2h(I2ea,ξ2)−∇

2h(I3ea,ξ3)+
h−1

2

3∑
s=1

dh(ξs)dh(Isea)−
h−1

2
f dh(ea)

]
+D3(ea)

[
−∇

2h(I1ea,ξ1)−∇
2h(I2ea,ξ2)+∇

2h(I3ea,ξ3)

+
h−1

2

3∑
s=1

dh(ξs)dh(Isea)−
h−1

2
f dh(ea)

]
. (4-20)

The equalities (4-4), (3-6) and (3-2) imply

∇
2h(I2 X, ξ2)+∇

2h(I3 X, ξ3) = h(E − D1 −2A1)(X)+h−1
3∑

s=1

dh(ξs)dh(Is X)−h−1 f dh(X). (4-21)

Subtracting two times (4-21) from (4-11) we obtain

∇
2h(I1ea, ξ1) − ∇

2h(I2ea, ξ2) − ∇
2h(I3ea, ξ3) +

h−1

2

3∑
s=1

dh(ξs)dh(Isea) −
h−1

2
f dh(ea)

=
h
2
[−E − D + 4D1 − 2A + 8A1](ea). (4-22)

The left-hand side of the above identity is the second line in (4-20). The other two lines are evaluated
similarly and the formulas are obtained from the above by a cyclic rotation of {1, 2, 3}. A substitution of
the resulting new form of (4-20) in (4-18) gives

∇ea

[
f (D + E)(ea) −

3∑
s=1

dh(ξs)E(Isea) +

3∑
s=1

dh(ξs)Fs(ea) − 2
3∑

s=1

dh(ξs)Is A(ea)

]
= f (|T 0

|
2
+ |E|

2) +
4h
2

[E2
+ A2

+ D2
1 + D2

2 + D2
3 − 2AE + 2A1 D1 + 2A2 D2 + 2A3 D3]. (4-23)

In view of (4-17) for any nonzero constant c we calculate the divergences as

∇ea

(
c

3∑
s=1

dh(ξs)Is As(ea) −
c
3

3∑
s=1

dh(ξs)Is A(ea)

)
=

c
3
[2∇

2h(I1ea, ξ1) − ∇
2h(I2ea, ξ2) − ∇

2h(I3ea, ξ3)]A1(ea)

+
c
3
[2∇

2h(I2ea, ξ2) − ∇
2h(I1ea, ξ1) − ∇

2h(I3ea, ξ3)]A2(ea)

+
c
3
[2∇

2h(I3ea, ξ3) − ∇
2h(I2ea, ξ2) − ∇

2h(I1ea, ξ1)]A3(ea).

(4-24)
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Subtracting (4-21) from twice (4-11) yields

2∇
2h(I1ea, ξ1)−∇

2h(I2ea, ξ2)−∇
2h(I3ea, ξ3) = h[2D1 − D2 − D3 + 4A1 − 2A2 − 2A3](ea). (4-25)

Now, taking into account (4-25), (4-24) and (4-23) we obtain

∇
∗

[
f (D+E)(X)−

3∑
s=1

dh(ξs)E(Is X)+

3∑
s=1

dh(ξs)Fs(X)−2
3∑

s=1

dh(ξs)Is A(X)

]

+∇
∗

[
c

3∑
s=1

dh(ξs)Is As(X)−
c
3

3∑
s=1

dh(ξs)Is A(X)

]
= f (|T 0

|
2
+|E|

2)+
4h
2

[E2
+A2

+D2
1+D2

2+D2
3−2AE+2A1 D1+2A2 D2+2A3 D3]

+h c
3
[(2D1−D2−D3+4A1−2A2−2A3)A1]

+h c
3
[(2D2−D1−D3+4A2−2A1−2A3)A2]

+h c
3
[(2D3−D2−D1+4A3−2A2−2A1)A3]. (4-26)

In the next lemma we use again the notation XY = g(X, Y ) for the product of two horizontal vector
fields X and Y and the similar abbreviation for horizontal 1-forms.

Lemma 4.2. For the (0, 3)-tensors D and E defined by (4-5) and (4-6) we have

|D|
2
=

h−2

8
|∇h|

2
|T 0

|
2
−

1
4

3∑
s=1

|Ds |
2
+

1
2
(D1 D2 + D1 D3 + D2 D3),

|E|
2
=

h−2

8
|∇h|

2
|E|

2
−

1
4
|E |

2, DE =
1
4

3∑
s=1

E Ds .

(4-27)

Consequently,

h−2

4
|∇h|

2(|T 0
|
2
+ |E|

2)

= 2|D + E|
2
−

3∑
s=1

E Ds +
1
2
|E |

2
+

1
2

3∑
s=1

|Ds |
2
− (D1 D2 + D1 D3 + D2 D3). (4-28)

Proof. We shall repeatedly apply (2-2) and the defining equations (4-5), (4-6), (3-1) and (3-5). We have

|D|
2
=

h−2

8
|∇h|

2
|T 0

|
2
+

h−2

82

(
2T 0(∇h, ec)T 0(∇h, ec) − 4

3∑
s=1

T 0(Is∇h, ec)T 0(Is∇h, ec)

+ 2
3∑

s,t=1

T 0(Is It∇h, ec)T 0(It Is∇h, ec)

)

=
h−2

8
|∇h|

2
|T 0

|
2
+

1
4

(
−

3∑
s=1

D2
s + 2(D1 D2 + D1 D3 + D2 D3)

)
, (4-29)
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which is the first line of (4-27). For example, the third term in (4-29) is calculated as

2h−2
3∑

s,t=1

T 0(Is It∇h, ec)T 0(It Is∇h, ec)

= 2h−2
3∑

s=1

[T 0(∇h, ec)T 0(∇h, ec) − 2T 0(Is∇h, ec)T 0(Is∇h, ec)]

= 6|D|
2
− 12

3∑
s=1

D2
s + 8(D1 D2 + D1 D3 + D2 D3) = −6

3∑
s=1

D2
s + 20(D1 D2 + D1 D3 + D2 D3),

recalling the definition (3-5).
Similarly, we obtain the second line of (4-27). The equality (4-28) follows from (4-27), which completes

the proof of Lemma 4.2. □

Finally, the proof of Theorem 4.1 follows by letting c = 4 in (4-26) and using (4-28) and (3-1). □

5. Proof of Theorems 1.3 and 1.1

5A. Proof of Theorem 1.3. The first step of the proof relies on Theorem 4.1. By a homothety we can
suppose that both qc scalar curvatures are equal to 16n(n + 2). Integrating the divergence formula of
Theorem 4.1 and then using the divergence theorem established in [Ivanov et al. 2014a, Proposition 8.1]
shows that the integral of the left-hand side is zero. Thus,∫

M

( 1
2 + h

)
(|T 0

|
2
+ |E|

2) + 2h|D + E|
2
+ h⟨QV, V ⟩ = 0,

which, due to the fact that the matrix Q (4-9) is nonnegative and taking into account (4-3), shows that the
quaternionic contact structure η has vanishing torsion, i.e., it is also qc Einstein according to [Ivanov et al.
2014a, Proposition 4.2]. This proves the first part of Theorem 1.3.

To prove the second part, we develop a sub-Riemannian extension of the result of [Obata 1971], see
also [Bourguignon and Ezin 1987] and the review [Ivanov and Vassilev 2015, Theorem 2.6], on the
relation between the Yamabe equation and the Lichnerowicz–Obata first eigenvalue estimate. We begin
by recalling some results from [Ivanov et al. 2014a, Section 7.2]. A vector field Q on a qc manifold
(M, η) is a qc vector field if its flow preserves the qc structure,

LQ η = (ν I + O) · η,

where ν is a smooth function and O ∈ so(3) is a matrix-valued function with smooth entries; see [Ivanov
et al. 2014a, Definition 7.7] and the discussion preceding it. In fact, taking into account [Ivanov et al.
2014a, Lemma 2.2; 2017, Lemma 5.1], a vector field Q on a qc manifold (M, η) is a qc vector field if its
flow preserves the horizontal distribution H = ker η. Since the exterior derivative d commutes with the
Lie derivative LQ , any qc vector field Q satisfies

LQ g = νg, LQ I = O · I, I = (I1, I2, I3)
t ,
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which is equivalent to saying that the flow of Q preserves the conformal class [g] of the horizontal metric
and the quaternionic structure Q on H. The function ν can be easily expressed in terms of the divergence
(with respect to g) of the horizontal part Q H of the vector field Q. Indeed, from [Ivanov et al. 2014a,
Lemma 7.12] we have

g(∇X Q H , Y ) + g(∇Y Q H , X) + 2ηs(Q)g(T 0
ξs

X, Y ) = ν g(X, Y );

hence
ν =

1
2n

∇
∗Q H .

This gives a geometric interpretation for the quantity (∇∗Q H ); namely, the flow of a qc vector field Q
preserves a fixed metric g ∈ [g] if and only if ∇

∗Q H = 0.
As an infinitesimal version of the qc Yamabe equation, we obtain the following general fact concerning

the divergence of a qc vector field.

Lemma 5.1. Let (M, η) be a qc manifold. For any qc vector field Q on M we have

1(∇∗Q H ) = −
n

2(n + 2)
Q(Scal) −

Scal
4(n + 2)

∇
∗Q H ,

where Scal, ∇
∗, 1 and the projection Q H correspond to the contact form η.

Proof. Suppose Q is a qc vector field and let φt be the corresponding (local) 1-parameter group of
diffeomorphisms generated by its flow. Then

φ∗

t (η) =
1

2ht
η and φ∗

t (g) =
1

2ht
g

for some positive function ht , depending smoothly on the parameter t . The qc scalar curvature Scalt of
the pull back contact form φ∗

t (η) is given by Scalt = Scal ◦φt . Then, formula (2-4) yields

Scal ◦φt = 2ht(Scal) − 8(n + 2)2h−1
t |∇ht |

2
+ 8(n + 2)△ht . (5-1)

Clearly, we have h0 =
1
2 , and from

1
2n

(∇∗Q H ) g = LQ g =
d
dt

∣∣∣
t=0

( 1
2ht

g
)

= −
h′

0
2h0

g = −2h′

0g

we obtain that
h′

0 = −
1

4n
∇

∗Q H ,

where h′

0 denotes the derivative of ht at t = 0. A differentiation at t = 0 in (5-1) gives the lemma. □

Lemma 5.2. Let (M, η) and (M, η̄) be qc Einstein manifolds with equal qc scalar curvatures 16n(n + 2).
If η and η̄ are qc conformal to each other, η̄ = η/(2h) for some smooth positive function h, then

Q =
1
2∇ f +

3∑
s=1

dh(ξs)ξs (5-2)

is a qc vector field on M , where the function f is defined in (4-7).
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Proof. The assumption of the lemma implies that E = D = Ds = As = 0. Using (4-21), (4-22) and (4-13)
we obtain ∇

2h(Is X, ξs) = −d f (X); thus

∇
2h(X, ξs) = d f (Is X). (5-3)

It follows that
3∑

s=1

∇X (dh(ξs)ξs) =

3∑
s=1

d f (Is X)ξs .

As observed in the introduction to the section, it is enough to show that the flow of the vector field Q,
defined by (5-2), preserves the horizontal distribution H. For any X ∈ H, we have

LQ(X) =
1
2 [∇ f, X ]+

3∑
s=1

[dh(ξs)ξs, X ]

=
1
2∇∇ f X−

1
2∇X (∇ f )−

3∑
s=1

ωs(∇ f, X)ξs+

3∑
s=1

[dh(ξs)∇ξs X−∇X (dh(ξs)ξs)−dh(ξs)Tξs (X)]

=
1
2∇∇ f X−

1
2∇X (∇ f )+

3∑
s=1

dh(ξs)∇ξs X ∈ H.

This completes the proof.
We note that, alternatively, using (5-3) a short calculation shows that Q satisfies the conditions of

[Ivanov et al. 2014a, Corollary 7.9]. □

At this point we are ready to complete the proof of Theorem 1.3. Consider the qc vector field Q defined
in Lemma 5.2. By Lemma 5.1, the function φ =

1
2△ f is either an eigenfunction of the sub-Laplacian with

eigenvalue −4n, △φ = −4nφ, or it vanishes identically. In the first case, using the quaternionic contact
version of the Lichnerowicz–Obata eigenfunction sphere theorem [Ivanov et al. 2013, Theorem 1.2;
2014b, Corollary 1.2] (see also [Baudoin and Kim 2014]), we conclude that (M, η) is the 3-Sasakian
sphere. In the other case, we have that 1 f = 0; hence

f =
1
2

+ h +
h−1

4
|∇h|

2
= const.

since M is compact. It follows that h =
1
2 by considering the points where h achieves its minimum and

maximum and taking into account the qc Yamabe equation (4-1). The proof of Theorem 1.3 is complete.

Remark 5.3. Lemma 5.2 provides also a certain geometric insight for the function f in (4-7). In fact, up
to an additive constant, f is the unique function on M for which Q H =

1
2∇ f is the horizontal part of a

qc vector field Q with vertical part QV = dh(ξs)ξs , Q = Q H + QV . This assertion is an easy consequence
of the computation given in the proof of Lemma 5.2. Moreover, it implies that on the 3-Sasakian sphere
φ = △ f is an eigenfunction of the sub-Laplacian realizing the smallest possible eigenvalue −4n on a
compact locally 3-Sasakian manifold.
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5B. Proof of Theorem 1.1. Theorem 1.1 is a direct corollary from Theorem 1.3. Alternatively, as in the
proof of Theorem 1.3, we can use in the first step Theorem 4.1 which shows that the “new” structure is
also qc Einstein. The second step of the proof of Theorem 1.1 follows then also by taking into account
[Ivanov et al. 2014a, Theorem 1.2] where all locally 3-Sasakian structures of positive constant qc scalar
curvature which are qc conformal to the standard 3-Sasakian structure on the sphere were classified (we
note that this classification extends easily to the case when no sign condition of the new qc structure is
assumed, see [Ivanov and Vassilev 2015]).
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GARLAND’S METHOD WITH BANACH COEFFICIENTS

IZHAR OPPENHEIM

We prove a Banach version of Garland’s method of proving vanishing of cohomology for groups acting on
simplicial complexes. The novelty of this new version is that our new condition applies to every reflexive
Banach space.

This new version of Garland’s method allows us to deduce several criteria for vanishing of group
cohomology with coefficients in several classes of Banach spaces (uniformly curved spaces, Hilbertian
spaces and L p spaces).

Using these new criteria, we improve recent results regarding Banach fixed-point theorems for random
groups in the triangular model and give a sharp lower bound for the conformal dimension of the boundary
of such groups. Also, we derive new criteria for group stability with respect to p-Schatten norms.

1. Introduction

Let X be a locally finite, pure n-dimensional simplicial complex and 0 be a locally compact, unimodular
group acting cocompactly and properly on X . Under the assumption that X is an affine building,
Garland [1973] gave a local criterion for the vanishing of the equivariant k-th cohomology for any
unitary representation of 0 and any 1 ≤ k ≤ n − 1. His approach was later generalized by Ballmann
and Świątkowski [1997] to all simplicial complexes and this generalization is sometimes referred to as
“Garland’s method”. There have been several generalizations of this method that considered the case
where π is an isometric representation on a Banach space; see [Nowak 2015; Koivisto 2014; Oppenheim
2014]. However, all these generalizations gave somewhat weak results when applied to examples. For
example, when considering vanishing of cohomology over L p spaces, the results of [Nowak 2015] could
not show vanishing of cohomology, for every 1 < p <∞, for Ã2 groups nor for random groups (see
Theorems 5.1 and 6.2 of that paper).

We note that Garland’s original work referred to affine buildings, and in this set-up strong results
regarding vanishing of cohomologies with Banach coefficients are known; see [Lafforgue 2009; Liao
2014; Lécureux et al. 2020] for results regarding vanishing of the first cohomology, and see [Oppenheim
2017; Lubotzky and Oppenheim 2020] for results regarding vanishing of higher cohomologies. However,
much less is known when one considers the less-structured setting of a group acting on a simplicial
complex without assuming the extra structure of an affine building.

Recently, the results for vanishing of the first cohomology of random groups with coefficients in
Banach spaces were improved: First, Drut,u and Mackay [2019] proved vanishing of the first cohomology
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for random groups for L p spaces. Second, considering random groups in the triangular model, de Laat
and de la Salle [2021] gave a criterion for vanishing of the first cohomology for a group acting on a
2-dimensional simplicial complex that was applicable to all uniformly curved Banach spaces (and in
particular, to all L p spaces).

The observation of de Laat and de la Salle was that one can get much stronger results than in previous
works if the assumption of the spectral gap in the links is replaced with the assumption of a two-sided
spectral gap (or equivalently with the assumption of contraction of the random walk operator). Using this
insight and the ideas of [Nowak 2015], we rework Garland’s method under the assumption of two-sided
spectral gaps in the links and derive very general vanishing criteria that are applicable to all uniformly
curved Banach spaces (and, in part, to all reflexive Banach spaces). We give two applications for our result:

Fixed-point properties of random groups. Applying our vanishing result to random groups in the
triangular model improves on the results of de Laat and de la Salle when considering fixed-point properties
with respect to L p spaces. As a result, we derive a sharp lower bound for the conformal dimension
of the boundary of these groups that was not achieved in previous works. Namely, in previous works
[Drut,u and Mackay 2019; de Laat and de la Salle 2021] it was shown that with high probability, this
conformal dimension is contained in an interval between C

√
log m and C ′ log(m) (where m is a parameter

of the model — see exact formulation below). Our work shows that in fact the conformal dimension is in
an interval of the form C ′′ log m and C ′ log(m) and thus our result is sharp. We note that as far as we
understand, the proof methods in [Drut,u and Mackay 2019; de Laat and de la Salle 2021] cannot be
improved to yield such a sharp bound.

Group stability with respect to p-Schatten norms. By a result of [De Chiffre et al. 2020], vanishing of
the second cohomology for Hilbertian spaces implies stability with respect to p-Schatten norms (see
definitions below). Thus, our new criteria for vanishing of the second cohomology gives new criteria for
group stability.

1A. New criteria for vanishing of cohomology with Banach coefficients. In order to state our results,
we will need the following notation. For every simplex τ ∈ X (k) define Xτ to be the link of τ and
Mτ , Aτ : ℓ2(Xτ (0))→ ℓ2(Xτ (0)) to be the following operators: Mτ is the orthogonal projection on the
subspace of constant functions in ℓ2(Xτ (0)) and Aτ in the random walk operator on the 1-skeleton of Xτ .
With this notation, we prove the following:

Theorem 1.1. Let E be a reflexive Banach space, X a locally finite, pure n-dimensional simplicial complex
and 0 a locally compact, unimodular group acting cocompactly and properly on X.

For 1 ≤ k ≤ n − 1, if

max
τ∈X (k−1)

∥(Aτ (I − Mτ )⊗ idE)∥B(ℓ2(Xτ (0);E)) <
1

k + 1
,

then H k(X, π)= 0 for every continuous isometric representation π of 0 on E.

Remark 1.2. A result of the same flavor was given in [de Laat and de la Salle 2021, Theorem B] for
the vanishing of the first cohomology for groups acting on 2-dimensional simplicial complexes. We
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note that our theorem improves on their Theorem B even when considering only vanishing of the first
cohomology: First, our theorem holds for any reflexive Banach space, while Theorem B is only applicable
for super-reflexive spaces. Second, in terms of parameters, the contraction condition of Aτ (I − Mτ )⊗ idE

does not depend on the Banach space, but only on k (as opposed to Theorem B). Last, our proof is simpler
in the regard that it does not use the p-Laplacian or any uniform convexity arguments.

Theorem 1.1 is easily applicable in the setting of uniformly curved Banach spaces (see Definition 2.1)
such as (commutative and noncommutative) L p spaces and more generally strictly θ-Hilbertian spaces
(see the exact definition in Section 2C). Namely, for a uniformly curved Banach space we can deduce
vanishing of cohomology based the fact that links are spectral expanders. Before stating these types
of results, we recall the relevant terminology: Let (V, E) be a connected finite graph and let A be the
random walk operator on this graph. Recall that A is a self-adjoint operator and has the eigenvalue 1
with multiplicity 1. For a constant λ, the graph (V, E) is called a one-sided λ-spectral expander if the
second largest eigenvalue of A is ≤ λ. The graph (V, E) is called a two-sided λ-spectral expander if the
spectrum of A is contained in the interval [−λ, λ] ∪ {1}.

Theorem 1.3 (informal; see Proposition 4.5 and Theorem 4.11 for explicit formulations). Let E be a
uniformly curved Banach space. There are positive constants {λk(E) > 0 : k ∈ N} such that for every
locally finite, pure n-dimensional simplicial complex X , every locally compact, unimodular group 0
acting cocompactly and properly on X the following hold:

(1) For every 1 ≤ k ≤ n − 1, if there is 0 < λ < λk(E) such that for every τ ∈ X (k − 1) the one
skeleton of Xτ is a two-sided λ-spectral expander, then H k(X, π)= 0 for every continuous isometric
representation π of 0 on E.

(2) For every 1 ≤ k ≤ n −1, if there is 0<λ< λk(E) such that for every τ ∈ X (n −2) the one skeleton of
Xτ is a two-sided λ/(1 + (n − k − 1)λ)-spectral expander, then H k(X, π)= 0 for every continuous
isometric representation π of 0 on E.

(3) For every 1 ≤ k < n − 1/λk(E), if there is 0< λ < λk(E) such that for every τ ∈ X (n − 2), the one
skeleton of Xτ is a one-sided λ/(1 + (n − k − 1)λ)-spectral expander, then H k(X, π)= 0 for every
continuous isometric representation π of 0 on E.

Specifying the above to θ -Hilbertian spaces reads as follows:

Corollary 1.4. Let X be a locally finite, pure n-dimensional simplicial complex such that all the links
of X of dimension ≥ 1 are connected and 0 be a locally compact, unimodular group acting cocompactly
and properly on X. Also let 0< θ0 ≤ 1, 1 ≤ k ≤ n − 1, 0< λ < (1/(2(k + 1)))1/θ0 be constants. Define
Eθ0 to be the smallest class of Banach spaces that contains all strictly θ -Hilbertian Banach spaces for all
θ0 ≤ θ ≤ 1 and is closed under subspaces, quotients, ℓ2-sums and ultraproducts of Banach spaces.

(1) If for every τ ∈ X (k−1) the one skeleton of Xτ is a two-sided λ-spectral expander, then H k(X, π)=0
for every E ∈ Eθ0 and every continuous isometric representation π of 0 on E.
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(2) If for every τ ∈ 6(n − 2, 0) the 1-skeleton of Xτ is a two-sided λ/(1 + (n − k − 1)λ)-spectral
expander, then H k(X, π) = 0 for every E ∈ Eθ0 and every continuous isometric representation π
of 0 on E.

(3) If k ≤ n−1/λ and for every τ ∈6(n−2, 0) the 1-skeleton of Xτ is a one-sided λ/(1+(n−k −1)λ)-
spectral expander, then H k(X, π)= 0 for every E ∈ Eθ0 and every continuous isometric representa-
tion π of 0 on E.

Remark 1.5. In all the results above, we gave criteria for vanishing of the equivariant cohomology. We
recall that given that the simplicial complex X is aspherical, it holds that H k(X, π)= H k(0, π) (the proof
of this can be found for instance in [Brown 1982, Chapter 7, Section 7]), and thus under this additional
assumption it follows that the criteria given above imply that H k(0, π)= 0.

1B. Application to random groups. An immediate application of our criteria above is improving de Laat
and de la Salle’s results regarding random groups in the triangular model. The triangular model for
random groups, denoted by M(m, d), is defined as follows: For a fixed density d ∈ (0, 1), a group in
M(m, d) is a finitely presented group of the form 0= ⟨S | R⟩, where |S| = m (S∩S−1

=∅) and R is a set
of cyclically reduced relators of length 3 chosen uniformly among all subsets of cardinality ⌊(2m − 1)3d

⌋.
A property P for groups is said to hold with overwhelming probability in this model if

lim
m→∞

P(0 in M(m, d) has P)= 1.

Below, we will also use the binomial triangular model that is closely related to the triangular model.
The binomial triangular model, denoted by 0(m, ρ), is defined as follows: a group in 0(m, ρ) is a finitely
presented group of the form 0 = ⟨S | R⟩, where |S| = m, and R is a set of cyclically reduced relators of
length 3, where each relator is chosen independently with probability ρ. We mention this model, since it
is easier to analyze and the results of this analysis can be transferred to the model M(m, d).

The triangular model for random groups was introduced by Żuk [2003] who showed that when d > 1
3 ,

property (T) holds for groups in M(m, d) with overwhelming probability. De Laat and de la Salle [2021]
(following [Drut,u and Mackay 2019]) generalized the result of Żuk to the setting of uniformly curved
Banach spaces. In order to explain this generalization, we recall that by a classical result of Delorme and
Guichardet, a finitely generated discrete group 0 has property (T) if and only if it has property (FH), i.e.,
if and only if every affine isometric action of 0 on a Hilbert space admits a fixed point. Property (FH)
is readily generalized to the Banach setting as follows: For a Banach space E, a group 0 is said to have
property (FE) if every continuous affine isometric action of 0 on E admits a fixed point. Also, a group 0
is said to have property (FL p) if it has property (FE) for every L p space E. De Laat and de la Salle [2021]
showed that if d > 1

3 , then for every uniformly curved Banach space E, property (FE) holds for groups in
M(m, d) with overwhelming probability (their result is actually stronger — see Theorem 1.9 stated below).

Our results above are stated in the language of vanishing of the equivariant cohomology for groups acting
on simplicial complexes. The connection between fixed-point properties and vanishing of cohomology
readily follows from the following classical interpretation of group cohomology (see for instance the
discussion in [Fernós et al. 2012, Section 2]):
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Proposition 1.6. Let 0 be a topological group and E be a Banach space. The group 0 has property (FE)

if and only if H 1(0, π)= 0 for every continuous isometric representation π of 0 on E.

The connection to our results regarding vanishing of cohomology described above is the following
equivalence between fixed points and vanishing of the first cohomology. We recall that for a topological
group 0 and a Banach space E the following are equivalent:

• H 1(0, π)= 0 for every continuous isometric representation π of 0 on E.

• The group 0 has property (FE).

Above, we discussed the vanishing of equivariant cohomology and not group cohomology, but as
noted in Remark 1.5, this is equivalent in the case of groups acting on aspherical complexes. For a
random group 0 in the model 0(m, ρ) (or in the model M(m, d)), the Cayley complex of the group is a
2-dimensional simplicial complex that we will denote by X0. We recall that the Cayley complex of a
group is always simply connected and the action of a group on its Cayley complex is simply transitive
on the vertices. In particular, since the group is finitely presented, the action is proper and cocompact.
Thus, the vanishing of the first cohomology of 0 is equivalent to the vanishing of the first equivariant
cohomology for the action of 0 on X0. It follows that if we know that the links of X0 are two-sided
spectral expanders, we can deduce property (FE) for a uniformly curved Banach space E and a random
group 0 in the model 0(m, ρ) by applying Theorem 1.3 stated above.

In [de Laat and de la Salle 2021], it was proven that the links of X0 for 0(m, ρ) are indeed two-sided
spectral expanders:

Proposition 1.7 [de Laat and de la Salle 2021, Proposition 7.5]. Let η > 0 be a constant. There is a
constant C > 0 and a sequence {um}m∈N tending to 0 such that the following holds: Let m ∈ N and
ρ ∈ (0,m−1.42). Also let 0 be a random group in the model 0(m, ρ) and X0 its Cayley complex. If

ρ ≥
(1 + η) log m

8m2 ,

then with probability ≥ 1−um , the link of every vertex of X0 is a
√

C/(ρm2)-two-sided spectral expander.

Combining this proposition with Theorem 1.3 above, we can reprove [de Laat and de la Salle 2021,
Theorem 7.3]:

Theorem 1.8. Let η′ > 0 and ρ ∈ (0,m−1.42) be constants and let C be the constant that appears in
Proposition 1.7. Assume that

ρ ≥
(1 + η′) log m

8m2 ,

and let 0 be a random group in the model 0(m, ρ). Then there is a sequence {um}m∈N tending to 0 such
that for uniformly curved Banach space E with λ1(E) ≥

√
C/(ρm2) (where λ1(E) as in Theorem 1.3) it

holds that 0 has property (FE) with probability ≥ 1 − um .

As in [de Laat and de la Salle 2021], using the fact that the fixed-point property passes to quotients,
we can also recast this theorem in the triangular model (see further details in Section 7 of that paper) and
reprove their Theorem C:
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Theorem 1.9. Let 0 < η < 2, d > 1
3 + (log log m − log(2 − η))/(3 log m) be constants. Also let 0 be

a random group in the model M(m, d). Then there is a sequence {um}m∈N tending to 0 and a constant
C > 0 such that for uniformly curved Banach space E with

λ1(E)≥

√
C

(2m − 1)3d−1

(where λ1(E) as in Theorem 1.3) it holds that 0 has property (FE) with probability ≥ 1 − um .

Combining this theorem with Corollary 4.7 leads to a stronger result than the one stated in [de Laat
and de la Salle 2021] (and in [Drut,u and Mackay 2019]) when considering L p spaces. Namely, applying
Corollary 4.7 yields the following:

Theorem 1.10. Let 0 < η < 2, d > 1
3 + (log log m − log(2 − η))/(3 log m) be constants. Also let 0 be

a random group in the model M(m, d). Then there is a sequence {um}m∈N tending to 0 and a constant
C > 0 such that for

2 ≤ p ≤
1
2(3d − 1) log(2m − 1)− 1

2 log C

it holds that 0 has property (FL p) with probability ≥ 1 − um .

As a corollary, we improve the bound on the conformal dimension of random groups in the triangular
model stated in [de Laat and de la Salle 2021, Corollary E]. Namely, by a theorem in [Bourdon 2016], if
for a given 2 ≤ p, a hyperbolic group 0 has property (FL p), then the conformal dimension of ∂∞0 is at
least p. Thus, we get:

Theorem 1.11. Let 0 < η < 2, d > 1
3 + (log log m − log(2 − η))/(3 log m) be constants. Also let 0 be

a random group in the model M(m, d). Then there is a sequence {um}m∈N tending to 0 and a constant
C > 0 such that

1
2(3d − 1) log(2m − 1)− 1

2 log C ≤ Confdim(∂∞0)

with probability ≥ 1 − um .
In particular, for d ∈

( 1
3 ,

1
2

)
and a group 0 in M(m, d) it holds with overwhelming probability that

1
2(3d − 1) log(2m − 1)− 1

2 log C ≤ Confdim(∂∞0).

Remark 1.12. The theorem above gives a sharp bound on the conformal dimension of the boundary.
Indeed, in [Drut,u and Mackay 2019, Proposition 10.6] it was shown that for d ∈

( 1
3 ,

1
2

)
and a group 0 in

M(m, d) it holds with overwhelming probability that

Confdim(∂∞0)≤
30

2d − 1
log(2m − 1).

1C. Application to group stability. Group stability has received much attention in recent years (see
for instance [Glebsky and Rivera 2008; Arzhantseva and Păunescu 2015; Becker et al. 2019; Becker
and Lubotzky 2020]) partly due to its connection to questions of group approximation; see for instance
[De Chiffre et al. 2020]. In that work it was shown that, under some assumptions, group stability can
be deduced for a group via the vanishing of its second cohomology. Another application of our work is
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providing a criterion for p-norm stability (stability with respect to the p-Schatten norm). In order to state
this application, we first give the needed definitions and results from [De Chiffre et al. 2020].

Let 0 be a finitely presented group 0 = ⟨S | R⟩, with R ⊆ FS the free group on S and |R|<∞. Any
map φ : S → U (n) uniquely determines a homomorphism φ : FS → U (n), which we will also denote by φ.

Given a distance distn on U (n), the group 0 is called G = (U (n), distn)-stable if for every ε > 0 there
exists δ > 0 such that for every n ∈ N if φ : S → U (n) is a map with∑

r∈R

distn(φ(r), idU (n)) < δ,

then there exists a homomorphism φ̃ : 0 → U (n), with∑
s∈S

distn(φ(s), φ̃(s)) < ε,

or equivalently, a map φ̃ : S → U (n), with
∑

r∈R distn(φ̃(r), idU (n))= 0,
For 1 ≤ p<∞, the Schatten p-norm on Mn(C) is defined by ∥T ∥p = (tr |T |

p)1/p, where |T | =
√

T ∗T.
When p = 2, this is usually called the Frobenius norm. Define distn,p to be the metric on U (n) induced by
this norm. Below, we will call a group 0 p-norm stable if it is stable with respect to G = (U (n), distn,p).

We note that (Mn(C), ∥ · ∥p) is a noncommutative L p space and in particular, it is strictly θ -Hilbertian
with θ = 2 − 2/p if p ≤ 2 and θ = 2/p if p ≥ 2. The discussion in [De Chiffre et al. 2020] implies
the following criterion for p-norm stability (see also [García Morales and Glebsky 2022; Lubotzky and
Oppenheim 2020]):

Theorem 1.13 [De Chiffre et al. 2020, Theorem 5.1, Remark 5.2]. Let 0 be a finitely presented group
and 0< θ0 ≤ 1 be a constant. Define Eθ0 to be the smallest class of Banach spaces that contains all strictly
θ -Hilbertian Banach spaces for all θ0 ≤ θ ≤ 1 and is closed under subspaces, ℓ2-sums and ultraproducts
of Banach spaces. If for every for every continuous isometric representation π of 0 on E ∈ Eθ0 it holds
that H 2(0, π)= 0, then 0 is p-norm stable for every 1 + θ0/(2 − θ0)≤ p ≤ 2/θ0.

Combining this theorem with Corollary 1.4 and Remark 1.5 immediately yields the following criterion
for p-norm stability:

Theorem 1.14. Let X be a locally finite, pure n-dimensional aspherical simplicial complex with n ≥ 3
such that all the links of X of dimension ≥ 1 are connected and 0 be a finitely presented discrete group
acting cocompactly and properly on X. Also let 0< θ0 ≤ 1, 0< λ <

( 1
6

)1/θ0 be constants. Assume that
one of the following holds:

(1) For every τ ∈ X (1), the one skeleton of Xτ is a two-sided λ-spectral expander.

(2) For every τ ∈ X (n − 2), the 1-skeleton of Xτ is a two-sided λ/(1 + (n − 3)λ)-spectral expander.

(3) It holds that 2≤n−1/λ and for every τ ∈ X (n−2), the 1-skeleton of Xτ is a one-sided λ/(1+(n−3)λ)-
spectral expander.

Then 0 is p-norm stable for every 1 + θ0/(2 − θ0)≤ p ≤ 2/θ0.
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Currently, we do not have new examples in which this theorem improves previous results. One can
take X to be an affine building of a large dimension n, 0 a lattice of the full BN-pair group of X and
apply Theorem 1.14(3) to deduce p-norm stability (where p depends on the thickness of the building and
on n). However, as noted above, in the case where X is a classical affine building, stronger results are
given in [Lubotzky and Oppenheim 2020].

Organization. In Section 2, we cover some needed preliminaries. In Section 3, we give the basic
definitions regarding equivariant cohomology and prove a variation of Nowak’s criterion for vanishing of
cohomology. In Section 4, we prove our local criteria for vanishing of Banach cohomology.

2. Preliminaries

2A. Vector-valued ℓ2 spaces. Given a finite set V, a function m : V → R+ and a Banach space E, we
define the vector-valued space ℓ2(V,m; E) to be the space of functions φ : V → E, with the norm

∥φ∥ℓ2(V,m;E) =

(∑
v∈V

m(v)|φ(v)|2
)1/2

,

where | · | is the norm of E. We define ℓ2(V,m)= ℓ2(V,m; C) and recall that ℓ2(V,m) is also a Hilbert
space with the inner-product

⟨φ,ψ⟩ =

∑
v∈V

m(v)φ(v)ψ(v).

Let T : ℓ2(V,m)→ ℓ2(V,m) be a linear operator and Tv,u ∈ C be the constants such that for every
φ ∈ ℓ2(V,m) it holds that

(Tφ)(v)=

∑
u∈V

Tv,uφ(u).

Define T ⊗ idE : ℓ2(V,m; E)→ ℓ2(V,m; E) by the formula

((T ⊗ idE)φ)(v)=

∑
u∈V

Tv,uφ(u),

where Tv,u ∈ C are the same constants as above and φ ∈ ℓ2(V,m; E). We define ∥T ⊗ idE ∥B(ℓ2(V,m;E)) to
be the operator norm of T ⊗ idE.

Following [Pisier 2010], we call an operator T : ℓ2(V,m)→ ℓ2(V,m) fully contractive if for every
Banach space E it holds that ∥T ⊗ idE ∥B(ℓ2(V,m;E)) ≤ 1.

2B. Uniformly curved Banach spaces. Uniformly curved Banach spaces were introduced in [Pisier
2010]:

Definition 2.1. Let E be a Banach space. The space E is called uniformly curved if for every 0< ε ≤ 1
there is δ > 0 such that, for every space ℓ2(V,m) and every fully contractive linear operator T :

ℓ2(V,m)→ ℓ2(V,m), if ∥T ∥B(ℓ2(V,m)) ≤ δ, then ∥T ⊗ idE ∥B(ℓ2(V,m;E)) ≤ ε.

The following theorem is due to [Pisier 2010]:

Theorem 2.2. Every uniformly curved Banach space is super-reflexive and in particular reflexive.
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Given a monotone increasing function α : (0, 1] → (0, 1] such that

lim
t→0+

α(t)= 0,

we define E u-curved
α to be the class of all (uniformly curved) Banach spaces E such that for every

space ℓ2(V,m) and every fully contractive linear operator T : ℓ2(V,m)→ ℓ2(V,m), if ∥T ∥B(ℓ2(V,m)) ≤ δ,
then ∥T ⊗ idE ∥B(ℓ2(V,m;E)) ≤ α(δ).

Proposition 2.3. Let T : ℓ2(V,m)→ ℓ2(V,m) be a linear operator and L ≥ 1, 0< δ ≤ 1 be constants
such that:

(1) ∥T ∥B(ℓ2(V,m)) ≤ δ.

(2) ∥T ⊗ idE ∥B(ℓ2(V,m;E)) ≤ L for every Banach space E .

Then for every monotone increasing function α : (0, 1] → (0, 1] such that limt→0+ α(t) = 0 and every
E ∈ E u-curved

α we have ∥T ⊗ idE ∥B(ℓ2(V,m;E)) ≤ Lα(δ).

Proof. We note that (1/L)T is a fully contractive operator such that∥∥∥∥ 1
L

T
∥∥∥∥

B(ℓ2(V,m))
≤
δ

L
.

Thus, by the definition of E u-curved
α it follows for every E ∈ E u-curved

α that∥∥∥∥(
1
L

)
T ⊗ idE

∥∥∥∥
B(ℓ2(V,m;E))

≤ α

(
δ

L

)
,

and thus

∥T ⊗ idE ∥B(ℓ2(V,m;E)) ≤ Lα
(
δ

L

)
≤ Lα(δ),

where the last inequality is due to the fact that L ≥ 1 and α is monotone increasing. □

We will also be interested in how T ⊗ idE behaves under some operations; this is summed up in the
following lemmas:

Lemma 2.4. Let V be a finite set, T a bounded operator on ℓ2(V,m) and C > 0 constant. Let E = E(C)
be the class of Banach spaces defined as

E = {E : ∥T ⊗ idE ∥B(ℓ2(V,m;E)) ≤ C}.

Then this class is closed under quotients, subspaces, ℓ2-sums and ultraproducts of Banach spaces, i.e.,
preforming any of these operations on Banach spaces in E yields a Banach space in E .

Proof. The fact that E is closed under quotients, subspaces and ultraproducts of Banach spaces was shown
in [de la Salle 2016, Lemma 3.1]. The fact that E is closed under ℓ2-sums is straightforward and left for
the reader. □

Applying Lemma 2.4 on E u-curved
α defined above yields the following corollary:

Corollary 2.5. For any monotone increasing function α :(0,1]→(0,1] such that limt→0+ α(t)=0, the class
E u-curved
α defined above is closed under quotients, subspaces, ℓ2-sums and ultraproducts of Banach spaces.
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2C. Strictly θ-Hilbertian spaces. Here we will describe a special class of uniformly curved Banach
spaces that contains all (commutative and noncommutative) L p spaces.

Two Banach spaces E0, E1 form a compatible pair (E0, E1) if they are continuously linear embedded
in the same topological vector space. The idea of complex interpolation is that given a compatible pair
(E0, E1) and a constant 0 ≤ θ ≤ 1, there is a method to produce a new Banach space [E0, E1]θ as a “convex
combination” of E0 and E1. We will not review this method here, and the interested reader can find more
information on interpolation in [Bergh and Löfström 1976].

This brings us to consider the following definition due to [Pisier 1979]: a Banach space E is called
strictly θ -Hilbertian for 0< θ ≤ 1 if there is a compatible pair (E0, E1) with E1 a Hilbert space such that
E = [E0, E1]θ . Examples of strictly θ-Hilbertian spaces are L p spaces and noncommutative L p spaces
(see [Pisier and Xu 2003] for definitions and properties of noncommutative L p spaces), where in these
cases θ = 2/p if 2 ≤ p <∞ and θ = 2 − 2/p if 1< p ≤ 2.

For our use, it will be important to bound the norm of an operator of the form T ⊗ idE given that E is
an interpolation space.

Lemma 2.6 [de la Salle 2016, Lemma 3.1]. Let (E0, E1) be a compatible pair, V be a finite set, m : V →R+

be a function and T ∈ B(ℓ2(V,m)) be an operator. Then, for every 0 ≤ θ ≤ 1,

∥T ⊗ id[E0,E1]θ ∥B(ℓ2(V,m;[E0,E1]θ )) ≤ ∥T ⊗ idE0 ∥
1−θ

B(ℓ2(V,m;E0))
∥T ⊗ idE1 ∥

θ
B(ℓ2(V,m;E1))

,

where [E0, E1]θ is the interpolation of E0 and E1.

This lemma has the following corollary that shows that strictly θ-Hilbertian spaces are uniformly
curved (see also [de la Salle 2016, Lemma 3.1]):

Corollary 2.7. Let E be a strictly θ -Hilbertian space with 0< θ ≤ 1, V be a finite set, m : V → R+ be a
function and 0< δ < 1 be a constant. Assume that T ∈ B(ℓ2(V,m)) is a fully contractive operator such
that ∥T ∥B(ℓ2(V,m)) ≤ δ. Then ∥T ⊗ idE ∥B(ℓ2(V,m;E)) ≤ δθ.

In other words, if E is a strictly θ-Hilbertian space with 0 < θ ≤ 1, then for α(t) = tθ we have that
E ∈ E u-curved

α .

Proof. For every Hilbert space E1 we have that ∥T ⊗ idE1 ∥B(ℓ2(V,m;E1)) ≤ δ and thus the assertion stated
above follows from Lemma 2.6. □

Corollary 2.8. For a constant 0<θ0 ≤ 1, define Eθ0 to be the smallest class of Banach spaces that contains
all strictly θ -Hilbertian Banach spaces for all θ0 ≤ θ ≤ 1 and is closed under subspaces, quotients, ℓ2-sums
and ultraproducts of Banach spaces. Then, for every 0< θ0 ≤ 1, we have that Eθ0 ⊆ E u-curved

α(t)=tθ0
.

Remark 2.9. A deep result of Pisier shows that the converse of the corollary above is “almost true”
if one considers arcwise θ0-Hilbertian spaces (see the definition in [Pisier 2010, Section 6]). Namely,
by Corollary 6.7 of that work, for every θ0 < θ ≤ 1 it holds that every Banach space in E u-curved

α(t)=tθ is a
subquotient of an arcwise θ0-Hilbertian space. We will not define arcwise θ0-Hilbertian spaces here and
we will make no use of this fact.
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2D. Random walks on finite graphs. Given a finite graph (V, E), a weight function on (V, E) is a
function m : E → R+ and (V, E) with a weight function is called a weighted graph. Given a weighted
graph as above, we define, for every v ∈ V, m(v)=

∑
e∈E,v∈e m(e) and m(∅)=

∑
v∈V m(v).

We also define ℓ2(V,m) as in Section 2A above; i.e., ℓ2(V,m) is the space of functions φ : V → C

with an inner-product

⟨φ,ψ⟩ =

∑
{v}∈V

= m(v)φ(v)ψ(v).

The random walk on (V, E) as above is the operator A : ℓ2(V,m)→ ℓ2(V,m) defined as

(Aφ)(v)=

∑
u∈V,{u, v}∈E

m({u, v})
m(v)

φ(u).

We state without proof a few basic facts regarding the random walk operator:

(1) With the inner-product defined above, A is a self-adjoint operator and the eigenvalues of A lie in the
interval [−1, 1].

(2) The space of constant functions is an eigenspace of A with eigenvalue 1 and if (V, E) is connected,
all other the other eigenfunctions of A have eigenvalues strictly less than 1.

(3) The graph (V, E) is bipartite if and only if −1 is an eigenvalue of A.

In the case where m is constant 1 on all the edges, for every vertex v, m(v) is the valence of v and A
is called the simple random walk on (V, E).

We define M to be the orthogonal projection on the space of constant functions: explicitly, for every
φ ∈ ℓ2(V,m), Mφ is the constant function

Mφ ≡
1

m(∅)
∑
v∈V

m(v)φ(v).

We note that by the facts stated above, AM = M and if (V, E) is connected and not bipartite, then
∥A(I − M)∥< 1, where ∥ · ∥ denotes the operator norm. We recall the following definition of spectral
expansion that appeared in the Introduction for nonweighted graphs:

Definition 2.10. Let (V, E) be a finite connected graph with a weight function m and 0 ≤ λ < 1 be
a constant. The graph (V, E) is called a one-sided λ-spectral expander if the spectrum of A(I − M)
is contained in [−1, λ]. The graph (V, E) is called a two-sided λ-spectral expander if the spectrum of
A(I − M) is contained in [−λ, λ] or equivalently if ∥A(I − M)∥ ≤ λ.

Given a Banach space E, we can consider the operator (A(I − M))⊗ idE : ℓ2(V,m; E)→ ℓ2(V,m; E).

Claim 2.11. For every graph (V, E) and every Banach space E, ∥(A(I − M))⊗ idE ∥B(ℓ2(V,m;E)) ≤ 2.

Proof. By the triangle inequality and linearity,

∥(A(I − M))⊗ idE ∥B(ℓ2(V,m;E)) ≤ ∥A ⊗ idE ∥B(ℓ2(V,m;E)) + ∥A ⊗ idE ∥B(ℓ2(V,m;E))∥M ⊗ idE ∥B(ℓ2(V,m;E)),
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and therefore in order to prove the claim, it is enough to show that

∥A ⊗ idE ∥B(ℓ2(V,m;E)) ≤ 1, ∥M ⊗ idE ∥B(ℓ2(V,m;E)) ≤ 1.

Indeed, by the convexity of the function | · |
2, for every φ ∈ ℓ2(V,m; E),

∥(A ⊗ idE)φ∥
2
=

∑
v∈V

m(v)
∣∣∣∣ ∑
u∈V,{u,v}∈E

m({u, v})
m(v)

φ(u)
∣∣∣∣2

≤

∑
v∈V

m(v)
∑

u∈V,{u,v}∈E

m({u, v})
m(v)

|φ(u)|2

=

∑
u∈V

|φ(u)|2
∑

v∈V,{u,v}∈E

m({u, v})=

∑
u∈V

m(u)|φ(u)|2 = ∥φ∥
2

and

∥(M ⊗ idE)φ∥
2
=

∑
v∈V

m(v)
∣∣∣∣ 1
m(∅)

∑
u∈V

m(u)φ(u)
∣∣∣∣2

≤

∑
v∈V

∑
u∈V

m(u)
m(∅)

|φ(u)|2

=

∑
u∈V

m(u)|φ(u)|2
∑
v∈V

m(v)
m(∅)

=

∑
u∈V

m(u)|φ(u)|2 = ∥φ∥
2. □

Combining this claim with Proposition 2.3 and Corollary 2.7 yields:

Corollary 2.12. Let (V, E) be a connected finite graph with a weight function m and 0 < λ < 1 be a
constant such that (V, E) is a two-sided λ-spectral expander. For every monotone increasing function
α : (0, 1] → (0, 1] such that limt→0+ α(t)= 0 and every E ∈ E u-curved

α , we have

∥(A(I − M))⊗ idE ∥B(ℓ2(V,m;E)) ≤ 2α(λ).

In particular, for every 0< θ ≤ 1 and every strictly θ -Hilbertian space E, we have

∥(A(I − M))⊗ idE ∥B(ℓ2(V,m;E)) ≤ 2λθ .

2E. Weighted simplicial complexes. Let X be an n-dimensional simplicial complex. For −1 ≤ k ≤ n,
we define X (k) to be the k-dimensional faces of X and X =

⋃
k X (k). X is called pure n-dimensional

if for every τ in X there is σ ∈ X (n) such that τ ⊆ σ. X is called locally finite if for every {v} ∈ X (0),
|{σ ∈ X (n) : v ∈ σ }|<∞. Throughout this paper, we will always assume that X is pure n-dimensional
and locally finite.

We define the weight function m :
⋃n

k=0 X(k)→ R inductively as follows:

for all σ ∈ X(n), m(σ )= 1,

and, for 0 ≤ k ≤ n − 1 and τ ∈ X (k),

m(τ )=

∑
σ∈X(k+1), τ⊆σ

m(σ ).

More explicitly,
for all τ ∈ X(k), m(τ )= (n − k)! |{σ ∈ X(n) : τ ⊆ σ }|.

In the case where X is finite, we also define m(∅)=
∑

{v}∈X (0) m({v}).
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Given a simplex τ ∈ X ( j), the link of τ is the subcomplex of X , denoted by Xτ , that is defined as

Xτ = {η ∈ X : τ ∩ η = ∅, τ ∪ η ∈ X}.

We note that by the assumption that X is locally finite, it follows that Xτ is finite and by the assumption
that X is pure n-dimensional, it follows that Xτ is pure (n− j−1)-dimensional (where j is the dimension
of τ ). The weight function on Xτ , denoted by mτ , is defined as above:

for all σ ∈ Xτ (n − j − 1), mτ (σ )= 1,

and, for 0 ≤ k ≤ (n − j − 1)− 1 and for η ∈ X (k),

mτ (η)=

∑
σ∈Xτ (k+1), η⊆σ

mτ (σ ).

We observe that mτ (η)= m(τ ∪ η): indeed, if η ∈ Xτ (n − j − 1), then τ ∪ η ∈ X (n) and therefore

mτ (η)= 1 = m(τ ∪ η).

For 0 ≤ k ≤ (n − j − 1)− 1 and η ∈ X (k), the equality follows by induction:

mτ (η)=

∑
σ∈Xτ (k+1), η⊆σ

mτ (σ )=

∑
σ∈Xτ (k+1), η⊆σ

m(τ ∪ σ)=

∑
τ∪σ∈X(( j+1)+k+1), η⊆τ∪σ

m(τ ∪ σ)= m(η).

2F. Group representations on Banach spaces. Let 0 be a locally compact group and E a Banach space.
Let π be a representation π : 0 → B(E), where B(E) are the bounded linear operators on E. Throughout
this paper we shall always assume π is continuous with respect to the strong operator topology without
explicitly mentioning it. We recall that given π , the dual representation π̄ : 0 → B(E∗) is defined as

⟨x, π̄(g).y⟩ = ⟨π(g−1).x, y⟩ for all g ∈ 0, x ∈ E, y ∈ E∗.

Observe that if π is an isometric representation, then π̄ is an isometric representation: Indeed, for
every g ∈ 0,

max
x∈E, y∈E∗, |x |=|y|=1

⟨x, π̄(g).y⟩ = max
x∈E, y∈E∗, |x |=|y|=1

⟨π(g−1).x, y⟩ = |π(g−1).x | = 1,

i.e., for every g ∈ 0 and every y ∈ E∗, if |y| = 1, then |π̄(g)y| = 1 and it follows that π̄ is isometric.
We remark that π̄ might not be continuous for a general Banach space, but it is continuous for a large

class of Banach spaces, called Asplund spaces:

Definition 2.13. A Banach space E is said to be an Asplund space if every separable subspace of E has a
separable dual.

There are many examples of Asplund spaces and in particular every reflexive space is Asplund (see
[Yost 1993] for an exposition on Asplund spaces). The reason we are interested in Asplund spaces is the
following theorem of Megrelishvili:
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Theorem 2.14 [Megrelishvili 1998, Corollary 6.9]. Let 0 be a topological group and let π be a continuous
representation of 0 on a Banach space E. If E is an Asplund space, then the dual representation π̄ is also
continuous. In particular, if E is reflexive, then the dual representation π̄ is continuous.

3. Equivariant cohomology

Let X be a locally finite, pure n-dimensional simplicial complex with the weight function m defined
above and 0 be a locally compact, unimodular group acting cocompactly and properly on X . Also let E

be a reflexive Banach space and π be a continuous isometric representation.

Remark 3.1. By our assumption, E is reflexive and thus Asplund. Therefore, by Theorem 2.14, the
assumption of continuity of π implies that π̄ is also continuous.

Below, we will define the equivariant cohomology H k(X, π) and prove a general criterion for the
vanishing of this cohomology. All the definitions below regarding cohomology already appeared in
[Ballmann and Świątkowski 1997] for representations on Hilbert spaces and were generalized to the
Banach setting in [Koivisto 2014]. The criterion for vanishing of cohomology appeared (in a somewhat
different form) in [Nowak 2015] (and also in [Koivisto 2014]) and we claim no originality here.

In order to define the equivariant cohomology, we introduce the following notation (based on [Ballmann
and Świątkowski 1997]):

(1) For 0 ≤ k ≤ n, denote by6(k) the set of ordered k-simplices (i.e., σ ∈6(k) is an ordered (k+1)-tuple
of vertices that form a k-simplex in X ).

(2) A map φ : 6(k)→ E is called alternating if, for every permutation γ ∈ Sym{0, . . . , k} and every
(v0, . . . , vk)∈6(k),

φ((vγ (0), . . . , vγ (k)))= sgn(γ )φ((v0, . . . , vk)).

Also, φ is called equivariant if, for every g ∈ 0 and every σ ∈6(k),

π(g)φ(σ )= φ(g.σ ).

(3) For 0 ≤ k ≤ n, a k-cochain twisted by π is a map φ :6(k)→ E that is both alternating and equivariant.
We define Ck(X, π) to be the space of all k-cochains twisted by π .

For 0 ≤ k < n, the differential dk : Ck(X, π)→ Ck+1(X, π) is given by

dkφ(σ) :=

k+1∑
i=0

(−1)iφ(σi ), σ ∈6(k + 1),

where σi = (v0, . . . , v̂i , . . . , vk+1) for (v0, . . . , vk+1) = σ ∈ 6(k + 1). By a standard computation
dk ◦ dk−1 = 0, and we define the k-th cohomology as H k(X, π)= Ker(dk)/ Im(dk−1).

Remark 3.2. The reader should note that in the definition of the cohomology above, we made no use of
the fact that E is a Banach space, and this definition applies in a much more general setting.
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We define a norm on Ck(X, π) in order to make it into a Banach space:

(1) We choose a set, denoted by 6(k, 0)⊆ 6(k), of representatives for the action of 0 on 6(k). We
note that by the equivariance assumption, φ ∈ Ck(X, π) is determined by its values on 6(k, 0). We
also note that by the assumption that the action of 0 is cocompact, 6(k, 0) is a finite set.

(2) We extend the weight function m defined above to ordered simplices by forgetting the ordering; i.e.,
for every (v0, . . . , vk) ∈6(k), we define m((v0, . . . , vk))= m({v0, . . . , vk}).

(3) For a simplex σ ∈6(k), we define 0σ to be the pointwise stabilizer of σ ; i.e., for σ = (v0, . . . , vk),
g ∈ 0σ if and only if for every 0 ≤ i ≤ k it holds that g.vi = vi . We further define |0σ | to be the
measure of 0σ with respect to the Haar measure of 0. By the assumption that the action of 0 is
proper, it follows that |0σ |<∞.

(4) We define a norm on Ck(X, π) by

∥φ∥ =

( ∑
σ∈6(k,0)

m(σ )
(k + 1)! |0σ |

|φ(σ)|2
)1/2

,

where | · | denotes the norm of E.

With the definitions above, Ck(X, π) is a normed space and we leave it to the reader to verify that it is a
Banach space (this is almost immediate due to (1) above).

Proposition 3.3. The space Ck(X, π) is reflexive.

Proof. Define E6(k,0) = {φ :6(k, 0)→ E} with the norm

∥φ∥ =

( ∑
σ∈6(k,0)

m(σ )
(k + 1)! |0σ |

|φ(σ)|2
)1/2

.

This is a reflexive Banach space, since it is a weighted ℓ2 sum of |6(k, 0)| copies of E. We note that
Ck(X, π) is a closed subspace of E6(k,0) and thus it is also reflexive. □

Choose 6′(k, 0) ⊆ 6(k, 0) to be a set of representatives of the action of the permutation group
Sym{0, . . . , k} on 6(k, 0); i.e., for every (v0, . . . , vk) ∈ 6(k, 0) there is a unique permutation γ ∈

Sym{0, . . . , k} such that (vγ (0), . . . , vγ (k)) ∈ 6′(k, 0). By definition all the cochains in Ck(X, π) are
equivariant and alternating and thus every map in Ck(X, π) is uniquely determined by its values on
6′(k, 0). However, it may be the case that not every map φ′

: 6′(k, 0) → E can be extended to an
equivariant and alternating map on 6(k). Below, we will give a necessary and sufficient condition for the
existence of such an extension.

For σ ∈6(k), we define 0+
σ and 0−

σ to be the subsets of 0 that (when restricted to σ ) induce even and
odd permutations on σ ; i.e., for σ = (v0, . . . , vk),

0+

σ = {g ∈ 0 : g.(v0, . . . , vk)= (vγ (0), . . . , vγ (k)), γ ∈ Sym{0, . . . , k} and γ is an even permutation},

0−

σ = {g ∈ 0 : g.(v0, . . . , vk)= (vγ (0), . . . , vγ (k)), γ ∈ Sym{0, . . . , k} and γ is an odd permutation}.
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We note that 0+
σ is a subgroup of 0 and that,

for all g ∈ 0+

σ , g.0+

σ = 0+

σ , g.0−

σ = 0−

σ ,

for all g ∈ 0−

σ , g.0+

σ = 0−

σ , g.0−

σ = 0+

σ .

Define the subspace Eσ,π ⊆ E to be the subspace of vectors x ∈ E such that,

for all g ∈ 0+

σ , π(g).x = x,

for all g ∈ 0−

σ , π(g).x = −x .

Proposition 3.4. A map φ′
:6′(k, 0)→ E can be extended (uniquely) to a map φ ∈ Ck(X, π) if and only

if for every σ ∈6′(k, 0) it holds that φ′(σ ) ∈ Eσ,π .

Proof. Let φ′
:6′(k, 0)→ E be some map.

Assume first that there is a map φ ∈ Ck(X, π) such that φ|6′(k,0) = φ
′. Let (v0, . . . , vk)∈6

′(k, 0) and
g ∈ 0+

σ . Also let γ ∈ Sym{0, . . . , k} such that γ is even and g.(v0, . . . , vk)= (vγ (0), . . . , vγ (k)). Then it
holds that

π(g).φ′((v0, . . . , vk))= π(g).φ((v0, . . . , vk))

= φ(g.(v0, . . . , vk)) (since φ is equivariant)

= φ((vγ (0), . . . , vγ (k)))

= φ((v0, . . . , vk))= φ′((v0, . . . , vk)) (since φ is alternating);

i.e., π(g).φ′(σ )= φ′(σ ) for every σ ∈6′(k, 0) and every g ∈ 0+
σ . By a similar computation, it follows

that π(g).φ′(σ ) = −φ′(σ ) for every σ ∈ 6′(k, 0) and every g ∈ 0−
σ . Thus, for every σ ∈ 6′(k, 0) it

holds that φ′(σ ) ∈ Eσ,π .
In the other direction, assume that for every σ ∈ 6′(k, 0) it holds that φ′(σ ) ∈ Eσ,π . For every

γ ∈ Sym{0, . . . , k}, every g ∈ 0 and every (v0, . . . , vk) ∈6′(k, 0), define

φ(g.(vγ (0), . . . , vγ (k)))= π(g) sgn(γ )φ′((v0, . . . , vk)).

If we show that φ above is well-defined, it will follow from its definition that it is equivariant and
alternating. Fix σ = (v0, . . . , vk) ∈6′(k, 0) and let γ, γ ′

∈ Sym{0, . . . , k}, g, g′
∈ 0 be such that

g.(vγ (0), . . . , vγ (k))= g′.(vγ ′(0), . . . , vγ ′(k)).

Then
(vγ (γ ′)−1(0), . . . , vγ (γ ′)−1(k))= (g−1g′).(v0, . . . , vk)

and therefore g−1g′
∈ 0+

σ ∪ 0−
σ and the sign of the permutation induced by g−1g′ on σ is exactly

sgn(γ (γ ′)−1)= sgn(γ ) sgn(γ ′). From the assumption that φ′((v0, . . . , vk)) ∈ Eσ,π it follows that

π(g−1g′)φ′((v0, . . . , vk))= sgn(γ ) sgn(γ ′)φ′((v0, . . . , vk)),

or equivalently
sgn(γ ) sgn(γ ′)π(g−1g′)φ′((v0, . . . , vk))= φ′((v0, . . . , vk)).
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Thus

π(g) sgn(γ )φ′((v0, . . . , vk))= π(g) sgn(γ ) sgn(γ ) sgn(γ ′)π(g−1g′)φ′((v0, . . . , vk))

= π(g′) sgn(γ ′)φ′((v0, . . . , vk)),

and φ is well-defined. □

All the results above were stated for π , but since π̄ is a representation of 0 on a reflexive Banach
space, they pass automatically to π̄ ; i.e., we can define Ck(X, π̄) as above and by the same considerations
it follows that Ck(X, π̄) is also a reflexive Banach space. We also define d̄k : Ck(X, π̄)→ Ck+1(X, π̄)
to be the differential defined as above.

The reason for considering Ck(X, π̄) is that there is a natural coupling between Ck(X, π) and Ck(X, π̄):
let ( · , · ) denote the usual coupling between E and E∗ and for φ ∈ Ck(X, π), ψ ∈ Ck(X, π̄) define

⟨φ,ψ⟩ :=

∑
σ∈6(k,0)

m(σ )
(k + 1)! |0σ |

(φ(σ ), ψ(σ)).

With the above coupling, Ck(X, π̄)⊆ (Ck(X, π))∗. Actually, since E is reflexive, there is an isomor-
phism between Ck(X, π̄) and (Ck(X, π))∗ (see [Koivisto 2014, Proposition 28]), but we will make no
use of this fact. Given this coupling, we define d∗

k : Ck+1(X, π̄)→ Ck(X, π̄) to be the adjoint operator
of dk and d̄∗

k : Ck+1(X, π)→ Ck(X, π) to be the adjoint operator of d̄k .
We recall that for a Banach space E, the duality mapping is a mapping j : E → 2E∗

defined as

j (x)= {x∗
∈ E∗

: |x | = |x∗
|, (x, x∗)= |x |

2
}

(the fact that the set defined by j (x) is nonempty follows immediately from the Hahn–Banach theorem).
By our assumption, E is reflexive and thus we also have the duality mapping j̄ : E∗

→ 2E(= 2E∗∗

).
We define maps J : Ck(X, π)→ 2Ck(X,π̄) and J : Ck(X, π̄)→ 2Ck(X,π) by,

for all φ ∈ Ck(X, π), Jφ = {ψ ∈ Ck(X, π̄) : for all σ ∈6(k), ψ(σ ) ∈ j (φ(σ ))},

for all ψ ∈ Ck(X, π̄), Jψ = {φ ∈ Ck(X, π) : for all σ ∈6(k), φ(σ ) ∈ j̄(ψ(σ))}.

Proposition 3.5. Let X, E, π , J, J be as above and φ ∈ Ck(X, π), ψ ∈ Ck(X, π̄). Then Jφ, Jψ are
nonempty sets and,

for all φ∗
∈ Jφ, ∥φ∗

∥
2
= ∥φ∥

2
= ⟨φ, φ∗

⟩,

for all ψ∗
∈ Jψ, ∥ψ∗

∥
2
= ∥ψ∥

2
= ⟨ψ∗, ψ⟩.

Proof. We will prove the assertions above only for Jφ, since the proof for Jψ is similar.
We will only show that Jφ is nonempty: the fact that, for every φ∗

∈ Jφ,

∥φ∗
∥

2
= ∥φ∥

2
= ⟨φ, φ∗

⟩

follows from straightforward a computation that is left for to the reader.
Fix φ ∈ Ck(X, π). Choose 6′(k, 0)⊆6(k, 0) as above to be a set of representatives of the action of

the permutation group Sym{0, . . . , k} on 6(k, 0). By Proposition 3.4, it is enough to show that there is
ψ ′

:6′(k, 0)→ E∗ such that for every σ ∈6′(k, 0) it holds that ψ ′(σ ) ∈ E∗

σ,π̄ and ψ ′(σ ) ∈ j (φ(σ )).
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For every σ ∈6′(k, 0), define εσ : 0+
σ ∪0−

σ → {±1} as

εσ (g)=

{
1, g ∈ 0+

σ ,

−1, g ∈ 0−
σ .

Note that for every g ∈ 0+
σ ∪0−

σ , it follows that εσ (g)= εσ (g−1) and that π(g).φ(σ )= εσ (g)φ(σ ).
Also, for every σ ∈6′(k, 0), we choose some x∗

σ ∈ j (φ(σ )) and define

ψ ′(σ )=
1

|0+
σ ∪0−

σ |

∫
0+
σ ∪0−

σ

εσ (g)π̄(g).x∗

σ dµ(g).

This integral is well-defined because by our assumptions the action of π̄ is continuous and 0+
σ , 0

−
σ are

compact sets.
Recall that for every g′

∈0+
σ it holds that g′.0+

σ =0+
σ , g′.0−

σ =0−
σ and therefore for every g′′

∈0+
σ ∪0−

σ

it holds that εσ ((g′)−1g′′)= εσ (g′′). Also recall that the action of 0 preserves the Haar measure. Thus
for every g′

∈ 0+
σ and every σ ∈6′(k, 0) it holds that

π̄(g′).ψ ′(σ )=
1

|0+
σ ∪0−

σ |

∫
0+
σ ∪0−

σ

εσ (g)π̄(g′g).x∗

σ dµ(g)

=
1

|0+
σ ∪0−

σ |

∫
g′.0+

σ ∪g′.0−
σ

εσ ((g′)−1g′′)π̄(g′′).x∗

σ dµ(g′′) (since g′′
= g′g)

=
1

|0+
σ ∪0−

σ |

∫
0+
σ ∪0−

σ

εσ (g′′)π̄(g′′).x∗

σ dµ(g′′)= ψ ′(σ ).

Note that for every g′
∈ 0−

σ it holds that g′.0+
σ = 0−

σ , g′.0+
σ = 0+

σ and that for every g′′
∈ 0+

σ ∪0−
σ it

holds that εσ ((g′)−1g′′)= −εσ (g′′). Thus, by a computation similar to the one above, it follows that, for
every g′

∈ 0−
σ and every σ ∈6′(k, 0),

π̄(g′).ψ ′(σ )= −ψ ′(σ )

and therefore ψ ′(σ ) ∈ E∗

σ,π̄ .
We note that for every σ ∈6′(k, 0) it holds that

(φ(σ ), ψ ′(σ ))

=

(
φ(σ),

1
|0+
σ ∪0−

σ |

∫
0+
σ ∪0−

σ

εσ (g)π̄(g).x∗

σ dµ(g)
)

=
1

|0+
σ ∪0−

σ |

∫
0+
σ ∪0−

σ

εσ (g)(φ(σ ), π̄(g).x∗

σ ) dµ(g)

=
1

|0+
σ ∪0−

σ |

∫
0+
σ ∪0−

σ

εσ (g)(π(g−1).φ(σ ), x∗

σ ) dµ(g)

=
1

|0+
σ ∪0−

σ |

∫
0+
σ ∪0−

σ

(εσ (g))2(φ(σ ), x∗

σ ) dµ(g) (since π(g−1).φ(σ )= εσ (g−1)φ(σ )= εσ (g)φ(σ ))

=
1

|0+
σ ∪0−

σ |

∫
0+
σ ∪0−

σ

|φ(σ)|2 dµ(g)= |φ(σ)|2,
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and that

|ψ ′(σ )| =

∣∣∣∣ 1
|0+
σ ∪0−

σ |

∫
0+
σ ∪0−

σ

εσ (g)π̄(g).x∗

σ dµ(g)
∣∣∣∣

≤
1

|0+
σ ∪0−

σ |

∫
0+
σ ∪0−

σ

|π̄(g).x∗

σ | dµ(g)=
1

|0+
σ ∪0−

σ |

∫
0+
σ ∪0−

σ

|φ(σ)| dµ(g)= |φ(σ)|,

and therefore ψ ′(σ ) ∈ j (φ(σ )) as needed. □

Below, we will make use of changing the order of summation when calculating norms of maps
Ck(X, π) or coupling between maps of Ck(X, π) and Ck(X, π̄). For this, we will need the following:
for 0 ≤ l < k ≤ n and τ ∈6(l), σ ∈6(k), we write τ ⊆ σ if σ contains τ as a set (without respecting the
ordering); i.e., for σ = (v0, . . . , vk), τ = (w0, . . . , wl), we have τ ⊆ σ if {w0, . . . , wl} ⊆ {v0, . . . , vk}.

Proposition 3.6 [Ballmann and Świątkowski 1997, Lemma 1.3; Dymara and Januszkiewicz 2000,
Lemma 3.3]. For 0 ≤ l < k ≤ n, let f = f (τ, σ ) be a 0-invariant function on the set of pairs (τ, σ ),
where τ ∈6(l), σ ∈6(k) with τ ⊆ σ . Then∑

σ∈6(k,0)

∑
τ∈6(l), τ⊆σ

f (τ, σ )
|0σ |

=

∑
τ∈6(l,0)

∑
σ∈6(k), τ⊆σ

f (τ, σ )
|0τ |

.

The reader should note that from now on we will use the above proposition to change the order of
summation without mentioning it explicitly.

Proposition 3.7 (equivalent to [Ballmann and Świątkowski 1997, Propositions 1.5 and 1.6]).

(1) The differential is a bounded operator and ∥dk∥ ≤
√

k + 2.

(2) We define d∗

k : Ck+1(X, π̄)→ Ck(X, π̄) to be the adjoint operator of dk . Then

d∗

k φ(τ)=

∑
v∈6(0),vτ∈6(k+1)

m(vτ)
m(τ )

φ(vτ), τ ∈6(k),

where vτ = (v, v0, . . . , vk) for τ = (v0, . . . , vk).

Proof. (1) For every φ ∈ Ck(X, π) we have

∥dkφ∥
2
=

∑
σ∈6(k+1,0)

m(σ )
(k+2)! |0σ |

∣∣∣∣k+1∑
i=0

(−1)iφ(σi )

∣∣∣∣2

≤

∑
σ∈6(k+1,0)

m(σ )
(k+2)! |0σ |

(k+2)
k+1∑
i=0

|φ(σi )|
2

=

∑
σ∈6(k+1,0)

m(σ )
(k+1)! (k+1)! |0σ |

∑
τ∈6(k),τ⊂σ

|φ(τ)|2

=

∑
τ∈6(k,0)

|φ(τ)|2

(k+1)! (k+1)! |0τ |

∑
σ∈6(k+1),τ⊂σ

m(σ )=

∑
τ∈6(k,0)

(k+2)! m(τ )|φ(τ)|2

(k+1)! (k+1)! |0τ |
= (k+2)∥φ∥

2.

(2) For σ ∈6(k + 1) and τ ⊂ σ, τ ∈6(k) denote by [σ : τ ] the incidence coefficient of τ with respect
to σ ; i.e., if σi has the same vertices as τ then for every ψ ∈ Ck(X, π) we have [σ : τ ]ψ(τ)= (−1)iψ(σi ).
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Take φ ∈ Ck+1(X, π̄) and ψ ∈ Ck(X, π). We note that for every τ ∈6(k), every σ ∈6(k +1) and every
g ∈ 0,

(ψ(g.τ ), φ(g.σ ))= (π(g)ψ(τ), π̄(g)φ(σ ))= (ψ(τ), φ(σ )),

and we will use this fact in equality (∗) below, in which we apply Proposition 3.6:

⟨dψ, φ⟩ =

∑
σ∈6(k+1,0)

m(σ )
(k + 2)! |0σ |

( k+1∑
i=0

(−1)iψ(σi ), φ(σ )

)

=

∑
σ∈6(k+1,0)

m(σ )
(k + 1)! (k + 2)! |0σ |

( ∑
τ∈6(k), τ⊂σ

[σ : τ ]ψ(τ), φ(σ )

)

=

∑
σ∈6(k+1,0)

1
(k + 1)! |0σ |

∑
τ∈6(k), τ⊂σ

m(τ )
(
ψ(τ),

[σ : τ ]m(σ )
m(τ )(k + 2)!

φ(σ)

)

=

∑
τ∈6(k,0)

m(τ )
(k + 1)! |0τ |

∑
σ∈6(k+1), τ⊂σ

(
ψ(τ),

[σ : τ ]m(σ )
m(τ )(k + 2)!

φ(σ)

)
(∗)

=

∑
τ∈6(k,0)

m(τ )
(k + 1)! |0τ |

(
ψ(τ),

∑
σ∈6(k+1), τ⊂σ

[σ : τ ]m(σ )
m(τ )(k + 2)!

φ(σ)

)

=

∑
τ∈6(k,0)

m(τ )
(k + 1)! |0τ |

(
ψ(τ),

∑
v∈6(0), vτ∈6(k+1)

m(vτ)
m(τ )

φ(vτ)

)
. □

We end this section by proving the following criterion for vanishing of cohomology that appeared in a
different form in [Nowak 2015] (we claim no originality here):

Lemma 3.8. Let X, 0, E, π be as above and 1 ≤ k ≤ n − 1. If there is a constant C < 1 such that, for
every φ ∈ Ck(X, π), ψ ∈ Ck(X, π̄),

|⟨dkφ, d̄kψ⟩| + |⟨d̄∗

k−1φ, d∗

k−1ψ⟩| ≥ |⟨φ,ψ⟩| − C
(

∥φ∥
2
+ ∥ψ∥

2

2

)
,

then H k(X, π)= H k(X, π̄)= 0.

Before proving this lemma, we recall the following facts regarding adjoint operators (for proof of these
facts, see for instance [Megginson 1998, Corollary 1.6.6, Theorem 3.1.22]):

Theorem 3.9. Let E1, E2 be Banach spaces and T : E1 → E2 be a bounded linear operator. Then:

(1) The following are equivalent:

(a) T maps E1 onto E2.
(b) T ∗ is an isomorphism from E∗

2 onto a subspace of E∗

1.
(c) There is a constant c > 0 such that, for every x ∈ E∗

2, ∥T ∗x∥ ≥ c∥x∥.
(d) T ∗ is injective with a closed image.

(2) The following are equivalent:

(a) T ∗ maps E∗

2 onto E∗

1.
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(b) T is an isomorphism from E1 onto a subspace of E2.
(c) There is a constant c > 0 such that, for every x ∈ E1, ∥T x∥ ≥ c∥x∥.
(d) T is injective with a closed image.

Using these facts, we can prove Lemma 3.8:

Proof. We will only prove that H k(X, π) = 0; the proof for H k(X, π̄) is similar. We define d ′

k−1 to
be the k − 1 differential with range Ker(dk), i.e., d ′

k−1 : Ck−1(X, π) → Ker(dk), and we also define
i : Ker(dk) ↪→ Ck(X, π) to be the natural injection. Therefore dk−1 = i ◦ d ′

k−1. We similarly define
d̄ ′

k−1 : Ck−1(X, π̄)→ Ker(d̄k) and ī : Ker(d̄k) ↪→ Ck(X, π̄) and with this notation d̄k−1 = ī ◦ d̄ ′

k−1.
By the assumptions of the lemma, for every φ ∈ Ker(dk), taking ψ = φ∗

∈ Jφ (using Proposition 3.5)
yields that

|⟨d̄∗

k−1φ, d∗

k−1φ
∗
⟩| ≥ |⟨φ, φ∗

⟩| − C
(

∥φ∥
2
+ ∥φ∗

∥
2

2

)
= (1 − C)∥φ∥

2.

We note that by Proposition 3.7,

|⟨d̄∗

k−1φ, d∗

k−1φ
∗
⟩| ≤ ∥d̄∗

k−1φ∥∥d∗

k−1φ
∗
∥ ≤ ∥d̄∗

k−1φ∥
√

k + 2∥φ∥.

Thus, for every φ ∈ Ker(dk),

∥d̄∗

k−1φ∥ ≥
1 − C
√

k + 2
∥φ∥.

This yields that d̄∗

k−1 ◦ i is injective with a closed image. By the notation above, (d̄ ′

k−1)
∗
◦ ī∗

◦ i is
injective with a closed image, and therefore ī∗

◦ i : Ker(dk) → (Ker(d̄k))
∗ is injective with a closed

image. Note that Ker(d̄k) is a closed subspace of a reflexive space (using Proposition 3.3) and thus
Ker(d̄k) is reflexive and it follows that (Ker(d̄k))

∗ is reflexive as well. Therefore by Theorem 3.9,
i∗

◦ ī = (ī∗
◦ i)∗ : (Ker(dk))

∗
→ Ker(d̄k) is onto.

By a similar argument, for a given ψ ∈ Ker(d̄k), if we take φ = ψ∗
∈ Jψ , then

|⟨d̄∗

k−1ψ
∗, d∗

k−1ψ⟩| ≥ (1 − C)∥ψ∥
2,

which implies that

∥d∗

k−1ψ∥ ≥
1 − C
√

k + 2
∥ψ∥.

Arguing as above, we deduce from this inequality that (d ′

k−1)
∗
◦ i∗

◦ ī is injective with a closed image.
We showed above that i∗

◦ ī is onto and therefore it follows that (d ′

k−1)
∗
: (Ker(dk))

∗
→ (Ck−1(X, π))∗ is

injective with a closed image. Thus applying Theorem 3.9 yields that d ′

k−1 is onto, i.e., Im(dk−1)=Ker(dk),
or in other words, H k(X, π)= 0. □

Remark 3.10. As in [Ballmann and Świątkowski 1997], we can define the Laplacian operators as follows:
1+

k = d̄∗

k dk,1
−

k = dk−1d̄∗

k−1. With this notation, the condition in Lemma 3.8 can be reformulated as
follows: there is a constant C < 1 such that, for every φ ∈ Ck(X, π), ψ ∈ Ck(X, π̄),

|⟨1+

k φ,ψ⟩| + |⟨1−

k φ,ψ⟩| ≥ |⟨φ,ψ⟩| − C
(

∥φ∥
2
+ ∥ψ∥

2

2

)
.
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4. Local criteria for vanishing of Banach cohomology

Below, we will prove local criteria for vanishing of equivariant cohomology in the spirit of “Garland’s
method”. The method is an adaption of [Ballmann and Świątkowski 1997], but unlike the case of Hilbert
spaces, considered in that work, in which the condition for vanishing of cohomology requires a (one-sided)
spectral gap in the links, here the condition for vanishing of cohomology will require a two-sided spectral
gap in the same links.

Let X, 0, E, π be as in Section 3 (recall that we assume that π is continuous and E is reflexive and
thus π̄ is also continuous). Given an ordered simplex (v0, . . . , v j )= τ ∈6( j), the link of τ is simply the
link of {v0, . . . , v j } defined above. Below, we will only be interested in the 1-skeleton to the links: given
τ ∈6( j), the 1-skeleton of Xτ is the weighted graph, denoted by (Vτ , Eτ ), defined as

Vτ = {v : {v} ∈ Xτ (0)}, Eτ = Xτ (1),

with the weight function mτ ({u, v})= m(τ ∪{u, v}), where τ ∪{u, v} is defined by the abuse of notation
of treating τ as a set (and forgetting the ordering); i.e.,

m((v0, . . . , v j )∪ {u, v})= m({v0, . . . , v j , u, v}).

Note that with this definition, mτ (v)= m(τ ∪ {v}).
On this weighted graph, we define ℓ2(Vτ ,mτ ), ℓ

2(Vτ ,mτ ; E) and the operators Aτ , Mτ as in Section 2D.
On ℓ2(Vτ ,mτ ; E) define a norm denoted by ∥ · ∥τ as in Section 3; i.e., for φ ∈ ℓ2(Vτ ,mτ ; E),

∥φ∥τ =

( ∑
v∈Vτ

mτ (v)|φ(v)|
2
)1/2

,

where | · | is the norm of E. Also, define a coupling ⟨ · , · ⟩τ between ℓ2(Vτ ,mτ ; E) and ℓ2(Vτ ,mτ ; E∗) as
follows: for φ ∈ ℓ2(Vτ ,mτ ; E), ψ ∈ ℓ2(Vτ ,mτ ; E∗),

⟨φ,ψ⟩τ =

∑
v∈Vτ

mτ (v)(φ(v), ψ(v)),

where ( · , · ) is the standard coupling between E and E∗.
Given φ ∈ Ck(X, π) and τ ∈ 6(k − 1) we define the localization of φ at Xτ , denoted by φτ ∈

ℓ2(Vτ ,mτ ; E), as

φτ (v)= φ(vτ) for all v ∈ Vτ ,

where vτ is the concatenation of v with τ , i.e., vτ = (v, v0, . . . , vk−1) for τ = (v0, . . . , vk−1). We note
that by the definition of Xτ , vτ ∈6(k) and therefore φ(vτ) is well-defined.

The basic observation in [Garland 1973] was that the norm of cochains can be computed by considering
their localizations. Below, we generalize this observation to the Banach setting. The calculations below
are very similar to those of [Ballmann and Świątkowski 1997], but we included all the calculations,
because we need localization results not only for the norms, but for the couplings.
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Lemma 4.1. Let 1 ≤ k ≤ n − 1, φ ∈ Ck(X, π), ψ ∈ Ck(X, π̄). Then

(k + 1)! ⟨φ,ψ⟩ =

∑
τ∈6(k−1,0)

1
|0τ |

⟨φτ , ψτ ⟩τ ,

(k + 1)! ∥φ∥
2
=

∑
τ∈6(k−1,0)

1
|0τ |

∥φτ∥
2
τ ,

(k + 1)! ∥ψ∥
2
=

∑
τ∈6(k−1,0)

1
|0τ |

∥ψτ∥
2
τ .

Proof. All these equalities follow from the definition of the localization and Proposition 3.6 and thus we
will only prove the first equality, leaving the other two for the reader. Fix φ ∈ Ck(X, π), ψ ∈ Ck(X, π̄).
Then ∑

τ∈6(k−1,0)

1
|0τ |

⟨φτ , ψτ ⟩τ =

∑
τ∈6(k−1,0)

1
|0τ |

∑
v∈Vτ

mτ (v)(φτ (v), ψτ (v))

=

∑
τ∈6(k−1,0)

1
|0τ |

∑
v∈Vτ

m(vτ)(φ(vτ), ψ(vτ))

=

∑
τ∈6(k−1,0)

1
|0τ |

1
(k + 1)!

∑
σ∈6(k),τ⊆σ

m(σ )(φ(σ ), ψ(σ))

=

∑
σ∈6(k,0)

m(σ )
(k + 1)! |0σ |

∑
τ∈6(k−1,0)

(φ(σ ), ψ(σ))
∑

τ∈6(k−1),τ⊆σ

1

= (k + 1)! ⟨φ,ψ⟩. □

Lemma 4.2. Let 1 ≤ k ≤ n − 1, φ ∈ Ck(X, π), ψ ∈ Ck(X, π̄). Then

⟨d̄∗

k−1φ, d∗

k−1ψ⟩ =
1
k!

∑
τ∈6(k−1,0)

1
|0τ |

⟨(Mτ ⊗ idE)φτ , ψτ ⟩τ .

Proof. By Proposition 3.7, for every τ ∈6(k − 1),

d̄∗

k φ(τ)=

∑
v∈Vτ

m(vτ)
m(τ )

φ(vτ), d∗

kψ(τ)=

∑
v∈Vτ

m(vτ)
m(τ )

ψ(vτ).

We note that by definition mτ (∅)= m(τ ) and therefore, for every τ ∈6(k − 1),

⟨(Mτ ⊗ idE)φτ , ψτ ⟩τ =

∑
v∈Vτ

mτ (v)

(∑
u∈Vτ

mτ (u)
mτ (∅)

φτ (u), ψτ (v)
)

=

∑
v∈Vτ

m(vτ)
(∑

u∈Vτ

m(uτ)
m(τ )

φ(uτ), ψ(vτ)
)

=

(∑
u∈Vτ

m(uτ)
m(τ )

φ(uτ),
∑
v∈Vτ

m(vτ)ψ(vτ)
)

= m(τ )(d̄∗

k φ(τ), d∗

kψ(τ)).
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Therefore ∑
τ∈6(k−1,0)

1
|0τ |

⟨(Mτ ⊗ idE)φτ , ψτ ⟩τ =

∑
τ∈6(k−1,0)

m(τ )
|0τ |

(d̄∗

k φ(τ), d∗

kψ(τ))

= k! ⟨d̄∗

k−1φ, d∗

k−1ψ⟩. □

Lemma 4.3. Let 1 ≤ k ≤ n − 1, φ ∈ Ck(X, π), ψ ∈ Ck(X, π̄). Then

⟨dkφ, d̄kψ⟩ = ⟨φ,ψ⟩ −
1
k!

∑
τ∈6(k−1,0)

1
|0τ |

⟨(Aτ ⊗ idE)φτ , ψτ ⟩τ .

Proof. For η = (v0, . . . , vk+1) ∈6(k + 1) and 0 ≤ i ̸= j ≤ k + 1, define ηi = (v0, . . . , v̂i , . . . , vk+1) and
ηi, j = (v0, . . . , v̂i , . . . , v̂ j , . . . , vk+1). Then

(dkφ(η), d̄kψ(η))=

( k+1∑
i=0

(−1)iφ(ηi ),

k+1∑
j=0

(−1) jψ(η j )

)

=

k+1∑
i=0

(φ(ηi ), ψ(ηi ))+
∑

0≤i ̸= j≤k+1

(−1)i+ j (φ(ηi ), ψ(η j )).

We note that by the assumption that φ,ψ are alternating, changing the order of ηi in the first sum above
does not change the coupling and therefore

k+1∑
i=0

(φ(ηi ), ψ(ηi ))=
1

(k + 1)!

∑
σ∈6(k), σ⊆η

(φ(σ ), ψ(σ)).

We also note that, for every i ̸= j ,

(φ(ηi ), ψ(η j ))= (−1)i+ j−1(φ(v jηi, j ), ψ(viηi, j ))

(this can be shown by considering the cases i < j and j < i ; we leave the proof for the reader). Therefore∑
0≤i ̸= j≤k+1

(−1)i+ j (φ(ηi ), ψ(η j ))= −

∑
0≤i ̸= j≤k+1

(φ(v jηi, j ), ψ(viηi, j ))

=
1
k!

∑
τ∈6(k−1), τ⊆η

∑
v,vτ⊆η

( ∑
u,u ̸=v, uvτ⊆η

φ(uτ), ψ(vτ)
)
,

where uvτ is the concatenation, i.e., if τ = (v0, . . . , vk−1), then uvτ = (u, v, v0, . . . , vk−1) (we recall
that uvτ ⊆ η refers only to inclusion as sets without regarding the ordering). This yields

⟨dkφ, d̄kψ⟩ =

∑
η∈6(k+1,0)

m(η)
(k + 2)! |0η|

1
(k + 1)!

∑
σ∈6(k), σ⊆η

(φ(σ ), ψ(σ))

−

∑
η∈6(k+1,0)

m(η)
(k + 2)! |0η|

1
k!

∑
τ∈6(k−1), τ⊆η

∑
v,vτ⊆η

( ∑
u,u ̸=v, uvτ⊆η

φ(uτ), ψ(vτ)
)
. (1)
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We will calculate each one of the expressions above separately. First, by applying Proposition 3.6,∑
η∈6(k+1,0)

m(η)
(k + 2)! |0η|

1
(k + 1)!

∑
σ∈6(k),σ⊆η

(φ(σ ), ψ(σ))

=

∑
σ∈6(k,0)

1
(k + 1)! |0σ |

(φ(σ ), ψ(σ))
∑

σ∈6(k+1), σ⊆η

m(η)
(k + 2)!

=

∑
σ∈6(k,0)

m(σ )
(k + 1)! |0σ |

(φ(σ ), ψ(σ))= ⟨φ,ψ⟩. (2)

Second, applying Proposition 3.6 to the second expression,∑
η∈6(k+1,0)

m(η)
(k + 2)! |0η|

1
k!

∑
τ∈6(k−1), τ⊆η

∑
v,vτ⊆η

( ∑
u, u ̸=v, uvτ⊆η

φ(uτ), ψ(vτ)
)

=
1
k!

∑
τ∈6(k−1,0)

1
|0τ |

∑
η∈6(k+1),τ⊆η

m(η)
(k + 2)!

∑
v,vτ⊆η

( ∑
u,u ̸=v,uvτ⊆η

φ(uτ), ψ(vτ)
)

=
1
k!

∑
τ∈6(k−1,0)

1
|0τ |

∑
{v,u}∈Eτ

mτ ({v, u})
∑
v∈{v,u}

( ∑
u∈{v, u}, u ̸=v

φτ (u), ψτ (v)
)

=
1
k!

∑
τ∈6(k−1,0)

1
|0τ |

∑
v∈Vτ

( ∑
u∈{v,u},u ̸=v

mτ ({v, u})φτ (u), ψτ (v)
)

=
1
k!

∑
τ∈6(k−1,0)

1
|0τ |

∑
v∈Vτ

mτ (v)

( ∑
u∈{v,u}, u ̸=v

mτ ({v, u})

mτ (v)
φτ (u), ψτ (v)

)

=
1
k!

∑
τ∈6(k−1,0)

1
|0τ |

⟨(Aτ ⊗ idE)φτ , ψτ ⟩τ . (3)

Combining (1), (2), and (3) yields the needed equality. □

After these lemmas, we can prove a local criterion for cohomology vanishing that appeared as
Theorem 1.1 in the Introduction:

Theorem 4.4. Let X be a locally finite, pure n-dimensional simplicial complex with the weight function m
defined above and 0 be a locally compact, unimodular group acting cocompactly and properly on X. For
every reflexive Banach space E and every 1 ≤ k ≤ n − 1, if

max
τ∈6(k−1,0)

∥(Aτ (I − Mτ )⊗ idE)∥B(ℓ2(Vτ ,mτ ;E))
<

1
k + 1

,

then for every continuous isometric representation π of 0 on E it holds that H k(X, π)= 0.

Proof. Let E be a reflexive Banach space and π be a continuous isometric representation of 0 on E. Define

C ′
= max
τ∈6(k−1,0)

∥(Aτ (I − Mτ )⊗ idE)∥B(ℓ2(V,m;E)).
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Then by Lemma 4.3, for every φ ∈ Ck(X, π), ψ ∈ Ck(X, π̄),

⟨dkφ, d̄kψ⟩

= ⟨φ,ψ⟩−
1
k!

∑
τ∈6(k−1,0)

1
|0τ |

⟨(Aτ⊗idE)φτ ,ψτ ⟩τ

= ⟨φ,ψ⟩−
1
k!

∑
τ∈6(k−1,0)

1
|0τ |

⟨(Aτ (I−Mτ )⊗idE)φτ ,ψτ ⟩τ−
1
k!

∑
τ∈6(k−1,0)

1
|0τ |

⟨(Aτ Mτ⊗idE)φτ ,ψτ ⟩τ

= ⟨φ,ψ⟩−
1
k!

∑
τ∈6(k−1,0)

1
|0τ |

⟨(Aτ (I−Mτ )⊗idE)φτ ,ψτ ⟩τ−
1
k!

∑
τ∈6(k−1,0)

1
|0τ |

⟨(Mτ⊗idE)φτ ,ψτ ⟩τ

= ⟨φ,ψ⟩−
1
k!

∑
τ∈6(k−1,0)

1
|0τ |

⟨(Aτ (I−Mτ )⊗idE)φτ ,ψτ ⟩τ−⟨d̄∗

k−1φ,d
∗

k−1ψ⟩,

where the second-to-last equality follows from the fact Aτ Mτ = Mτ and the last equality by Lemma 4.2.
Thus

⟨dkφ, d̄kψ⟩ + ⟨d̄∗

k−1φ, d∗

k−1ψ⟩ = ⟨φ,ψ⟩ −
1
k!

∑
τ∈6(k−1,0)

1
|0τ |

⟨(Aτ (I − Mτ )⊗ idE)φτ , ψτ ⟩τ .

Applying absolute value on this equation and using the triangle inequality,

|⟨dkφ, d̄kψ⟩| + |⟨d̄∗

k−1φ, d∗

k−1ψ⟩|

≥ |⟨φ,ψ⟩| −
1
k!

∑
τ∈6(k−1,0)

1
|0τ |

|⟨(Aτ (I − Mτ )⊗ idE)φτ , ψτ ⟩τ |

≥ |⟨φ,ψ⟩| −
1
k!

∑
τ∈6(k−1,0)

1
|0τ |

∥(Aτ (I − Mτ )⊗ idE)∥B(ℓ2(Vτ ,mτ ;E))
∥φτ∥τ∥ψτ∥τ

≥ |⟨φ,ψ⟩| −
1
k!

∑
τ∈6(k−1,0)

1
|0τ |

C ′
∥φτ∥

2
τ + ∥ψτ∥

2
τ

2

= |⟨φ,ψ⟩| − (k + 1)C ′
∥φ∥

2
+ ∥ψ∥

2

2
(by Lemma 4.1).

If we write C = (k + 1)C ′, then by our assumption C < 1 and we prove that

|⟨dkφ, d̄kψ⟩| + |⟨d̄∗

k−1φ, d∗

k−1ψ⟩| ≥ |⟨φ,ψ⟩| − C
(

∥φ∥
2
+ ∥ψ∥

2

2

)
,

and by Lemma 3.8, H k(X, π)= H k(X, π̄)= 0. □

Next, we will apply this theorem in the context of uniformly curved spaces:

Proposition 4.5. Let X, 0 be as above and α : (0, 1] → (0, 1] be a strictly monotone increasing function.
Fix 1 ≤ k ≤ n − 1. If there is λ < α−1(1/(2(k + 1))) such that, for every τ ∈6(k − 1, 0), the 1-skeleton
of Xτ is a two-sided λ-spectral expander, then H k(X, π)= 0 for every E ∈ E u-curved

α and every continuous
isometric representation π of 0 on E.
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Proof. First, recall that, by Theorem 2.2, every E ∈ E u-curved
α is reflexive. Second, by Corollary 2.12, for

every τ ∈6(k − 1, 0),

∥(Aτ (I − Mτ ))⊗ idE ∥B(ℓ2(V,m;E)) ≤ 2α(λ) < 2α
(
α−1

(
1

2(k + 1)

))
=

1
k + 1

.

Therefore, the conditions of Theorem 4.4 are fulfilled and H k(X, π)= 0 for every continuous isometric
representation π of 0 on E. □

As a result of this proposition we deduce the following vanishing result for strictly Hilbertian spaces
that appeared in Corollary 1.4(1):

Corollary 4.6. Let X, 0 be as above, 0 < θ0 ≤ 1 a constant. Define Eθ0 to be the smallest class of
Banach spaces that contains all strictly θ-Hilbertian Banach spaces for all θ0 ≤ θ ≤ 1 and is closed
under passing to quotients, subspaces, ℓ2-sums and ultraproducts of Banach spaces. Fix 1 ≤ k ≤ n − 1.
If there is 0 < λ < (1/(2(k + 1)))1/θ0 such that for every τ ∈ 6(k − 1, 0) the 1-skeleton of Xτ is a
two-sided λ-spectral expander, then H k(X, π) = 0 for every E ∈ Eθ0 and every continuous isometric
representation π of 0 on E.

Proof. Corollary 2.8 states that Eθ0 ⊆ E u-curved
α(t)=tθ0

. Thus the assertion follows directly from Proposition 4.5. □

Specializing this corollary to the case of vanishing of the L p cohomology of a group acting on a
2-dimensional simplicial complex yields:

Corollary 4.7. Let X be a locally finite, pure 2-dimensional simplicial complex such that all the links
of X of dimension ≥ 1 are connected and 0 be a locally compact, unimodular group acting cocompactly
and properly on X. Also let p > 2, 0< λ < 1/2p be constants. Assume that for every vertex {v} ∈ X (0)
the 1-skeleton of X{v} is a two-sided λ-spectral expander. Then for every 2 ≤ p′

≤ p, every space E that is
a commutative or noncommutative L p′

-space and every continuous isometric representation π of 0 on E

it holds that H 1(X, π)= 0.

Proof. As noted above, for 2 ≤ p<∞, every (commutative or noncommutative) L p-space is θ -Hilbertian
with θ = 2/p. Thus applying Corollary 4.6 with k = 1, n = 2 and θ = 2/p gives the stated result. □

The conditions for Proposition 4.5 and Corollary 4.6 can be deduced for all 1 ≤ k ≤ n − 1, based only
on the 1-dimensional links of X . This is done via the following theorem [Oppenheim 2018, Theorem 1.4]:

Theorem 4.8. Let Y be a finite, pure l-dimensional complex, where l ≥ 2, such that (1-skeletons of )
all the links of Y of dimension ≥ 1 are connected (including the 1-skeleton of Y ). Define mY to be
the weight function on Y, VY the vertices of the 1-skeleton of Y and AY ,MY the operators associated
with the random walk on this 1-skeleton. Let −1 ≤ κ1 ≤ 0 ≤ κ2 ≤ 1/ l be constants such that for every
τ ∈ Y (l − 2) the spectrum of Aτ is contained in [κ1, κ2] ∪ {1}. Then the spectrum of the random walk
on the 1-skeleton of Y is contained in [κ1/(1 − (l − 1)κ1), κ2/(1 − (l − 1)κ2)] ∪ {1}. Equivalently, if
there are −1 ≤ λ1 ≤ 0 ≤ λ2 ≤ 1 such that for every τ ∈ Y (l − 2) the spectrum of Aτ is contained in
[λ1/(1 + (l − 1)λ1), λ2/(1 + (l − 1)λ2)] ∪ {1}, then the spectrum of the random walk on the 1-skeleton of
Y is contained in [λ1, λ2] ∪ {1}.
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Remark 4.9. In [Oppenheim 2018] this theorem is written in the language of spectral gaps of Laplacians,
but as noted above the translation to the language of random walks is straightforward.

Observation 4.10. Theorem 4.8 is not symmetric, as it may appear at first glance: while the upper bound
on the spectrum of AY deteriorates as l increases, the lower bound actually improves as l increases. In
particular, it is always the case that the smallest eigenvalue of the 1-skeleton of every graph is ≥ −1.
Thus, in the above theorem we can always take κ1 = −1 and get that the spectrum of the random walk on
the 1-skeleton of Y is contained in [−1/ l, 1].

Using Theorem 4.8, we deduce a criterion for the vanishing of all the cohomologies:

Theorem 4.11. Let X be a locally finite, pure n-dimensional simplicial complex such that all the links
of X of dimension ≥ 1 are connected and 0 be a locally compact, unimodular group acting cocompactly
and properly on X. Also let α : (0, 1] → (0, 1] be a strictly monotone increasing function, 1 ≤ k ≤ n − 1
and 0< λ < α−1(1/(2(k + 1))) be constants.

(1) If for every τ ∈6(n−2, 0) the 1-skeleton of Xτ is a two-sided λ/(1+(n−k−1)λ)-spectral expander,
then H k(X, π) = 0 for every E ∈ E u-curved

α and every continuous isometric representation π of 0
on E.

(2) If k ≤ n−1/λ and for every τ ∈6(n−2, 0) the 1-skeleton of Xτ is a one-sided λ/(1+(n−k −1)λ)-
spectral expander, then H k(X, π) = 0 for every E ∈ E u-curved

α and every continuous isometric
representation π of 0 on E.

Proof. Let 1 ≤ k ≤ n − 1 and let η ∈6(k − 1, 0). If we let Y = Xη, then Y is a pure (n−k)-dimensional
finite simplicial complex and, with the notation of Theorem 4.8,

∥Aη(I − Mη)∥B(ℓ2(Vη,mη))
= ∥AY (I − MY )∥B(ℓ2(VY ,mY )).

Note that the 1-dimensional links of Y are also 1-dimensional links of X . We also note that for every
τ ∈6(n − 2, 0), Xτ is a graph and Aτ is the simple random walk on this graph.

(1) Assume that there is 0 ≤ λ < α−1(1/(2(k + 1))) such that for every τ ∈6(n − 1, 0) the 1-skeleton
of Xτ is a two-sided λ/(1 + (n − k − 1)λ)-spectral expander. Applying Theorem 4.8 yields that for
every η ∈6(k − 1, 0) the 1-skeleton of Xη is a two-sided λ-spectral expander and thus the conditions
of Proposition 4.5 are fulfilled and therefore H k(X, π)= 0 for every E ∈ E u-curved

α and every continuous
isometric representation π of 0 on E.

(2) The proof is similar to case (1), but we use Observation 4.10 in order to bound the spectrum from
below. We leave the details to the reader. □

Applying the theorem above for strictly θ0-Hilbertian (with α(t)= tθ0) immediately yields the following
corollary, which appeared in the Introduction as part of Corollary 1.4:

Corollary 4.12. Let X be a locally finite, pure n-dimensional simplicial complex such that all the links
of X of dimension ≥ 1 are connected and 0 be a locally compact, unimodular group acting cocompactly
and properly on X. Also let 0< θ0 ≤ 1, 1 ≤ k ≤ n − 1, 0< λ < (1/(2(k + 1)))1/θ0 be constants. Define
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Eθ0 to be the smallest class of Banach spaces that contains all strictly θ -Hilbertian Banach spaces for all
θ0 ≤ θ ≤ 1 and is closed under subspaces, quotients, ℓ2-sums and ultraproducts of Banach spaces.

(1) If for every τ ∈ 6(n − 2, 0) the 1-skeleton of Xτ is a two-sided λ/(1 + (n − k − 1)λ)-spectral
expander, then H k(X, π)= 0 for every E ∈ Eθ0 and every continuous isometric representation π of
0 on E.

(2) If k ≤ n−1/λ and for every τ ∈6(n−2, 0) the 1-skeleton of Xτ is a one-sided λ/(1+(n−k −1)λ)-
spectral expander, then H k(X, π)= 0 for every E ∈ Eθ0 and every continuous isometric representa-
tion π of 0 on E.
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