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In this paper, we show that the flatness of tangents of 1-codimensional measures in Carnot groups implies $C^1_G$-rectifiability. As applications we prove a criterion for intrinsic Lipschitz rectifiability of finite perimeter sets in general Carnot groups and we show that measures with $(2n+1)$-density in the Heisenberg groups $\mathbb{H}^n$ are $C^1_{\mathbb{H}^n}$-rectifiable, providing the first non-Euclidean extension of Preiss’s rectifiability theorem.

Introduction

In Euclidean spaces the following rectifiability criterion, known as the Marstrand–Mattila rectifiability theorem, is available. It was first proved by J. M. Marstrand [1961] for $m = 2$ and $n = 3$, later extended by P. Mattila [1975] to every $m \leq n$ and eventually strengthened by D. Preiss [1987].

**Theorem 1.** Suppose $\phi$ is a Radon measure on $\mathbb{R}^n$ and let $m \in \{1, \ldots, n - 1\}$. Then the following are equivalent:

(i) $\phi$ is absolutely continuous with respect to the $m$-dimensional Hausdorff measure $\mathcal{H}^m$, and $\phi$-almost all of $\mathbb{R}^n$ can be covered with countably many $m$-dimensional Lipschitz surfaces.

(ii) $\phi$ satisfies the following two conditions for $\phi$-almost every $x \in \mathbb{R}^n$:

(a) $0 < \Theta^m_*(\phi, x) \leq \Theta^{m,*}(\phi, x) < \infty$.

(b) $\text{Tan}_m(\phi, x) \subseteq [\lambda \mathcal{H}^m \cup V : \lambda > 0, V \in \text{Gr}(n, m)]$, where the set of tangent measures $\text{Tan}_m(\phi, x)$ is introduced in Definition 1.24.

The rectifiability of a measure, namely that (i) of Theorem 1 holds, is a global property and as such it is usually very difficult to verify in applications. Rectifiability criteria serve the purpose of characterizing such global properties with local ones, which are usually conditions on the density and on the tangents of the measure. Most of the more basic criteria impose condition (iia) and the existence of an affine plane $V(x)$, depending only on the point $x$, on which at small scales the support of the measure is squeezed around $x$. The difference between these various elementary criteria relies on how one defines squeezed on; for an example see Theorem 15.19 of [Mattila 1995]. However, the existence of just one plane approximating the measure at small scales may be still too difficult to prove in many applications and this is where Theorem 1 comes into play. The Marstrand–Mattila rectifiability criterion says that even if we allow a priori the approximating plane to rotate at different scales, the density hypothesis (iia) guarantees a posteriori this cannot happen almost everywhere.
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It is well known that if a Carnot group $\mathbb{G}$ has Hausdorff dimension $\mathcal{Q}$, then it is $(\mathcal{Q} - 1)$-purely unrectifiable in the sense of Federer; see for instance Theorem 1.2 of [Magnani 2004]. Despite this geometric irregularity, in the foundational paper [Franchi et al. 2001], B. Franchi, F. Serra Cassano and R. Serapioni introduced the new notion of $C^1_{\mathcal{G}}$-rectifiability in Carnot groups; see Definition 1.34. This definition allowed them to establish De Giorgi’s rectifiability theorem for finite perimeter sets in the Heisenberg groups $\mathbb{H}^n$.

**Theorem 2** [Franchi et al. 2001, Corollary 7.6]. Suppose $\Omega \subseteq \mathbb{H}^n$ is a finite perimeter set. Then its reduced boundary $\partial^* \Omega$ is $C^1_{\mathcal{H}^n}$-rectifiable.

It is not hard to see that an open set with smooth boundary is of finite perimeter in $\mathbb{H}^n$, but there are finite perimeter sets in $\mathbb{H}^1$ whose boundary is a fractal from an Euclidean perspective; see for instance [Kirchheim and Serra Cassano 2004]. This means that the Euclidean and $C^1_{\mathcal{G}}$-rectifiability are not equivalent.

The main goal of this paper is to establish a 1-codimensional analogue of Theorem 1 in Carnot groups.

**Theorem 3.** Suppose $\phi$ is a Radon measure on $\mathbb{G}$. Then the following are equivalent:

(i) $\phi$ is absolutely continuous with respect to the $(\mathcal{Q} - 1)$-dimensional Hausdorff measure $\mathcal{H}^{\mathcal{Q} - 1}$, and $\phi$-almost all of $\mathbb{G}$ can be covered by countably many $C^1_{\mathcal{G}}$-surfaces.

(ii) $\phi$ satisfies the following two conditions for $\phi$-almost every $x \in \mathbb{G}$:

(a) $0 < \Theta_x^{\mathcal{Q} - 1}(\phi, x) \leq \Theta_x^{\mathcal{Q} - 1.\ast}(\phi, x) < \infty$.

(b) $\tan_{\mathcal{Q} - 1}(\phi, x)$ is contained in $\mathcal{M}$, the family of Haar measures of the elements of $\text{Gr}(\mathcal{Q} - 1)$, the 1-codimensional homogeneous subgroups of $\mathbb{G}$.

While the fact that (i) implies (ii) follows from [Vittone et al. 2022, Lemma 3.4 and Corollary 3.6], for instance, the reverse implication is the subject of this work. Besides the already mentioned importance for the applications, Theorem 1 is also relevant because it establishes that $C^1_{\mathcal{G}}$-rectifiability is characterized in the same way as the Euclidean one, and this is the main motivation behind the definition of $\mathcal{R}$-rectifiable measures, given in Definition 4.5. Our main application of Theorem 3 is the proof of the first extension of Preiss’s rectifiability theorem outside the Euclidean spaces, which is obtained by combining Theorem 3 with [Merlo 2022, Theorem 1.2]:

**Theorem 4.** Suppose $\phi$ is a Radon measure on the Heisenberg group $\mathbb{H}^n$ such that for $\phi$-almost every $x \in \mathbb{H}^n$, we have

$$0 < \Theta_x^{2n+1}(\phi, x) := \lim_{r \to 0} \frac{\phi(B(x, r))}{r^{2n+1}} < \infty,$$

where $B(x, r)$ are the metric balls relative to the Koranyi metric. Then $\phi$ is absolutely continuous with respect to $\mathcal{H}^{2n+1}$, and $\phi$-almost all of $\mathbb{H}^n$ can be covered with countably many $C^1_{\mathcal{H}^n}$-regular surfaces.

Finally, an easy adaptation of the arguments used to prove Theorem 3 also provides the following rectifiability criterion for finite perimeter sets in arbitrary Carnot groups. Theorem 5 asserts that if the tangent measures to the boundary of a finite perimeter set are sufficiently close to vertical hyperplanes, then the boundary can be covered by countably many intrinsic Lipschitz graphs.
Theorem 5. There exists an $\varepsilon_G > 0$ such that if $\Omega \subseteq G$ is a finite perimeter set for which
\[
\limsup_{r \to 0} d_{x,r}(\partial \Omega|_{G}, \mathcal{M}) := \limsup_{r \to 0} \inf_{v \in \mathbb{R}^n} \frac{W_1(|\partial \Omega|_{G} B(x, r), \nu \cdot B(x, r))}{r^\Omega \leq \varepsilon_G},
\]
for $|\partial \Omega|_{G}$-almost every $x \in G$, where $W_1$ is the 1-Wasserstein distance, then $|\partial \Omega|_{G}$-almost all of $G$ can be covered with countably many intrinsic Lipschitz graphs.

Before giving an overview of the strategy of the proof, we briefly compare our setting to the Euclidean one and explain why Theorem 3 is so hard won. For the sake of discussion, let us put ourselves in a simplified situation. Assume $E$ is a compact subset of a Carnot group $G = (\mathbb{R}^n, *)$ such that

\[(\alpha)\] there exists an $\eta_1 \in \mathbb{N}$ such that $\eta_1^{-1} r^{\Omega-1} \leq \mathcal{H}^{\Omega-1}(E \cap B(x, r)) \leq \eta_1 r^{\Omega-1}$ for any $0 < r < \text{diam}(E)$ and any $x \in E$, and

\[(\beta)\] the functions $x \mapsto d_{x,r}(\mathcal{H}^{\Omega-1} L E, \mathcal{M})$ converge uniformly to 0 on $E$ as $r$ goes to 0.

Proving that the set $E$ is $C^1_G$-rectifiable is (roughly) equivalent to constructing a plane $V \in \text{Gr}(\Omega - 1)$ and a $V$-intrinsic Lipschitz graph $\Gamma$ such that $\mathcal{H}^{\Omega-1}(P_V(E \cap \Gamma)) > 0$, where intrinsic Lipschitz graphs are introduced in Definition 1.36 and $P_V$ is the splitting projection on $V$ introduced in 1.10. With this in mind, it is easy to see that the difficulty one has to face when trying to prove Theorem 3 is twofold. On the one hand intrinsic Lipschitz graphs are not Lipschitz in almost any sense of the word as their natural parametrization is Hölder continuous, both from the Euclidean and the intrinsic perspective. On the other hand, splitting projections $P_V$ are just (intrinsic) Hölder continuous maps. This latter complication means that there is no a priori reason for which measure, or even dimension, should be preserved by the projections or the parametrizations. This is indeed the case already in Heisenberg groups $\mathbb{H}^n$, and for further details we refer the reader to [Balogh et al. 2012; 2013].

Unfortunately, the classical approaches to the proof of Theorem 1 all rely on the ideas H. Federer used to prove his celebrated projection theorem, see for instance [Federer 1969, §3.3], and these arguments all crucially exploit the fact that orthogonal projections are Lipschitz; see [De Lellis 2008; Mattila 1975; 1995; Preiss 1987]. We remark that even in Carnot groups, in some particular cases and for high codimensions, splitting projections are Lipschitz homomorphisms and thus the classical machinery works, although with some highly nontrivial complications; see [Antonelli and Merlo 2022a; 2022b].

This unavoidable technical obstruction of the Hölderianity of intrinsic Lipschitz graphs and of projections implies that, at low codimension, we need to seek a completely different approach. The first pillar of the alternative approach we pursue is the observation, encapsulated in Proposition 1.18, that despite the lack of metric regularity, one can still nicely control the measure of the projection of a 1-codimensional set. The other will be combining the classical ideas from [Mattila 1975] with quantitative techniques of [David and Semmes 1993a]. We present here a survey on the strategy of the proof of our main result, Theorem 3, in the simplified hypotheses $(\alpha)$ and $(\beta)$ for $E$, that from now on should be considered standing throughout the section.

---

1One could attempt to use metric projections instead, however one quickly realizes that in some simple cases, like the Heisenberg groups $\mathbb{H}^n$, splitting projections and metric projections coincide.
The cryptic condition \((\beta)\) can be reformulated, thanks to Propositions 2.6 and 2.7 in the following more geometric way. For any \(\epsilon > 0\) there is a \(\tau(\epsilon) > 0\) such that for \(\mathcal{H}^{\Omega-1}\)-almost any \(x \in E\) and any \(0 < \rho < \tau(\epsilon)\) there is a plane \(V(x, \rho) \in \mathrm{Gr}(\Omega - 1)\), depending on both the point \(x\) and the scale \(\rho\), for which

\[
E \cap B(x, \rho) \subseteq \{y \in \mathbb{G} : \text{dist}(y, x \ast V(x, \rho)) \leq \epsilon \rho\},
\]

\[
B(y, \epsilon \rho) \cap E \neq \emptyset \quad \text{for any } y \in B(x, \frac{1}{2} \rho) \cap x \ast V(x, \rho).
\]

In Euclidean spaces if a Borel set \(E\) satisfies \((\alpha)\), \((1)\) and \((2)\) it is said to be weakly linear approximable.\(^2\)

The condition \((1)\) says that at small scales \(E\) is squeezed on the plane \(x \ast V(x, \rho)\), while \((2)\) implies that inside \(B(x, \rho)\) any point of \(x \ast V(x, \rho)\) is very close to \(E\); see Figure 1 on page 931.

Proposition 1 shows that if at some point \(x\) the set \(E\) has also big projections on some plane \(W\), i.e., \((3)\) holds, then around \(x\) the set \(E\) is almost a \(W\)-intrinsic Lipschitz surface.

**Proposition 1.** Let \(k > 10\eta_1^2\) and \(\omega > 0\). Suppose further that \(x \in E\) and \(\rho > 0\) are such that

\(\eta\)

(i) \(d_{x,k\rho}((\mathcal{H}^{\Omega-1} \cap E), \mathfrak{M}) \leq \omega\),

(ii) there exists a plane \(W \in \mathrm{Gr}(\Omega - 1)\) such that

\[
\frac{\rho}{k} \leq \mathcal{H}^{\Omega-1}(P_W(B(x, \rho) \cap E)),
\]

where \(P_W\) is the splitting projection on \(W\); see Definition 1.10.

If \(k^{-1}\) and \(\omega\) are suitably small with respect to \(\eta_1\), there exists an \(\alpha = \alpha(\eta_1, k, \omega) > 0\) with the following property. For any \(z \in E \cap B(x, \rho)\) and any \(y \in B(x, \frac{1}{8} k \rho) \cap E\) for which \(10 \omega \rho \leq d(z, y) \leq \frac{1}{2} k \rho\), we have that \(y\) is contained in the cone \(zC_W(\alpha)\), which is introduced in Definition 1.13.

We remark that thanks to our assumption \((\beta)\) on \(E\), hypothesis (i) of the above proposition is satisfied almost everywhere on \(E\) whenever \(\rho < \bar{\tau}(\omega)\), where \(\bar{\tau}(\omega)\) is suitably small and depends only on \(\omega\). Let us explain some of the ideas of the proof of Proposition 1. If the plane \(W\) is almost orthogonal to \(V(x, \rho)\) (the element of \(\mathrm{Gr}(\Omega - 1)\) for which \((1)\) and \((2)\) are satisfied by \(E\) at \(x\) at scale \(\rho\)), we would have that the projection of \(E\) on \(W\) would be too small and in contradiction with \((3)\); see Figure 2 on page 931.

If the constants \(k^{-1}\) and \(\omega\) are chosen suitably small with respect to \(\eta_1\), it is possible to show not only that the planes \(V(x, \rho)\) and \(W\) are not orthogonal but that they must be at a very small angle indeed. In particular, this means that inside \(B(x, \rho)\) the plane \(x \ast V(x, \rho)\) must be very close to \(x \ast W\). So close in fact that it can be proved that \(E \cap B(x, \rho)\) is contained in a \(2\omega \rho\)-neighborhood \(W_{2\omega \rho}\) of \(W\). This implies that \(z, y \in W_{2\omega \rho}\), and since \(W\) and \(V(x, \rho)\) are at a small angle, it is possible to show that \(\text{dist}(y, z) \leq 4\omega \rho\). Furthermore, by assumption on \(y, z\) we have \(d(z, y) > 10 \omega \rho\) and thus we infer that \(\text{dist}(y, z) \leq 5d(y, z)\). This implies in particular that \(y \in zC_W(\frac{2}{5})\).

The second step towards the proof of the main result is to show that at any point \(x\) of \(E\) and for any \(\rho > 0\) sufficiently small there is a plane \(W_{x, \rho} \in \mathrm{Gr}(\Omega - 1)\) on which \(E\) has big projections.

\(^2\)The reader might notice that our definition of weakly linearly approximable sets does not coincide with that which can be commonly found in the literature; see for instance [Balogh et al. 2012, Definition 5.4], [De Lellis 2008, Section 5] and [Mattila 1995, Definition 15.7]. However, the assumption \((\alpha)\) on the AD-regularity of \(E\) makes our definition equivalent to all the others.
Figure 1. On the left we see that (1) implies that at the scale $\rho$ the set $E$ (collection of blue wavy lines) is contained in a narrow strip of size $2\epsilon\rho$ (shaded yellow) around $x \ast V(x, \rho)$. On the right we see that (2) implies that any ball centered on the plane $x \ast V(x, \rho)$ inside $B(x, \frac{1}{2}\rho)$ and of radius $\epsilon\rho$ (shaded yellow) must meet $E$.

Figure 2. The weak linear approximability of $E$ implies that $E \cap B(x, \rho)$ is contained inside $V_{\omega\rho}$, an $\omega\rho$-neighborhood of the plane $V(x, \rho)$. If $V(x, \rho)$ and $W$ (a red line) are almost orthogonal, i.e., the Euclidean scalar product of their normals is very small, it can be shown that the projection $P_W(E)$ on $W$ of $V_{\omega\rho} \cap B(x, \rho)$ has $\mathcal{H}^{\Omega-1}$-measure smaller than $(\omega\rho)^{\Omega-1}$. 
Theorem 6. There is an \( \eta_2 \in \mathbb{N} \) such that for \( \mathcal{H}^{\Omega-1} \)-almost every \( x \in E \) and \( \rho > 0 \) sufficiently small there is a plane \( W_{x, \rho} \in \text{Gr}(\Omega - 1) \) for which

\[
\mathcal{H}^{\Omega-1}(P_{W_{x, \rho}}(E \cap B(x, \rho))) \geq \eta_2^{-1} \rho^{\Omega-1}.
\] (4)

We now briefly explain the ideas behind the proof of Theorem 6. Fix two parameters \( \eta_3 \in \mathbb{N} \) and \( \omega > 0 \) such that \( \omega < 1/\eta_3^{(\Omega+1)} \) and for which

\[
B_+ := B(\delta_{10\eta_3^{-1}}(n(W_{x, \rho})), \eta_3^{-1}) \subseteq \{ y \in B(0, 1) : (y, n(W_{x, \rho})) > \omega \},
\]

\[
B_- := B_+ * \delta_{20\eta_3^{-1}}(n(W_{x, \rho})^{-1}) \subseteq \{ y \in B(0, 1) : (y, n(W_{x, \rho})) < -\omega \},
\]

where the \( \delta_h \) are the intrinsic dilations introduced in (5) and \( n(W_{x, \rho}) \in V_1 \) is the Euclidean normal of \( W_{x, \rho} \).

Thanks to assumption (1) on \( E \), for any \( 0 < \rho < r(\omega) \) we have that

\[
E \cap B(x, \rho) \subseteq \{ y \in B(x, \rho) : \text{dist}(y, x * V(x, \rho)) \leq \omega \rho \}.
\]

In particular, thanks to the assumptions on \( \eta_3 \) and \( \omega \) we infer that \( E \cap x\delta_\rho B_+ = \emptyset = E \cap x\delta_\rho B_- \). Let \( W_{x, \rho} := V(x, \rho) \), and for any \( z \in x\delta_\rho B_+ \) define the curve

\[
\gamma_z(t) := z\delta_{20\eta_3^{-1}}(n(W_{x, \rho})^{-1}),
\]

as \( t \) varies in \([0, 1]\). The curve \( \gamma_z \) must intersect \( W_{x, \rho} \) at the point \( P_{W_{x, \rho}}(z) \) since \( \gamma_z(1) \in x\delta_\rho B_- \), and as a consequence we have the inclusion \( \gamma_z([0, 1]) \subseteq P_{W_{x, \rho}}^{-1}(P_{W_{x, \rho}}(z)) \). Since conditions (1) and (2) heuristically say that \( E \) almost coincides with the plane \( x * W_{x, \rho} \) inside \( B(x, \rho) \) and it has very few holes, most of the curves \( \gamma_z \) should intersect the set \( E \) too.

More precisely, we prove that if some \( \gamma_z \) does not intersect \( E \), there is a small ball \( U_z \) centered at some \( q \in E \) such that \( \gamma_z \cap U_z \neq \emptyset \). It is clear that, defining the set

\[
F := E \cup \bigcup_{z \in x\delta_\rho B_+} U_z,
\]

we have \( P_{W_{x, \rho}}(x\delta_\rho B_+) \subseteq P_{W_{x, \rho}}(F) \). So, intuitively speaking adding these balls \( U_z \) allows us to close the holes of \( E \). An easy computation proves that \( \mathcal{H}^{\Omega-1}(P_{W_{x, \rho}}(x\delta_\rho B_+)) \geq r^{\Omega-1}/\eta_3^{\Omega-1} \), and thus in order to be able to conclude the proof of (4) we should have some control over the size of the projection of the balls \( U_z \). This control is achievable thanks to (2) (see Proposition 2.27 and Theorem 2.28), and in particular we are able to show that

\[
\mathcal{H}^{\Omega-1}\left(P_{W_{x, \rho}}\left(\bigcup_{z \in x\delta_\rho B_+, \gamma_z \cap E = \emptyset} U_z\right)\right) \leq \omega r^{\Omega-1}.
\]

This implies that \( E \) satisfies the big projection properties, i.e., (4) holds with \( \eta_2 := 2\eta_3^{\Omega-1} \). This part of the argument is rather delicate and technical. For the details we refer to the proof of Theorem 2.28.

The third step towards the proof of Theorem 3 is achieved in Section 2D, where we prove the following:

Theorem 7. There exists an intrinsic Lipschitz graph \( \Gamma \) such that \( \mathcal{H}^{\Omega-1}(E \cap \Gamma) > 0 \).
The strategy we employ to prove the above theorem is the following. We know that at $\mathcal{H}^{\Omega-1}$-almost every point of $x \in E$ there exists a plane $W_{x,\rho}$ such that $\mathcal{H}^{\Omega-1}(P_{W_{x,\rho}}(E \cap B(x,\rho))) \geq \eta_2^{-1}\rho^{\Omega-1}$. For any $x \in E$ at which the previous inequality holds, we let $\mathcal{B}$ be the points $y \in B(x,\rho)$ for which there is a scale $s \in (0,\rho)$ for which $W_{y,s}$ is almost orthogonal to $W_{x,\rho}$. Choosing the angle between $W_{y,s}$ and $W_{x,\rho}$ sufficiently big it is possible to prove that the projection of $\mathcal{B}$ on $W_{x,\rho}$ is smaller than $\frac{1}{2}\eta_2^{-1}\rho^{\Omega-1}$. This follows from the intuitive idea that if $y \in \mathcal{B}$, the set $E \cap B(y,s)$ is contained in a narrow strip that is almost orthogonal to $W_{x,\rho}$ inside $B(y,s)$ and thus its projection on $W_{x,\rho}$ has very small $\mathcal{H}^{\Omega-1}$-measure. On the other hand, Proposition 1.18 tells us that $S^{\Omega-1}V(P_{W_{x,\rho}}(E \cap B(x,\rho) \setminus \mathcal{B})) \leq 2c(V)S^{\Omega-1}(E \cap B(x,\rho) \setminus \mathcal{B})$, and this allows us to infer that there are many points $z \in B(x,\rho) \cap E$ for which $W_{z,s}$ is contained in a (potentially large) fixed cone with axis $W_{x,\rho}$ for any $0 < s < \rho$. This uniformity on the scales allows us to infer thanks to Proposition 1 that $E \cap B(x,\rho) \setminus \mathcal{B}$ is an intrinsic Lipschitz graph.

Since the property $(B)$ is stable for the restriction-to-a-subset operation and for the sake of discussion we can assume that $(a)$ is also, Theorem 7 implies by means of a classical argument that $\mathcal{H}^{\Omega-1}$-almost all of $E$ can be covered with intrinsic Lipschitz graphs.

Therefore, we are reduced to seeing how we can improve the regularity of the surfaces $\Gamma_i$ covering $E$ from intrinsic Lipschitz to $C^1_\mathbb{G}$. Since the blowups of $\mathcal{H}^{\Omega-1}\lfloor E$ are almost everywhere flat, the locality of the tangents, i.e., Proposition 1.27, implies that the blowups of the measures $\mathcal{H}^{\Omega-1}\lfloor \Gamma_i$ are flat as well, where we recall that a measure is said to be flat if it is the Haar measure of a 1-codimensional homogeneous subgroup of $\mathbb{G}$. Furthermore, since intrinsic Lipschitz graphs can be extended to boundaries of sets of finite perimeter, see Theorem 1.38, they have an associated normal vector field $\eta_i$. Therefore, for $\mathcal{H}^{\Omega-1}$-almost every $x \in \Gamma_i$, the elements of $\Tan_{\Omega-1}(\mathcal{H}^{\Omega-1}\lfloor \Gamma_i, x)$ are also the perimeter measures of sets with constant horizontal normal $\eta_i(x)$; see Propositions B.12, B.13, and B.16. The above argument shows that on the one hand the $\Tan_{\Omega-1}(\mathcal{H}^{\Omega-1}\lfloor \Gamma_i, x)$ are flat measures and on the other if seen as the boundary of finite perimeter sets, they must have constant horizontal normal coinciding with $\eta_i(x)$ almost everywhere. Therefore, for $\mathcal{H}^{\Omega-1}$-almost every $x \in E \cap \Gamma_i$, the set $\Tan_{\Omega-1}(\mathcal{H}^{\Omega-1}\lfloor \Gamma_i, x)$ must be contained in the family of Haar measures of the 1-codimensional subgroup orthogonal to $\eta_i(x)$. The fact that $E \cap \Gamma_i$ is covered with countably many $C^1_\mathbb{G}$-surfaces follows by means of the rigidity of the tangents discussed above and a Whitney-type theorem, which is obtained in Appendix B with an adaptation of the arguments of [Franchi and Serapioni 2016].

**Structure of the paper**

In Section 1 we recall some well-known facts about Carnot groups and Radon measures. Section 2 is divided in four parts. The main results of Section 2A are Propositions 2.6 and 2.7, which allow us to interpret the flatness of tangents in a more geometric way. Section 2B is devoted to the proof of Proposition 2.11, which is roughly Theorem 6. Section 2C is the technical core of this work and the main result proved in it is Theorem 2.28, which codifies the fact that the flatness of tangents implies big projections on planes. Finally, in Section 2D we put together the results of the previous three subsections to prove Theorem 2.30, which asserts that for any Radon measure satisfying condition (ii) of Theorem 3, there is an intrinsic Lipschitz graph of positive $\phi$-measure. In Section 3 we prove that measures with...
almost-flat tangents and which are asymptotically AD-regular are intrinsic rectifiable, and we will use this in Section 4 to prove Theorem 4.2. In Section 4 we prove Theorem 4.1, which is the main result of the paper, Theorem 4.2 and their consequences. In Appendix A we construct the dyadic cubes that are needed in Section 2 and in Appendix B we recall some well-known facts about finite perimeter sets in Carnot groups and intrinsic Lipschitz graphs whose surface measures have flat tangents.

1. Preliminaries

This preliminary section is divided into four subsections. In Subsections 1A and 1B we introduce the setting, fix notations and prove some basic facts on splitting projections and intrinsic cones. In Section 1C we recall some well-known facts on Radon measures and their blowups and finally in Section 1D we introduce the two main notions of 1-codimensional rectifiable sets available in Carnot groups.

1A. Carnot groups.
In this subsection we briefly introduce some notations on Carnot groups that we will extensively use throughout the paper. For a detailed account on Carnot groups and sub-Riemannian geometry we refer to [Serra Cassano 2016].

We recall that a positive grading of a Lie algebra $g$ is a direct-sum decomposition $g = V_1 \oplus V_2 \oplus \cdots \oplus V_s$, for some integer $s \geq 1$, where $V_s \neq 0$ and $[V_1, V_j] \subseteq V_{j+1}$ for all integers $j \in \{1, \ldots, s\}$ and where we set $V_{s+1} = 0$. A positive grading is said to be a stratification if $[V_1, V_j] = V_{j+1}$ for all $j \in \{1, \ldots, s\}$. We also recall that the first layer $V_1$ of a stratification is usually referred to as the horizontal layer.

A Carnot group $G$ of step $s$ is a connected and simply connected Lie group whose Lie algebra $g$ admits a stratification $g = V_1 \oplus V_2 \oplus \cdots \oplus V_s$. Throughout the paper we denote by $n$ the topological dimension of $g$, by $n_j$ the dimension of $V_j$ and by $h_j$ the number $\sum_{i=1}^j n_i$.

Furthermore, we let $\pi_i : G \to V_i$ be the projection maps on the $i$-th layer of the Lie algebra $V_i$. We shall remark that more often than not, we will shorten the notation to $v_i := \pi_i \circ v$.

The exponential map $\exp : g \to G$ is a global diffeomorphism from $g$ to $G$. Hence, if we choose a basis $\{X_1, \ldots, X_n\}$ of $g$, any $p \in G$ can be written in a unique way as $p = \exp(p_1 X_1 + \cdots + p_n X_n)$. This means that we can identify any $p \in G$ with the $n$-tuple $(p_1, \ldots, p_n) \in \mathbb{R}^n$ and the group $G$ itself with $\mathbb{R}^n$ endowed with $\ast$, the operation determined by the Campbell–Hausdorff formula. From now on, we will always assume that $G = (\mathbb{R}^n, \ast)$ and, as a consequence, that the exponential map $\exp$ acts as the identity.

The stratification of $g$ carries with it a natural family of dilations $\delta_\lambda : g \to g$, which are Lie algebra automorphisms of $g$ and are defined by

$$\delta_\lambda(v_1, \ldots, v_s) = (\lambda v_1, \lambda^2 v_2, \ldots, \lambda^s v_s),$$

where $v_i \in V_i$. The stratification of the Lie algebra $g$ naturally induces a grading on each of its homogeneous Lie subalgebras $h$, that is,

$$h = V_1 \cap h \oplus \cdots \oplus V_s \cap h.$$
Definition 1.1 (homogeneous subgroups). A subgroup $V$ of $G$ is said to be homogeneous if it is a Lie subgroup of $G$ that is invariant under the dilations $\delta_\lambda$ for any $\lambda > 0$.

Thanks to Lie’s theorem and the fact that exp acts as the identity map, homogeneous Lie subgroups of $G$ are in bijective correspondence through exp with the Lie subalgebras of $\mathfrak{g}$ that are invariant under the dilations $\delta_\lambda$. Therefore, homogeneous subgroups in $G$ are identified with the Lie subalgebras of $\mathfrak{g}$ (that in particular are vector subspaces of $\mathbb{R}^n$) that are invariant under the intrinsic dilations $\delta_\lambda$.

For any nilpotent Lie algebra $\mathfrak{h}$ with stratification $W_1 \oplus \cdots \oplus W_s$, we define its homogeneous dimension

$$\dim_{\text{hom}}(\mathfrak{h}) := \sum_{i=1}^s i \cdot \dim(W_i).$$

Thanks to (6) we infer that, if $\mathfrak{h}$ is a Lie subalgebra of $\mathfrak{g}$, we have $\dim_{\text{hom}}(\mathfrak{h}) := \sum_{i=1}^s i \cdot \dim(\mathfrak{h} \cap V_i)$. It is a classical fact that the Hausdorff dimension$^3$ with respect to any left-invariant homogeneous metric (see Definition 1.3) of a nilpotent, connected and simply connected Lie group coincides with the homogeneous dimension $\dim_{\text{hom}}(\mathfrak{h})$ of its Lie algebra. Therefore, the above discussion implies that if $\mathfrak{h}$ is a vector subspace of $\mathbb{R}^n$ which is also an $\alpha$-dimensional homogeneous subgroup of $G$, we have

$$\alpha = \sum_{i=1}^s i \cdot \dim(\mathfrak{h} \cap V_i) = \dim_{\text{hom}}(\mathfrak{h}). \quad (7)$$

Definition 1.2. Let $\Omega := \dim_{\text{hom}}(\mathfrak{g})$, and for any $m \in \{1, \ldots, \Omega - 1\}$ we define the $m$-dimensional Grassmannian of $G$, denoted by $\text{Gr}(m)$, as the family of all homogeneous subgroups $V$ of $G$ of Hausdorff dimension $m$.

Furthermore, thanks to (7) and some easy algebraic considerations that we omit, one deduces that for the elements of $\text{Gr}(\Omega - 1)$ the following identities hold:

$$\dim(V \cap V_1) = n_1 - 1 \quad \text{and} \quad \dim(V \cap V_i) = \dim(V_i), \quad \text{for any } i = 2, \ldots, s. \quad (8)$$

Thanks to (8), we infer that for any $V \in \text{Gr}(\Omega - 1)$ there exists a $n(V) \in V_1$ such that

$$V = \mathcal{V} \oplus V_2 \oplus \cdots \oplus V_s,$$

where $\mathcal{V} := \{w \in V_1 : \langle n(V), w \rangle = 0\}$. In the following we will denote by $\mathcal{R}(V)$ the 1-dimensional homogeneous subgroup generated by the horizontal vector $n(V)$. We shall remark that the above discussion implies that the elements of $\text{Gr}(\Omega - 1)$ are hyperplanes in $\mathbb{R}^n$ whose normals lie in $V_1$. It is not hard to see that the converse holds too and that the elements of $\text{Gr}(\Omega - 1)$ are normal subgroups of $G$.

For any $p \in G$, we define the left translation $\tau_p : G \to G$ as

$$q \mapsto \tau_p q := p * q.$$ 

---

$^3$For a definition of Hausdorff dimension, see for instance [Mattila 1995, Definition 4.8].
As already remarked above, we assume without loss of generality that the group operation \(*\) is determined by the Campbell–Hausdorff formula, and therefore it has the form

\[ p \ast q = p + q + \mathcal{D}(p, q) \quad \text{for all } p, q \in \mathbb{R}^n, \]

where \( \mathcal{D} = (\mathcal{D}_1, \ldots, \mathcal{D}_s) : \mathbb{R}^n \times \mathbb{R}^n \to V_1 \oplus \cdots \oplus V_s \), and the \( \mathcal{D}_i \)'s have the following properties. For any \( i = 1, \ldots, s \) and any \( p, q \in G \) we have

(i) \( \mathcal{D}_i(\delta_\lambda p, \delta_\lambda q) = \lambda^i \mathcal{D}_i(p, q) \),

(ii) \( \mathcal{D}_i(p, q) = -\mathcal{D}_i(-q, -p) \),

(iii) \( \mathcal{D}_1 = 0 \) and \( \mathcal{D}_i(p, q) = \mathcal{D}_i(p_1, \ldots, p_{i-1}, q_1, \ldots, q_{i-1}) \).

Thus, we can represent the product \( \ast \) more precisely as

\[ p \ast q = (p_1 + q_1, p_2 + q_2 + \mathcal{D}_2(p_1, q_1), \ldots, p_s + q_s + \mathcal{D}_s(p_1, \ldots, p_{s-1}, q_1, \ldots, q_{s-1})). \]

**Definition 1.3.** A metric \( d : G \times G \to \mathbb{R} \) is said to be homogeneous and left-invariant if for any \( x, y \in G \) we have

(i) \( d(\delta_\lambda x, \delta_\lambda y) = \lambda d(x, y) \) for any \( \lambda > 0 \),

(ii) \( d(\tau_z x, \tau_z y) = d(x, y) \) for any \( z \in G \).

Throughout the paper, if not otherwise stated, we will endow the group \( G \) with the following homogeneous and left-invariant metric:

**Definition 1.4.** For any \( g \in G \), we let

\[ \|g\| := \max\{\epsilon_1|g_1|, \epsilon_2|g_2|^{1/2}, \ldots, \epsilon_s|g_s|^{1/s}\}, \]

where \( \epsilon_1 = 1 \) and \( \epsilon_2, \ldots, \epsilon_s \) are suitably small parameters depending only on the group \( G \). For the proof that \( \| \cdot \| \) is a left-invariant, homogeneous norm on \( G \) for a suitable choice of \( \epsilon_2, \ldots, \epsilon_s \), we refer to Section 5 of [Franchi et al. 2003]. Furthermore, we define

\[ d(x, y) := \|x^{-1} \ast y\|, \]

and let \( B(x, r) := \{z \in G : d(x, z) < r\} \) be the open metric ball relative to the distance \( d \) centered at \( x \) at radius \( r > 0 \).

**Remark 1.5.** Fix an orthonormal basis \( \mathcal{E} := \{e_1, \ldots, e_n\} \) of \( \mathbb{R}^n \) such that

\[ e_j \in V_i, \quad \text{whenever } h_i \leq j < h_{i+1}. \quad (9) \]

From the definition of the metric \( d \), it immediately follows that the ball \( B(0, r) \) is contained in the box

\[ \text{Box}_\mathcal{E}(0, r) := \{p \in \mathbb{R}^n : \text{for any } i = 1, \ldots, s \text{ whenever } |\langle p, e_j \rangle| \leq r^i/\epsilon_i \text{ for any } h_i \leq j < h_{j+1}\}. \]
Definition 1.6. For any $0 \leq \alpha \leq Q$, we define the spherical Hausdorff measure to be the Carathéodory completion of the exterior measure that acts on Borel sets $A \subseteq G$ as

$$S^\alpha(A) := \sup_{\delta > 0} \left\{ \sum_{j=1}^\infty r_j^\alpha \left| A \subseteq \bigcup_{j=1}^\infty B(x_j, r_j), r_j \leq \delta \right. \right\}.$$ 

In the following definition, we introduce a family of measures that will be of great relevance throughout the paper.

Definition 1.7 (flat measures). For any $m \in \{1, \ldots, Q-1\}$ the set of $m$-dimensional flat measures $\mathcal{M}(m)$ is defined as

$$\mathcal{M}(m) := \{ \lambda S^m \downarrow V : \text{for some } \lambda > 0 \text{ and } V \in \text{Gr}(m) \}.$$ 

In order to simplify notation in the following we let $\mathcal{M} := \mathcal{M}(Q-1)$.

The following proposition gives a representation of $(Q-1)$-flat measures, which will come in handy later on.

Proposition 1.8. For any $V \in \text{Gr}(Q-1)$ we have $S^{Q-1} \downarrow V = \beta^{-1} \mathcal{H}_{eu}^{n-1} \downarrow V$, where $\beta := \mathcal{H}_{eu}^{n-1}(B(0, 1) \cap V)$ and $\beta$ does not depend on $V$.

Proof. Let $E := \{ z \in G : \langle z, n(V) \rangle < 0 \}$ and let $\partial E$ be the perimeter measure of $E$; see Definition B.4. Either by direct computation or thanks to identity (2.8) in [Ambrosio et al. 2009], it can be proven that $\partial E = n(V) \mathcal{H}_{eu}^{n-1} \downarrow V$. On the other hand, since the reduced boundary $\partial^* E = V$ of $E$ is a $C^1_G$-surface, see Definition 1.34, thanks to Theorem 4.1 of [Magnani 2017] we conclude that

$$\beta(\| \cdot \|, n(V)) S^{Q-1} \downarrow V = |\partial E|_G = \mathcal{H}_{eu}^{n-1} \downarrow V,$$

where $\beta(\| \cdot \|, n(V)) := \max_{z \in B(0, 1)} \mathcal{H}_{eu}^{n-1}(B(z, 1) \cap V)$. Since $B(0, 1)$ is convex as a subset of $\mathbb{R}^n$, [Magnani 2017, Theorem 5.2] implies that

$$\beta(\| \cdot \|, n(V)) = \mathcal{H}_{eu}^{n-1}(B(0, 1) \cap V).$$

Finally note that the right-hand side of the above identity does not depend on $V$ since $B(0, 1)$ is invariant under rotations of the first layer $V_1$. \hfill $\Box$

The above proposition has the following useful consequence:

Proposition 1.9. A function $\varphi : G \to \mathbb{R}$ is said to be radially symmetric if there is a profile function $g : [0, \infty) \to \mathbb{R}$ such that $\varphi(x) = g(\|x\|)$. For any $V \in \text{Gr}(Q-1)$ and any radially symmetric, positive function $\varphi$ we have

$$\int \varphi \, dS^{Q-1} \downarrow V = (Q-1) \int s^{Q-2} g(s) \, ds.$$ 

Proof. The thesis of the proposition is trivially satisfied for indicator functions of balls. The general result follows by the monotone convergence theorem. \hfill $\Box$
1B. Cones and splitting projections. For any $V \in \text{Gr}(\mathcal{Q} - 1)$, the group $\mathbb{G}$ can be written as a semidirect product of $V$ and $\mathbb{N}(V)$, i.e.,

$$\mathbb{G} = V \rtimes \mathbb{N}(V).$$

In this subsection we adapt some of the results on projections from Subsection 2.2.2 of [Franchi and Serapioni 2016] to the case in which splitting of $\mathbb{G}$ is given by (11).

Definition 1.10 (splitting projections). For any $g \in \mathbb{G}$, there are two unique elements $P_V g \in V$ and $P_{\mathbb{N}(V)} g \in \mathbb{N}(V)$ such that

$$g = P_V g \ast P_{\mathbb{N}(V)} g.$$ 

The following result is a particular case of [Franchi and Serapioni 2016, Proposition 2.17].

Proposition 1.11. For any $V \in \text{Gr}(\mathcal{Q} - 1)$, we let

$$A_2 g_2 := g_2 = \mathcal{O}_2(\pi_V g_1, \pi_{\mathbb{N}(V)} g_1),$$

$$A_i g_i := g_i = \mathcal{O}_i(\pi_V g_1, A_2 g_2, \ldots, A_{i-1} g_{i-1}, \pi_{\mathbb{N}(V)} g_1, 0, \ldots, 0), \text{ whenever } i = 3, \ldots, s,$$

where $\pi_{\mathbb{N}(V)} g_1 := (g_1, n(V)) n(V)$ and $\pi_V g_1 = g_1 - \pi_{\mathbb{N}(V)} g_1$. With these definitions, the projections $P_V$ and $P_{\mathbb{N}(V)}$ have the following expressions in coordinates:

$$P_V g = (\pi_V g_1, A_2 g_2, \ldots, A_s g_s) \quad \text{and} \quad P_{\mathbb{N}(V)} g = (\pi_{\mathbb{N}(V)} g_1, 0, \ldots, 0).$$

Furthermore, for any $x, y \in \mathbb{G}$, the above representations and the fact that $V$ is a normal and homogeneous subgroup of $\mathbb{G}$ imply:

(i) $P_V (x \ast y) = x \ast P_V y \ast P_{\mathbb{N}(V)} x^{-1},$

(ii) $P_{\mathbb{N}(V)} (x \ast y) = P_{\mathbb{N}(V)} (x) \ast P_{\mathbb{N}(V)} (y) = P_{\mathbb{N}(V)} (x) + P_{\mathbb{N}(V)} (y),$

where here the symbol $+$ has to be interpreted as the sum of vectors.

Remark 1.12. Throughout the paper the reader should always keep in mind that the projections $P_V$ are not Lipschitz maps and, as stated in the introduction, this is the major source of the technical problems we have to overcome in order to prove our main result, Theorem 4.1.

The splitting projections allow us to give the following intrinsic notion of cone:

Definition 1.13. For any $\alpha > 0$ and $V \in \text{Gr}(\mathcal{Q} - 1)$, we define the cone $C_V(\alpha)$ as

$$C_V(\alpha) := \{ w \in \mathbb{G} : \| P_{\mathbb{N}(V)} (w) \| \leq \alpha \| P_V (w) \| \}.$$ 

The next proposition is very useful, since one of the major difficulties when dealing with geometric problems in Carnot groups is that $d(x, y) \approx |x - y|/s$ if $x$ and $y$ are not suitably chosen. However, Proposition 1.14 shows that if $y \notin x C_V(\alpha)$, then $d(x, y)$ is bi-Lipschitz equivalent to the Euclidean distance $|x - y|$.

Proposition 1.14. For any $x, y \in \mathbb{G}$ for which $x^{-1} y \notin C_V(\alpha)$ for some $\alpha > 0$ and $V \in \text{Gr}(\mathcal{Q} - 1)$, we have

$$d(x, y) \leq \Lambda(\alpha) |\pi_1(x^{-1} y)|, \quad \text{where} \quad \Lambda(\alpha) := (1 + \alpha^{-1}).$$
Proof. For any $\alpha, \beta > 0$ define

$$C(\alpha) := \bigcup_{V \in \text{Gr}(\Omega - 1)} (\mathbb{G} \setminus C_V(\alpha)) \quad \text{and} \quad D(\beta) := \{x \in \mathbb{G} : \|x\| \leq \beta \pi_1(x)\}.$$  

Now let us prove that $C(\alpha) \subseteq D(\Lambda(\alpha))$. For any $w \in C(\alpha)$ there exists a $W \in \text{Gr}(\Omega - 1)$ such that $\|P_{\Omega}(W)(w)\| > \alpha \|P(W)(w)\|$ and, in particular,

$$\|w\| \leq \|P(W)(w)\| + \|P_{\Omega}(W)(w)\| \leq (1 + \alpha^{-1})\|P_{\Omega}(W)(w)\| = (1 + \alpha^{-1})\|\pi_1(W)(\pi_1(w))\| \leq (1 + \alpha^{-1})\|\pi_1(w)\|,$$

where the only identity in the equation above comes from the choice of the metric and Proposition 1.11. This concludes the proof of the inclusion $C(\alpha) \subseteq D(\Lambda(\alpha))$.

Since $x^{-1}y \not\in C_V(\alpha)$, then $x^{-1}y \in C(\alpha)$ and hence $d(x, y) = \|x^{-1}y\| \leq (1 + \alpha^{-1})\|\pi_1(x^{-1}y)\|$, which concludes the proof of the proposition. \hfill $\square$

The following proposition allows us to precisely quantify the distance of a point $g \in \mathbb{G}$ from a plane $V \in \text{Gr}(\Omega - 1)$.

**Proposition 1.15.** For any $V \in \text{Gr}(\Omega - 1)$ and any $g \in \mathbb{G}$ we have $\text{dist}(P_{\Omega}(V)g, V) = \|\pi_1(V)g\|_1$ and, in particular, $\text{dist}(g, V) = \|\pi_1(V)g\|_1$. In addition, for any $g \in \mathbb{G}$ we have

$$\|P_V(g)\| \leq 2\|g\|. \quad (12)$$

Proof. First of all, we note that

$$\text{dist}(P_{\Omega}(V)g, V) \leq d(P_{\Omega}(V)g, 0) = \|\pi_1(V)g\|_1, \quad (13)$$

where the last identity above comes from Proposition 1.11 and the definition of the metric. In addition, once again thanks to the definition of the metric, we have

$$\text{dist}(P_{\Omega}(V)(g), V) = \inf_{v \in V} \|P_{\Omega}(V)(g) - v\| \geq \inf_{v \in V} |\pi_1(V)g - 1 + v| = |\pi_1(V)g|_1. \quad (14)$$

Putting together (13) and (14) we conclude the proof of the identity $\text{dist}(P_{\Omega}(V)(g), V) = |\pi_1(V)g|_1$. Thanks to this, we conclude that

$$\text{dist}(g, V) = \inf_{v \in V} d(g, v) = \inf_{v \in V} d(P_V(g) * P_{\Omega}(V)g, v)$$

$$= \inf_{v \in V} d(P_{\Omega}(V)g, P_V(g)^{-1} * v) = \text{dist}(P_{\Omega}(V)g, V) = |\pi_1(V)g|_1,$$

proving the second claimed identity. In order to conclude the proof of (12) we just note that

$$\|P_V(g)\| = \|g * P_{\Omega}(g)^{-1}\| \leq \|g\| + \|P_{\Omega}(V)g\| = \|g\| + |\pi_1(V)g|_1 \leq \|g\| + |g|_1 \leq 2\|g\|,$$

where the second identity above comes from the definition of the norm and Proposition 1.11. \hfill $\square$

The following result is the analogue of [Franchi and Serapioni 2016, Proposition 2.12] where $\mathbb{M} := V$ and $\mathbb{H} := \Omega(V)$.

**Proposition 1.16.** For any $V \in \text{Gr}(\Omega - 1)$ and any $g \in \mathbb{G}$ we have

$$\frac{1}{3}(\|P_{\Omega}(V)g\| + \|P_V(g)\|) \leq \|g\| \leq \|P_{\Omega}(V)g\| + \|P_V(g)\|. \quad (15)$$
The right-hand side of (15) follows directly from the triangular inequality. Furthermore, thanks to Propositions 1.11 and 1.15 we deduce on the one hand that \( \| P_{\mathfrak{n}(V)}(g) \| = |\pi_{\mathfrak{n}(V)}(g_1)| \leq \| g \| \) and on the other that \( \| P_V g \| \leq 2\| g \| \). The first inequality in (15) follows from combining these two inequalities. \( \square \)

The following proposition allows us to estimate the distance of parallel 1-codimensional planes.

**Proposition 1.17.** Let \( x, y \in \mathbb{G} \) and \( V \in \text{Gr}(\Omega - 1) \). Defining

\[
\text{dist}(xV, yV) := \max \{ \sup_{v \in V} \text{dist}(xv, yV), \sup_{v \in V} \text{dist}(yv, xV) \},
\]

we have

(i) \( \text{dist}(xV, yV) = \text{dist}(x, yV) = \text{dist}(y, xV) = |\pi_{\mathfrak{n}(V)}(\pi_1(x^{-1}y))| \),

(ii) \( \text{dist}(u, xV) \leq \text{dist}(u, yV) + \text{dist}(xV, yV) \), for any \( u \in \mathbb{G} \).

**Proof.** For any \( v \in V \) we have

\[
\text{dist}(xv, yV) = \inf_{w \in V} \text{dist}(xv, yw) = \inf_{w \in V} d(x, y(y^{-1}xv^{-1}x^{-1}y)w) = \inf_{w \in V} d(x, yw) = \text{dist}(x, yV),
\]

where the second last identity comes from the fact that \( v^* := y^{-1}xv^{-1}x^{-1}y \in V \) and from the transitivity of the translation by \( v^* \) on \( V \). Therefore, we have \( \sup_{v \in V} \text{dist}(xv, yV) = \text{dist}(x, yV) \) and thus by Proposition 1.15 we infer that

\[
\text{dist}(xV, yV) = \max \{ \text{dist}(x, yV), \text{dist}(y, xV) \} = \max \{|\pi_{\mathfrak{n}(V)}(\pi_1(y^{-1}x))|, |\pi_{\mathfrak{n}(V)}(\pi_1(x^{-1}y))|\}
\]

\[
= |\pi_{\mathfrak{n}(V)}(\pi_1(x^{-1}y))| = \text{dist}(x, yV) = \text{dist}(y, xV),
\]

where the last identity comes from interchanging \( x \) and \( y \) and exploiting the symmetry of the definition of \( \text{dist}(xV, yV) \). In order to prove (ii), let \( w^* \) be the element of \( V \) for which \( \text{dist}(u, yV) = d(u, yw^*) \) and note that

\[
\text{dist}(u, xV) = \inf_{v \in V} d(u, xv) \leq d(u, yw^*) + \inf_{v \in V} d(yw^*, xv) = \text{dist}(u, yV) + \inf_{v \in V} d(yw^*, xv)
\]

\[
= \text{dist}(u, yV) + \text{dist}(yw^*, xv) \leq \text{dist}(u, yV) + \text{dist}(xV, yV). \quad \square
\]

The following result is a direct consequence of [Franchi and Serapioni 2016, Proposition 2.2]. The bound (16) can be obtained with the same argument used by V. Chousis, K. Fässler and T. Orponen to prove [Chousis et al. 2019, Lemma 3.6]. In particular, (16) will play the role of a surrogate for the Lipschitzianity of projections. The proof is omitted.

**Proposition 1.18.** For any \( V \in \text{Gr}(\Omega - 1) \) there is a constant \( 1 \leq c(V) \leq S^{\Omega - 1}(B(0, 2) \cap V) =: C_1 \) such that for any \( p \in \mathbb{G} \) and any \( r > 0 \) we have

\[
S^{\Omega - 1} \mathbb{L} V(P_V(B(p, r))) = c(V)r^{\Omega - 1}.
\]

Furthermore, for any Borel set \( A \subseteq \mathbb{G} \) for which \( S^{\Omega - 1}(A) < \infty \), we have

\[
S^{\Omega - 1} \mathbb{L} V(P_V(A)) \leq 2c(V)S^{\Omega - 1}(A).
\]
1C. Densities and tangents of Radon measures. In this subsection we briefly recall some facts and notations about Radon measures on Carnot groups and their blowups.

Definition 1.19. If \( \phi \) is a Radon measure on \( \mathbb{G} \), we define
\[
\Theta^m_\ast (\phi, x) := \liminf_{r \to 0} \frac{\phi(B(x, r))}{r^m}
\]
and
\[
\Theta^{m,\ast} (\phi, x) := \limsup_{r \to 0} \frac{\phi(B(x, r))}{r^m},
\]
and say that \( \Theta^m_\ast (\phi, x) \) and \( \Theta^{m,\ast} (\phi, x) \) are the lower and upper \( m \)-densities of \( \phi \) at the point \( x \in \mathbb{G} \), respectively.

Definition 1.20 (weak convergence of measures). A sequence of Radon measures \( \{\mu_i\}_{i \in \mathbb{N}} \) is said to be weakly converging in the sense of measures to some Radon measure \( \nu \) if, for any continuous functions with compact support \( f \in C^c \), we have
\[
\int f \, d\mu_i \to \int f \, d\nu.
\]
Throughout the paper, we denote such convergence with the symbol \( \mu_i \rightharpoonup \nu \).

Definition 1.21. For any pair of Radon measures \( \phi \) and \( \psi \) and any compact set \( K \subseteq \mathbb{G} \) we let
\[
F_K(\phi, \psi) := \sup \left\{ \left| \int f \, d\phi - \int f \, d\psi \right| : f \in \text{Lip}^+_1(K) \right\},
\]
where \( \text{Lip}^+_1(K) \) is the set of nonnegative 1-Lipschitz functions whose support is contained in \( K \). Furthermore, if \( K = B(x, r) \), we shorten the notation to \( F_{x,r}(\phi, \psi) := F_{B(x,r)}(\phi, \psi) \).

The next lemma is an elementary fact about Radon measures. We omit its proof.

Lemma 1.22. If \( \phi \) is a Radon measure on \( \mathbb{G} \), for any \( x \in \mathbb{G} \) there are at most countably many radii \( R > 0 \) for which \( \phi(\partial B(x, R)) > 0 \).

The following proposition allows us to characterize the weak convergence of measures by means of the convergence to 0 of the functionals \( F_K \).

Proposition 1.23. Assume that \( \{\mu_i\}_{i \in \mathbb{N}} \) is a sequence of Radon measures and let \( \mu \) be a Radon measure on \( \mathbb{G} \). Then the following are equivalent:

(i) \( \mu_i \rightharpoonup \mu \).

(ii) \( \lim_{i \to \infty} F_K(\mu_i, \mu) = 0 \) for any compact set \( K \subseteq \mathbb{G} \).

Proof: The proof can be achieved with an argument similar to the Euclidean one; see for instance [Preiss 1987, Proposition 1.11]. \( \square \)

Definition 1.24 (tangent measures). Let \( \phi \) be a Radon measure on \( \mathbb{G} \). For any \( x \in \mathbb{G} \) and any \( r > 0 \), we define \( T_{x,r} \phi \) to be the Radon measure for which
\[
T_{x,r} \phi(B) = \phi(x \delta_r(B)), \quad \text{for any Borel set } B \subseteq \mathbb{G}.
\]
For any $m \in \{1, \ldots, Q\}$ define $\text{Tan}_m(\phi, x)$, the set of the $m$-dimensional tangent measures to $\phi$ at $x$, as the collection of Radon measures $\nu$ for which there is an infinitesimal sequence $\{r_i\}_{i \in \mathbb{N}}$ such that $r_i^{-m}T_{x, r\phi} \rightharpoonup \nu$.

**Proposition 1.25.** Let $\phi$ be a Radon measure, $\nu \in \text{Tan}_m(\phi, x)$ and $\{r_i\}_{i \in \mathbb{N}}$ an infinitesimal sequence such that $r_i^{-m}T_{x, r\phi} \rightharpoonup \nu$. Then, if $y \in \text{supp}(\nu)$, there exists a sequence $\{z_i\}_{i \in \mathbb{N}} \subseteq \text{supp}(\phi)$ such that $\delta_{1/r_i}(x^{-1}z_i) \to y$.

**Proof.** A simple argument by contradiction yields the claim. The proof follows verbatim its Euclidean analogue; see for instance the proof of [De Lellis 2008, Proposition 3.4]. □

**Proposition 1.26.** Suppose $\phi$ is a Radon measure on $\mathbb{G}$ such that

$$0 < \Theta^m_x(\phi, x) \leq \Theta^{m, *}(\phi, x) < \infty, \quad \text{for } \phi\text{-almost every } x \in \mathbb{G}.$$ 

Then $\text{Tan}_m(\phi, x) \neq \emptyset$ for $\phi$-almost every $x \in \mathbb{G}$.

**Proof.** This is an immediate consequence of the local uniform boundedness of the rescaled measures $T_{x, r\phi}$ together with the compactness of measures. See Proposition [Preiss 1987, Proposition 1.12]. □

The following result is the analogue of [De Lellis 2008, Proposition 3.12], which establishes the locality of tangents in the Euclidean space. This proposition is of capital importance since it will ensure that restricting and multiplying a measure with flat tangents by a density will yield a measure still having flat tangents.

**Proposition 1.27** (locality of the tangents). In the hypothesis of Proposition 1.26, for any nonnegative $\rho \in L^1(\phi)$ we have $\text{Tan}_m(\rho \phi, x) = \rho(x) \text{Tan}_m(\phi, x)$ for $\phi$-almost every $x \in \mathbb{G}$.

**Proof.** First of all, let us note that $\phi$ is locally asymptotically doubling. Indeed,

$$\limsup_{r \to 0} \frac{\phi(B(x, 2r))}{\phi(B(x, r))} \leq \limsup_{r \to 0} \frac{\phi(B(x, 2r))}{(2r)^m} \leq \frac{2m r^m}{\Theta^m_x(\phi, x)} < \infty, \quad \text{for } \phi\text{-almost every } x \in \mathbb{G}. \tag{18}$$

Thanks to [Heinonen et al. 2015, Theorem 3.4.3], we know that the Lebesgue differentiation theorem holds for $\phi$; see [Heinonen et al. 2015, page 77]. In particular, the argument that proves the equivalent of this result in Euclidean spaces, see for instance the aforementioned [De Lellis 2008, Proposition 3.12], can be applied verbatim to $\phi$. □

**Proposition 1.28.** Suppose $\phi$ is a Radon measure supported on a compact set $K$ such that for $\phi$-almost every $x \in \mathbb{G}$ we have

$$0 < \Theta^{Q-1}_x(\phi, x) \leq \Theta^{Q-1, *}(\phi, x) < \infty.$$ 

Then, for any $\vartheta, \gamma \in \mathbb{N}$, the set $E^\phi(\vartheta, \gamma) := \{x \in K : \vartheta^{-1}r^{Q-1} \leq \phi(B(x, r)) \leq \vartheta r^{Q-1} \text{ for any } 0 < r < 1/\gamma\}$ is compact.
Proof. Since $K$ is compact, in order to verify that $E^\varphi(\vartheta, \gamma)$ is compact, it suffices to prove that it is closed. If $E^\varphi(\vartheta, \gamma)$ is empty or finite, there is nothing to prove. So, suppose there is a sequence $\{x_i\}_{i\in\mathbb{N}} \subseteq E^\varphi(\vartheta, \gamma)$ converging to some $x \in K$. Fix an $0 < r < 1/\gamma$ and assume that $\delta > 0$ is so small that $r + \delta < 1/\gamma$. Therefore, if $d(x, x_i) < \delta$ and $r - d(x, x_i) > 0$, we have

$$
\vartheta^{-1}(r - d(x, x_i)) \Omega^{-1} \leq \varphi(B(x_i, r - d(x, x_i))) \leq \varphi(B(x, r)) \leq \varphi(B(x, r + d(x, x_i))) \leq \vartheta(r + d(x, x_i)) \Omega^{-1}.
$$

Taking the limit as $i$ goes to $\infty$, we see that $x \in E^\varphi(\vartheta, \gamma)$. \hfill $\square$

**Proposition 1.29.** With the hypothesis of Proposition 1.28, for any $\vartheta, \gamma, \mu, \nu \in \mathbb{N}$, the set

$$
\mathcal{E}^\varphi_{\vartheta, \gamma}(\mu, \nu) = \{x \in E^\varphi(\vartheta, \gamma) : (1 - 1/\mu)\varphi(B(x, r)) \leq \varphi(B(x, r) \cap E^\varphi(\vartheta, \gamma)) \text{ for any } 0 < r < 1/\nu\}
$$

is compact.

Proof. If $\mathcal{E}^\varphi_{\vartheta, \gamma}(\mu, \nu)$ is empty or finite, there is nothing to prove. Furthermore, since by Proposition 1.28 we know that the sets $E^\varphi(\vartheta, \gamma)$ are compact, in order to prove our claim it is sufficient to show that $\mathcal{E}^\varphi_{\vartheta, \gamma}(\mu, \nu)$ is closed in $E^\varphi(\vartheta, \gamma)$. Take a sequence $\{y_i\}_{i\in\mathbb{N}} \subseteq \mathcal{E}^\varphi_{\vartheta, \gamma}(\mu, \nu)$ converging to some $y \in E^\varphi(\vartheta, \gamma)$. Fix an $0 < r < 1/\nu$ and a $\delta \in (0, 1/4)$ and let $i_0(\delta) \in \mathbb{N}$ be such that for any $i \geq i_0(\delta)$ we have $d(y, y_i) < \delta r$. These choices imply that

$$(1 - 1/\mu)\varphi(B(y_i, r - 2d(y, y_i))) \leq \varphi(B(y_i, r - 2d(y, y_i)) \cap E^\varphi(\vartheta, \gamma)) \leq \varphi(B(y, r) \cap E^\varphi(\vartheta, \gamma)).$$

Note that the sequence of functions $f_i(z) := \chi_{B(y, r - 2d(y, y_i))}(z)$ converges pointwise $\varphi$-almost everywhere to $\chi_{B(y, r)}(z)$. This is due to the fact that, for any $i \geq i_0(\delta)$, on the one hand we have supp$(f_i) \subseteq B(y, r)$ and on the other the functions $f_i$ are equal to 1 on $B(y, r(1 - 3\delta))$. Thus, the dominated convergence theorem implies that

$$(1 - 1/\mu)\varphi(B(y, r)) = \lim_{i \to \infty} (1 - 1/\mu)\varphi(B(y_i, r - 2d(y, y_i))) \leq \varphi(B(y, r) \cap E^\varphi(\vartheta, \gamma)).$$

Since $r$ was arbitrarily chosen in $(0, 1/\nu)$, this shows that $y \in \mathcal{E}^\varphi_{\vartheta, \gamma}(\mu, \nu)$, concluding the proof. \hfill $\square$

**Proposition 1.30.** With the hypothesis of Proposition 1.28, for any $0 < \epsilon < 1/10$ there are $\vartheta_0, \gamma_0 \in \mathbb{N}$ such that for any $\vartheta \geq \vartheta_0$, $\gamma \geq \gamma_0$ and $\mu \in \mathbb{N}$ there is a $\nu = \nu(\vartheta, \gamma, \mu) \in \mathbb{N}$ such that

$$
\varphi(K \setminus \mathcal{E}^\varphi_{\vartheta, \gamma}(\mu, \nu)) \leq \epsilon \varphi(K).
$$

Proof. The proof is an elementary application of the Lebesgue differentiation theorem that can be found in [Heinonen et al. 2015, page 77]. \hfill $\square$

The following result allows us to compare the measure $\varphi$ when restricted to $E^\varphi(\vartheta, \gamma)$ with the spherical Hausdorff measure. Since the proof is a well-known application of the Lebesgue differentiation theorem that can be found in [Heinonen et al. 2015, page 77], of [Franchi et al. 2015, Theorem 3.1] and the mutual absolute continuity of the spherical and centered Hausdorff measures, see for instance [Franchi et al. 2015], we choose to leave it to the reader.
Proposition 1.31. Let $\phi$ be a Radon measure and suppose further that there are $0 < \delta_1 \leq \delta_2 < \infty$ such that

$$\delta_1 \leq \Theta^m_*(\phi, x) \leq \Theta^m_*(\phi, x) \leq \delta_2, \quad \text{for } \phi\text{-almost every } x \in E.$$

Then $\delta_1 S^m \preceq \Phi \leq \delta_2^2 m S^m \preceq E$ and in particular, for any $\vartheta, \gamma \in \mathbb{N}$, we have

$$\vartheta^{-1} S^{Q-1} \preceq E^\phi(\vartheta, \gamma) \leq \Phi \leq \vartheta 2^{Q-1} S^{Q-1} \preceq E^\phi(\vartheta, \gamma).$$

The following result will be used in the proof of the very important Proposition 2.4. It establishes the natural request that if a sequence of planes $V_i$ in $\text{Gr}(\mathcal{Q} - 1)$ converges in the Grassmannian to some plane $V \in \text{Gr}(\mathcal{Q} - 1)$ (i.e., the normals converge as vectors in $V_1$), then the surface measures on the $V_i$ converge weakly to the surface measure on $V$.

Proposition 1.32. Suppose that $\{V(i)\}_{i \in \mathbb{N}}$ is a sequence of planes in $\text{Gr}(\mathcal{Q} - 1)$ such that $n(V(i)) \to n$ for some $n \in V_1$. Then there exists a $V \in \text{Gr}(\mathcal{Q} - 1)$ such that $n(V) = n$ and $S^{Q-1} \preceq V(i) \to S^{Q-1} \preceq V$.

Proof. For any continuous function of compact support, $f \in C_c$, we have thanks to Proposition 1.8 that

$$\lim_{i \to \infty} \int f dS^{Q-1} \preceq V(i) - \int f dS^{Q-1} \preceq V = \lim_{i \to \infty} \beta^{-1} \left( \int f d\mathcal{H}^{n-1} \preceq V(i) - \int f d\mathcal{H}^{n-1} \preceq V \right) = 0, \quad (20)$$

where the last identity comes from the fact that $\mathcal{H}^{n-1} \preceq V(i) \to \mathcal{H}^{n-1} \preceq V$. \qed

1D. Rectifiable sets in Carnot groups. In this subsection we recall the two main notions of rectifiability in Carnot groups that will be extensively used throughout the paper. First of all, let us recall the definitions of horizontal vector fields and horizontal distributions.

Definition 1.33. Let $e_1, \ldots, e_{n_1}$ be an orthonormal basis of $V_1$ with respect to the Euclidean scalar product. For any $i = 1, \ldots, n_1$ and any $x \in G$ we let $X_i(x) := \delta_i(x * \delta_i(e_i))|_{t=0}$ and say that the map $X_i : G \cong \mathbb{R}^n \to \mathbb{R}^n$ so defined is the $i$-th horizontal vector field. Furthermore, we define the horizontal distribution of $G$ to be the following $n_1$-dimensional distribution of planes in $\mathbb{R}^n$:

$$H^1\preceq G(x) := \text{span}\{X_1(x), \ldots, X_{n_1}(x)\}.$$

Finally, for any open set $\Omega$ in $G$ we denote by $C^1_0(\Omega, H^1\preceq G)$ the sections of $H^1\preceq G$ of class $C^1$ with support contained in $\Omega$.

The definition of regular surfaces we are about to give is reminiscent of the characterization of smooth surfaces in the Euclidean spaces through the local inversion theorem. Heuristically speaking, a $C^1_\preceq G$-surface is a set that is transverse to $H^1\preceq G$ and whose sections with $H^1\preceq G$ are $C^1$-surfaces.

Definition 1.34 ($C^1_\preceq G$-surfaces). We say that a closed set $C \subseteq G$ is a $C^1_\preceq G$-surface if there exists a continuous function $f : G \to \mathbb{R}$ such that $C = f^{-1}(0)$ and whose horizontal distributional gradient $\nabla_G f := (X_1 f, \ldots, X_{n_1} f)$ can be represented by a continuous, never-vanishing section of $H^1\preceq G$.

Remark 1.35. Thanks to [Serra Cassano 2016, Corollary 4.27], if $C$ is a $C^1_\preceq G$-regular surface, then $S^{Q-1} \preceq C$ is $\sigma$-finite.
The second notion of regular surface we give in this subsection is inspired by the characterization of Lipschitz graphs through cones.

**Definition 1.36** (intrinsic Lipschitz graphs). Let $V \in \text{Gr}(\mathcal{Q} - 1)$ and $E$ be a Borel subset of $V$. A function $f : E \to \mathcal{N}(V)$ is said to be intrinsic Lipschitz if there exists an $\alpha > 0$ such that for any $v \in E$ we have

$$\text{gr}(f) := \{w f(w) : w \in E\} \subseteq v f(v) C_V(\alpha).$$

A Borel set $A \subseteq \mathbb{G}$ is said to be a $V$-intrinsic Lipschitz graph, or simply an intrinsic Lipschitz graph, if there is an intrinsic Lipschitz function $f : E \subseteq V \to \mathcal{N}(V)$ such that $A = \text{gr}(f)$.

**Proposition 1.37.** Suppose $E$ is a Borel subset of $\mathbb{G}$ and assume there is a plane $W \in \text{Gr}(\mathcal{Q} - 1)$ and an $\alpha > 0$ such that for any $w \in E$ we have $E \subseteq w \mathcal{C}_W(\alpha)$. Then $E$ is contained in an intrinsic Lipschitz graph.

**Proof.** Thanks to the assumption on $E$, for any $w_1, w_2 \in E$ we have $w_1^{-1}w_2 \in \mathcal{C}_W(\alpha)$. This implies that for any $v \in \text{P}_W(E)$ there exists a unique $w \in E$ such that $\text{P}_W(w) = v$, otherwise we would have $w_1^{-1}w_2 \in \mathcal{N}(W)$.

Let $f : \text{P}_W(E) \to \mathcal{N}(V)$ be the map associating every $w \in \text{P}_W(E)$ to the only element in its preimage $\text{P}_W^{-1}(w)$. With this definition we have that the set $\text{gr}(f) := \{v f(v) : v \in \text{P}_W^{-1}(E)\}$ coincides with $E$ and this shows that $f$ is an intrinsic Lipschitz function since $\text{gr}(f) \subseteq v f(v) C_W(\alpha)$ for any $v \in E$.

The following extension theorem is of capital importance for us:

**Theorem 1.38 [Vittone 2012, Theorem 3.4].** Suppose $V \in \text{Gr}(\mathcal{Q} - 1)$ and let $f : E \to \mathcal{N}(V)$ be an intrinsic Lipschitz function. Then there is an intrinsic Lipschitz function $\tilde{f} : V \to \mathcal{N}(V)$ such that $f(v) = \tilde{f}(v)$ for any $v \in E$.

The following result is an immediate consequence of Theorem 1.38:

**Proposition 1.39.** If $f : E \subseteq V \to \mathcal{N}(V)$ is an intrinsic Lipschitz function, then $\mathcal{S}^{\mathcal{Q} - 1}_G \text{gr}(f)$ is $\sigma$-finite.

**Proof.** Theorem 1.38 together with [Franchi and Serapioni 2016, Theorem 3.9] immediately implies that $\mathcal{S}^{\mathcal{Q} - 1}_G(\text{gr}(f) \cap B(0, R)) < \infty$ for any $R > 0$.

From the notions of $C^1_G$-surfaces and of intrinsic Lipschitz surfaces rise the two following definitions of rectifiability:

**Definition 1.40.** A Borel set $A \subseteq \mathbb{G}$ of finite $\mathcal{S}^{\mathcal{Q} - 1}_G$-measure is said to be

(i) **$C^1_G$-rectifiable** if there are countably many $C^1_G$-surfaces $\Gamma_i$ such that

$$\mathcal{S}^{\mathcal{Q} - 1}_G\left(A \setminus \bigcup_{i \in \mathbb{N}} \Gamma_i\right) = 0,$$

(ii) **intrinsic rectifiable** if there are countably many intrinsic Lipschitz graphs $\Gamma_i$ such that

$$\mathcal{S}^{\mathcal{Q} - 1}_G\left(A \setminus \bigcup_{i \in \mathbb{N}} \Gamma_i\right) = 0.$$
Proposition 1.41 (decomposition theorem). Suppose \( \mathcal{F} \) is a family of Borel sets in \( \mathbb{G} \) for which \( S^{Q-1} \cap C \) is \( \sigma \)-finite for any \( C \in \mathcal{F} \). Then, for any Borel set \( E \subseteq \mathbb{G} \) such that \( S^{Q-1}(E) < \infty \), there are two Borel sets \( E^u, E^r \subseteq E \) such that

(i) \( E^u \cup E^r = E \),

(ii) \( E^r \) is contained in a countable union of elements of \( \mathcal{F} \),

(iii) \( S^{Q-1}(E^u \cap C) = 0 \) for any \( C \in \mathcal{F} \).

Such a decomposition is unique up to \( S^{Q-1} \)-null sets, i.e., if \( F^u \) and \( F^r \) are Borel sets satisfying the three properties listed above, we have \( S^{Q-1}(E^r \triangle F^r) = S^{Q-1}(E^u \triangle F^u) = 0 \).

Proof. The proof follows verbatim the argument of [De Lellis 2008, Theorem 5.7]. \( \square \)

Corollary 1.42. For any Borel set \( E \subseteq \mathbb{G} \) such that \( S^{Q-1}(E) < \infty \), there are two Borel sets \( E^u, E^r \subseteq E \) such that

(i) \( E^u \cup E^r = E \),

(ii) there are countably many intrinsic Lipschitz functions \( f_i : V_i \to \mathcal{R}(V_i) \), where \( V_i \in \text{Gr} (Q-1) \), whose graphs cover \( S^{Q-1} \)-almost all of \( E^r \),

(iii) \( S^{Q-1}(E^u \cap C) = 0 \) for any \( C \)-intrinsic Lipschitz graph.

Proof. Thanks to Proposition 1.39 we know that every intrinsic Lipschitz graph is \( S^{Q-1} \)-\( \sigma \)-finite. If we choose \( \mathcal{F} \) in the statement of Proposition 1.41 to be the family of all intrinsic Lipschitz graphs of \( \mathbb{G} \), we get two sets \( E^u \) and \( E^r \) whose union is the whole set \( E \), such that \( E^u \) has \( S^{Q-1} \)-null intersection with every intrinsic Lipschitz graph and \( E_r \) can be covered by countably many graphs of intrinsic Lipschitz functions \( f_i : E_i \subseteq V_i \to \mathcal{R}(V_i) \). The conclusion follows from Theorem 1.38. \( \square \)

2. The support of 1-codimensional measures with flat tangents is intrinsic rectifiable

Throughout this section we assume \( \phi \) to be a fixed Radon measure on \( \mathbb{G} \) whose support is a compact set \( K \) and such that for \( \phi \)-almost every \( x \in \mathbb{G} \) we have

(H1) \( 0 < \Theta^{Q-1}_x(\phi, x) \leq \Theta^{Q-1, *}_x(\phi, x) < \infty \),

(H2) \( \text{Tan}_{Q-1}(\phi, x) \subseteq \mathcal{M} \), where \( \mathcal{M} \) is the family of 1-codimensional flat measures from Definition 1.7.

The main goal of this section is to prove the following:

Theorem 2.1. There is an intrinsic Lipschitz graph \( \Gamma \) such that \( \phi(\Gamma) > 0 \).

The strategy we employ in order to prove Theorem 2.1 is divided into four parts: First of all in Section 2A we show that hypotheses (H1) and (H2) on \( \phi \) imply that for \( \phi \)-almost any \( x \in K \) and \( r > 0 \) sufficiently small, there is a plane \( V_{x,r} \) for which \( K \) as a set is very close in the Hausdorff distance to \( V_{x,r} \). In Section 2B we prove that if \( K \cap B(x, r) \) has a big projection on some plane \( W \), then \( W \) is very close to \( V_{x,r} \) and there exists an \( \alpha > 0 \) such that for any \( y, z \in B(x, r) \cap K \) for which \( d(y, z) \geq \text{dist}(W, V_{x,r})r \), we have \( z \in yC_W(\alpha) \). Section 2C is the technical core of this section, and its main result, Theorem 2.28, shows that for \( \phi \)-almost any \( x \in K \) we have that the set \( B(x, r) \cap K \) has a big projection on \( V_{x,r} \). Finally,
in Section 2D, making use of the results of the previous subsections, we construct the wanted \( \phi \)-positive intrinsic Lipschitz graph.

2A. Geometric implications of flat tangents. In this subsection we reformulate the hypothesis (H2) on \( \phi \) in more geometric terms. In order to obtain such a reformulation, we need a way to pass from the purely pointwise information on the flatness of tangents to a more local understanding of the measure \( \phi \) at small scales. In the following Definition 2.2, we introduce two functionals on Radon measures that will be used for this precise objective. These functionals can be considered the Carnot analogue of the functional \( d(\cdot, \mathcal{M}) \) of Section 2 of [Preiss 1987].

Definition 2.2. For any \( x \in \mathbb{G} \) and any \( r > 0 \) we define the functionals

\[
d_{x,r}(\phi, \mathcal{M}) := \inf_{\Theta > 0} \frac{F_{x,r}(\phi, \Theta \mathcal{S}^{-1} \mathcal{L} \mathcal{V})}{r^\Omega} \quad \text{and} \quad \tilde{d}_{x,r}(\phi, \mathcal{M}) := \inf_{\Theta > 0, z \in \mathbb{G}} \frac{F_{x,r}(\phi, \Theta \mathcal{S}^{-1} \mathcal{L} \mathcal{Z})}{r^\Omega},
\]

where \( F_{x,r} \) was introduced in (17).

In the following proposition we summarize some useful properties of the functionals \( d_{x,r} \) and \( \tilde{d}_{x,r} \).

Proposition 2.3. The functionals \( d_{x,r}(\cdot, \mathcal{M}) \) and \( \tilde{d}_{x,r}(\cdot, \mathcal{M}) \) satisfy the following properties:

(i) For any \( x \in \mathbb{G} \), \( k > 0 \) and \( r > 0 \), we have \( d_{x,kr}(\phi, \mathcal{M}) = d_{0,k}(r^{\Omega-1}T_{x,r}\phi, \mathcal{M}) \).

(ii) For any \( r > 0 \), the function \( x \mapsto d_{x,r}(\phi, \mathcal{M}) \) is continuous.

(iii) For any \( x, y \in \mathbb{G} \) and \( r > 0 \), we have \( (s/r)^\Omega \tilde{d}_{y,s}(\phi, \mathcal{M}) \leq \tilde{d}_{x,r}(\phi, \mathcal{M}) \).

(iv) For any \( x \in \mathbb{G} \) and any \( s \leq r \), we have \( (s/r)^\Omega d_{x,s}(\phi, \mathcal{M}) \leq d_{x,r}(\phi, \mathcal{M}) \).

Proof. It is immediate to see that \( f \) belongs to \( \text{Lip}^+_{\Omega}(B(0, k)) \) if and only if there is a \( g \in \text{Lip}^+_{\Omega}(B(0, 1)) \) such that \( f(z) = rg(\delta_{1/r}(x^{-1}z)) \). This implies that

\[
\frac{1}{kr^\Omega} \left( \int f \, d\phi - \Theta \int f \, d\mathcal{S}^{-1} \mathcal{L} \mathcal{V} \right) = \frac{1}{k^{\Omega}(r^{\Omega-1})} \left( \int g(\delta_{1/r}(x^{-1}z)) \, d\phi(z) - \Theta \int g(\delta_{1/r}(x^{-1}z)) \, d\mathcal{S}^{-1} \mathcal{L} \mathcal{V} \right) = \frac{1}{k^{\Omega}} \left( \int g(z) \, dT_{x,r}\phi(z) - \Theta \int g(z) \, d\mathcal{S}^{-1} \mathcal{L} \mathcal{V} \right),
\]

and this concludes the proof of (i). To show that the map \( x \mapsto d_{x,r}(\phi, \mathcal{M}) \) is continuous, we prove the following stronger fact. There exists a constant \( \tilde{C} \) depending only on \( \mathbb{G} \) such that for any \( x, y \in \mathbb{G} \) with \( d(x, y) < 1 \) we have

\[
|d_{x,r}(\phi, \mathcal{M}) - d_{y,r}(\phi, \mathcal{M})| \leq \tilde{C}(\mathbb{G}) \frac{2(r + 2)d(x, y)^{1/s}}{r^\Omega} \phi(B(x, r + d(x, y))).
\]

In order to prove (21), for any \( \epsilon > 0 \) we let \( \Theta^* > 0 \) and \( V^* \in \text{Gr}(\mathcal{L} - 1) \) be such that

\[
\left| \int f \, d\frac{T_{x,r}\phi}{r^\Omega} - \Theta^* \int f \, d\mathcal{S}^{-1} \mathcal{L} \mathcal{V}^* \right| \leq d_{y,r}(\phi, \mathcal{M}) + \epsilon, \quad \text{for any} \ f \in \text{Lip}^+_{\Omega}(B(0, 1)).
\]
Furthermore, by definition of $d_{y,r}$ we can find an $f^* \in \text{Lip}_1^+(B(0, 1))$ such that

$$d_{x,r} (\phi, \mathcal{M}) - \epsilon \leq \left| \int f^* \frac{T_{x,r} \phi}{r} dS^{Q-1} - \text{Harmonic Variation} \right|.$$

This choice of $f^*, \Theta^*$ and $V^*$ implies that

$$d_{x,r} (\phi, \mathcal{M}) - d_{y,r} (\phi, \mathcal{M})$$

$$\leq \left| \int f^* \frac{T_{x,r} \phi}{r} dS^{Q-1} - \text{Harmonic Variation} \right| - \left| \int f^* \frac{T_{y,r} \phi}{r} dS^{Q-1} - \text{Harmonic Variation} \right| + 2\epsilon$$

$$\leq \left| \int f^* \frac{T_{x,r} \phi}{r} - \int f^* \frac{T_{y,r} \phi}{r} \right| + 2\epsilon \leq r^{-(Q-1)} \int \left| f^* (\delta_{1/r} (x^{-1} w)) - f^* (\delta_{1/r} (y^{-1} w)) \right| d\phi (w) + 2\epsilon$$

$$\leq r^{-\Omega} \int_{B(x, r+\delta (x, y))} d(x^{-1} w, y^{-1} w) d\phi (x) + 2\epsilon$$

$$\leq r^{-\Omega} (d(x, y) + C(G) (d(x, y)^{1/s} (r + d (x, y))^{s-1/s} + d (x, y)^{s-1/s} (r + d (x, y))^{1/s})$$

$$\times \phi(B(x, r + d (x, y)))) + 2\epsilon,$$

where the last inequality comes from [Franchi and Serapioni 2016, Proposition 2.13] together with the constant $C(G)$. Interchanging $x$ and $y$, the bound (21) is proved thanks to the arbitrariness of $\epsilon$. Finally, statements (iii) and (iv) follow directly from the definitions. □

The following proposition allows us to rephrase the rather geometric condition on $\phi$, the flatness of the tangents, into a more malleable functional-analytic condition that is the $\phi$-almost everywhere convergence of the functions $x \mapsto d_{x,kr} (\phi, \mathcal{M})$ to 0. We omit the straightforward proof.

**Proposition 2.4.** Assume $\mu$ is a Radon measure on $\mathbb{G}$ such that $0 < \Theta^{Q-1} (\mu, x) < \infty$ for $\mu$-almost every $x \in \mathbb{G}$. Then the following are equivalent:

(i) $\lim_{r \to 0} d_{x,kr} (\mu, \mathcal{M}) = 0$ for $\mu$-almost every $x \in \mathbb{G}$ and any $k > 0$.

(ii) $\text{Tan}_{Q-1} (\mu, x) \subseteq \mathcal{M}$ for $\mu$-almost every $x \in \mathbb{G}$.

**Notation 2.5.** Throughout Section 2 we let $0 < \varepsilon_1 < \frac{1}{10}$ be a fixed constant. Proposition 1.30 yields two natural numbers $\vartheta, \gamma \in \mathbb{N}$, that from now on we consider fixed, such that $\phi(K \setminus E^0 (\vartheta, \gamma)) \leq \varepsilon_1 \phi(K)$. We can assume without loss of generality, again thanks to Proposition 1.30, that $\vartheta$ and $\gamma$ have the further property that for any $\mu \geq 4\vartheta$ there is a $n \in \mathbb{N}$ for which

$$\phi(K \setminus E^0_{\vartheta, \gamma} (\mu, \nu)) \leq \varepsilon_1 \phi(K).$$

For future convenience, we define $\eta := 1/\Omega$ and let

$$\delta_{\mathbb{G}} (\vartheta) := \min \left\{ \frac{1}{2^{4(Q+1)} \vartheta}, \frac{\eta^{Q+1} (1 - \eta)^{Q-1}}{(32 \vartheta)^{Q+1}} \right\}.$$

Eventually, if $d_{x,r} (\phi \circ E^0 (\vartheta, \gamma), \mathcal{M}) + d_{x,r} (\phi, \mathcal{M}) \leq \delta$ for some $0 < \delta \leq \delta_{\mathbb{G}} (\vartheta)$, we define $\Pi_\delta (x, r)$ to be the subset of planes $V \in \text{Gr}(\Omega - 1)$ for which there exists a $\Theta > 0$ such that

$$F_{x,r} (\phi \circ E^0 (\vartheta, \gamma), \Theta S^{Q-1} \lambda V) + F_{x,r} (\phi, \Theta S^{Q-1} \lambda V) \leq 2\delta r^{\Omega}.$$  

(22)
The following two propositions are the main results of this subsection. They are so relevant since they give a more geometric interpretation of the condition we call *flatness of the tangents* and in particular tell us that \( E^\phi(\vartheta, \gamma) \) is in essence a weakly linearly approximable set. For a discussion on how this will play a role in the proof of the main result of this work, we refer to the Introduction.

**Proposition 2.6.** Let \( x \in E^\phi(\vartheta, \gamma) \) be such that \( d_{x, r}(\phi, \mathcal{M}) \leq \delta \) for some \( \delta < \delta_G(\vartheta) \) and \( 0 < r < 1/\gamma \). Then, for every \( V \in \text{Gr}(\Omega - 1) \) for which there is a \( z \in \mathbb{G} \) and a \( \Theta > 0 \) such that \( F_{x,r}(\phi, \Theta \mathbb{S}^{\Omega - 1} \lor V) \leq 2\delta r^\Omega \), we have

\[
\sup_{w \in E^\phi(\vartheta, \gamma) \cap B(x, r/4)} \frac{\text{dist}(w, xV)}{r} \leq 2^{2+3/\Omega} \varphi^{1/\Omega} \delta^{1/\Omega} =: C_2(\vartheta) \delta^{1/\Omega}.
\]

**Proof.** Since \( g(w) := \min\{\text{dist}(w, B(x, r)^c), \text{dist}(w, zV)\} \) belongs to \( \text{Lip}^+(B(x, r)) \), we deduce that

\[
2\delta r^\Omega \geq \int g(w) d\phi(w) - \Theta \int g(w) d\mathbb{S}^{\Omega - 1} \lor V = \int g(w) d\phi(w) \geq \int_{B(x, r/2)} \min\{\frac{1}{2}r, \text{dist}(w, zV)\} d\phi(w).
\]

Suppose that \( y \) is a point in \( B(x, r/4) \cap E^\phi(\vartheta, \gamma) \) furthest from \( zV \), and let \( D = \text{dist}(y, zV) \). If \( D \geq \frac{1}{8} r \), this would imply that

\[
2\delta r^\Omega \geq \int_{B(x, r/2)} \min\{\frac{1}{2}r, \text{dist}(w, zV)\} d\phi(w)
\]

\[
\geq \int_{B(y, r/16)} \min\{\frac{1}{2}r, \text{dist}(w, zV)\} d\phi(w) \geq \frac{1}{16} r \phi(B(y, \frac{1}{16}r)) \geq \frac{r^\Omega}{\varphi 16^\Omega},
\]

which is not possible thanks to the choice of \( \delta \). This implies that \( D < \frac{1}{8} r \) and as a consequence, we have

\[
2\delta r^\Omega \geq \int_{B(x, r/2)} \min\{\frac{1}{2}r, \text{dist}(w, zV)\} d\phi(w)
\]

\[
\geq \int_{B(y, D/2)} \min\{12r, \text{dist}(w, zV)\} d\phi(w) \geq \frac{1}{2} D \phi(B(y, \frac{1}{2}D)) \geq \varphi^{-1}(\frac{1}{2}D)^\Omega,
\]

where the second inequality comes from the fact that \( B(y, \frac{1}{2}D) \subseteq B(x, \frac{1}{8} r) \). This implies, thanks to (23), that

\[
\sup_{w \in E^\phi(\vartheta, \gamma) \cap B(x, r/4)} \frac{\text{dist}(w, zV)}{r} \leq \frac{D}{r} \leq 2^{1+3/\Omega} \varphi^{1/\Omega} \delta^{1/\Omega} = \frac{1}{2} C_2(\vartheta) \delta^{1/\Omega}.
\]

Furthermore, since \( x \in E^\phi(\vartheta, \gamma) \), we also infer that \( \text{dist}(x, zV)/r \leq \frac{1}{2} C_2(\vartheta) \delta^{1/\Omega} \). Therefore, thanks to Proposition 1.17, we conclude that

\[
\sup_{w \in E^\phi(\vartheta, \gamma) \cap B(x, r/4)} \frac{\text{dist}(w, xV)}{r} \leq \sup_{w \in E^\phi(\vartheta, \gamma) \cap B(x, r/4)} \frac{\text{dist}(w, zV) + \text{dist}(xV, zV)}{r} \leq C_2(\vartheta) \delta^{1/\Omega}. \quad \square
\]

**Proposition 2.7.** Let \( x \in E^\phi(\vartheta, \gamma) \) and \( 0 < r < 1/\gamma \) be such that for some \( 0 < \delta < \delta_G(\vartheta) \) we have

\[
dx{r}(\phi, \mathcal{M}) + d_x(r, \phi, E^\phi(\vartheta, \gamma), \mathcal{M}) \leq \delta.
\]

Then for any \( V \in \Pi_{\delta}(x, r) \) and any \( w \in B(x, \frac{1}{2} r) \cap xV \) we have \( E^\phi(\vartheta, \gamma) \cap B(w, \delta^{1/(\Omega+1)} r) \neq \emptyset \).
Proof. By the definition of $\Pi_\delta(x, r)$ (see Notation 2.5), for any $V \in \Pi_\delta(x, r)$, where here we choose $\delta := 2 - \Omega^{1-\delta} \varepsilon_2$, there exists a $\Theta > 0$ such that
\[
\frac{F_{x,r}(\phi, \Theta S^{\Omega-1} \chi V) + F_{x,r}(\phi \cdot E^\phi(\vartheta, \gamma), \Theta S^{\Omega-1} \chi V)}{r^\Omega} \leq 2 \delta.
\] (25)
Therefore, defining $g(x) := \min\{\text{dist}(x, B(0, 1)^e), \eta\}$, we infer that
\[
\vartheta^{-1}(1 - \eta)^{-1} \eta^{\Omega} - \Theta \eta r^\Omega \leq \eta r \phi (B(x, (1 - \eta)r)) - \eta r \Theta S^{\Omega-1} \chi V (B(x, r)) \leq \int r g(\delta_{1/r}(x^{-1} z)) d \phi (z) - \Theta \int r g(\delta_{1/r}(x^{-1} z)) d S^{\Omega-1} \chi V \leq 2 r^\Omega,
\]
where the last inequality above comes from (25) and the fact that $r g(\delta_{1/r}(x^{-1} \cdot)) \in \text{Lip}^+_1(B(x, r))$. Simplifying and rearranging the above chain of inequalities we infer that
\[
\Theta \geq \vartheta^{-1}(1 - \eta)^{-1} - 2 \delta / \eta \geq (2 \vartheta)^{-1}(1 - \eta)^{-1} = (2 \vartheta)^{-1}(1 - 1/\Omega)^{-1},
\]
where the first inequality comes from the choice of $\delta$ and the last equality from that of $\eta = 1/\Omega$; see Notation 2.5. Since the function $\Omega \mapsto (1 - 1/\Omega)^{-1} \Omega$ is decreasing and $\lim_{\Omega \to \infty} (1 - 1/\Omega)^{-1} = 1/e$, we infer that $\Theta \geq \frac{1}{2} \vartheta e$. Suppose that $\delta^{1/(\Omega+1)} < \lambda < 1/2$ and assume that we can find a $w \in x V \cap B(x, \frac{1}{2} r)$ such that $\phi(B(w, \lambda r) \cap E^\phi(\vartheta, \gamma)) = 0$. This would imply that
\[
\Theta \eta (1 - \eta)^{-1} \lambda r^\Omega
= \Theta \eta \lambda r S^{\Omega-1} \chi V (B(w, (1 - \eta) \lambda r)) \leq \Theta \int \lambda r g(\delta_{1/r}(w^{-1} z)) d S^{\Omega-1} \chi V (z) = \Theta \int \lambda r g(\delta_{1/r}(w^{-1} z)) d S^{\Omega-1} \chi V (z) - \int \lambda r g(\delta_{1/r}(w^{-1} z)) d \phi \cdot E^\phi(\vartheta, \gamma)(z) \leq 2 r^\Omega,
\] (26)
where the inequality on the middle line is a consequence of the fact that, thanks to the precise choice of $g$, we have $g = \eta$ on $B(0, 1 - \eta)$, whereas the last inequality comes from the choice of $\Theta$, $V$, the fact that $\lambda r g(\delta_{1/r}(w^{-1} \cdot)) \in \text{Lip}^+_1(B(x, r))$ and the constraint on $\phi \cdot E^\phi(\vartheta, \gamma)$ given by (25). Thanks to (26), the choice of $\lambda$ and the fact that $\frac{1}{4} e \vartheta < \Theta$, we have that
\[
\frac{\delta^{\Omega/(\Omega+1)}}{4 e \vartheta} \eta (1 - \eta)^{-1} \lambda^\Omega \eta (1 - \eta)^{-1} \leq 2 \delta.
\]
However, a few algebraic computations that we omit show that the above inequality chain is in contradiction with the choice of $\delta < \delta_0(\vartheta)$. \[\Box\]

2B. Construction of cones complementing $\text{supp}(\phi)$ in case it has big projections on planes. This subsection is devoted to the proof of Proposition 2.11, which tells us that if the measure $\phi$ is well approximated inside a ball $B(x, r)$ by some plane $V$ and if there exists some other plane $W$ on which the $S^{\Omega-1}$-measure of the projection $P_W(\text{supp}(\phi) \cap B(x, r))$ is comparable with $r^{\Omega-1}$, then at scales comparable with $r$ the set $\text{supp}(\phi) \cap B(x, r)$ is a $W$-intrinsic Lipschitz surface. In other words, we can
find an $\alpha > 0$ such that

$$y \in zC_{W}(\alpha) \quad \text{whenever} \quad y, z \in B(x, r) \cap \text{supp}(\phi) \quad \text{and} \quad d(z, y) \gtrsim r.$$ 

Before proceeding with the statement and the proof of Proposition 2.11, we fix some notation that will be extensively used throughout the rest of the paper.

**Notation 2.8.** Throughout this paragraph we assume that $\psi$ is a Radon measure on $\mathbb{G}$ supported on a compact set $K$ such that $0 < \Theta_{\ast}^{\Omega-1}(\psi, x) \leq \Theta^{\Omega-1} \ast (\psi, x) < \infty$ for $\psi$-almost every $x \in \mathbb{G}$ and that $\sigma \in \mathbb{N}$ is a fixed positive natural number. First of all, let us define the following two numbers:

$$\zeta(\sigma) := 2^{-50\Omega} \sigma^{-2} \quad \text{and} \quad N(\sigma) := \lfloor -4 \log(\zeta(\sigma)) \rfloor + 40(\Omega + 1).$$

Secondly, we let

$$C_{3}(\sigma) := 2^{20}\eta_{1} - 1)C_{2}(\sigma)^{2}, \quad C_{4}(\sigma) := 2^{24\Omega} \sigma,$$

$$C_{5}(\sigma) := C_{4}(\sigma)(32\zeta(\sigma)^{-2})\Omega^{-1}, \quad C_{6}(\sigma) := 2^{24\log C_{4}(\sigma)/(\Omega-1)+N(\sigma)+6\zeta(\sigma)^{-2}}.$$

Finally, we introduce six further new constants that depend only on $\sigma$. Although we could avoid giving an explicit expression for such constants, we choose nonetheless to make them explicit for the following reasons: First of all, having their values helps keep their interactions in proofs under control, getting more precise statements. Secondly, fixing these constants once and for all, we avoid the practice of choosing them large enough when necessary. In doing so we hope to help the reader not to get distracted with the problem of whether these choices were legitimate or not.

For the sake of readability, we choose not to make the dependence on $\sigma$ of the numbers $N, \zeta$ and the constants $C_{1}, \ldots, C_{6}$ explicit in the following. In addition, in the forthcoming definitions, we choose to suppress any dependence on $\sigma$ in the right-hand side of the expression. We let:

(i) $A_{0}(\sigma) := 2\max\left\{ \log(C_{6}), C_{6} \cdot \left[ \frac{2\log_{2} C_{4}}{N(\Omega - 1)} \right] + 1, \frac{7\log 2 - 2\log \zeta}{N \log 2 - 2} \right\};$

(ii) $k(\sigma) := 80^{N+8}\zeta^{-2}A_{0}^{4}(1 + e^{8NA_{0}^{2}})$ and $0 < R < 2^{-(N+11)}\zeta^{2}k$;

(iii) $\varepsilon_{i}(\sigma) := \min\left\{ 2^{-20}, \frac{2^{2\Omega-n-18}\beta}{(A_{0}k)^{\Omega-1}C_{5}^{2}} \prod_{j=2}^{s} \epsilon_{j}^{n_{j}} \right\}$,

where $\beta$ is the constant introduced in Proposition 1.8, the $n_{i}$ are the topological dimensions of the $i$-th layer, $V_{i}$, of the Lie algebra $g$ and the $\epsilon_{j}$ are the structure constants used to construct the metric; see Definition 1.4:

(iv) $\varepsilon_{2}(\sigma) := \min\left\{ \frac{\delta_{G}}{4}, \frac{\varepsilon_{G}}{(2^{20}C_{3}^{2}C_{5}^{2}A_{0}k)(1 + 36kR^{-1})}, \frac{k - 20}{20C_{2}k}, \frac{1}{2A_{0}^{2}C_{3} + 2A_{0}kC_{2}C_{4}e^{8NA_{0}^{2}}} \right\}^{\Omega+1};$

with $\delta_{G} = \delta_{G}(\sigma)$ and $C_{2} = C_{2}(\sigma)$;

(v) $\varepsilon_{3}(\sigma) := \frac{1}{2^{2\Omega}C_{4}^{2}C_{5}^{2}(A_{0}C_{6})^{\Omega-1}}.$
Since in the rest of Section 2 we make extensive use of the dyadic cubes whose existence is stated in Appendix A, we recall here some of the notation. For any $\xi, \tau \in \mathbb{N}$ for which $\psi(E^\psi(\vartheta, \gamma)) > 0$, we denote by $\Delta^\psi(\xi, \tau)$ the family of dyadic cubes relative to $\psi$ and to the parameters $\xi$ and $\tau$ yielded by Theorem A.2. Furthermore, for any compact subset $\kappa$ of $E^\psi(\xi, \tau)$ and $l \in \mathbb{N}$ we let

$$
\Delta^\psi(\kappa; \xi, \tau, l) := \{Q \in \Delta^\psi(\xi, \tau) : Q \cap \kappa \neq \emptyset \text{ and } Q \in \Delta^\psi_j(\xi, \tau) \text{ for some } j \geq l\},
$$

where $\Delta^\psi_j(\xi, \tau)$ is the $j$-th layer of cubes; see Theorem A.2. Finally, for any $Q \in \Delta^\psi(\xi, \tau; \xi, \tau, 1)$, we define

$$
\alpha(Q) := \tilde{d}_c(Q), 2k \dim Q(\psi, \mathcal{M}) + \tilde{d}_c(Q), 2k \dim Q(\psi \cup E^\psi(\xi, \tau), \mathcal{M}),
$$

where $c(Q) \in Q$ is the center of the cube $Q$; see Theorem A.2 (v).

Eventually, we recall for the reader’s sake some standard nomenclature on dyadic cubes: for any pair of dyadic cubes $Q_1, Q_2 \in \Delta^\psi(\xi, \tau),$

(i) if $Q_1 \subseteq Q_2$, then $Q_2$ is said to be an ancestor of $Q_1$ and $Q_1$ a subcube of $Q_2$,

(ii) if $Q_2$ is the smallest cube for which $Q_1 \subseteq Q_2$, then $Q_2$ is said to be the parent of $Q_1$ and $Q_1$ the child of $Q_2$.

**Notation 2.9.** If not otherwise stated, in order to simplify notation throughout Section 2 we will always denote by $\Delta := \Delta^\phi(\vartheta, \gamma)$ the family of dyadic cubes constructed in Theorem A.2 relative to the measure $\phi$, which was fixed at the beginning of this Section, and to the parameters $\vartheta$ and $\gamma$, fixed in Notation 2.5. Furthermore, we let

$$
E(\vartheta, \gamma) := E^\phi(\vartheta, \gamma), \quad \mathcal{E}(\mu, v) := \mathcal{E}_\phi^{\vartheta, \gamma}(\mu, v) \quad \text{and} \quad \Delta(\kappa, l) := \Delta^\phi(\kappa; \vartheta, \gamma, l).
$$

Finally, if the dependence on $\sigma$ of the constants introduced above is not specified, we will always assume that $\sigma = \vartheta$, where once again $\vartheta$ is the one natural number fixed in Notation 2.5.

**Remark 2.10.** For any compact subset $\kappa$ of $E(\vartheta, \gamma)$, we let $\mathcal{M}(\kappa, l)$ be the set of maximal cubes of $\Delta(\kappa, l)$ ordered by inclusion. The elements of $\mathcal{M}(\kappa, l)$ are pairwise disjoint and enjoy the following properties:

(i) For any $Q \in \Delta(\kappa, l)$ there is a cube $Q_0 \in \mathcal{M}(\kappa, l)$ such that $Q \subseteq Q_0$.

(ii) If $Q_0 \in \mathcal{M}(\kappa, l)$ and there exists some $Q' \in \Delta(\kappa, l)$ for which $Q_0 \subseteq Q'$, then $Q_0 = Q'$.

The proof of the following proposition is inspired by the argument employed in proving [David and Semmes 1993b, Lemma 2.19] and its counterpart in the first Heisenberg group $\mathbb{H}^1$ [Chousionis et al. 2019, Lemma 3.8].

**Proposition 2.11.** Let $i \in \mathbb{N}$ be such that $i > N^{-1}(5 + \log_2(4k))$, and suppose that $Q$ is a cube in $\Delta(E(\vartheta, \gamma), i)$ satisfying the two following conditions:

(i) $\tilde{d}_c(Q), 4k \dim Q(\phi, E(\vartheta, \gamma), \mathcal{M}) + \tilde{d}_c(Q), 4k \dim Q(\phi, \mathcal{M}) \leq \varepsilon_2$.

(ii) There exists a plane $W \in \text{Gr}(\Omega - 1)$ such that

$$
\frac{\dim Q^{\Omega - 1}}{4C^2_5A_0^{\Omega - 1}} \leq S^{\Omega - 1}W(P_W[c(Q)^{-1}(Q \cap E(\vartheta, \gamma))]).
$$

(27)
Let \( x \in E(\vartheta, \gamma) \cap Q \) and \( y \in B(x, \frac{1}{8}(k - 1) \text{diam } Q) \cap E(\vartheta, \gamma) \) be two points for which

\[
R \text{ diam } Q \leq d(x, y) \leq 2^{N+6} \xi^{-2} R \text{ diam } Q.
\] (28)

Then, for any \( \alpha > (\xi^2 \varepsilon_G / (6 \cdot 2^{8+N} R^{-1} k))^{-1} =: \alpha_0 \), we have \( y \in x C_W(\alpha) \).

**Remark 2.12.** Thanks to the definition of \( R \) and \( k \), we have

\[
2^{(N+6)} \xi^{-2} R \leq 2^{(N+6)} \xi^{-2} \cdot 2^{-(N+11)} \xi^{-2} k = \frac{1}{32} k < \frac{1}{8}(k - 1).
\]

This implies that \( B(x, 2^{N+6} \xi^{-2} R \text{ diam } Q) \subseteq B(x, \frac{1}{8}(k - 1) \text{ diam } Q) \), and thus the requested inequality \( d(x, y) \geq R \text{ diam } Q \) is compatible with the fact that \( y \) is chosen in \( B(x, \frac{1}{8}(k - 1) \text{ diam } Q) \).

**Proof of Proposition 2.11.** Suppose by contradiction there are two points \( x, y \in E(\vartheta, \gamma) \) satisfying the hypothesis of the proposition such that \( y \not\in x C_W(\alpha) \) for some \( \alpha > \alpha_0 \). This implies, since the cone \( C_W(\alpha) \) is closed by definition, that we have \( \pi_1(x^{-1} y) \neq 0 \). Furthermore, Proposition 1.14 along with (28) yields

\[
diam Q \leq R^{-1} d(x, y) \leq R^{-1} \Lambda(\alpha) |\pi_1(x^{-1} y)| \leq R^{-1} \Lambda(1) |\pi_1(x^{-1} y)| = 2R^{-1} |\pi_1(x^{-1} y)|,
\] (29)

where the last inequality comes from the fact that \( \Lambda \) (the function yielded by Proposition 1.14) is decreasing and from the last identity from the very definition of the function \( \Lambda \). Let \( \rho := \text{diam}(Q) \) and note that Proposition 2.3 (iii) and the fact that \( B(x, 4(k - 1) \rho) \subseteq B(c(Q), 4k \rho) \) imply that

\[
\tilde{d}_{x,4(k-1)\rho}(\phi, M) + \tilde{d}_{x,4(k-1)\rho}(\phi \cup E(\vartheta, \gamma), M) \leq \left( \frac{k}{(k - 1)} \right)^2 \tilde{d}_{c(Q),4k\rho}(\phi, M) + \tilde{d}_{c(Q),4k\rho}(\phi \cup E(\vartheta, \gamma), M) \leq 2^{\Omega} \varepsilon_2.
\]

In addition, we also have that \( 4(k - 1) \rho < 1/\gamma \); indeed,

\[
4(k - 1) \rho = 4(k - 1) \text{ diam}(Q) \leq 4(k - 1) \cdot 2^{-N_i+5} / \gamma < 1/\gamma,
\]

where the first inequality above comes from Theorem A.2 and the last one from the choice of \( \iota \).

Therefore, thanks to Proposition 2.6 and the fact that \( 2^{\Omega} \varepsilon_2 \leq \delta_G(\vartheta) \), we infer that there exists a plane \( V \in \text{Gr}(\Omega - 1) \), that we consider fixed throughout the proof, such that

\[
\sup_{w \in E(\vartheta, \gamma) \cap B(x, (k - 1) \rho)} \frac{\text{dist}(w, x V)}{4(k - 1) \rho} \leq 2C_2 \varepsilon_2^{1/\Omega}.
\] (30)

Since \( y \in E(\vartheta, \gamma) \cap B(x, (k - 1) \rho) \), we deduce from (30) that

\[
\text{dist}(y, x V) \leq 8(k - 1)C_2 \varepsilon_2^{1/\Omega} \rho.
\] (31)

In this paragraph we prove that if there exists a point \( v \in V \) such that \( v_1 \neq 0 \) and \( |\pi_1(P_w v)| \leq \theta |v_1| \) for some \( 0 < \theta < 1 \), then

\[
||\langle n(V), n(W) \rangle| \leq \theta/\sqrt{1 - \theta^2}.
\] (32)

We note that the assumptions on \( v_1 \) imply that

\[
|v_1|^2 - \langle n(W), v_1 \rangle^2 = |v_1 - \langle n(W), v_1 \rangle n(W)|^2 = |\pi_M v_1|^2 = |\pi_1(P_w v)|^2 \leq \theta^2 |v_1|^2,
\] (33)
where \( \pi_w \) is the projection in \( V_1 \) onto \( W \cap V_1 \) that was defined in Proposition 1.11. By means of a few omitted algebraic manipulations of (33), we conclude that \( \sqrt{1 - \theta^2}|v_1| \leq |\langle n(W), v_1 \rangle| \). Finally, since \( \langle n(V), v_1 \rangle = 0 \), thanks to (33) and the Cauchy–Schwartz inequality, we have

\[
\theta|v_1| \geq |\langle \pi_w v_1, n(V) \rangle| = |\langle v_1 - \langle n(W), v_1 \rangle n(W), n(V) \rangle| \\
= |\langle n(W), v_1 \rangle (n(V), n(W))| \geq \sqrt{1 - \theta^2}|v_1||\langle n(V), n(W) \rangle|. 
\]  

(34)

It is immediate to see that (34) is equivalent to (32), proving the claim.

Given \( x, y \in E(\theta, \gamma) \) and \( V, W \in \text{Gr}(Q - 1) \) as above, in this paragraph using the counterassumption \( x^{-1}y \not\in C_W(\alpha) \) we construct a \( v \in V \) with \( v_1 \neq 0 \) that satisfies the bound \( |\pi_1(P_W v)| \leq \theta|v_1| \) for a suitably small \( \theta \). Since \( y \not\in xC_W(\alpha) \), thanks to Proposition 1.11 we have

\[
|\pi_1(P_W(x^{-1}y))| \leq \|P_W(x^{-1}y)\| < \alpha^{-1}\|P_n(W)(x^{-1}y)\| = \alpha^{-1}|\langle n(W), \pi_1(x^{-1}y) \rangle| \leq \alpha^{-1}|\pi_1(x^{-1}y)|. 
\]

Defined \( v \) to be the point of \( V \) for which \( d(y, xv) = \text{dist}(y, xv) \), thanks to (31) and the fact that \( y \in B(x, \frac{1}{8}(k - 1)\rho) \) we have

\[
\|v\| \leq d(xv, y) + d(y, x) \leq \text{dist}(y, xv) + \frac{1}{8}((k - 1)\rho) \leq (8C_2\varepsilon_2^{1/\Omega} + \frac{1}{8})k\rho < (k - 1)\rho,
\]

where the last inequality comes from the choice of \( \varepsilon_2 \). Furthermore, thanks to (29) and (31) we have

\[
\frac{1}{4}R\rho \leq (\frac{1}{2}R - 8C_2k\varepsilon_2^{1/\Omega})\rho \leq |\pi_1(x^{-1}y) - d(y, xv)| \leq |\pi_1(x^{-1}y) - |\pi_1(y^{-1}xv)| \\
\leq |\pi_1(x^{-1}y) - \pi_1(y^{-1}xv)| = |v_1|,
\]

(35)

and where the first inequality above, comes from the choice of \( \varepsilon_2 \). Let us prove that \( v \) satisfies the inequality

\[
|\pi_1(P_W v)| \leq 4R^{-1}k(16C_2\varepsilon_2^{1/\Omega} + 2^{6+N}\xi^{-2}\alpha^{-1})|v_1|.
\]

(36)

Since \( x^{-1}y \not\in C_W(\alpha) \), thanks to Proposition 1.11 we have

\[
|\pi_1(P_W(v))| \leq |\pi_1(P_W(v)) - \pi_1(P_W(x^{-1}y))| + |\pi_1(P_W(x^{-1}y))| \\
\leq |\pi_1(P_W(y^{-1}xv))| + \|P_W(x^{-1}y)\| \leq |\pi_1(P_W(y^{-1}xv))| + \alpha^{-1}\|P_n(W)(x^{-1}y)\| \\
\leq \|P_W(y^{-1}xv)\| + \alpha^{-1}|\pi_1(x^{-1}y)| \leq \|P_W(y^{-1}xv)\| + 2^{6+N}\xi^{-2}R\alpha^{-1}\rho,
\]

(37)

where the last inequality of the last line above comes from (28). Proposition 1.15 together with (31), (35) and (37) implies that

\[
|\pi_1(P_W(v))| \leq \|P_W(y^{-1}xv)\| + 2^{6+N}\xi^{-2}R\alpha^{-1}\rho \leq 2\|y^{-1}xv\| + 2^{6+N}\xi^{-2}R\alpha^{-1}\rho \\
= 2\text{dist}(y, xv) + 2^{6+N}\xi^{-2}R\alpha^{-1}\rho \overset{(31)}{\leq} (16C_2(k - 1)\varepsilon_2^{1/\Omega} + 2^{6+N}\xi^{-2}R\alpha^{-1})\rho \\
\overset{(35)}{\leq} 4R^{-1}k(16C_2\varepsilon_2^{1/\Omega} + 2^{6+N}\xi^{-2}\alpha^{-1})|v_1| =: \theta(\alpha, \varepsilon_2)|v_1|.
\]

(38)

Thanks to the choice of the constants \( \alpha_0, \varepsilon_2, R \) and \( k \) together with some elementary algebraic computations that we omit, it is possible to prove that \( \sqrt{1 - \theta(\alpha, \varepsilon_2)^2} \geq \frac{1}{2} \). Since \( |\pi_1(P_W(v))| \leq \theta(\alpha, \varepsilon_2)|\pi_1(v)| \), we
deduce thanks to (32) that
\[ |\langle n(V), n(W) \rangle| \leq \frac{\theta(\alpha, \varepsilon_2)}{\sqrt{1 - \theta(\alpha, \varepsilon_2)^2}} \leq 2\theta(\alpha, \varepsilon_2). \quad (39) \]

Let us take a step back and let us examine what we have shown so far. Starting from the absurd hypothesis \( y^{-1}x \in C_W(\alpha) \) we have shown that there is a nonnull \( v \in V \) with \( |\pi_1(P_W v)| \leq \theta(\alpha, \varepsilon_2)|v| \). This can be alternatively read as the fact that the normals \( n(V) \) and \( n(W) \) of \( V \) and \( W \) respectively are almost orthogonal. However, one should expect this orthogonality to be incompatible with (27).

Let us prove that (39) is in contradiction with (27). Choose some \( z \in B(x, \frac{1}{8}(k-1)\rho) \cap E(\vartheta, \gamma) \) and note that
\[ |\langle n(V), \pi_1(P_W(x^{-1}z)) \rangle| = |\langle n(V), \pi_{\mathbb{R}}(z_1 - x_1) \rangle| \leq |\langle n(V), z_1 - x_1 \rangle| + |\langle n(V), \pi_n(W)(z_1 - x_1) \rangle| \leq |\langle n(V), z_1 - x_1 \rangle| + |\langle n(V), n(W) \rangle||z_1 - x_1, n(W)| \leq \|P_{\mathbb{R}(V)}(x^{-1}z)\| + d(x, z)|\langle n(V), n(W) \rangle| = \text{dist}(z, x V) + d(x, z)|\langle n(V), n(W) \rangle|, \quad (40) \]

where the last identity comes from Proposition 1.15. Inequalities (30), (39), (40) and the choice of \( z \) imply that
\[ |\langle n(V), \pi_1(P_W(x^{-1}z)) \rangle| \leq \text{dist}(z, x V) + d(x, z)|\langle n(V), n(W) \rangle| \leq 8C_2k\varepsilon_2^{1/\Omega} \rho + 2\theta(\alpha, \varepsilon_2)d(x, z) \leq 8C_2k\varepsilon_2^{1/\Omega} \rho + 2\theta(\alpha, \varepsilon_2)k\rho. \quad (41) \]

Furthermore, defining \( n := \pi_{\mathbb{R}}(n(V)) \), it is immediate to see from (39) that \( |n - n(V)| \leq 2\theta(\alpha, \varepsilon_2) \), which yields thanks to the triangular inequality and Proposition 1.15 the bound
\[ |\langle n, \pi_1(P_W(x^{-1}z)) \rangle| \leq |\langle n(V), \pi_1(P_W(x^{-1}z)) \rangle| + |n - n(V)||\pi_1(P_W(x^{-1}z))| \leq |\langle n(V), \pi_1(P_W(x^{-1}z)) \rangle| + |n - n(V)||P_W(x^{-1}z)| \leq (8C_2k\varepsilon_2^{1/\Omega} \rho + 2\theta(\alpha, \varepsilon_2)k\rho) + 4\theta(\alpha, \varepsilon_2)k\rho \leq 8(C_2\varepsilon_2^{1/\Omega} + 3\theta(\alpha, \varepsilon_2))k\rho. \quad (42) \]

For the sake of notation, we introduce the set
\[ S := \{ w \in W : |\langle n, w_1 \rangle| \leq 8(C_2\varepsilon_2^{1/\Omega} + 3\theta(\alpha, \varepsilon_2))k\rho \}. \]

The bound (42) implies that the projection of \( x^{-1}E(\vartheta, \gamma) \cap B(0, \frac{1}{8}(k-1)\rho) \) on \( W \) is contained in \( S \), which is a very narrow strip around \( V \cap W \) inside \( W \). Furthermore, we recall that from Proposition 1.15 we have
\[ P_W(B(0, \frac{1}{8}(k-1)\rho)) \subseteq B(0, 2 \cdot \frac{1}{8}(k-1)\rho). \quad (43) \]

Finally, putting together (42) and (43), we deduce that
\[ P_W(x^{-1}E(\vartheta, \gamma) \cap B(0, \frac{1}{8}(k-1)\rho)) \subseteq P_W(x^{-1}E(\vartheta, \gamma)) \cap P_W(B(0, \frac{1}{8}(k-1)\rho)) \subseteq S \cap B(0, \frac{1}{4}(k-1)\rho). \quad (44) \]
Completing \( \{n(W), n\} \) to an orthonormal basis \( \mathcal{E} := \{n(W), n/|n|, e_3, \ldots, e_n\} \) of \( \mathbb{R}^n \) satisfying (9), thanks to Remark 1.5 we have
\[
S \cap B(0, 2 \cdot \frac{1}{8}(k-1)\rho) \subseteq S \cap \text{Box}_{\mathcal{E}}(0, \frac{1}{4}k\rho).
\] (45)

The above inclusion together with Tonelli’s theorem yields
\[
\mathcal{H}^{n-1}_{\text{eu}}\left( P_W(x^{-1}E(\vartheta, \gamma) \cap B(0, \frac{1}{8}(k-1)\rho)) \right)
= \beta^{-1} \mathcal{H}^{n-1}_{\text{eu}}\left( S \cap B(0, \frac{1}{4}k\rho) \right)
\leq \beta^{-1} 2^{n-2\Omega+8} \prod_{i=2}^{s} \epsilon_i^{-n_i} \left( C_2 \epsilon_2^{1/\Omega} + 3\theta(\alpha, \epsilon_2) \right) (k\rho)^{\Omega-1}.
\] (46)

The inclusion (44), the bound (46), Proposition 1.8 and the definition of \( A_0 \) finally imply that
\[
S^{Q-1}_{\text{eu}}\left( P_W(x^{-1}E(\vartheta, \gamma) \cap B(0, \frac{1}{8}(k-1)\rho)) \right)
\leq S^{Q-1}_{\text{eu}}\left( S \cap B(0, \frac{1}{4}k\rho) \right)
\leq \beta^{-1} 2^{n-2\Omega+8} \prod_{i=2}^{s} \epsilon_i^{-n_i} \left( C_2 \epsilon_2^{1/\Omega} + 3\theta(\alpha, \epsilon_2) \right) (k\rho)^{\Omega-1}.
\] (47)

where \( \beta \) is the constant introduced in Proposition 1.8 and where the last identity comes from the definitions of \( \epsilon_G \) and \( A_0 \); see Notation 2.8. Furthermore, since \( S^{Q-1}_{\text{eu}}\left( P_W(p \ast E) \right) = S^{Q-1}_{\text{eu}}\left( P_W(E) \right) \) for any measurable set \( E \) in \( G \), see for instance the proof in [Franchi and Serapioni 2016, Proposition 2.2], we deduce that
\[
S^{Q-1}_{\text{eu}}\left( P_W(x^{-1}E(\vartheta, \gamma) \cap B(0, \frac{1}{8}(k-1)\rho)) \right)
= S^{Q-1}_{\text{eu}}\left( P_W(c(Q)^{-1}E(\vartheta, \gamma) \cap B(0, \frac{1}{8}(k-1)\rho)) \right).
\]

Thanks to the choice of \( k \) and the fact that \( x \in Q \), we infer that \( B(0, \rho) \subseteq B(c(Q)^{-1}x, \frac{1}{8}(k-1)\rho) \).

Together with (27), this allows us to deduce that
\[
S^{Q-1}_{\text{eu}}\left( P_W(x^{-1}E(\vartheta, \gamma) \cap B(0, \frac{1}{8}(k-1)\rho)) \right)
\geq S^{Q-1}_{\text{eu}}\left( P_W(c(Q)^{-1}E(\vartheta, \gamma) \cap B(0, \rho)) \right)
\geq S^{Q-1}_{\text{eu}}\left( P_W(c(Q)^{-1}(E(\vartheta, \gamma) \cap B(0, \rho))) \right)
\geq \frac{\rho^{\Omega-1}}{4C_5^2 A_0^{\Omega-1}}.
\] (48)

Putting together (47) and (48) we conclude that
\[
2^8 \epsilon_2 \leq \left( C_2 \epsilon_2^{1/\Omega} + 3\theta(\alpha, \epsilon_2) \right) = C_2 \epsilon_2^{1/\Omega} + 12 R^{-1} k (2C_2 \epsilon_2^{1/\Omega} + 2^{6+N} \zeta^{-2} \alpha^{-1}).
\]

The choice of \( \epsilon_2 \) and \( \alpha \) imply, with some algebraic computations that we omit, that the above inequality is false, showing that the assumption \( y \notin xC_W(\alpha) \) is false. We have reached a contradiction, proving the proposition. □
2C. Flat tangents imply big projections. We recall that the measure \( \phi \) is supposed to be supported on a compact set \( K \) and that for \( \phi \)-almost every \( x \in \mathbb{G} \) we assume that
\[
0 < \Theta_{\ast}^{\Omega-1}(\phi, x) \leq \Theta^{\Omega-1, \ast}(\phi, x) < \infty \quad \text{and} \quad \text{Tan}_{\Omega-1}(\phi, x) \subseteq \mathfrak{M}.
\]
This subsection is devoted to the proof of the following result, which asserts that hypothesis (ii) of Proposition 2.11 is satisfied by the measure \( \phi \mid E(\vartheta, \gamma) \).

**Theorem 2.13.** There exists a compact subset \( C \) of \( E(\vartheta, \gamma) \) having big measure inside \( E(\vartheta, \gamma) \) such that for any cube \( Q \) of sufficiently small diameter for which \( (1 - \varepsilon_3) \phi(Q) \leq \phi(Q \cap C) \), there exists a plane \( \Pi(Q) \in \text{Gr}(\Omega - 1) \) such that
\[
S^{\Omega-1}(P_{\Pi(Q)}(Q \cap C)) \geq \frac{\text{diam } Q^{\Omega-1}}{2A^{\Omega-1}_0}.
\]

The compact set \( C \) will be constructed in Proposition 2.14 while the scale below which the thesis of Theorem 2.13 is known to hold will be determined in Lemma 2.16 together with the plane \( \Pi(Q) \). The reader can find the precise statement of the above result in Theorem 2.28.

In the following it will be useful to reduce to a compact subset \( C \) of \( E(\vartheta, \gamma) \) where the distance of \( \phi \) from planes is uniformly small below a fixed scale.

**Proposition 2.14.** For any \( \mu \geq 4\vartheta \), there exists a \( \nu \in \mathbb{N} \), a compact subset \( C \) of \( \mathcal{E}(\mu, \nu) \) and an \( \iota_0 \in \mathbb{N} \) such that
\[
\begin{align*}
(i) & \quad \phi(K \setminus C) \leq 2\varepsilon_1 \phi(K), \\
(ii) & \quad d_{x, 4kr}(\phi, \mathfrak{M}) + d_{x, 4kr}(\phi \mid E(\vartheta, \gamma), \mathfrak{M}) \leq 2^{-\Omega - \Omega} \varepsilon_2 \text{ for any } x \in C \text{ and any } 0 < r \leq 2^{-\iota_0 N + 5}/\gamma.
\end{align*}
\]

**Proof.** Since by assumption \( \text{Tan}_{\Omega-1}(\phi, x) \subseteq \mathfrak{M} \) for \( \phi \)-almost every \( x \in \mathbb{G} \), thanks to Proposition 2.4 we infer that the functions \( f_r(x) := d_{x, 4kr}(\phi, \mathfrak{M}) \) converge \( \phi \)-almost everywhere to 0 on \( K \) as \( r \) goes to 0. Thanks to Proposition 1.27, the same line of reasoning implies also that \( f^{{\vartheta, \gamma}}_r(x) := d_{x, 4kr}(\phi \mid E(\vartheta, \gamma), \mathfrak{M}) \) converges \( \phi \)-almost everywhere to 0 on \( E(\vartheta, \gamma) \). Proposition 2.3 and Severini–Egoroff’s theorem yield a compact subset \( C \) of \( \mathcal{E}(\mu, \nu) \) such that \( \phi(E(\vartheta, \gamma) \setminus C) \leq \varepsilon_1 \phi(E(\vartheta, \gamma)) \) and such that the functions \( x \mapsto d_{x, 4kr}(\phi, \mathfrak{M}) + d_{x, 4kr}(\phi \mid E(\vartheta, \gamma), \mathfrak{M}) \) converge uniformly to 0 on \( C \) as \( r \) goes to 0. This directly implies both (i) and (ii) thanks to the choice of \( \vartheta \) and \( \gamma \). \( \square \)

**Notation 2.15.** From now on we consider the integer \( \mu \geq 4C_4 \vartheta \) and the compact set \( C \) and the natural numbers \( \nu \) and \( \iota_0 \) yielded by Proposition 2.14 to be fixed. Furthermore, we define \( \iota := \max\{\iota_0, \nu\} \).

The following lemma rephrases Propositions 2.6 and 2.7 into the language of dyadic cubes.

**Lemma 2.16.** For any cube \( Q \in \Delta(C, \iota) \) we have \( \alpha(Q) \leq \varepsilon_2 \). Furthermore, there exists a plane \( \Pi(Q) \in \text{Gr}(\Omega - 1) \) for which
\[
\begin{align*}
(i) & \quad \sup_{w \in E(\vartheta, \gamma) \cap B(\mathfrak{c}(Q), k \text{ diam } Q)/2} \frac{\text{dist}(w, \mathfrak{c}(Q))}{2k \text{ diam } Q} \leq C_2^{1/\Omega}, \quad \text{and} \\
(ii) & \quad \text{for any } w \in B(\mathfrak{c}(Q), \frac{1}{2} k \text{ diam } Q) \cap \mathfrak{c}(Q) \Pi(Q) \text{ we have } E(\vartheta, \gamma) \cap B(w, 3kC_2^{1/(\Omega + 1)} \text{ diam } Q) \neq \emptyset.
\end{align*}
\]
Proof. Let \( Q \in \Delta(C, \iota) \), fix an \( x \in Q \cap C \) and define \( \rho := \text{diam } Q \). Thanks to Proposition 2.14 we know that

\[
d_{x,4kr}(\phi, \mathfrak{M}) + d_{x,4kr}(\phi \perp E(\vartheta, \gamma), \mathfrak{M}) \leq 2^{-\Omega^2-\Omega} \varepsilon_2,
\]

(49)

for any \( r \leq 2^{-iN+5}/\gamma \). Thanks to Theorem A.2 (ii) we have that \( \rho \leq 2^{-iN+5}/\gamma \) and thus by Proposition 2.3 we infer that

\[
\tilde{d}_{\iota}(Q,2k\rho)(\phi, \mathfrak{M}) \leq 2^{\Omega} \tilde{d}_{x,4k\rho}(\phi, \mathfrak{M}) \leq 2^{-\Omega^2} \varepsilon_2,
\]

\[
\tilde{d}_{\iota}(Q,2k\rho)(\phi \perp E(\vartheta, \gamma), \mathfrak{M}) \leq 2^{\Omega} \tilde{d}_{x,4k\rho}(\phi \perp E(\vartheta, \gamma), \mathfrak{M}) \leq 2^{-\Omega^2} \varepsilon_2.
\]

(50)

The bounds in (50) together with Proposition 2.6 imply that \( \alpha(Q) \leq 2^{-\Omega^2+1/\varepsilon_2} \leq \varepsilon_2 \).

The proof of the second part of the statement is a little more delicate. Since \( C \) is a subset of \( \varepsilon_{\vartheta,\gamma}(\mu, \nu) \), thanks to the choice of \( \mu \) and \( \iota \), by Proposition A.5 we have that \( \varsigma(Q) \in E(\vartheta, \gamma) \cap B(x, \rho) \). Let us choose \( \Pi(Q) \in \Pi_\delta(x,2k\rho) \), where \( \delta := 2^{-\Omega^2-\Omega} \), and note that Propositions 1.17 (i), (ii) and 2.6 imply that for any \( w \in E(\vartheta, \gamma) \cap B(\frac{1}{2}k\rho) \) we have

\[
dist(w, \varsigma(Q)V) \leq \dist(w, xV) + \dist(xV, \varsigma(Q)V) = \dist(w, xV) + \dist(\varsigma(Q), xV)
\]

\[
\leq 2 \cdot 2k\rho \cdot C_2(2^{-\Omega^2-\Omega} \varepsilon_2)^{1/\Omega} \leq 2k\rho \cdot 2^{-\Omega \cdot C_2 \varepsilon_2^{1/\Omega}},
\]

(51)

where the last inequality comes from (49). This concludes the proof of (i).

Let us move to the proof of (ii). For any \( V \in \Pi_\delta(x,2k\rho) \) and any \( w \in B(0, \frac{1}{2}k\rho) \cap V \), we define

\[
w^* := x^{-1}\varsigma(Q)wP_{\gamma(V)}(\varsigma(Q)^{-1}x) = P_{\gamma(V)}(\varsigma(Q)^{-1}x)^{-1}P_V(\varsigma(Q)^{-1}x)^{-1}wP_{\gamma(V)}(\varsigma(Q)^{-1}x) \in V.
\]

With a few computations that we omit, it is not difficult to see that

\[
d(\varsigma(Q)w, xw^*) = \|P_{\gamma(V)}(\varsigma(Q)^{-1}x)\| = \dist(\varsigma(Q), xV) \leq 2^{-(\Omega-2)}k\rho C_2 \varepsilon_2^{1/\Omega},
\]

(52)

where the second identity follows from Proposition 1.17 and the last inequality from the second last inequality in (51). Thanks to the definition of \( w^* \), the triangle inequality, Proposition 1.15 and the fact that \( d(\varsigma(Q), x) \leq \rho \), the norm of \( w^* \) can be estimated as

\[
\|w^*\| \leq 2\|P_{\gamma(V)}(\varsigma(Q)^{-1}x)\| + \|P_V(\varsigma(Q)^{-1}x)\| + \|w\| \leq 2\rho + 2\rho + \frac{1}{2}k\rho < k\rho.
\]

(53)

Thanks to inequalities (49) and (53) and Proposition 2.7, we infer that

\[
B(xw^*, 2k\rho \cdot 2^{-\Omega \cdot \varepsilon_2^{1/(\Omega+1)})} \cap E(\vartheta, \gamma) \neq \emptyset.
\]

Finally, since \( 2^{1-\Omega} < C_2 \), thanks to (52) we conclude that

\[
E(\vartheta, \gamma) \cap B(\varsigma(Q)w, 3k\rho C_2 \varepsilon_2^{1/(\Omega+1)}) \supseteq E(\vartheta, \gamma) \cap B(xw^*, 2k\rho \cdot 2^{-\Omega \cdot \varepsilon_2^{1/(\Omega+1)})} \neq \emptyset.
\]

The arguments we will use in the rest of the subsection to prove Proposition 2.18 through Theorem 2.28 follow from an adaptation of the techniques found in Chapter 2, §2 of [David and Semmes 1993a]. The first of such adaptations is the following definition, which is a way of saying that two cubes are close both in metric and in size terms:
**Definition 2.17** (neighbor cubes). Let $A := 4A_0^2$ and let $Q_j \in \Delta_{ij}^\phi(\vartheta, \gamma)$ be two cubes with $j = 1, 2$.\footnote{The symbol $\Delta_{ij}^\phi(\vartheta, \gamma)$ denotes the $i_j$-th layer of dyadic cubes; see Theorem A.2.} We say that $Q_1$ and $Q_2$ are neighbors if

$$\text{dist}(Q_1, Q_2) := \inf_{x \in Q_1, y \in Q_2} d(x, y) \leq A(\text{diam } Q_1 + \text{diam } Q_2) \quad \text{and} \quad |i_1 - i_2| \leq A.$$

Furthermore, in the following (for the sake of notation), for any $Q \in \Delta(C, \iota)$ we let

$$n(Q) := n(\Pi(Q)),$$

where $\Pi(Q) \in \text{Gr}^\phi(Q - 1)$ is the plane yielded by Lemma 2.16.

Finally, two planes $V, W \in \text{Gr}^\phi(Q - 1)$ are said to have compatible orientations if their normals $n(V), n(W) \in V_1$ are chosen in such a way that $\langle n(V), n(W) \rangle > 0$. By extension, we will say that two cubes $Q_1, Q_2 \in \Delta(C, \iota)$ have compatible orientations themselves if $\Pi(Q_1)$ and $\Pi(Q_2)$ are chosen to have compatible orientations.

**Proposition 2.18.** Suppose that $Q_j \in \Delta_{ij}^\phi(\vartheta, \gamma)$ for $j = 1, 2$. Then the following hold:

(i) If $Q_1$ is the parent of $Q_2$, then $Q_1$ and $Q_2$ are neighbors.

(ii) If $Q_1$ and $Q_2$ are neighbors for any nonnegative integer $k \leq \min\{i_1, i_2\}$, then their ancestors $\tilde{Q}_1 \in \Delta_{i_1-k}^\phi(\vartheta, \gamma)$ and $\tilde{Q}_2 \in \Delta_{i_2-k}^\phi(\vartheta, \gamma)$ are neighbors.

(iii) If $Q_1, Q_2 \in \Delta(E(\vartheta, \gamma), 1)$ are neighbors, then $|\log(\text{diam } Q_1 / \text{diam } Q_2)| \leq 2AN$.

**Proof:** Let us prove (i). Since $Q_2 \subseteq Q_1$, we have that (I) of Definition 2.17 follows immediately. On the other hand, since $Q_1$ is the parent of $Q_2$, Proposition A.4 implies that

$$|i_1 - i_2| \leq |2 \log_2 C_4 / N(\Omega - 1)| + 1 \leq 4A_0^2 = A,$$

where the second inequality comes from the choice of $A_0$ (see Notation 2.8) and this proves (II) of Definition 2.17. In order to prove (ii), we first note that $|(i_1 - k) - (i_2 - k)| = |i_1 - i_2| \leq A$ and secondly that

$$\text{dist}(\tilde{Q}_1, \tilde{Q}_2) \leq \text{dist}(Q_1, Q_2) \leq A(\text{diam } Q_1 + \text{diam } Q_2) \leq A(\text{diam } \tilde{Q}_1 + \text{diam } \tilde{Q}_2).$$

In order to prove (iii), we just need to note that thanks to Theorem A.2 (ii), (v) we infer that

$$|\log_{\text{diam } Q_1 / \text{diam } Q_2}| \leq |\log_{2^{-N(i_1+5)}/\vartheta} (N|i_2 - i_1| + 6) \log 2 - \log \xi \leq \log(C_6) \leq 8A_0^2N = 2AN,$$

where the last two inequalities come from the choice of $C_6$ and $A_0$. \hfill \Box

**Remark 2.19.** If $Q \in \Delta(C, \iota)$ then $c(Q) \in E(\vartheta, \gamma)$ thanks to the choices of $\mu$ and $\iota$ in Notation 2.15 and Proposition A.5.

**Remark 2.20.** Note that if $Q_1, Q_2 \in \Delta(E(\vartheta, \gamma), 1)$ are neighbors, Proposition 2.18 (iii) implies that

$$e^{-2AN} \text{diam } Q_2 \leq \text{diam } Q_1 \leq e^{2AN} \text{diam } Q_2.$$
Remark 2.20 explicitly tells us that if two cubes $Q_1, Q_2 \in \Delta(C, i)$ are neighbors, then they have comparable diameters which are in turn comparable with the distance of their diameters. The information we have on the measure, by means of Lemma 2.16, tells us that $\phi$ is well approximated by two planes $V_1$ and $V_2$ inside the balls $B_1 := B(c(Q_1), k \text{diam}(Q_1))$ and $B_2 := B(c(Q_2), k \text{diam}(Q_2))$, respectively. However, since we have chosen $k$ in such a way that $k \gg \text{dist}(c(Q_1), c(Q_2)) / \text{diam}(Q_1)$, the balls $B_1$ and $B_2$ have a big overlap while having approximately the same size. Hence, the planes $V_1$ and $V_2$ are in essence approximating the same portion of the measure and as a consequence they must be almost the same plane. This heuristic argument is formalized in the following:

**Proposition 2.21.** Suppose that $Q_1, Q_2 \in \Delta(C, i)$ are two neighbor cubes. Then
\[
(1 - C_3 \varepsilon^2/((\Omega + 1)))^{1/2} = (1 - 2^{20}(n_1 - 1)C_2\varepsilon^2/((\Omega + 1)))^{1/2} \leq \|n(Q_1), n(Q_2)\|.
\]

*Proof.* Thanks to the definition of $k$, we have
\[
A(\text{diam } Q_1 + \text{diam } Q_2) \leq 2A \max\{\text{diam } Q_1, \text{diam } Q_2\} \leq \frac{1}{4}k \max\{\text{diam } Q_1, \text{diam } Q_2\}.
\]
Without loss of generality we can assume that $\text{diam } Q_2 \leq \text{diam } Q_1$. Therefore, since the cubes $Q_1$ and $Q_2$ are supposed to be neighbors, we deduce that
\[
\text{dist}(Q_1, Q_2) \leq A(\text{diam } Q_1 + \text{diam } Q_2) \leq \frac{1}{4}k \text{ diam } Q_1.
\]
This implies that for any $z \in Q_1$, we have
\[
\text{dist}(z, Q_2) \leq \text{diam } Q_1 + \inf_{y \in Q_1} \text{dist}(y, Q_2) = \text{diam } Q_1 + \text{dist}(Q_1, Q_2) \leq \left(\frac{1}{4}k + 1\right) \text{ diam } Q_1 < \left(\frac{1}{2}k - 1\right) \text{ diam } Q_1.
\]
Inequality (55) implies that for any $z \in Q_1$ we have $Q_2 \subseteq B(z, \frac{1}{2}k \text{ diam } Q_1)$. This, together with Lemma 2.16 (i), implies that for any $w \in E(\vartheta, \eta) \cap Q_2$ we have
\[
\text{dist}(w, c(Q_1)\Pi(Q_1)) \leq 2C_2\varepsilon^{1/\Omega}k \text{ diam } Q_1.
\]
We now claim that $B_2 := \{u \in \mathbb{G} : \text{dist}(u, Q_2) \leq \frac{1}{20}k \text{ diam } Q_2\} \subseteq B(c(Q_1), \frac{1}{2}k \text{ diam } Q_1)$. In order to prove this inclusion, let $u \in B_2$ and note that
\[
\text{dist}(u, c(Q_1)) \leq \inf_{w \in Q_2} (d(u, w) + d(w, c(Q_1))) \leq \inf_{w \in Q_2} d(u, w) + \text{diam } Q_1 + \text{dist}(Q_1, Q_2) + \text{diam } Q_2 \leq \frac{1}{20}k \text{ diam } Q_2 + \text{diam } Q_1 + \text{dist}(Q_1, Q_2) + \text{diam } Q_2 \leq \frac{1}{10}(3k + 20) \text{ diam } Q_1 < \frac{1}{2}k \text{ diam } Q_1,
\]
where the second last inequality comes from (54) and the assumption that $Q_1$ is the cube with the biggest diameter. Inequality (57) concludes the proof of the inclusion $B_2 \subseteq B(c(Q_1), \frac{1}{2}k \text{ diam } Q_1)$. The inclusion just proved, together with Remark 2.20, the fact that $Q_1, Q_2 \in \Delta(E(\vartheta, \eta), i)$ and Lemma 2.16 (i), implies that for any $u \in E(\vartheta, \eta) \cap B_2$ we have
\[
\text{dist}(u, c(Q_1)\Pi(Q_1)) \leq 2C_2\varepsilon^{1/\Omega}k \text{ diam } Q_1 \leq 2C_2\varepsilon^{2NA}\varepsilon^{1/\Omega}k \text{ diam } Q_2.
\]
Furthermore, thanks to Remark 2.19 we have $c(Q_2) \in B_2 \cap E(\vartheta, \gamma)$. Therefore, by Proposition 1.17 for any $u \in B_2 \cap E(\vartheta, \gamma)$ we conclude that

$$\text{dist}(u, c(Q_2)) \Pi(Q_1) \leq \text{dist}(u, c(Q_1)) \Pi(Q_1) + \text{dist}(c(Q_2) \Pi(Q_1), c(Q_1) \Pi(Q_1)) \leq \text{dist}(u, c(Q_1)) \Pi(Q_1) + \text{dist}(c(Q_2), c(Q_1)) \Pi(Q_1)$$

$$\leq 4C_2e^{2NA}e_2^{1/(\Omega)}k \text{diam } Q_2. \tag{59}$$

Thanks to Lemma 2.16 (ii), we deduce that for any $y \in B(c(Q_2), \frac{1}{40}k \text{diam } Q_2) \cap c(Q_2) \Pi(Q_2)$ there exists some $w(y)$ in $E(\vartheta, \gamma) \cap B(y, 3kC_2e_2^{1/(\Omega+1)} \text{diam } Q_2)$. Since by definition $\varepsilon_2 \leq ((k - 20)/20C_2k)^{\Omega+1}$, we have

$$\text{dist}(w(y), Q_2) \leq \inf_{p \in Q_2} d(w(y), Q_2) + d(y, c(Q_2)) + d(c(Q_2), p) \leq 3kC_2e_2^{1/(\Omega+1)} \text{diam } Q_2 + \frac{1}{40}k \text{diam } Q_2 + \text{diam } Q_2 \leq \frac{1}{20}k \text{diam } Q_2, \tag{60}$$

where the last inequality comes from the choice of $k$. Inequality (60) implies that $w(y) \in B_2$, and thanks to (59) we infer that

$$\text{dist}(w(y), c(Q_2)) \Pi(Q_1) \leq 4C_2e^{2NA}e_2^{1/(\Omega)}k \text{diam } Q_2.$$ 

Summing up, for any $y \in B(c(Q_2), \frac{1}{40}k \text{diam } Q_2) \cap c(Q_2) \Pi(Q_2)$, we have

$$\text{dist}(y, c(Q_2)) \Pi(Q_1) \leq d(y, w(y)) + \text{dist}(w(y), c(Q_2)) \Pi(Q_1) \leq 3C_2e_2^{1/(\Omega+1)}k \text{diam } Q_2 + 4C_2e^{2NA}e_2^{1/(\Omega)}k \text{diam } Q_2$$

$$\leq (3C_2 + 4C_2e^{2NA}e_2^{1/(\Omega(\Omega+1))})e_2^{1/(\Omega+1)}k \text{diam } Q_2 \leq 6C_2e_2^{1/(\Omega+1)}k \text{diam } Q_2, \tag{61}$$

where the last inequality comes from the choice of $\varepsilon_2$ and a few elementary algebraic computations that we omit. Furthermore, inequality (61) and Proposition 1.15 imply that

$$|\langle \pi_1(c(Q_2)^{-1})y, n(Q_1) \rangle| = \|P_{n(Q_1)}(c(Q_2)^{-1})y)\| = \text{dist}(y, c(Q_2)) \Pi(Q_1) \leq 6C_2e_2^{1/(\Omega+1)}k \text{diam } Q_2. \tag{62}$$

Suppose $\{v_i\}_{i=1, \ldots, n_1-1}$ are the orthonormal vectors of the first layer $V_1$ spanning the orthogonal complement of $n(Q_2)$ inside $V_1$, and let $y_j := c(Q_2)\delta_k \text{diam } Q_2/80(v_j)$. Then, from inequality (62), we deduce that

$$1 = |\langle n(Q_1), n(Q_2) \rangle|^2 + \sum_{j=1}^{n_1-1} |\langle v_j, n(Q_1) \rangle|^2 = |\langle n(Q_1), n(Q_2) \rangle|^2 + \sum_{j=1}^{n_1-1} \frac{|\langle \pi_1(c(Q_2)^{-1})y_j, n(Q_1) \rangle|^2}{(k \text{diam } Q_2/80)^2}$$

$$\leq |\langle n(Q_1), n(Q_2) \rangle|^2 + 2^{20}(n_1 - 1)C^2_2e_2^{2/(\Omega+1)}. \hfill \Box$$

**Proposition 2.22.** Let $Q_1, Q_2 \in \Delta(C, i)$ be neighbor cubes and suppose that $\Pi(Q_1)$ and $\Pi(Q_2)$, the planes yielded by Lemma 2.16, are chosen with compatible orientations. Then

$$|n(Q_1) - n(Q_2)| \leq 2\sqrt{C_3e_2^{1/(\Omega+1)}}. \tag{63}$$

Furthermore, denote by $\hat{Q}_1$ and $\hat{Q}_2$ the parent cubes of $Q_1$ and $Q_2$, respectively, and assume that the planes $\Pi(\hat{Q}_1)$ and $\Pi(\hat{Q}_2)$ have compatible orientations with $\Pi(Q_1)$ and $\Pi(Q_2)$, respectively. Then the $\Pi(Q_1)$ have compatible orientations if and only if the planes $\Pi(\hat{Q}_1)$ do.
Proof. Since $Q_1$ and $Q_2$ are neighbors and have compatible orientations, by definition, $\langle n(Q_1), n(Q_2) \rangle \geq 0$. Thanks to Proposition 2.21 we infer that

$$|n(Q_1) - n(Q_2)|^2 = 2 - 2\langle n(Q_1), n(Q_2) \rangle \leq 2 - 2(1 - C_3 \varepsilon_2^{2/(\Omega+1)})^{1/2} \leq 2\sqrt{C_3 \varepsilon_2^{1/(\Omega+1)}},$$

and (63) is proved. Let us move to the second part of the proposition. Thanks to Proposition 2.18, the pairs $\tilde{Q}_1$ and $\tilde{Q}_2$, $Q_1$ and $\tilde{Q}_1$, and $Q_2$ and $\tilde{Q}_2$ are neighbors as well. Therefore Proposition 2.21 implies that

$$\langle n(\tilde{Q}_1), n(\tilde{Q}_2) \rangle = \langle n(Q_1), n(Q_2) \rangle + \langle n(\tilde{Q}_1) - n(Q_1), n(Q_2) \rangle + \langle n(\tilde{Q}_1), n(\tilde{Q}_2) - n(Q_2) \rangle \geq (1 - C_3 \varepsilon_2^{2/(\Omega+1)})^{1/2} - 4\sqrt{C_3 \varepsilon_2^{1/(\Omega+1)}} \geq \frac{1}{10}.$$

Conversely, if $\Pi(\tilde{Q}_1)$ and $\Pi(\tilde{Q}_2)$ have the same orientation, the same line of reasoning yields that the planes $\Pi(Q_1)$ and $\Pi(Q_2)$ have compatible orientations as well. □

Proposition 2.23. It is possible to fix an orientation on the planes $\{\Pi(Q) : Q \in \Delta(C, i)\}$ in such a way that

$$|n(Q_1) - n(Q_2)| \leq \frac{1}{10},$$

whenever $Q_1, Q_2 \in \Delta(C, i)$ are neighbors and are contained in the same maximal cube $Q_0 \in \mathcal{M}(C, i)$, where the set $\mathcal{M}(C, i)$ was introduced in Remark 2.10.

Proof. Suppose $Q_i \in \Delta_{j_i}^\phi(\vartheta, \gamma)$ for $i = 1, 2$, and assume without loss of generality that $j_1 \leq j_2$. Fix the normal of the plane $\Pi(Q_0)$, and determine the normals of all other planes $\Pi(Q)$ as $Q$ varies in $\Delta(C, i)$ by demanding that the orientation of the cube $Q$ is compatible with that of $\tilde{Q}$, its parent cube.

If $Q_i = Q_0$, let us consider the finite sequence $\{\tilde{Q}_i\}_{i=1}^M$ of ancestors of $Q_2$ for which $\tilde{Q}_1 = Q_2$, $\tilde{Q}_M = Q_0$ and such that $\tilde{Q}_{i+1}$ is the parent of $\tilde{Q}_i$. Then the scalar product between $n(Q_0)$ and $n(Q_2)$ can be estimated as

$$\langle n(Q_0), n(Q_2) \rangle \geq \langle n(\tilde{Q}_2), n(Q_2) \rangle - \sum_{i=2}^M |n(\tilde{Q}_i) - n(\tilde{Q}_{i+1})| \geq (1 - C_3 \varepsilon_2^{2/(\Omega+1)}) - 2\sqrt{C_3 M \varepsilon_2^{1/(\Omega+1)}},$$

where the last inequality comes from Propositions 2.21 and 2.22 and the fact that the orientation of $\tilde{Q}_i$ and $\tilde{Q}_{i+1}$ were chosen to be compatible. Since $Q_0$ and $Q_2$ were assumed to be neighbors, from Definition 2.17 (II) it follows that $M \leq A$ and thus, thanks to (64) and the choice of $\varepsilon_2$, we have

$$\langle n(Q_0), n(Q_2) \rangle \geq (1 - C_3 \varepsilon_2^{2/(\Omega+1)}) - 2\sqrt{C_3 A \varepsilon_2^{1/(\Omega+1)}} > 0.$$
**Definition 2.24.** For each cube $Q \in \Delta(C, \iota)$, we let

$$G_{\pm}(Q) := \{u \in B(0, A_0 \text{diam } Q) : \pm(\pi_1 u, n(Q)) > A_0^{-1} \text{diam } Q\}$$

and $G(Q) = G_+(Q) \cup G_-(Q)$. Furthermore, for any $\bar{Q} \in \mathcal{M}(C, \iota)$ we let

$$\mathcal{G}_{\pm}(\bar{Q}) := \bigcup_{Q \in \Delta(C, \iota)} G_{\pm}(Q) \quad \text{and} \quad \mathcal{G}(\bar{Q}) := \bigcup_{Q \in \Delta(C, \iota)} G(Q).$$

For any $Q$ in the set $G(Q)$, there is a ball $B$ with radius comparable with $\text{diam}(Q)$ from which a tubular neighborhood $T$ of the plane $\Pi(Q)$ has been subtracted. The following lemma tells us that our choice of parameters is sufficient to get the inclusion $B \cap E(\vartheta, \gamma) \subseteq T$:

**Lemma 2.25.** For any cube $Q$ of $\Delta(C, \iota)$ and any $x \in G(Q)$, we have

$$\frac{1}{2} A_0^{-1} \text{diam } Q \leq \text{dist}(x, E(\vartheta, \gamma)) \leq A_0 \text{diam } Q. \quad (65)$$

**Proof.** Since $A_0 \leq \frac{1}{2} k$, if we let $z \in E(\vartheta, \gamma)$ be the point realizing the minimum distance of $x$ from $E(\vartheta, \gamma)$, we deduce that

$$d(x, z) = \text{dist}(x, E(\vartheta, \gamma)) \leq d(x, c(Q)) \leq A_0 \text{diam } Q, \quad (66)$$

where the first inequality above comes from the fact that $c(Q) \in E(\vartheta, \gamma)$ (see Remark 2.19) and the last inequality comes from the very definition of $G(Q)$. Note that inequality (66) proves (65) (B). Furthermore, since $1 + A_0 < \frac{1}{2} k$, the bound (66) also implies that $z \in B(c(Q), \frac{1}{2} k \text{ diam } Q) \cap E(\vartheta, \gamma)$ and thus, thanks to Lemma 2.16 (i), we deduce that

$$\text{dist}(z, c(Q)\Pi(Q)) \leq 2C_2 \varepsilon_2^{1/\Omega} k \text{ diam } Q. \quad (67)$$

Let $w$ be an element of $\Pi(Q)$ satisfying the identity $d(z, c(Q)w) = \text{dist}(z, c(Q)\Pi(Q))$, and note that

$$\text{dist}(x, E(\vartheta, \gamma)) = \text{dist}(x, z) \geq d(x, c(Q)w) - d(c(Q)w, z) \geq \text{dist}(c(Q)^{-1}x, \Pi(Q)) - \text{dist}(z, c(Q)\Pi(Q)) \geq |\langle n(Q), \pi_1(c(Q)^{-1}x)\rangle| - 2C_2 \varepsilon_2^{1/\Omega} k \text{ diam } Q \geq A_0^{-1} \text{diam } Q - 2C_2 \varepsilon_2^{1/\Omega} k \text{ diam } Q \geq \frac{1}{2} A_0^{-1} \text{diam } Q, \quad (68)$$

where the second last inequality used the fact that $x \in G(Q)$ and the last inequality used the choice of $\varepsilon_2$ and $A_0$. \hfill \Box

The following is a disconnection result for $\mathcal{G}(\bar{Q})$. It tells us that $\mathcal{G}_+(\bar{Q})$ and $\mathcal{G}_-(\bar{Q})$ can be regarded as two *sides* of $\mathcal{G}(\bar{Q})$ in the same way that $G_+(Q)$ and $G_-(Q)$ are the two sides of $G(Q)$. The intuitive idea for which this phenomenon occurs is the following. First, if $Q_1, Q_2 \in \Delta(C, \iota)$ are two cubes contained in $Q$ such that $G_+(Q_1) \cap G_-(Q_2) \neq \emptyset$, then Lemma 2.25 implies that $Q_1$ and $Q_2$ must be neighbors.
Since $Q_1$ and $Q_2$ are neighbors, the approximating planes $\Pi(Q_1)$ and $\Pi(Q_2)$ are very close thanks to Proposition 2.21. In particular, $G_+(Q_1)$ and $G_-(Q_2)$ are in essence on opposite sides of a plane and thus they cannot intersect, resulting in a contradiction.

**Lemma 2.26.** For any $\overline{Q} \in \mathcal{M}(C, i)$ we have that the sets $\mathcal{G}_\pm(\overline{Q})$ are open and $\mathcal{G}_+(\overline{Q}) \cap \mathcal{G}_-(\overline{Q}) = \emptyset$.

**Proof.** The fact that the $\mathcal{G}_\pm(\overline{Q})$ are open sets follows immediately from the definitions of the $G_\pm(Q)$. Suppose that $\mathcal{G}_+(\overline{Q}) \cap \mathcal{G}_-(\overline{Q}) \neq \emptyset$. Then we can find two cubes $Q_1, Q_2 \in \Delta(C, i)$ contained in $\overline{Q}$ such that $G_+(Q_1) \cap G_-(Q_2) \neq \emptyset$ and let $x$ be a point of intersection. In order to fix notations, we also suppose that $Q_i \in \Delta_{\gamma_i}(\vartheta, \gamma)$ for $i = 1, 2$. Thanks to the definition of $G_\pm(Q)$, we immediately deduce that

$$B(c(Q_1), A_0 \text{diam } Q_1) \cap B(c(Q_2), A_0 \text{diam } Q_2) \neq \emptyset. \quad (69)$$

This in particular implies that $\text{dist}(Q_1, Q_2) \leq 2A_0(\text{diam } Q_1 + \text{diam } Q_2)$. Therefore, since $2A_0 \leq A$, we have that $Q_1$ and $Q_2$ satisfy condition (I) of Definition 2.17. Furthermore, since by construction $x \in G_+(Q_1) \cap G_-(Q_2)$, Lemma 2.25 implies that

$$\frac{\text{diam } Q_1}{2A_0} \leq \text{dist}(x, E(\vartheta, \gamma)) \leq A_0 \text{diam } Q_1 \quad \text{and} \quad \frac{\text{diam } Q_2}{2A_0} \leq \text{dist}(x, E(\vartheta, \gamma)) \leq A_0 \text{diam } Q_2. \quad (70)$$

Putting together the bounds in (70), we infer that

$$(2A_0^2)^{-1} \leq \frac{\text{diam } Q_1}{\text{diam } Q_2} \leq 2A_0^2. \quad (71)$$

Thanks to (71) and Theorem A.2 (ii), (v) we have that

$$(2A_0^2)^{-1} \leq \frac{\text{diam } Q_1}{\text{diam } Q_2} \leq \frac{2^{-j_iN+5}/\gamma}{\xi^22^{-j_{i-1}N-1}/\gamma} \quad \text{and} \quad \frac{\xi^{22-j_iN-1}/\gamma}{2^{-j_{i-1}N+5}/\gamma} \leq \frac{\text{diam } Q_1}{\text{diam } Q_2} \leq 2A_0^2. \quad (72)$$

Finally, thanks to the bounds in (72) together with some computations that we omit, we deduce that

$$|j_2 - j_1| \leq \frac{\log(2^7\xi^{-2}A_0^2)}{N \log 2} \leq \log A_0,$$

where the last inequality comes from the choice of $A_0$. Since $A_0 \geq 2$, we infer that $|j_2 - j_1| \leq A$, proving condition (II) of Definition 2.17. This concludes the proof that $Q_1$ and $Q_2$ are neighbors.

Now that we know that $Q_1$ and $Q_2$ are neighbors, (69) together with Proposition 2.18 (iii) implies that

$$d(c(Q_1), c(Q_2)) \leq d(c(Q_1), x) + d(x, c(Q_2)) \leq A_0(\text{diam } Q_1 + \text{diam } Q_2) \leq A_0(1 + \varepsilon 2^NA) \text{diam } Q_2 < \frac{1}{2}k \text{ diam } Q_2, \quad (73)$$

where the last inequality comes from the choice of $k$ and of $A$. Since by (73) and Remark 2.19, we have $c(Q_2) \in E(\vartheta, \gamma) \cap B(c(Q_1), \frac{1}{2}k \text{ diam } Q_2)$, thanks to Lemma 2.16 (i) and Remark 2.20, we deduce that

$$\text{dist}(c(Q_2), c(Q_1)\Pi(Q_1)) \leq 2C_2k\varepsilon_2^{1/\Omega} \text{ diam } Q_1 \leq 2C_2k\varepsilon_2^{2N\varepsilon} \varepsilon_2^{1/\Omega} \text{ diam } Q_2. \quad (74)$$

Furthermore, since $Q_1$ and $Q_2$ are neighbors, we infer by Proposition 2.22 that

$$|n(Q_1) - n(Q_2)| \leq 2C_3\varepsilon_2^{1/(\Omega+1)},$$
and this in turn implies that
\[
\langle \pi_1(c(Q_1)^{-1}x), n(Q_1) \rangle \\
= \langle \pi_1(c(Q_2)^{-1}x), n(Q_2) \rangle + \langle \pi_1(c(Q_1)^{-1}x), n(Q_1) - n(Q_2) \rangle + \langle \pi_1(c(Q_1)^{-1}c(Q_2)), n(Q_1) \rangle \\
\leq -a_0^{-1} \text{diam } Q_2 + |\pi_1(c(Q_2)^{-1}x)| |n(Q_1) - n(Q_2)| + \text{dist}(c(Q_2), c(\bar{Q}, \Pi(Q))) \\
\leq -a_0^{-1} \text{diam } Q_2 + a_0 \text{ diam } Q_2 \cdot 2C_3e_2^{1/(\Omega+1)} + 2C_2k e^{2N_A} e_2^{1/\Omega} \text{ diam } Q_2, \quad (75)
\]
where third line above comes from the fact that \(x \in G_-(Q_2)\) and the bound on \(|n(Q_1) - n(Q_2)|\) discussed above while the last inequality follows from (74). The chain of inequalities in (75) and the definition of \(A\) imply that
\[
\langle \pi_1(c(Q_1)^{-1}x), n(Q_1) \rangle \leq (-a_0^{-1} + a_0C_3 e_2^{1/(\Omega+1)} + C_2 k e^{2N_A} e_2^{1/\Omega}) \text{ diam } Q_2 \leq 0, \quad (76)
\]
where the last inequality comes from the definition of \(e_2\) and some algebraic computations that we omit. This contradicts the fact that \(x \in G_+(Q_1)\), proving that the assumption that \(\mathcal{G}(\bar{Q})_+ \cap \mathcal{G}_-(\bar{Q}) \neq \emptyset\) was absurd. 

Let us take a step back and explain what the set \(\mathcal{G}(\bar{Q})\) is. Starting from a measure \(\phi\) with flat blowups, in this section we constructed a countable family of pairs \((c(Q), \Pi(Q))\), parametrized by the cubes in \(\Delta(C, i)\) inside \(\bar{Q}\), of points of \(\text{supp}(\phi)\) and planes that are a good approximation of \(\phi\) around \(c(Q)\) at the scale \(\text{diam } Q\). From this family of pointed planes we built \(\mathcal{G}(\bar{Q})\), which should be imagined as the complement of the union of very thin tubular neighborhoods of the disks \(c(Q)\Pi(Q) \cap B(c(Q), \text{diam } Q)\). So, since the planes \(\Pi(Q)\) are very efficiently approximating \(\phi\) one should expect that \(\phi(\mathcal{G}(\bar{Q})) \approx 0\), allowing us to regard \(\mathcal{G}(\bar{Q})^c\) as an extension of \(\text{supp}(\phi)\) inside the ball \(B(c(\bar{Q}), \text{diam } \bar{Q})\). An extension, however, that can ultimately be considered and treated as a countable union of planes. The next proposition shows that \(\text{supp}(\phi)\) is quite dense inside \(\mathcal{G}(\bar{Q})^c\).

**Proposition 2.27.** Let \(\bar{Q} \in M(C, i)\) and define
\[
I(\bar{Q}) := \bigcup_{Q \in \Delta(C, i), \bar{Q} \subseteq Q} B(c(Q), (A_0 - 2) \text{ diam } Q).
\]
In addition, for any \(x \in I(\bar{Q})\) we let
\[
d(x) := \inf_{Q \in \Delta(C, i), \bar{Q} \subseteq Q} \text{dist}(x, Q) + \text{diam } Q. \quad (77)
\]
Then \(\text{dist}(x, E(\bar{Q}, \gamma)) \leq 4A_0^{-1}d(x)\) whenever \(x \in I(\bar{Q}) \setminus \mathcal{G}(\bar{Q})\).

**Proof.** Fix some \(x \in I(\bar{Q}) \setminus \mathcal{G}(\bar{Q})\), and let \(Q \subseteq \bar{Q}\) be a cube of \(\Delta(C, i)\) such that
\[
\text{dist}(x, Q) + \text{diam } Q \leq \frac{4}{5}d(x). \quad (78)
\]
Let \(Q'\) be an ancestor of \(Q\) in \(\Delta(C, i)\), possibly \(Q\) itself. Since \(x \notin \mathcal{G}(\bar{Q})\), then \(x \notin G(Q')\) and, thanks to Proposition 1.15, we have
\[
\text{dist}(x, c(Q')\Pi(Q')) = |\langle \pi_1(c(Q')^{-1}x), n(Q') \rangle| \leq A_0^{-1} \text{ diam } Q', \quad (79)
\]
where the last inequality is true provided that \(\text{dist}(x, c(Q')) < A_0 \text{ diam } Q'\). Since \(x \in I(\tilde{Q})\), there must exist some \(\tilde{Q} \in \Delta(C, i)\) such that \(\tilde{Q} \subseteq \tilde{Q}\) and \(x \in B(c(\tilde{Q})), (A_0 - 2) \text{ diam } \tilde{Q}\). This implies that

\[
\text{dist}(x, c(\tilde{Q})) < d(x, c(\tilde{Q})) + (A_0 - 2) \text{ diam } \tilde{Q} < A_0 \text{ diam } \tilde{Q}. 
\]

Therefore the inequality \(\text{dist}(x, c(\tilde{Q})) < A_0 \text{ diam } \tilde{Q}\) is verified and hence (79) holds for \(Q' = \tilde{Q}\). Let \(Q \subseteq Q_0 \subseteq \tilde{Q}\) be the smallest cube in \(\Delta(C, i)\) for which \(\text{dist}(x, c(Q_0)) < A_0 \text{ diam } Q_0\) holds.

Let \(w \in \Pi(Q_0)\) be the point for which \(d(x, c(Q_0)w) = \text{dist}(x, c(Q_0)\Pi(Q_0))\), and note that the choice of \(Q_0\) and the bound (79) imply that

\[
\|w\| = \text{dist}(c(Q_0)w, c(Q_0)) \leq d(c(Q_0)w, x) + d(x, c(Q_0)) \\
\leq \text{dist}(x, c(Q_0)\Pi(Q_0)) + A_0 \text{ diam } Q_0 \\
\leq A_0^{-1} \text{ diam } Q_0 + 2A_0 \text{ diam } Q_0 \leq 2A_0^{-1} \text{ diam } Q_0, 
\]

where the last inequality comes from the choice of \(A_0\) and \(k\) made in Notation 2.8. Since \(Q_0 \in \Delta(C, i)\), thanks to inequality (81) we have \(c(Q_0)w \in B(c(Q_0), \frac{1}{2}k \text{ diam } Q_0)\) and thus Lemma 2.16 (ii) implies that \(E(\vartheta, \gamma) \cap B(c(Q_0)w, 3kC_2\varepsilon_2^{1/(\Omega + 1)} \text{ diam } Q_0) \neq \emptyset\). Therefore, since by definition of \(Q_0\) the bound (79) holds with \(Q' = Q_0\), we have

\[
\text{dist}(x, E(\vartheta, \gamma)) \leq d(x, c(Q_0)w) + d(c(Q_0)w, E(\vartheta, \gamma)) \\
= d(x, c(Q_0)\Pi(Q_0)) + d(c(Q_0)w, E(\vartheta, \gamma)) \\
\leq A_0^{-1} \text{ diam } Q_0 + 3kC_2\varepsilon_2^{1/(\Omega + 1)} \text{ diam } Q_0 \leq 2A_0^{-1} \text{ diam } Q_0, 
\]

where the last inequality comes from the choice of \(\varepsilon_2\).

If \(Q_0 = Q\), then (78) implies that \(\text{dist}(x, E(\vartheta, \gamma)) \leq 2A_0^{-1} \text{ diam } Q_0 \leq 4A_0^{-1}d(x)\). Otherwise, let \(Q_1\) be the child of \(Q_0\) that contains \(Q\). Thanks to the minimality of \(Q_0\), we have \(\text{dist}(x, c(Q_1)) \geq A_0 \text{ diam } Q_1\), and thus

\[
\text{dist}(x, Q_1) \geq d(x, c(Q_1)) - \text{ diam } Q_1 \geq (A_0 - 1) \text{ diam } Q_1 \\
\geq \frac{A_0 - 1}{C_6} \text{ diam } Q_0 \geq \text{ diam } Q_0, 
\]

where the second last inequality above follows from Proposition A.4 and the fact that \(Q_0\) is the parent of \(Q_1\), whereas the last inequality comes from the choice of \(A_0\). Eventually, thanks to (78), (82), (83) and the fact that \(Q \subseteq Q_1\), we deduce that

\[
\text{dist}(x, E(\vartheta, \gamma)) \leq 2A_0^{-1} \text{ diam } Q_0 \leq 2A_0^{-1} \text{ dist}(x, Q_1) \\
\leq 2A_0^{-1} \text{ dist}(x, Q) \leq 4A_0^{-1}d(x). 
\]

The following is the main result of this subsection. Theorem 2.28 transforms the qualitative information on the relationship between \(\mathcal{S}(Q)^c\) and \(\text{supp}(\phi)\) yielded by Proposition 2.27 into a quantitative one, i.e., the bound on projections given in (84). The proof of the theorem reduces to constructing, for any (suitable) cube \(Q\), a family of balls \(\{B_i\}_{i \in \mathbb{N}}\) with the two following properties: First, the projection on \(\Pi(Q)\) of \(\text{supp}(\phi) \cup \bigcup_i B_i\) contains an open set with measure comparable with \(\text{diam } Q^{\Omega - 1}\). Second,
the sum of the radii of the balls $B_i$ is small and in particular the projection on planes of the set $\bigcup_i B_i$ has small measure compared to $\text{diam } Q^\Omega - 1$. The construction of the balls $B_i$, that the reader may imagine centered at points of $\mathcal{G}(Q)^c$, relies on the one hand on the previously discussed fact that the set $\mathcal{G}(\overline{Q})^c$ can be regarded as a countable union of disks and on the other, that the holes of $\text{supp}(\phi)$, seen as a subset of $\mathcal{G}(\overline{Q})^c$, are really small and patching them does not require too much measure.

**Theorem 2.28.** For any cube $Q \in \Delta(C, i)$ such that $(1 - \varepsilon_3)\phi(Q) \leq \phi(Q \cap C)$, we have

$$S^\Omega - 1(P(\Pi(Q))(Q \cap C)) \geq \frac{\text{diam } Q^\Omega - 1}{2A_0^\Omega - 1}.$$  \hfill (84)

**Proof.** Let $Q_0 \in \Delta(C, i)$ be such that $(1 - \varepsilon_3)\phi(Q_0) \leq \phi(Q_0 \cap C)$, and define

$$F(Q_0) := C \cap Q_0 \cup \bigcup_{Q \in \mathcal{I}(Q_0)} B(c(Q), 2C_6 \text{diam } Q),$$

where $\mathcal{I}(Q_0)$ is a family of maximal cubes $Q \in \Delta(E(\vartheta, \gamma), i)$ such that $Q \subseteq Q_0$ and $Q \not\in \Delta(C, i)$. As a first step, we estimate the size of the projection of the balls $\bigcup_{Q \in \mathcal{I}(Q_0)} B(c(Q), C_6 \text{diam } Q)$. Thanks to Proposition 1.18 we have

$$S^\Omega - 1\left(P(\Pi(Q))\left(\bigcup_{Q \in \mathcal{I}(Q_0)} B(c(Q), 2C_6 \text{diam } Q)\right)\right) \leq 2^\Omega - 1c(P(\Pi(Q)))C_6^\Omega - 1 \sum_{Q \in \mathcal{I}(Q_0)} \text{diam } Q^\Omega - 1.$$  \hfill (85)

We now need to estimate the sum in the right-hand side of (85). Since the cubes in $\mathcal{I}(Q_0)$ are disjoint and they are contained in $\Delta(E(\vartheta, \gamma), i)$, thanks to Remark A.3 and the fact that $(1 - \varepsilon_3)\phi(Q_0) \leq \phi(Q_0 \cap C)$, we deduce that

$$C_5^{-1} \sum_{Q \in \mathcal{I}(Q_0)} \text{diam } Q^\Omega - 1 \leq \sum_{Q \in \mathcal{I}(Q_0)} \phi(Q) = \phi\left(\bigcup_{Q \in \mathcal{I}(Q_0)} Q\right) \leq \phi(Q_0 \setminus C) \leq \varepsilon_3 \phi(Q_0) \leq \varepsilon_3 C_5 \text{diam } Q_0^\Omega - 1.$$  \hfill (86)

Putting together (85) and (86), we conclude that

$$S^\Omega - 1\left(P(\Pi(Q))\left(\bigcup_{Q \in \mathcal{I}(Q_0)} B(c(Q), 2C_6 \text{diam } Q)\right)\right) \leq 2^\Omega - 1c(P(\Pi(Q)))C_5^2 \varepsilon_3 C_6^\Omega - 1 \text{diam } Q_0^\Omega - 1 \leq \frac{c(P(\Pi(Q)))}{2A_0^\Omega - 1} \text{diam } Q_0^\Omega - 1,$$  \hfill (87)

where the last inequality comes from the choice of $\varepsilon_3$; see Notation 2.8.

In this first part of the proof of the theorem we have constructed the family of balls $B_i$ mentioned in the introductory paragraph to the statement of the theorem and we have also proved the second necessary property of the $B_i$, that is the smallness of the measure of their projection. The rest of the proof will be devoted to proving that $\text{supp}(\phi) \cup \bigcup_i B_i$ has big projections.
More precisely, the next step in the proof of the theorem is to show that

\[ S^\Omega^{-1}(P_{\Pi(Q_0)}(F(Q_0))) \geq \frac{c(\Pi(Q_0)) \operatorname{diam} Q_0^\Omega^{-1}}{A_0^\Omega^{-1}}. \] (88)

In order to ease notations in the following we let \( x = c(Q_0)\delta_{10A_0^{-1} \operatorname{diam} Q_0}(n(Q_0)) \) and define

\[ B_+ := B(x, A_0^{-1} \operatorname{diam} Q_0) \quad \text{and} \quad B_- := B(x, A_0^{-1} \operatorname{diam} Q_0)\delta_{20A_0^{-1} \operatorname{diam} Q_0}(n(Q_0)^{-1}). \]

Before proceeding further with the proof of (88), we give a brief outline of what we are going to do, hoping to help the reader keep track of the purpose of each computation. As a first step towards the proof of (88), we prove that \( B_+ \) and \( B_- \) are contained in \( G_+(Q_0) \) and \( G_-(Q_0) \), respectively. Note that this implies that \( B_+ \) and \( B_- \) are each on one side of the plane \( \Pi(Q_0) \). Let \( \bar{Q} \) be the element of \( \mathcal{M}(C, \iota) \) containing \( Q_0 \) and recall that by Lemma 2.26, \( \mathcal{G}_+((\bar{Q})) \) and \( \mathcal{G}_-(\bar{Q}) \) are disjoint open sets. This implies in particular that for any horizontal line parallel to the normal of the plane \( \Pi(Q_0) \) with starting point in \( B_+ \) and end point in \( B_- \), we can find a \( y \) in such a segment belonging to the complement of \( \mathcal{G}(Q_0) \). Our final step in the proof of (88) is to show that \( y \) belongs to \( F(Q_0) \), thus proving the inclusion \( P_{\Pi(Q_0)}(B_+) \subseteq P_{\Pi(Q_0)}(F(Q_0)) \) and in turn our claim.

Let us proceed with the proof of (88). We will prove that \( B_+ \subseteq G_+(Q_0) \) and \( B_- \subseteq G_-(Q_0) \) separately, since the computations differ.

Let us begin with the proof of the inclusion \( B_+ \subseteq G_+(Q_0) \). For any \( \Delta \in \mathcal{G} \) such that \( \|\Delta\| \leq A_0^{-1} \operatorname{diam} Q_0 \), we have

\[ d(c(Q_0), x\Delta) = \|\delta_{10A_0^{-1} \operatorname{diam} Q_0}(n(Q_0))\Delta\| \leq 11A_0^{-1} \operatorname{diam} Q_0 \leq A_0 \operatorname{diam} Q_0. \] (89)

In addition, the choices of \( x \) and \( \Delta \) imply that

\[ \langle \pi_1(c(Q_0)^{-1}x\Delta), n(Q_0) \rangle = \langle \pi_1(\delta_{10A_0^{-1} \operatorname{diam} Q_0}(n(Q_0))\Delta), n(Q_0) \rangle = 10A_0^{-1} \operatorname{diam} Q_0 + \langle \pi_1\Delta, n(Q_0) \rangle \geq 9A_0^{-1} \operatorname{diam} Q_0. \] (90)

The bounds (89) and (90) together with the definitions of \( B_+ \) and \( G_+(Q_0) \) finally imply that \( B_+ \subseteq G_+(Q_0) \).

Let us prove that \( B_- \subseteq G_-(Q_0) \). Similar to the previous case, for any \( \|\Delta\| \leq A_0^{-1} \operatorname{diam} Q_0 \), we have

\[ d(c(Q_0), x\Delta\delta_{20A_0^{-1} \operatorname{diam} Q_0}(n(Q_0)^{-1})) = \|\delta_{10A_0^{-1} \operatorname{diam} Q_0}(n(Q_0))\Delta\delta_{20A_0^{-1} \operatorname{diam} Q_0}(n(Q_0)^{-1})\| \leq 31A_0^{-1} \operatorname{diam} Q_0 \leq A_0 \operatorname{diam} Q_0. \] (91)

Once again, the choices of \( x \) and \( \Delta \) imply that

\[ \langle \pi_1(c(Q_0)^{-1}x\Delta\delta_{20A_0^{-1} \operatorname{diam} Q_0}(n(Q_0)^{-1})), n(Q_0) \rangle \]

\[ = \langle \pi_1(\delta_{10A_0^{-1} \operatorname{diam} Q_0}(n(Q_0))\Delta\delta_{20A_0^{-1} \operatorname{diam} Q_0}(n(Q_0)^{-1})), n(Q_0) \rangle \]

\[ = -10A_0^{-1} \operatorname{diam} Q_0 + \langle \pi_1\Delta, n(Q_0) \rangle \leq -9A_0^{-1} \operatorname{diam} Q_0. \] (92)

The bounds (91) and (92) together with the definitions of \( B_- \) and \( G_-(Q_0) \) show that \( B_- \subseteq G_-(Q_0) \).
Now that we have shown that $B_+ \text{ and } B_- \text{ lie on different sides of } \Pi(Q_0)$, we construct horizontal curves parallel to $n(Q_0)$ joining $B_+ \text{ and } B_-$ and we show that each one of these lines intersect $F(Q_0)$.

First of all, let $\overline{Q}$ be the unique cube in $\mathcal{M}(C, t)$ containing $Q_0$. Thanks to Lemma 2.26 we know that the sets $\mathcal{G}_+(\overline{Q}) \text{ and } \mathcal{G}_-(\overline{Q})$ are disconnected. With this in mind, for any $a \in B_+$ we define the curve $\gamma_a : [0, 1] \to \mathcal{G}$ as

$$
\gamma_a(t) := a\delta_{20A_0^{-1}}\text{diam } Q_0, (n(Q_0)^{-1}).
$$

By the definition of $B_-$, it is immediate to see that $\gamma_a(1) \in B_-$. On the other hand, since $\gamma_a(0) \in B_+$ and the image of $\gamma_a$ is connected, we infer that $\gamma_a$ must meet the complement of $\mathcal{G}(\overline{Q})$ at $y = \gamma_a(s)$ for some $s \in (0, 1)$.

We now prove that $y \in F(Q_0)$. First, we estimate the distance of $y$ from $c(Q_0)$ as

$$
d(y, c(Q_0)) \leq d(a\delta_{20A_0^{-1}}\text{diam } Q_0, n(Q_0)^{-1}), c(Q_0)) \leq d(a, c(Q_0)) + 20A_0^{-1} \text{diam } Q_0,
$$

$$
\leq d(x, c(Q_0)) + d(x, a) + 20A_0^{-1} \text{diam } Q_0
$$

$$
\leq 10A_0^{-1} \text{diam } Q_0 + A_0^{-1} \text{diam } Q_0 + 20A_0^{-1} \text{diam } Q_0
$$

$$
\leq 40A_0^{-1} \text{diam } Q_0 < (A_0 - 2) \text{diam } Q_0,
$$

(93)

where the inequality in the third line comes from the definition of $x$ and the fact that $a \in B(x, A_0^{-1} \text{diam } Q_0)$. The above computation together with the fact that $\overline{Q}$ is an ancestor of $Q_0$ shows that $y \in I(\overline{Q})$. In addition, we have that

$$
\text{dist}(y, E(\vartheta, \gamma) \setminus Q_0) \geq \text{dist}(c(Q_0), E(\vartheta, \gamma) \setminus Q_0) - d(y, c(Q_0)) \geq 64^{-1} \xi^2 \text{diam } Q_0 - 40A_0^{-1} \text{diam } Q_0 \geq 100A_0^{-1} \text{diam } Q_0,
$$

(94)

where the first inequality in the last line above comes from the second last inequality of (93), Remark 2.19 and Theorem A.2 (v), while the last inequality follows from the choice of $A_0$. From (93) and (94) we deduce that

$$
\text{dist}(y, E(\vartheta, \gamma) \setminus Q_0) \geq 100A_0^{-1} \text{diam } Q_0 > d(y, c(Q_0)) \geq \text{dist}(y, Q_0 \cap E(\vartheta, \gamma)),
$$

(95)

where the last inequality comes from the fact that $c(Q_0)$ belongs to $E(\vartheta, \gamma)$; see Remark 2.19. Therefore, if $z \in E(\vartheta, \gamma)$ is the point of minimal distance of $y$ from $E(\vartheta, \gamma)$, (95) implies that $z \in Q_0 \cap E(\vartheta, \gamma)$. Furthermore, since by assumption $y \not\in \mathcal{G}(\overline{Q})$ and by (93) we have $y \in I(\overline{Q})$, Proposition 2.27 implies that

$$
d(z, y) = \text{dist}(y, E(\vartheta, \gamma)) \leq 4A_0^{-1}d(y) < \frac{1}{10}d(y),
$$

(96)

where the last inequality can be strict only if $d(y) > 0$. The definition of the function $d$, see (77), implies further by (96) that

$$
d(z) \geq d(y) - d(z, y) > \frac{9}{10}d(y),
$$

(97)

where last inequality is strict only if $d(y) > 0$. Summing up what we know so far about $z$ is that it must be contained in $Q_0 \cap E(\vartheta, \gamma)$, however (97) implies that $z$ cannot be contained in a cube $Q \in \Delta(C, t)$ with $\text{diam } Q \leq \frac{9}{10}d(y)$. 


On the one hand, if \( d(y) = 0 \), the bound (96) implies that \( d(y, z) = 0 \) and thus since \( E(\vartheta, \gamma) \) is compact we have \( y = z \in E(\vartheta, \gamma) \). This implies in particular that

\[
y \in E(\vartheta, \gamma) \cap Q_0 \subseteq C \cap Q_0 \cup \bigcup_{Q \in \mathcal{F}(Q_0)} Q \subseteq C \cap Q_0 \cup \bigcup_{Q \in \mathcal{F}(Q_0)} B(c(Q), 2C_6 \text{ diam } Q) = F(Q_0).
\]

If, on the other hand, \( d(y) > 0 \), we will now show that \( y \in F(Q_0) \). We claim that there is a cube \( Q_1 \in \Delta(C, \iota) \), contained in \( Q_0 \) and possibly coinciding with \( Q_0 \) itself, such that

(a) \( z \in Q_1 \) and for any cube \( Q \in \Delta(C, \iota) \) contained in \( Q_1 \) we have \( z \not\in Q \),
(b) \( \text{diam } Q_1 \geq \frac{9}{10} d(y) \),
(c) there exists a \( \tilde{Q} \in \mathcal{F}(Q_0) \), that is a child of \( Q_1 \) for which \( z \in \tilde{Q} \).

Let us verify that such a cube \( Q_1 \) exists. Since \( z \in Q_0 \), for any cube \( Q \in \Delta(C, \iota) \) such that \( Q \subseteq Q_0 \) and \( z \in Q \) we have

\[
\frac{9}{10} d(y) \leq d(z) \leq \text{dist}(z, Q) + \text{diam } Q = \text{diam } Q,
\]

where the first inequality above comes from (97) and the second from the definition of \( d \). Let \( Q_1 \) be the smallest cube of \( \Delta(C, \iota) \) containing \( z \), and note that for any cube \( Q \subseteq Q_1 \) belonging to \( \Delta(C, \iota) \) we have that \( z \not\in Q \). This proves (a) and (b). In order to prove (c), we note that any ancestor of \( Q_1 \) in \( \Delta(E(\vartheta, \gamma), \iota) \) must be contained in \( \Delta(C, \iota) \). Furthermore, since the condition \( \text{diam } Q_1 \geq \frac{9}{10} d(y) \) implies that \( z \in E(\vartheta, \gamma) \setminus C \), we infer that there must exist a cube \( \tilde{Q} \) in \( \mathcal{F}(Q_0) \) for which \( z \in \tilde{Q} \). Such a cube must be a child of \( Q_1 \) otherwise the maximality of \( \tilde{Q} \) would be contradicted.

Let us use (a), (b) and (c) to conclude the proof of the theorem. Items (a), (b) and inequality (96) imply that

\[
\text{dist}(y, Q_1) \leq d(y, z) \leq \frac{1}{10} d(y) \leq \frac{1}{9} \text{ diam } Q_1.
\]

Therefore, Proposition A.4 together with (c) and (99) implies that

\[
d(c(\tilde{Q}), y) \leq d(c(\tilde{Q}), z) + d(z, y) \leq \text{diam } \tilde{Q} + \frac{1}{9} \text{ diam } Q_1
\]

\[
\leq \text{diam } \tilde{Q} + \frac{1}{9}C_6 \text{ diam } \tilde{Q} < 2C_6 \text{ diam } \tilde{Q}.
\]

The bound (100) finally proves that \( y \in F(Q_0) \) thanks to the fact that \( \tilde{Q} \in \mathcal{F}(Q_0) \) by (c). Summing up, this shows that for any \( a \in B_+ \), the curve \( \gamma_a \) meets the set \( F(Q_0) \) somewhere.

In turn, this shows that \( F(Q_0) \) has big projections. Indeed,

\[
S^{\Omega-1}(P_{\Pi(Q_0)}(F(Q_0))) \geq S^{\Omega-1}(P_{\Pi(Q_0)}(B(x, A_0^{-1} \text{ diam } Q_0)))
\]

\[
= c(\Pi(Q_0)) A_0^{-1} \Omega^{-1} \text{ diam } Q_0^{\Omega-1},
\]

where the first inequality comes from the fact that the images of the curves \( \gamma_a \) are contained in \( P_{\Pi(Q_0)}^{-1}(a) \) for any \( a \in B_+ \) and the last identity comes from Proposition 1.18. This concludes the proof of the main step of the proof, which was to verify the validity of (88).
In order to conclude the proof of the theorem we just need to put (87) together with (101) to get
\[
S_{C_4}^{-1}(P_{\Pi(Q_0)}(Q_0 \cap C)) \geq S_{C_4}^{-1}(P_{\Pi(Q_0)}(F(Q_0))) - S_{C_4}^{-1}\left(P_{\Pi(Q_0)}\left(\bigcup_{Q \in \mathcal{F}(Q_0)} B(c(Q), c_6 \operatorname{diam}(Q_0))\right)\right)
\]
where the last inequality comes from the fact that \(c(Q_0)) \geq 1\); see Proposition 1.18.

2D. Construction of the \(\phi\)-positive intrinsic Lipschitz graph. This subsection is devoted to the proof of the main result of Section 2, Theorem 2.1, which we restate here for the reader’s convenience:

**Theorem 2.1.** There is an intrinsic Lipschitz graph \(\Gamma\) such that \(\phi(\Gamma) > 0\).

We outline the proof of Theorem 2.1 here: For a fixed cube \(Q \in \mathcal{M}(C, \iota)\), we prove that the family \(B(Q)\) of the maximal subcubes of \(Q\) having small projection on \(\Pi(Q)\), thanks to Theorem 2.28, is small in measure. Therefore, we can find a cube \(Q' \in \Delta(C, \iota) \setminus B(Q)\) that is contained in \(Q\) and for which any subcube \(\tilde{Q}\) of \(Q'\) has big projections on \(\Pi(Q)\). This independence on the scales, thanks to Proposition 2.11, implies that \(C \cap Q\) is a \(\Pi(Q)\)-intrinsic Lipschitz graph.

**Proposition 2.29.** Define \(\epsilon_4 := \min\{\epsilon_1, (32\vartheta C_1 C_5 A_0^{-1})^{-1}\}\). There exists a compact set \(C_1 \subseteq C\) and an \(\iota_1 \in \mathbb{N}\) such that

(i) \(\phi(C \setminus C_1) \leq \epsilon_4 \phi(C)\),

(ii) whenever \(Q \in \Delta(C_1, \iota_1)\) we have \((1 - \frac{1}{32} \epsilon_4) \phi(Q) \leq \phi(Q \cap C)\).

**Proof.** First of all, we prove that the set \(\Delta(C, \iota)\) is a \(\phi_L C\) Vitali relation. It is immediate to see that the family \(\Delta(C, \iota)\) is a fine covering of \(C\). Furthermore, let \(E\) be a Borel set contained in \(C\) and suppose \(A \subseteq \Delta(C, \iota)\) is a fine covering of \(E\). Defining \(A^* := \{Q \in A : Q\) is maximal\}, the identity \(\bigcup_{Q \in A} Q = \bigcup_{Q \in A^*} Q\) is trivially satisfied and thus the family \(A^*\) is still a covering of \(E\). The maximality of the elements of \(A^*\) implies that they are pairwise disjoint and thus \(\Delta(C, \iota)\) is a \(\phi\)-Vitali relation in the sense of [Federer 1969, §2.8.16]. Therefore, thanks to [Federer 1969, Theorem 2.9.11], we deduce that

\[
\lim_{Q \to x} \frac{\phi(C \cap Q)}{\phi(Q)} = 1,
\]

for \(\phi\)-almost every \(x \in C\). For any \(j \in \mathbb{N}\), define the functions \(f_j(x) := \phi(C \cap Q_j(x))/\phi(Q_j(x))\), where \(Q_j(x)\) is the unique cube of the generation \(\Delta^j\phi(\vartheta, \gamma)\) containing \(x\). Identity (102) implies that \(\lim_{j \to \infty} f_j(x) = 1\) for \(\phi\)-almost every \(x \in C\) and thus, the Severini–Egoroff theorem concludes that we can find a compact subset \(C_1\) of \(C\) such that \(\phi(C \setminus C_1) \leq \epsilon_4 \phi(C)\) and \(f_j(x)\) converges uniformly to 1 on \(C_1\). This proves (i) and (ii) at once.

**Theorem 2.30.** Let \(C_1\) be the compact set from Proposition 2.29. Then there exists a cube \(Q' \in \Delta(C_1, 2\iota_1)\) such that \(Q' \cap C_1\) is an intrinsic Lipschitz graph of positive \(\phi\)-measure.
Proof. For any $Q_0 \in \mathcal{M}(C_1, 2\ell_1)$, Theorem 2.28 and Proposition 2.29 imply that

$$S^{\Omega -1}(P_{\Pi(Q_0)}(Q_0 \cap C)) \geq \frac{\text{diam } Q_0^{\Omega -1}}{2A_0^{\Omega -1}}. \quad (103)$$

Therefore, for any $Q_0 \in \mathcal{M}(C_1, 2\ell_1)$ we let $\mathcal{B}(Q_0)$ be the family of the maximal cubes $Q \in \Delta(C_1, 2\ell_1)$ contained in $Q_0$ for which

$$S^{\Omega -1}(P_{\Pi(Q_0)}(E(\vartheta, \gamma) \cap Q)) < \frac{\text{diam } Q_0^{\Omega -1}}{4C_5^2A_0^{\Omega -1}}, \quad (104)$$

and we define $\mathcal{B}(Q_0) := \bigcup_{Q \in \mathcal{B}(Q_0)} Q$.

The first step of the proof of the theorem is to show that the projection of $\mathcal{B}(Q_0)$ has small measure, or more precisely, that

$$\phi(C \cap [Q_0 \setminus \mathcal{B}(Q_0)]) > \frac{\phi(Q_0)}{8\vartheta C_1C_5A_0^{\Omega -1}}, \quad \text{for any } Q_0 \in \mathcal{M}(C_1, 2\ell_1). \quad (105)$$

Throughout this paragraph we shall assume that $Q_0 \in \mathcal{M}(C_1, 2\ell_1)$ is fixed. The maximality of the elements of $\mathcal{B}(Q_0)$ implies that they are pairwise disjoint and since by definition we have $Q \cap E(\vartheta, \gamma) \neq \emptyset$, for any $Q \in \mathcal{B}(Q_0)$ Remark A.3 yields

$$S^{\Omega -1}(P_{\Pi(Q_0)}(E(\vartheta, \gamma) \cap Q)) < \frac{\text{diam } Q_0^{\Omega -1}}{4C_5^2A_0^{\Omega -1}} \leq \frac{\phi(Q)}{4C_5A_0^{\Omega -1}}. \quad (106)$$

Thanks to the fact that $C \subseteq E(\vartheta, \gamma)$, Propositions 1.18 and 1.31 allow us to infer that

$$\phi(C \cap [Q_0 \setminus \mathcal{B}(Q_0)]) \geq \frac{S^{\Omega -1}(C \cap [Q_0 \setminus \mathcal{B}(Q_0)])}{\vartheta} \geq \frac{S^{\Omega -1}(P_{\Pi(Q_0)}(C \cap [Q_0 \setminus \mathcal{B}(Q_0)]))}{2\vartheta(P_{\Pi(Q_0)})).} \quad (107)$$

On the other hand, thanks to (103) we conclude that

$$S^{\Omega -1}(P_{\Pi(Q_0)}(C \cap [Q_0 \setminus \mathcal{B}(Q_0)])) \geq S^{\Omega -1}(P_{\Pi(Q_0)}(C \cap Q_0)) - S^{\Omega -1}(P_{\Pi(Q_0)}(E(\vartheta, \gamma) \cap \mathcal{B}(Q_0)))$$

$$\geq \frac{\text{diam } Q_0^{\Omega -1}}{2A_0^{\Omega -1}} - \sum_{Q \in \mathcal{B}(Q_0)} S^{\Omega -1}(P_{\Pi(Q_0)}(E(\vartheta, \gamma) \cap Q))). \quad (108)$$

Since by definition $Q_0 \cap E(\vartheta, \gamma) \neq \emptyset$, Remark A.3, (106), (108) and the fact that the cubes in $\mathcal{B}(Q_0)$ are disjoint imply that

$$S^{\Omega -1}(P_{\Pi(Q_0)}(C \cap [Q_0 \setminus \mathcal{B}(Q_0)])) \geq \frac{\phi(Q_0)}{2C_5A_0^{\Omega -1}} - \frac{1}{4C_5A_0^{\Omega -1}} \sum_{Q \in \mathcal{B}(Q_0)} \phi(Q)$$

$$= \frac{\phi(Q_0)}{2C_5A_0^{\Omega -1}} - \frac{1}{4C_5A_0^{\Omega -1}}\phi(\mathcal{B}(Q_0)). \quad (109)$$
Putting together (107) and (109), we eventually deduce that
\[
2c(\Pi(Q_0))\phi(C \cap [Q_0 \setminus B(Q_0)]) \geq \frac{\phi(Q_0)}{2C_5A_0^{\Omega-1}} - \frac{1}{4C_5A_0^{\Omega-1}}\phi(B(Q_0)) \\
= \frac{\phi(Q_0)}{4C_5A_0^{\Omega-1}} + \frac{1}{4C_5A_0^{\Omega-1}}\phi(Q_0 \setminus B(Q_0)),
\] (110)
where the last equality above follows from the inclusion \(B(Q_0) \subseteq Q_0\). Inequality (110) together with the fact that \(c(\Pi(Q_0)) \leq C_1\), see Proposition 1.18, immediately implies (105).

Now that (105) is proved, the second step in the proof is to construct a cube \(Q' \in \Delta(C_1, 2t_1)\) disjoint from \(\bigcup_{Q_0 \in \mathcal{M}(C_1, 2t_1)} B(Q_0)\) such that \(\phi(C \cap Q') > 0\). Every subcube of \(Q'\) contained in \(\Delta(C_1, 2t_1)\) thus enjoys a big projections property, and this is what in the end allows us to prove that \(C \cap Q'\) is contained in an intrinsic Lipschitz graph. Since the elements of \(\mathcal{M}(C_1, 2t_1)\) are pairwise disjoint and their union covers \(C\), we infer that
\[
\phi\left(C_1 \setminus \bigcup_{Q_0 \in \mathcal{M}(C_1, 2t_2)} B(Q_0)\right) = \phi\left(\bigcup_{Q_0 \in \mathcal{M}(C_1, 2t_1)} C \cap [Q_0 \setminus B(Q_0)]\right) = \sum_{Q_0 \in \mathcal{M}(C_1, 2t_1)} \phi(C \cap [Q_0 \setminus B(Q_0)]) \\
\geq \sum_{Q_0 \in \mathcal{M}(C_1, 2t_1)} \phi(C \cap [Q_0 \setminus B(Q_0)]) - \phi((C \setminus C_1) \cap Q_0) \\
\overset{(106)}{\geq} \left(\sum_{Q_0 \in \mathcal{M}(C_1, 2t_1)} \frac{\phi(Q_0)}{8\theta C_5 A_0^{\Omega-1}}\right) - \phi(C \setminus C_1) \geq \frac{\phi(C_1)}{8\theta C_1 C_5 A_0^{\Omega-1}} - \varepsilon_4\phi(C). \quad (111)
\]
Therefore, the choice of \(\varepsilon_4\), Proposition 2.29 and (111) imply that
\[
\phi\left(C_1 \setminus \bigcup_{Q_0 \in \mathcal{M}(C_1, 2t_2)} B(Q_0)\right) \geq \frac{1 - \varepsilon_4}{8\theta C_1 C_5 A_0^{\Omega-1}}\phi(C) - \varepsilon_4\phi(C) \geq \frac{\phi(C)}{16\theta C_1 C_5 A_0^{\Omega-1}}. \quad (112)
\]
Inequality (112) implies that there must exist a cube \(Q'_0 \in \mathcal{M}(C_1, 2t_1)\) such that \(\phi(C_1 \setminus \bigcup_{Q \in B(Q'_0)} Q) > 0\). Defining \(\mathcal{B}\) to be the set of maximal cubes in \(\Delta(C_1, 2t_1) \setminus B(Q'_0)\) contained in \(Q'_0\), we can find at least a cube \(Q' \in \mathcal{B}\) for which \(\phi(C_1 \cap Q') > 0\). Furthermore, thanks to the maximality of the elements in \(B(Q'_0)\) and the fact that \(Q' \cap B(Q'_0) = \emptyset\), we also deduce that any subcube of \(Q'\) cannot satisfy (104).

In the final step of the proof we show that \(C \cap Q'\) is contained in an intrinsic Lipschitz graph. Indeed, we claim that
\[
x_1^{-1}x_2 \in C_{\Pi(Q'_0)}(2\alpha_0), \quad \text{for any} \quad x_1, x_2 \in C_1 \cap Q', \quad (113)
\]
where \(\alpha_0\) was defined in Proposition 2.11. Fix \(x_1, x_2 \in C_1 \cap Q'\), and note that there exists a unique \(j \in \mathbb{N}\) such that
\[
Ry^{-1}2^{-jN+5} \leq d(x_1, x_2) \leq Ry^{-1}2^{-(j-1)N+5}. \quad (114)
\]
For \( i = 1,2 \) we let \( Q_{x_i} \) be the unique cubes in the \( j \)-th layer of cubes \( \Delta_j(\vartheta, \gamma) \) for which \( x_i \in Q_{x_i} \). Suppose \( Q' \in \Delta_j(\vartheta, \gamma) \) and note that Theorem A.2 (iv) and (114) imply that
\[
R \gamma^{-1} 2^{-jN+5} \leq d(x_1, x_2) \leq \text{diam} Q' \leq \gamma^{-1} 2^{-jN+5}.
\] (115)
The chain of inequalities (115) implies that \( j \leq j' \) and thus by Theorem A.2 (i) we infer that \( Q_{x_i} \subseteq Q' \) for \( i = 1,2 \). Furthermore, thanks to Theorem A.2 (ii) and (v), for \( i = 1,2 \) we have
\[
R \text{diam} Q_{x_i} \leq R \gamma^{-1} 2^{-jN+5} \leq d(x_1, x_2) \leq R \gamma^{-1} 2^{-jN+5}
\]
\[
= 2^{N+6} \gamma^{-1} R 2^{-jN-1} \leq 2^{N+6} \xi^{-2} R \text{diam} Q_{x_i},
\] (116)
since by construction \( Q_{x_i} \in \Delta(\vartheta, \gamma) \). In addition to this, since as already remarked \( Q_{x_i} \in \Delta(C_1, 2\ell_1) \), Lemma 2.16 implies that \( \alpha(Q_{x_i}) \leq \varepsilon_2 \) for \( i = 1,2 \). Furthermore, the construction of \( Q' \) ensures that for any cube \( Q \in \Delta(C_1, 2\ell_1) \) contained in \( Q' \), we have
\[
S^{\Omega-1}(P_{\Pi(Q'_0)}(E(\vartheta, \gamma) \cap Q)) \geq \frac{\text{diam} Q'_{\Omega-1}}{4C_5^2 A_0^{\Omega-1}}.
\] (117)
This proves that the hypotheses of Proposition 2.11 are satisfied and thus \( x_1 \in x_2 C_{\Pi(Q'_0)}(2\alpha_0) \). Finally, \( C_1 \cap Q' \) is proved to be contained in an intrinsic Lipschitz graph by means of Proposition 1.37.

\[\square\]

Remark 2.31. Note that the proof of Theorem 2.1 is an immediate consequence of Theorem 2.30.

3. The support of 1-codimensional measures with almost-flat tangents is intrinsic rectifiable

A careful examination of the arguments of Section 2 shows that in order to prove Theorem 2.1, we never fully exploited the fact that \( \phi \)-almost everywhere we have \( \text{Tan}_{\Omega-1}(\phi, x) \subseteq \mathcal{M} \). Indeed, we used the flatness of tangents just to show that there exists a set \( C \) with large \( \phi \)-measure on which the \( 1 \)-Wasserstein distance between \( \phi \) and some flat measure — below a certain (uniform on \( C \)) scale — is smaller than some fixed constant, which in the specific case of Section 2 is in essence \( \varepsilon_2 \). See for instance Proposition 2.14 and Lemma 2.16. This quantified closeness to flat measures is sufficient to construct the cones that yield the intrinsic rectifiability property of the set \( C \). This is a typical phenomena occurring even in Euclidean spaces that has been observed explicitly in [David and Semmes 1993a, §II.2.1 Remark 2.5] and less explicitly in [Preiss 1987, Lemma 5.2].

In this section we aim to show how to modify the arguments of Section 2 in order to prove the intrinsic rectifiability of asymptotically AD-regular measures with almost flat tangents.

Throughout this section we let \( \delta \in \mathbb{N} \) be a fixed natural number and \( \psi \) be a fixed Radon measure on \( \mathbb{G} \) whose support is a compact set \( K \) and such that for \( \psi \)-almost every \( x \in \mathbb{G} \) we have
\[
\text{(H1') } \delta^{-1} \leq \Theta^{\Omega-1}(\psi, x) \leq \Theta^{\Omega-1}(\psi, x) \leq \delta.
\]
\[
\text{(H2') } \limsup_{r \to 0} d_{x, r}(\psi, \mathcal{M}) < 4^{-(\Omega+1)} \varepsilon_2(2\delta).
\]
In the following we will make extensive use of constants, parameters and sets introduced in Notation 2.8 specializing them for the measure \( \psi \). For clarity, we stress if not explicitly mentioned throughout this section we will always assume that \( \sigma := 2\delta \).
The first step in the understanding of the structure of $\psi$ is to show that for any $k > 0$ the limit $\lim\sup_{r \to 0} d_{x,kr}(\psi, \mathcal{M})$ can be read as the maximum distance from flat measures among all the elements of $\Tan_{\Omega-1}(\psi, x)$ inside $B(0, k)$:

**Proposition 3.1.** For $\psi$-almost all $x \in \mathbb{G}$ and any $k > 0$ we have

$$\lim\sup_{r \to 0} d_{x,kr}(\psi, \mathcal{M}) = \sup\{d_{0,k}(v, \mathcal{M}) : v \in \Tan_{\Omega-1}(\psi, x)\}.$$ 

**Proof.** Fix a point $x \in K$ where $\Tan_{\Omega-1}(\psi, x) \neq \emptyset$ and where assumptions (H1') and (H2') hold. Recall that this choice of $x$ can be made without loss of generality thanks to Proposition 1.26. Suppose $\{r_i\}_{i \in \mathbb{N}}$ is an infinitesimal sequence such that $\lim_{i \to \infty} d_{x,kr_i}(\psi, x) = \lim\sup_{r \to 0} d_{x,kr}(\psi, x)$ and assume up to nonrelabeled subsequences that there exists a $v \in \Tan_{\Omega-1}(\psi, x)$ such that

$$r_i^{-(\Omega-1)} T_{x,r_i} \psi \rightharpoonup v.$$ 

As a first step let us prove that $\lim\sup_{r \to 0} d_{x,kr}(\psi, \mathcal{M}) \leq d_{0,k}(v, \mathcal{M})$. For any $0 < \eta < 1$ we let $\Theta S^{\Omega-1} V$ be an element of $\mathcal{M}$ such that $F_{0,k}(v, \Theta S^{\Omega-1} V)/k^\Omega \leq d_{0,k}(v, \mathcal{M}) + \eta$. With this choice, thanks to the triangle inequality, we infer that

$$\lim\sup_{i \to \infty} d_{0,k}(r_i^{-(\Omega-1)} T_{x,r_i} \psi, \mathcal{M}) \leq \lim\sup_{i \to \infty} \frac{F_{0,k}(r_i^{-(\Omega-1)} T_{x,r_i} \psi, \Theta S^{\Omega-1} V)}{k^\Omega} \leq \lim\sup_{i \to \infty} \frac{F_{0,k}(r_i^{-(\Omega-1)} T_{x,r_i} \psi, v) + F_{0,k}(v, \Theta S^{\Omega-1} V)}{k^\Omega} \leq d_{0,k}(v, \mathcal{M}) + \eta,$$

(118)

where the last inequality comes from the choice of $\Theta$ and $V$ and Proposition 1.23. The arbitrariness of $\eta$ concludes the proof of the first claim.

As a second and final step of the proof, fix a $\mu \in \Tan_{\Omega-1}(\psi, x)$ and show that $\lim\sup_{r \to 0} d_{x,kr}(\psi, \mathcal{M}) \geq d_{0,k}(\mu, \mathcal{M})$. Since $\mu \in \Tan_{\Omega-1}(\psi, x)$, we can find an infinitesimal sequence $\{r_i\}_{i \in \mathbb{N}}$ such that

$$r_i^{-(\Omega-1)} T_{x,r_i} \psi \rightharpoonup \mu.$$ 

Furthermore, for any $0 < \eta < 2^{-(\Omega+1)}(\delta^1 - 2^{-\Omega} \varepsilon_2(2\delta))$ and any $i \in \mathbb{N}$ there exists a $\Theta_i > 0$ and a $V_i \in \Gr(\Omega - 1)$ such that

$$\frac{F_{0,k}(r_i^{-(\Omega-1)} T_{x,r_i} \psi, \Theta_i S^{\Omega-1} V_i)}{k^\Omega} \leq d_{0,k}(r_i^{-(\Omega-1)} T_{x,r_i} \psi, \mathcal{M}) + \eta = d_{x,kr_i}(\psi, \mathcal{M}) + \eta,$$

where the last identity above comes from Proposition 2.3 (i).

Our next task is to show that there exists a compact subinterval $I$ of $(0, \infty)$ such that $\{(\Theta_i)_{i \in \mathbb{N}} \subseteq I$. Thanks to assumption (H2') on $\psi$, there exists an $i_0 \in \mathbb{N}$ such that we have $d_{x,kr_i}(\psi, \mathcal{M}) \leq 4^{-(\Omega+1)^2} \varepsilon_2(2\delta)$,
for any $i \geq i_0$. This implies for any $i \geq i_0$ that
\[
\left| \int g(w) \frac{d \psi(w)}{\Omega^{-1}} - \Theta_i \int g(w) dS^{\Omega^{-1}} V_i(w) \right| \leq F_{0,k}(r_i^{-\Omega^{-1}}) \frac{r_i^{-\Omega^{-1}}}{\psi, \Theta_i S^{\Omega^{-1}} V_i} \leq 4^{-(\Omega+1)^2} \epsilon_2(2\delta) k^\Omega + \eta k^\Omega,
\]
where $g(x) := \max\{k - d(0, x), 0\}$. Thanks to the definition of $g$ and to (119) we infer that
\[
\Theta_i 2^{-\Omega} k^\Omega - \frac{k \psi(B(x, kr_i))}{r_i^{\Omega^{-1}}} \leq \Theta_i \int_{B(0, k/2)} g(w) dS^{\Omega^{-1}} V_i(w) - \int_{B(0, k)} k \frac{d \psi(w)}{r_i^{\Omega^{-1}}} \leq \left| \Theta_i \int g(w) dS^{\Omega^{-1}} V_i(w) - \int g(w) \frac{d \psi(w)}{r_i^{\Omega^{-1}}} \right| \leq 4^{-(\Omega+1)^2} \epsilon_2(2\delta) k^\Omega + \eta k^\Omega.
\]
On the other hand, a similar argument shows that
\[
k \frac{\psi(B(x, kr_i/2))}{r_i^{\Omega^{-1}}} \leq \frac{k \psi(B(x, kr_i))}{r_i^{\Omega^{-1}}} - \Theta_i \int g(y) dS^{\Omega^{-1}} V_i(y) \leq \left| \Theta_i \int g(y) dS^{\Omega^{-1}} V_i(y) - \Theta_i \int g(y) dS^{\Omega^{-1}} V_i(y) \right| \leq 4^{-(\Omega+1)^2} \epsilon_2(2\delta) k^\Omega + \eta k^\Omega.
\]
Rearranging inequality (120) and dividing both sides by $(\frac{1}{2} k)\Omega$, thanks to the choice of $x$ and to the arbitrariness of $i$, we have
\[
\limsup_{i \to \infty} \Theta_i \leq 2\Omega \limsup_{i \to \infty} \frac{\psi(B(x, kr_i))}{(kr_i)^{\Omega^{-1}}} + 2^{-(\Omega+1)} \epsilon_2(2\delta) + 2\Omega \eta \leq 2\Omega (\delta + 1) + 2^{-(\Omega+1)} \epsilon_2(2\delta),
\]
where the second last inequality comes from the fact that (H1') is satisfied at $x$ and the last inequality from the fact that $\eta < 1$.

Similarly, rearranging inequality (121) and dividing both sides by $k\Omega$, thanks to the arbitrariness of $i$, we infer that
\[
2^{-\Omega} \delta^{-1} \leq \frac{\Theta \Omega^{-\Omega}}{2\Omega} \leq \liminf_{i \to \infty} \frac{\psi(B(x, kr_i/2))}{(kr_i/2)^{\Omega^{-1}}} \leq \liminf_{i \to \infty} \Theta_i + 4^{-(\Omega+1)^2} \epsilon_2(2\delta) + \eta.
\]
On the other hand, (123) and the choice of $\eta$ imply that
\[
0 < 2^{-(\Omega+1)} (\delta^{-1} - 2^{-\Omega} \epsilon_2(2\delta)) \leq 2^{-\Omega} (\delta^{-1} - 2^{-\Omega} \epsilon_2(2\delta)) - \eta \leq \liminf_{i \to \infty} \Theta_i,
\]
where the first inequality comes from the choice of $\epsilon_2(2\delta)$ and the second inequality from that of $\eta$. The bounds (122) and (124) together imply that up to taking a nonrelabeled subsequence of $\{\Theta_i\}_{i \in \mathbb{N}}$ we can assume that the $\Theta_i$ converge to some $\Theta \in [2^{-(\Omega+1)} (\delta^{-1} - 2^{-\Omega} \epsilon_2(2\delta)), 2\Omega (\delta + 1) + 2^{-(\Omega+1)} \epsilon_2(2\delta)]$. 
Without loss of generality, we can assume that there exists a $V \in \text{Gr}(\Omega - 1)$ such that $n(V_i) \rightarrow n(V)$. Since under such an assumption Proposition 1.32 implies that $\Theta_i S^{\Omega - 1} V_i \rightarrow \Theta S^{\Omega - 1} V$, the triangle inequality implies for any $i \in \mathbb{N}$ that

$$d_{0,k}(\mu, \mathcal{M}) \leq F_{0,k}(\mu, r_i^{-(\Omega - 1)}T_{x,r_i} \psi) + F_{0,k}(r_i^{-(\Omega - 1)}T_{x,r_i} \psi, \Theta_i S^{\Omega - 1} V_i) + F_{0,k}(\Theta_i S^{\Omega - 1} V_i, \Theta S^{\Omega - 1} V) \leq d_{0,k}(r_i^{-(\Omega - 1)}T_{x,r_i} \psi, \mathcal{M}) + \eta + F_{0,k}(\Theta S^{\Omega - 1} V_i, \Theta S^{\Omega - 1} V).$$

Finally, thanks to the arbitrariness of $i$ and of $\eta$ and to Proposition 1.23, we infer that

$$d_{0,k}(\mu, \mathcal{M}) \leq \limsup_{i \rightarrow \infty} d_{0,k}(r_i^{-(\Omega - 1)}T_{x,r_i} \psi, \mathcal{M}). \quad \Box$$

The following result is the analogue of Proposition 2.14 for $\psi$ as it serves the same purpose, i.e., find a compact subset $\tilde{C}$ of $K$ in such a way that $\psi \upharpoonright \tilde{C}$ is essentially an AD-regular measure and the functions $x \mapsto d_{x, 4k^2r}(\psi, \mathcal{M})$ have small supremum norms on $\tilde{C}$ provided $r$ is small enough.

**Proposition 3.2.** There exist an $i_0 \in \mathbb{N}$ and a $\tilde{\gamma} \in \mathbb{N}$ such that for any $\mu \geq 8C_4(2\tilde{\delta})\delta$ we can find a $v \in \mathbb{N}$ and a compact set $\tilde{C} \subseteq \mathcal{E}_{2\delta, \tilde{\gamma}}(\mu, v)$ such that

(i) $\psi(K \setminus \tilde{C}) \leq 2\varepsilon_1 \psi(K)$,

(ii) $d_{x, 4k(2\delta)r}(\psi, \mathcal{M}) + d_{x, 4k(2\delta)r}(\psi \upharpoonright E^{\psi}(2\delta, \tilde{\gamma}), \mathcal{M}) \leq 4^{-(\Omega(1)+1)}\varepsilon_2(2\delta)$ for any $0 < r < 2^{-i_0N(2\tilde{\delta})+5} / \tilde{\gamma}$ and any $x \in \tilde{C},$

where $\varepsilon_2(2\delta)$ is the constant introduced in Notation 2.8 and $\varepsilon_1$ is chosen in the same way as it was in Notation 2.5.\footnote{The reader should notice that the objects and symbols introduced in Notation 2.5 were specific to the measure $\phi$. However, $\varepsilon_1$ was just required to be a positive real number smaller than 1/10.}

**Proof.** First of all, thanks to Propositions 1.28 and 1.30 we can find a $\tilde{\gamma} \in \mathbb{N}$ and a $v \in \mathbb{N}$ such that $\psi(K \setminus \mathcal{E}_{2\delta, \tilde{\gamma}}(\mu, v)) \leq \varepsilon_1 \psi(K)$. Let us now prove that

$$\limsup_{r \rightarrow 0} d_{x, 4k(2\delta)r}(\psi \upharpoonright E^{\psi}(2\delta, \tilde{\gamma}), \mathcal{M}) \leq 4^{-(\Omega(1)+1)}\varepsilon_2(2\delta), \quad \text{for } \psi\text{-almost every } x \in E^{\psi}(2\delta, \tilde{\gamma}).$$

Recall that for $\psi$-almost every $x \in E^{\psi}(2\delta, \tilde{\gamma})$, we have that $\text{Tan}_{\Omega - 1}(\psi \upharpoonright E^{\psi}(2\delta, \tilde{\gamma}), x) = \text{Tan}_{\Omega - 1}(\psi, x)$. Thanks to this, Proposition 3.1 yields

$$\limsup_{r \rightarrow 0} d_{x, 4k(2\delta)r}(\psi \upharpoonright E^{\psi}(2\delta, \tilde{\gamma}), \mathcal{M}) \leq \limsup_{r \rightarrow 0} \frac{F_{x, 4k(2\delta)r}(\psi \upharpoonright E^{\psi}(2\delta, \tilde{\gamma}), \psi)}{(4k(2\delta)r)^\Omega} + d_{x, 4k(2\delta)r}(\psi, \mathcal{M}) = \limsup_{r \rightarrow 0} d_{x, 4k(2\delta)r}(\psi, \mathcal{M}) \leq 4^{-(\Omega(1)+1)}\varepsilon_2(2\delta),$$

for $\psi$-almost every $x \in E^{\psi}(2\delta, \tilde{\gamma})$, where the identity in the last line comes from hypothesis (H1') and the Lebesgue differentiation theorem of [Heinonen et al. 2015, page 77]. Therefore, for $\psi$-almost every
\[ x \in E^\psi(2\delta, \tilde{\gamma}) \text{ there exists an } r(x) > 0 \text{ such that for every } 0 < r < r(x), \]

\[ d_{x,4k(2\delta)r}(\psi, \mathcal{M}) + d_{x,4k(2\delta)r}(\psi \cup E^\psi(2\delta, \tilde{\gamma}), \mathcal{M}) \leq 4^{-\Omega(\Omega+1)} \varepsilon_2(2\delta). \]

For any \( j \in \mathbb{N} \), let us define \( E_j := \{ x \in \mathcal{E}_{2\delta,\tilde{\gamma}}(\mu, \nu) : r(x) > 1/j \} \) and show that the \( E_j \) are Borel sets. Thanks to Proposition 2.3 (ii), the map \( x \mapsto d_{x,r}(\psi, \mathcal{M}) + d_{x,r}(\psi \cup E^\psi(2\delta, \tilde{\gamma}), \mathcal{M}) \) is continuous and thus for any \( r > 0 \) the set \( \Omega_r := \{ y \in \mathcal{E}_{2\delta,\tilde{\gamma}}(\mu, \nu) : d_{y,r}(\psi, \mathcal{M}) + d_{y,r}(\psi \cup E^\psi(2\delta, \tilde{\gamma}), \mathcal{M}) < 4^{-\Omega(\Omega+1)} \varepsilon_2(2\delta) \} \) is relatively open in \( \mathcal{E}_{2\delta,\tilde{\gamma}}(\mu, \nu) \). In particular, if \( x \in \Omega_r \) for any \( r \in (0,1/j) \cap \mathbb{Q} \) we have \( r(x) > 1/j \) thanks to Proposition 2.3 (iv) and hence \( x \in E_j \). On the other hand, if \( x \in E_j \) then obviously \( x \in \Omega_r \) for any \( 0 < r < 1/j \). Since \( \mathcal{E}_{2\delta,\tilde{\gamma}}(\mu, \nu) \) is compact, this shows that the sets \( E_j \) are \( G_\delta \) and thus Borel. Let us note that since \( \psi \)-almost every \( x \in \mathcal{E}_{2\delta,\tilde{\gamma}}(\mu, \nu) \) is contained in some \( E_j \), thanks to the existence of \( r(x) \), we infer that

\[ \psi \left( \mathcal{E}_{2\delta,\tilde{\gamma}}(\mu, \nu) \setminus \bigcup_{j \in \mathbb{N}} E_j \right) = 0. \tag{125} \]

Finally, (125) together with the measurability of the nested sets \( E_j \) implies that we can find a \( j \in \mathbb{N} \) big enough and a compact set \( \tilde{C} \) contained in \( E_j \) satisfying items (i) and (ii).

As in the case of Proposition 2.14, one can impose slightly different conditions on the measure and obtain a family of cubes satisfying the same thesis as Lemma 2.16. From here on we will employ all the notations introduced in Notation 2.8.

**Proposition 3.3.** Fixing \( \mu \geq 8C_4(2\delta)\delta \) if \( \tilde{\gamma}, \tilde{\iota}_0, \nu \in \mathbb{N} \) and \( \tilde{C} \in \mathcal{E}_{2\delta,\tilde{\gamma}}(\mu, \nu) \) are the natural numbers and the compact set yielded by Proposition 3.2, respectively, and defining \( \tilde{\iota} := \max\{\tilde{\iota}_0, \nu\} \) for any cube \( Q \in \Delta^\psi(\tilde{C}; 2\delta, \tilde{\gamma}, \tilde{\iota}) \), we have that \( \alpha(Q) \leq \varepsilon_2(2\delta) \) and for any such cube \( Q \) there is a plane \( \Pi(Q) \in \mathrm{Gr}(\Omega - 1) \) for which

\begin{enumerate}[i)]
  
  \item \( \sup_{w \in E^\psi(2\delta, \tilde{\gamma}) \cap B(c(Q), k(2\delta) \ \mathrm{diam} \ Q/2)} \frac{\mathrm{dist}(w, c(Q) \Pi(Q))}{2k(2\delta) \ \mathrm{diam} \ Q} \leq C_2(2\delta) \varepsilon_2(2\delta)^{1/\Omega} \), and
  
  \item \( \text{for any } w \in B(c(Q), \frac{1}{2}k(2\delta) \ \mathrm{diam} \ Q) \cap c(Q) \Pi(Q) \text{ we have} \)
  
  \[ E^\psi(2\delta, \tilde{\gamma}) \cap B(w, 3k(2\delta)C_2(2\delta)\varepsilon_2(2\delta)^{1/(\Omega+1)} \ \mathrm{diam} \ Q) \neq \emptyset. \]
\end{enumerate}

**Proof:** Thanks to Proposition 3.2, we can find a \( \tilde{\gamma} \in \mathbb{N} \) and a compact set \( \tilde{C} \) contained in \( E^\psi(2\delta, \gamma) \) such that

\begin{enumerate}[i)]
  
  \item \( \psi(K \setminus \tilde{C}) \leq 2\varepsilon_1 \psi(K) \), where \( \varepsilon_1 \) was introduced in Notation 2.5,
  
  \item \( d_{x,4k(2\delta)r}(\psi, \mathcal{M}) + d_{x,4k(2\delta)r}(\psi \cup E^\psi(2\delta, \gamma), \mathcal{M}) \leq 4^{-\Omega(\Omega+1)} \varepsilon_2(2\delta) \) for any \( 0 < r < 2^{-\tilde{\iota}_0N(2\delta)+5}/\gamma \) and any \( x \in \tilde{C} \).
\end{enumerate}

Thus, if \( \Delta^\psi(2\delta, \tilde{\gamma}) \) is the family of dyadic cubes relative to the parameters \( 2\delta, \tilde{\gamma} \) and the measure \( \psi \) yielded by Theorem A.2, one can prove that the cubes of \( \Delta^\psi(\tilde{C}; 2\delta, \tilde{\gamma}, \tilde{\iota}) \) satisfy (i) and (ii) by using verbatim the argument we employed in the proof of Lemma 2.16. \( \square \)
As remarked at the beginning of this section, the arguments we used to prove Propositions 2.21 and 2.27, Lemmas 2.25 and 2.26 and Theorem 2.28 just relied on the possibility of proving Lemma 2.16 for the measure $\phi$. Proposition 3.3 is the counterpart of Lemma 2.16 for the measure $\psi$ where $\vartheta$ has been substituted by $2\delta$, $\gamma$ by $\tilde{\gamma}$, and so on. Therefore, repeating the proofs of Section 2C for $\psi$ and its associated parameters and compact set $\tilde{C}$, one can show the following:

**Theorem 3.4.** For any cube $Q \in \Delta^{\psi}(\tilde{C}; 2\delta, \gamma, \tilde{\iota})$ such that $(1 - \varepsilon_3(2\delta))\phi(Q) \leq \phi(Q \cap \tilde{C})$, we have

$$S^{\Omega-1}(P_{\Pi(Q)}(Q \cap \tilde{C})) \geq \frac{\text{diam } Q^{\Omega-1}}{2A_0^{\Omega-1}}.$$

**Remark 3.5.** Similar to what we did in Proposition 2.29, we can construct a compact subset $\tilde{C}_1$ of $\tilde{C}$ and an $\tilde{\iota}_1 \in \mathbb{N}$ satisfying (i) and (ii) of Proposition 2.29, provided $\varepsilon_3$ is substituted with $\varepsilon_3(2\delta)$, $\varepsilon_4$ with $\varepsilon_4(2\delta) := \min\{\varepsilon_1, (64\delta C_5(2\delta)A_0^{\Omega-1}(2\delta))^{-1}\}$ and $\Delta(C, i)$ with $\Delta^{\psi}(\tilde{C}; 2\delta, \gamma, \tilde{\iota}_1)$.

The above remark allows us to construct the $\psi$-positive intrinsic Lipschitz graph that will be used to prove Theorem 4.2 in Section 4.

**Theorem 3.6.** Let $\tilde{C}_1$ be as in Remark 3.5. Then there exists a cube $Q' \in \Delta^{\psi}(\tilde{C}_1; 2\delta, \gamma, 2\tilde{\iota}_1)$ such that $Q' \cap \tilde{C}_1$ is an intrinsic Lipschitz graph of positive $\psi$-measure.

**Proof.** Thanks to Propositions 3.2, 3.3, Remark 3.5 and Theorem 3.4, the argument we used to prove Theorem 2.30 can be applied here verbatim. \hfill $\square$

### 4. Conclusions and discussion of the results

In this section we use the main result of Section 2, i.e., Theorem 2.1, to deduce a number of consequences. First of all we prove the main result of the paper, Theorem 4.1, which is a 1-codimensional extension of the Marstrand–Mattila rectifiability criterion to general Carnot groups. Secondly, we provide in Corollary 4.3 a rigidity result for finite perimeter sets in Carnot groups: we are able to show that if locally a finite perimeter set is not too far from its natural tangent plane, then its boundary is an intrinsic rectifiable set; see Definition 1.40. Eventually, we use Theorem 4.1 to prove a 1-codimensional version of Preiss’s rectifiability theorem in the Heisenberg groups $\mathbb{H}^n$.

#### 4A. Main results

In this subsection we finally conclude the proof of the main results of this work.

**Theorem 4.1.** Suppose $\phi$ is a Radon measure on $\mathbb{G}$ and let $\tilde{d}(\cdot, \cdot)$ be a left-invariant, homogeneous distance on $\mathbb{G}$. Assume further that for $\phi$-almost all $x \in \mathbb{G}$ we have

(i) \[ 0 < \liminf_{r \to 0} \frac{\phi(\tilde{B}(x, r))}{r^{\Omega-1}} \leq \limsup_{r \to 0} \frac{\phi(\tilde{B}(x, r))}{r^{\Omega-1}} < \infty, \]

where $\tilde{B}(x, r)$ is the ball relative to the metric $\tilde{d}$ centered at $x$ of radius $r > 0$,

(ii) $\text{Tan}_{\Omega-1}(\phi, x) \subseteq \mathcal{M}$, where $\mathcal{M}$ is the family of 1-codimensional flat measures from Definition 1.7.

Then $\phi$ is absolutely continuous with respect to $S^{\Omega-1}$ and $\phi$-almost all of $\mathbb{G}$ can be covered with countably many $C^1_G$-hypersurfaces.
Proof. Since $\tilde{d}$ is bi-Lipschitz equivalent to $d$, see for instance Corollary 5.15 in [Bonfiglioli et al. 2007], hypothesis (i) implies that
\[
0 < \Theta_{\ast}^{\Omega-1}(\phi, x) \leq \Theta_{\ast}^{\Omega-1,\ast}(\phi, x) < \infty,
\]
for $\phi$-almost every $x \in \mathbb{G}$. For any $\vartheta, \gamma, R \in \mathbb{N}$ we define
\[
E(\vartheta, \gamma, R) := \{x \in B(0, R) : \vartheta^{-1}r^{\Omega-1} \leq \phi(B(x, r)) \leq \vartheta r^{\Omega-1} \text{ for any } 0 < r < 1/\gamma\}.
\]
It is possible to prove, with the same arguments used in the proof of Proposition 1.28, that the $E(\vartheta, \gamma, R)$ are compact sets and
\[
\phi\left(\mathbb{G} \setminus \bigcup_{\vartheta, \gamma, R} E(\vartheta, \gamma, R)\right) = 0. \tag{127}
\]
Thus, if $A$ is an $S^{\Omega-1}$-null Borel set, Proposition 1.31 yields
\[
\phi(A) \leq \sum_{\vartheta, \gamma, R \in \mathbb{N}} \phi(A \cap E(\vartheta, \gamma, R)) \leq \sum_{\vartheta, \gamma, R \in \mathbb{N}} \vartheta 2^{\Omega-1} S^{\Omega-1}(A \cap E(\vartheta, \gamma, R)) = 0.
\]
The above computation proves that $\phi$ is absolutely continuous with respect to $S^{\Omega-1}$ and just to fix notations we let $\rho \in L^1(S^{\Omega-1})$ be such that $\phi = \rho S^{\Omega-1}$.

As a second step, we show that $\phi$-almost all of $\mathbb{G}$ can be covered with countably many intrinsic Lipschitz graphs. Assume by contradiction there are $\vartheta, \gamma, R \in \mathbb{N}$ for which we can find a subset of $E(\vartheta, \gamma, R)$ of positive $\phi$-measure that we denote by $E(\vartheta, \gamma, R)^{\mu}$ (following the notations of Corollary 1.42) and that has $S^{\Omega-1}$-null intersection with any intrinsic Lipschitz graph. Thanks to Corollary 2.9.11 of [Federer 1969] it is immediate to see that
\[
\vartheta^{-1} \leq \Theta_{\ast}^{\Omega-1}(\phi_{\ast} E(\vartheta, \gamma, R)^{\mu}, x) \leq \Theta_{\ast}^{\Omega-1,\ast}(\phi_{\ast} E(\vartheta, \gamma, R)^{\mu}, x) \leq \vartheta,
\]
for $\phi$-almost every $x \in E(\vartheta, \gamma, R)^{\mu}$. Further, from Proposition 1.27, for $\phi$-almost every $x \in E(\vartheta, \gamma, R)^{\mu}$, we infer that $\text{Tan}_{\Omega-1}(\phi_{\ast} E(\vartheta, \gamma, R)^{\mu}, x) \subseteq \mathcal{M}$. And since its hypothesis is satisfied, Theorem 2.1 implies that there exists an intrinsic Lipschitz graph $\Gamma$ such that $\phi(\Gamma \cap E(\vartheta, \gamma, R)^{\mu}) > 0$. However, this is not possible since Proposition 1.31 would yield
\[
0 < \phi(\Gamma \cap E(\vartheta, \gamma, R)^{\mu}) \leq \vartheta 2^{\Omega-1} S^{\Omega-1}(E(\vartheta, \gamma, R)^{\mu} \cap \Gamma),
\]
and this contradicts the fact that $E(\vartheta, \gamma, R)$ intersects in a $S^{\Omega-1}$-null set every intrinsic Lipschitz graph.

Up to this point we have shown that, for any choice of $\vartheta, \gamma, R$, we have that $S^{\Omega-1}$-almost all of the sets $E(\vartheta, \gamma, R)$ are covered by countably many intrinsic Lipschitz graphs. Furthermore, since $\phi \ll S^{\Omega-1}$, thanks to (127) we conclude that $\phi$-almost all of $\mathbb{G}$ can be covered by countably many intrinsic Lipschitz graphs. This concludes the first part of the proof of the theorem.

So far we have shown that we can find countably many intrinsic Lipschitz graphs that cover $\phi$-almost all of $\mathcal{G}$. Since by Remark B.7 we know that intrinsic Lipschitz graphs are boundaries of finite perimeter sets, if $\mathbb{G}$ is a group where boundaries of finite perimeter sets are $C^1_G$-rectifiable, the proof of the proposition would be completed here. In the moment of writing some broad families of Carnot groups where
De Giorgi’s rectifiability theorem is known to hold include step 2 groups (see [Franchi et al. 2003]), groups of type * (see [Marchi 2014]) and groups of diamond type (see [Le Donne and Moisala 2021]).

In this paragraph, we assume that \( \vartheta, \gamma, R \in \mathbb{N} \) are fixed. Thanks to Proposition 1.31 we infer that \( S^{\Omega^{-1}} E(\vartheta, \gamma, R) \) is mutually absolutely continuous with respect to \( \phi_{\Omega} E(\vartheta, \gamma) \) and in particular that

\[
\vartheta^{-1} \leq \rho(x) \leq \vartheta 2^{\Omega^{-1}} \quad \text{for } S^{\Omega^{-1}}\text{-almost every } x \in E(\vartheta, \gamma, R).
\]

Let \( \{\gamma_i\}_{i \in \mathbb{N}} \) be the sequence of intrinsic Lipschitz functions \( \gamma_i : W_i \to \Omega(W_i) \) for which

\[
\phi \left( E(\vartheta, \gamma, R) \setminus \bigcup_{i \in \mathbb{N}} \text{gr}(\gamma_i) \right) = 0,
\]

and let \( E_i := \text{epi}(\gamma_i) \) be the epigraph of the function \( \gamma_i \) which is defined in (142). Since \( S^{\Omega^{-1}} \text{gr}(\gamma_i) \) and \( |\partial E_i| \) are asymptotically doubling measures by [Franchi and Serapioni 2016, Theorem 3.9] and Theorems B.6 and B.8, respectively, we deduce thanks to Proposition 1.27 that for \( \phi \)-almost every \( x \in E(\vartheta, \gamma, R) \cap \text{gr}(\gamma_i) \) we have

\[
\Omega \supseteq \text{Tan}_{\Omega^{-1}}(\phi_{\Omega} E(\vartheta, \gamma, R) \cap \text{gr}(\gamma_i), x) = \rho(x) \text{Tan}_{\Omega^{-1}}(S^{\Omega^{-1}} \text{gr}(\gamma_i), x)
\]

\[
= \rho(x) \vartheta(x) \text{Tan}_{\Omega^{-1}}(|\partial E_i|, x),
\]

(128)

where \( \vartheta \) is the density yielded by Remark B.7. Finally, Proposition B.16 implies that

\[
\text{Tan}_{\Omega^{-1}}(\phi_{\Omega} E(\vartheta, \gamma, R) \cap \text{gr}(\gamma_i), x) \subseteq \rho(x) \vartheta(x) \text{gr}(\gamma_i) \subset [\lambda S^{\Omega^{-1}} V_i(x) : \lambda \in [L_{\Gamma}, L_{\Gamma^{-1}}]],
\]

(129)

for \( \phi \)-almost every \( x \in E(\vartheta, \gamma, R) \cap \text{gr}(\gamma_i) \), where \( V_i(x) \subset \text{Gr}(\Omega - 1) \) is the plane orthogonal to \( n_{E_i}(x) \), the generalized inward normal introduced in Definition B.4, and the constants \( L_{\Gamma} \) and \( L_{\Gamma^{-1}} \) are those yielded by Theorem B.6. We now prove that (129) implies that for \( S^{\Omega^{-1}}\text{-almost every } x \in \text{gr}(\gamma_i) \cap E(\vartheta, \gamma, R) \) for every \( \alpha > 0 \) we have

\[
\lim_{r \to 0} \frac{S^{\Omega^{-1}}(\text{gr}(\gamma_i) \cap E(\vartheta, \gamma, R) \cap B(x, r) \setminus x X_{V_i(x)}(\alpha))}{r^{\Omega^{-1}}} = 0,
\]

(130)

where \( X_{V_i(x)}(\alpha) := \{ w \in \mathbb{G} : \text{dist}(w, V_i(x)) \leq \alpha \| w \| \} \). Thanks to (128) and (129), for \( S^{\Omega^{-1}}\text{-almost every } x \in \text{gr}(\gamma_i) \cap E(\vartheta, \gamma, R) \) and any sequence \( r_j \to 0 \), there exists a \( \lambda > 0 \) for which

\[
\frac{T_{x, r_i} S^{\Omega^{-1}} E(\vartheta, \gamma, R) \cap \text{gr}(\gamma_i)}{r_j^{\Omega^{-1}}} \to \lambda S^{\Omega^{-1}} V_i(x).
\]

(131)

The convergence in (131) implies that

\[
\lim_{i \to \infty} \frac{S^{\Omega^{-1}} \text{gr}(\gamma_i) \cap E(\vartheta, \gamma, R)(B(x, r_i) \setminus x X_{V_i(x)}(\alpha))}{r_i^{\Omega^{-1}}} = \lim_{i \to \infty} \frac{T_{x, r_i} (S^{\Omega^{-1}} \text{gr}(\gamma_i) \cap E(\vartheta, \gamma, R)(B(0, 1) \setminus X_{V_i(x)}(\alpha)))}{r_i^{\Omega^{-1}}}
\]

\[
= \lambda (S^{\Omega^{-1}} V_i(x))(B(0, 1) \setminus X_{V_i(x)}(\alpha)) = 0,
\]

(132)

With \( |\partial E_i| \) we denote as usual the perimeter measure associated to \( E_i \).
where the second last identity above comes from the fact that \( S^{\Omega^{-1}}(V_\ell(x) \cap \partial B(0, 1) \setminus X_{V_\ell(x)}(\alpha)) = 0 \) and [De Lellis 2008, Proposition 2.7].

Proposition B.17 and (130) together imply that each one of the intrinsic Lipschitz graphs \( \text{gr}(\gamma_i) \cap E(\vartheta, \gamma, R) \) can be covered \( S^{\Omega^{-1}} \)-almost all with \( C^1_G \)-surfaces. In particular this shows that for any \( \vartheta, \gamma, R \) the set \( E(\vartheta, \gamma, R) \) can be covered \( S^{\Omega^{-1}} \)-almost all, and thus \( \phi \)-almost all, by countably many \( C^1_G \)-surfaces. This, the arbitrariness of \( \vartheta, \gamma, R \in \mathbb{N} \) and (127) conclude the proof of the theorem. \( \square \)

The following theorem trades off the regularity of tangents, which are assumed only to be close enough to flat measures, with a strengthened hypothesis on the \((\Omega-1)\)-density of \( \phi \).

**Theorem 4.2.** Suppose \( \phi \) is a Radon measure on \( G \) and let \( \tilde{d}(\cdot, \cdot) \) be a left-invariant, homogeneous distance on \( G \). If there exists a \( \delta \in \mathbb{N} \) such that

\[
\delta^{-1} \leq \liminf_{r \to 0} \frac{\phi(B(x, r))}{r^{\Omega-1}} \leq \limsup_{r \to 0} \frac{\phi(B(x, r))}{r^{\Omega-1}} < \delta \quad \text{for } \phi\text{-almost every } x \in G,
\]

(133)

then \( \phi \) is absolutely continuous with respect to \( S^{\Omega^{-1}} \), and \( \phi \)-almost all of \( G \) can be covered with countably many intrinsic Lipschitz surfaces.

**Proof.** The first step in the proof is to note that since the metric \( \tilde{d} \) and \( d \) are bi-Lipschitz equivalent, there exists a constant \( c > 1 \), which we can assume without loss of generality to be a natural number, such that

\[
(c\delta)^{-1} \leq \liminf_{r \to 0} \frac{\phi(B(x, r))}{r^{\Omega-1}} \leq \limsup_{r \to 0} \frac{\phi(B(x, r))}{r^{\Omega-1}} < c\delta \quad \text{for } \phi\text{-almost every } x \in G.
\]

If we let \( \epsilon(\delta, \tilde{d}) := 4^{-\Omega(\Omega+1)}\epsilon_2(c\delta) \) then the verbatim repetition of the first part of the argument used to prove Theorem 4.1, where instead of Theorem 2.1 we make use of Theorem 3.6, proves the claim. \( \square \)

An immediate consequence of Theorem 4.2 is the following:

**Corollary 4.3.** Let \( \vartheta_G := \max\{l_G^{-1}, L_G\} \), where \( l_G \) and \( L_G \) are the constants yielded by Theorem B.6, and suppose \( \Omega \subseteq G \) is a finite perimeter set such that

\[
\limsup_{r \to 0} d_{x,r}(\vartheta_G, \mathcal{M}) \leq \epsilon(\vartheta_G, d) \quad \text{for } |\partial \Omega|_G\text{-almost every } x \in G,
\]

where \( \epsilon(\vartheta_G, d) \) is the constant yielded by Theorem 4.2 and \( d \) is the metric introduced in Definition 1.4. Then \( |\partial \Omega|_G\)-almost all of \( G \) can be covered with countably many intrinsic Lipschitz surfaces.

**Proof.** Theorem B.6 implies that \( l_G < \Theta_{\vartheta}^{\Omega^{-1}}(|\partial \Omega|_G, x) \leq \Theta^{\Omega^{-1},*}(|\partial \Omega|_G, x) < L_G \) for \( \phi \)-almost every \( x \in G \). Theorem 4.2 directly implies the statement. \( \square \)

As mentioned at the beginning of this section, the main application of Theorem 4.1 is an extension of Preiss’s rectifiability theorem to 1-codimensional measures in \( \mathbb{H}^n \).
Theorem 4.4. Suppose \( d \) is the Koranyi metric in \( \mathbb{H}^n \) and \( \phi \) is a Radon measure on \( \mathbb{H}^n \) such that
\[
0 < \Theta^{2n+1}(\phi, x) := \lim_{r \to 0} \frac{\phi(B(x, r))}{r^{2n+1}} < \infty, \quad \text{for } \phi\text{-almost every } x \in \mathbb{H}^n.
\] (134)
Then \( \phi \) is absolutely continuous with respect to \( S^{2n+1} \), and \( \phi \)-almost all of \( \mathbb{H}^n \) can be covered with \( C^1_{\mathbb{H}^n} \)-surfaces.

Proof. Thanks to Theorem 1.2 of [Merlo 2022], the almost sure existence of the limit in (134) implies that \( \text{Tan}(\phi, x) \subseteq \mathcal{M} \), for \( \phi \)-almost every \( x \in G \). Thanks to Theorem 4.1, this proves the claim. \( \square \)

4B. Discussion of the results. Theorem 4.1 shows that \( C^1_G \)-rectifiability in Carnot groups can be characterized by the same conditions on the densities and on the tangents as the Lipschitz rectifiability in Euclidean spaces. With this in mind we introduce the following two definitions:

Definition 4.5 (\( \mathcal{P} \)-rectifiable measures). Suppose that \( \phi \) is a Radon measure on some Carnot group \( G \) endowed with a left-invariant and homogeneous metric \( d \), and let \( m \) be a positive integer. We say that \( \phi \) is \( \mathcal{P}_m \)-rectifiable if
(i) \( 0 < \Theta^m(\phi, x) \leq \Theta^{m,*}(\phi, x) < \infty \), for \( \phi \)-almost every \( x \in G \),
(ii) \( \text{Tan}_m(\phi, x) \subseteq \{ \lambda \mu_x : \lambda > 0 \} \), for \( \phi \)-almost every \( x \in G \), where \( \mu_x \) is some Radon measure on \( G \).

Remark 4.6. It was already remarked by P. Mattila [2005] that Definition 4.5 may be considered the correct notion of rectifiability in \( H^1 \); see the last paragraph of that work.

Remark 4.7. Instead of condition (ii) of Definition 4.5, we can assume without loss of generality that \( \mu_x = \mathcal{H}^m \backslash V(x) \) for some \( V(x) \in \text{Gr}(m) \), where \( \text{Gr}(m) \) is the family of \( m \)-dimensional homogeneous subgroups of \( G \) introduced in Definition 1.7. This is due to Theorem 3.2 of [Mattila 2005] and Theorem 3.6 of [Onishchik 1993]: the former result tells us that \( \mu_x \) must be the Haar measure of a closed, dilation-invariant subgroup of \( G \) and the latter that such subgroup is actually a Lie subgroup.

Definition 4.8 (\( \mathcal{P}^* \)-rectifiable measures). Suppose that \( \phi \) is a Radon measure on some Carnot group \( G \) endowed with a left-invariant and homogeneous metric \( d \), and let \( m \) be a positive integer. We say that \( \phi \) is \( \mathcal{P}^*_m \)-rectifiable if
(i) \( 0 < \Theta^m(\phi, x) \leq \Theta^{m,*}(\phi, x) < \infty \), for \( \phi \)-almost every \( x \in G \),
(ii) \( \text{Tan}_m(\phi, x) \subseteq \mathcal{M}(m) \), for \( \phi \)-almost every \( x \in G \).

The difference between Definitions 4.5 and 4.8 is that in the former the tangent to \( \phi \) is the same plane at every scale, while in the latter the tangents are planes that may vary at different scales. Although there is no a priori reason for which these definition should be equivalent in general, we see that our main result, Theorem 4.1, may be rewritten as follows:

Theorem 4.9. Suppose \( \phi \) is a Radon measure on \( G \). Then the following are equivalent:
(i) \( \phi \) is \( \mathcal{P}_{\Omega-1} \)-rectifiable.
(ii) \( \phi \) is \( \mathcal{P}^*_{\Omega-1} \)-rectifiable.
(iii) \( \phi \) is absolutely continuous with respect to \( H^{\Omega-1} \), and \( \phi \)-almost all of \( \mathbb{G} \) can be covered with countably many \( C^1_G \)-hypersurfaces.

The notion of \( \mathcal{P} \)-rectifiable measures is also relevant since in different contexts it appears to imply the right notion of rectifiability. This is summarized in the following theorem, which is an immediate consequence of the Euclidean Marstrand–Mattila rectifiability criterion and Theorem 4.1:

**Theorem 4.10.** The following two statements hold:

(i) A Radon measure \( \phi \) on \( \mathbb{R}^n \) is \( \mathcal{P}_m \)-rectifiable if and only if it is Euclidean \( m \)-rectifiable;

(ii) A Radon measure \( \phi \) on \( \mathbb{G} \) is \( \mathcal{P}_{\Omega-1} \)-rectifiable if and only if it is a 1-codimensional \( C^1_G \)-rectifiable measure.

In [Mattila et al. 2010], P. Mattila, F. Serra Cassano and R. Serapioni proved in Theorems 3.14 and 3.15 that whenever a good notion of regular surface is available in the Heisenberg group, provided the tangents are selected carefully (see Definition 2.16 of the aforementioned work), a \( \mathcal{P}_m \)-rectifiable measure is also rectifiable with respect to the family of regular surfaces of the right dimension. However, because of the algebraic structure of the group \( \mathbb{H}^n \), there is not an a priori (known) good notion of regular surface that includes the vertical line \( \mathcal{V} := \{(0, 0, t) : t \in \mathbb{R}\} \). For this reason the uniform measure \( S^2 \mathcal{V} \) is considered to be nonrectifiable from the standpoint of [Mattila et al. 2010]. Up to this point Haar measures of not complemented homogeneous subgroups (like the vertical line \( \mathcal{V} \) in \( \mathbb{H}^1 \)) were considered nonrectifiable and thus prevented a possible extension of Preiss’s theorem to low dimension even in \( \mathbb{H}^1 \). This was already remarked in [Chousionis and Tyson 2015]. On the other hand, we have the following theorem:

**Theorem 4.11.** Let \( \phi \) be a Radon measure on \( \mathbb{H}^1 \) such that for \( \phi \)-almost every \( x \in \mathbb{H}^1 \) we have

\[
0 < \Theta^2(\phi, x) := \lim_{r \to 0} \frac{\phi(B(x, r))}{r^2} < \infty,
\]

where \( B(x, r) \) are the metric balls with respect to the Koranyi metric. Then \( \phi \) is \( \mathcal{P}_2 \)-rectifiable.

**Proof.** This follows from Proposition 2.2 of [Merlo 2022] and Theorem 1.4 of [Chousionis et al. 2020]. □

As remarked in the previous paragraph, to our knowledge, there is not a good candidate of rectifiability in Carnot groups in the literature for which the density problem may have a positive answer. On the other hand, Theorems 4.4, 4.10 and 4.11 encourage us to state the density problem in Carnot groups in the following way:

**Density Problem.** Suppose \( \phi \) is a Radon measure on the Carnot group \( \mathbb{G} \). Then there exists a left-invariant distance \( d \) on \( \mathbb{G} \) such that the following are equivalent:

(i) There exists an \( \alpha > 0 \) such that for \( \phi \)-almost every \( x \in \mathbb{G} \) we have

\[
0 < \Theta^\alpha(\phi, x) := \lim_{r \to 0} \frac{\phi(B(x, r))}{r^\alpha} < \infty.
\]

(ii) \( \alpha \in \{0, \ldots, \Omega\} \), and \( \phi \) is \( \mathcal{P}_\alpha \)-rectifiable.
Neither one of the implications of the formulation of the density problem has an easy solution. In [Antonelli and Merlo 2022a], the current author and G. Antonelli proved the implication (ii) \( \Rightarrow \) (i) of the Density Problem when the tangent measures to \( \phi \) are supported on complemented subgroups.

Furthermore, as already observed in [Merlo 2022], if \( d \) is a left-invariant distance coming from a polynomial norm on \( G \) with the same argument used in [Kirchheim and Preiss 2002] and later on in [Chousionis and Tyson 2015], it is possible to show that if (i) in the Density Problem holds, then \( \alpha \in \mathbb{N} \). In \( \mathbb{R}^n \) this implies, thanks to Theorem 3.1 of [Ahmadi et al. 2019], that there is an open and dense set \( \Omega \) in the space of norms (with the distance induced by the Hausdorff distance of the unit balls) for which, for any \( \| \cdot \| \in \Omega \), Marstrand’s theorem holds.

### Appendix A. Dyadic cubes

Throughout this section we assume \( \phi \) to be a fixed Radon measure on the Carnot group \( G \), supported on a compact set \( K \), and such that

\[
0 < \liminf_{r \to 0} \frac{\phi(B(x, r))}{r^\Omega - 1} \leq \limsup_{r \to 0} \frac{\phi(B(x, r))}{r^\Omega - 1} < \infty, \quad \text{for } \phi\text{-almost every } x \in G. \tag{135}
\]

There are many constructions in the literature of such dyadic cubes for Radon measures both in Euclidean and in (rather general) metric spaces; see for instance [Christ 1990]. In this section we state the existence of a family of dyadic cubes for \( \phi \), we list their properties and we prove a number of consequences.

Throughout this Appendix, we will always assume that \( \xi \) and \( \tau \) are two fixed natural numbers such that \( \phi(E^\phi(\xi, \tau)) > 0 \), where the set \( E^\phi(\xi, \tau) \) was defined in Proposition 1.28.

**Definition A.1.** For any subset \( A \) of \( G \) and any \( \delta > 0 \), we let

\[
\partial(A, \delta) := \{ u \in A : \text{dist}(u, K \setminus A) \leq \delta \} \cup \{ u \in K \setminus A : \text{dist}(u, A) \leq \delta \},
\]

where we recall that \( K \) is the compact set supporting the measure \( \phi \).

For the rest of this subsection, we simplify the expressions of the constants introduced in Notation 2.8 to

\[
N := N(\xi), \quad \zeta := \zeta(\xi), \quad C_4 := C_4(\xi), \quad C_5 := C_5(\xi), \quad C_6 := C_6(\xi).
\]

The construction of the dyadic cubes for the measure \( \phi \) under the hypothesis (135) can be performed with a very similar approach to that employed for AD-regular measures in [David 1991, Appendix 1]. However, since (135) is a weaker condition than the AD-regularity, the construction needs some tweaks. For the sake of completeness we recall that a dyadic lattice for general Radon measures in the Euclidean spaces was constructed in [David and Mattila 2000, Section 3] and that such proof still follows pretty closely the argument of [David 1991, Appendix 1].

In order to adapt the construction in [David 1991], one reduces to discussing the properties of those cubes that intersect the set \( E^\phi(\xi, \tau) \), where the measure \( \phi \) behaves locally as an AD-regular measure; see items (iii) and (v) of Theorem A.2 where a uniform bound on the lower density of the measure is crucially exploited. Items (i) and (ii) hold by construction while (iv) can be seen as a fancy way of saying that
since \( \phi \) is a radon measure, almost every sphere has null measure. For a complete construction of these cubes we refer to the version of this paper that can be found in the arXiv [Merlo 2020, Subsection A.3].

**Theorem A.2.** There are disjoint partitions \( \{ \Delta^\phi_j(\xi, \tau) \}_{j \in \mathbb{N}} \), usually called **layers**, of \( K \) having the following properties:

(i) If \( j \leq j' \), \( Q \in \Delta^\phi_j(\xi, \tau) \) and \( Q' \in \Delta^\phi_{j'}(\xi, \tau) \), then either \( Q \) contains \( Q' \) or \( Q \cap Q' = \emptyset \).

(ii) If \( Q \in \Delta^\phi_j(\xi, \tau) \), we have \( \text{diam}(Q) \leq 2^{-N_j + 5}/\tau \).

(iii) If \( Q \in \Delta^\phi_j(\xi, \tau) \) and \( Q \cap E^\phi(\xi, \tau) \neq \emptyset \), then \( C_4^{-1}(2^{-N_j}/\tau)^{\Omega-1} \leq \phi(Q) \leq C_4(2^{-N_j}/\tau)^{\Omega-1} \).

(iv) If \( Q \in \Delta^\phi_j(\xi, \tau) \), we have \( \phi(\partial(Q, \zeta^22^{-N_j}/\tau)) \leq C_4\zeta(2^{-N_j}/\tau)^{\Omega-1} \).

(v) If \( Q \in \Delta^\phi_j(\xi, \tau) \) and \( Q \cap E^\phi(\xi, \tau) \neq \emptyset \), there exists a \( c(Q) \in Q \) such that \( B(c(Q), \zeta^22^{-N_j-1}/\tau) \subseteq Q \).

We define \( \Delta^\phi(\xi, \tau) \) := \( \bigcup \{ Q : Q \in \Delta^\phi_j(\xi, \tau) \text{ for some } j \in \mathbb{N} \} \) and call it the family of all dyadic cubes.

**Remark A.3.** Part (iii) of Theorem A.2 can be rephrased in the following useful way. Recalling that \( C_5(\xi) = C_4(32\zeta^{-2})^{\Omega-1} \) and putting together Theorem A.2 (ii), (iii) and (v) we infer that

\[
\text{(iii)' if } Q \cap E^\phi(\xi, \tau) \neq \emptyset, \text{ then } C_5^{-1} \text{diam } Q^{\Omega-1} \leq \phi(Q) \leq C_5 \text{diam } Q^{\Omega-1}.
\]

The families of cubes yielded by Theorem A.2 may have the annoying property that for a fixed cube \( Q \in \Delta^\phi_j(\xi, \tau) \), the only subcube of \( Q \) in the layer \( \Delta^\phi_{j+1}(\xi, \tau) \) contained in \( Q \) is just \( Q \) itself. The following proposition shows that this is not much of a problem for the cubes intersecting \( E^\phi(\xi, \tau) \).

**Proposition A.4.** Recall that given two cubes \( Q_1, Q_2 \in \Delta^\phi(\xi, \tau) \), if \( Q_2 \) is the smallest cube for which \( Q_1 \subsetneq Q_2 \), then \( Q_2 \) is said to be the **parent** of \( Q_1 \).

Suppose \( Q^* \in \Delta^\phi_j(\xi, \tau) \) is the parent of some cube \( Q \in \Delta^\phi_{j+\kappa}(\xi, \tau) \) such that \( Q \cap E^\phi(\xi, \tau) \neq \emptyset \). Then

\[
\kappa < [2\log_2 C_4/N(\Omega - 1)] + 1 \quad \text{and} \quad \frac{\text{diam } Q^*}{\text{diam } Q} \leq C_6.
\]

**Proof:** Suppose \( \tilde{Q} \) is the ancestor of the cube \( Q \) contained in the layer \( \Delta^\phi_{j'}(\xi, \tau) \) for some \( j' \) for which \( j' - j \geq [2\log_2 C_4/N(\Omega - 1)] + 1 \). Then \( \tilde{Q} \cap E^\phi(\xi, \tau) \neq \emptyset \), and thanks to Theorem A.2 (i) and (iii), we infer that

\[
\phi(\tilde{Q} \setminus Q) = \phi(\tilde{Q}) - \phi(Q) \geq C_4^{-1}\left(\frac{2^{-jN}}{\tau}\right)^{\Omega-1} - C_4\left(\frac{2^{-jN}}{\tau}\right)^{\Omega-1}
\]

\[
= C_4^{-2}\left(\frac{2^{-jN}}{\tau}\right)^{\Omega-1} (1 - C_42^{2(j'-j)(\Omega-1)}) > 0,
\]

where the last inequality above comes from the choice of \( j' - j \). It is immediate to see that inequality (136) implies that \( Q \) is strictly contained in \( \tilde{Q} \). Therefore, the parent cube of \( Q \) must be contained in some \( \Delta^\phi_{j'-\kappa}(\xi, \tau) \) with \( 0 \leq \kappa < [2\log_4 C_4/N(\Omega - 1)] + 1 \). Hence, thanks to Theorem A.2 (v), we infer that

\[
\text{diam } Q^* \leq 2^{-N_j+5}/\tau = 2^{N_{\kappa}+6}\zeta^{-2} \cdot \zeta^{2-N(j+\kappa)-1}/\tau \leq 2^{N_{\kappa}+6}\zeta^{-2} \text{diam } Q
\]

\[
\leq 2^{2\log_2 C_4/(\Omega - 1) + N + 6}\zeta^{-2} \text{diam } Q = C_6 \text{diam } Q.
\]

\( \square \)
The following result tells us that item (v) of Theorem A.2 in some cases can be strengthened to assuming that the center of the cube \( c(Q) \) is contained in \( E^\phi(\xi, \tau) \).

**Proposition A.5.** Assume \( \mu \in \mathbb{N} \) is such that \( \mu \geq 4C_4\xi \). Then, for any cube \( Q \in \Delta^\phi(\ell^\phi(\mu, \nu); \xi, \tau, v) \), we can find a \( c(Q) \in E^\phi(\xi, \tau) \cap Q \) such that

\[
B(c(Q), \frac{1}{64} \xi^2 \text{diam } Q) \cap K \subseteq Q.
\]

**Remark A.6.** Recall that the set \( \ell^\phi(\mu, \nu) \) was introduced in Proposition 1.29 and \( \Delta^\phi(\kappa; \xi, \tau, v) \) in Notation 2.8.

**Proof.** In order to prove the proposition it suffices to show that

\[
E^\phi(\xi, \tau) \cap Q \setminus \partial \left( Q, \frac{1}{32} \xi^2 \text{diam } Q \right) \neq \emptyset. \tag{137}
\]

In order to fix ideas, we let \( j \geq v \) be such that \( Q \in \Delta_j^\phi(\xi, \tau) \) and note that since \( Q \cap E^\phi(\xi, \tau) \neq \emptyset \), thanks to Theorem A.2 (ii), (iii) and (iv), we have

\[
\phi \left( E^\phi(\xi, \tau) \cap Q \setminus \partial \left( Q, \frac{1}{32} \xi^2 \text{diam } Q \right) \right) \geq \phi \left( E^\phi(\xi, \tau) \cap Q \right) - \phi \left( \partial \left( Q, \frac{1}{32} \xi^2 \text{diam } Q \right) \right) \geq \phi \left( E^\phi(\xi, \tau) \cap Q \right) - \phi \left( \partial \left( Q, \frac{\xi^2}{2} \right) \right) \geq \phi \left( Q \setminus E^\phi(\xi, \tau) \right) - \phi \left( \partial \left( Q, \frac{\xi^2}{2} \right) \right) \geq \phi \left( Q \setminus E^\phi(\xi, \tau) \right) - C_4^2 \phi(Q). \tag{138}
\]

Since \( Q \in \Delta^\phi(\ell^\phi(\mu, \nu); \xi, \tau, v) \), we have \( \text{diam } Q \leq 2^{-Nv+5}/\tau \) and there exists a \( w \in \ell^\phi(\mu, \nu) \cap Q \). Therefore, the definition of \( \ell^\phi(\mu, \nu) \) and Theorem A.2 (iii) imply that

\[
\phi \left( Q \setminus E^\phi(\xi, \tau) \right) \leq \phi \left( B(w, 2^{-jN+5}/\tau) \setminus E^\phi(\xi, \tau) \right) \leq \mu^{-1} \phi \left( B(w, 2^{-jN+5}/\tau) \setminus E^\phi(\xi, \tau) \right) \leq \mu^{-1} \xi (2^{-jN+5}/\tau)^{\Omega-1} \leq C_4 \mu^{-1} \xi \phi(Q). \tag{139}
\]

Putting together (138) and (139), we conclude that

\[
\phi \left( E^\phi(\xi, \tau) \cap Q \setminus \partial \left( Q, \xi^2 \text{diam } Q \right) \right) \geq (1 - C_4 \mu^{-1} \xi - C_4^2 \xi) \phi(Q) \geq \frac{1}{4} \phi(Q),
\]

where the last inequality follows from the fact that \( C_4^2 \xi = 2^{48\Omega} \xi^2 \cdot 2^{-50\Omega} \xi^{-2} \leq \frac{1}{2} \) and \( C_4 \mu^{-1} \xi \leq \frac{1}{4} \). This proves (137) and in turn the proposition.

**Appendix B. Finite perimeter sets in Carnot groups**

Throughout this second appendix if not otherwise stated, we will always endow \( \mathbb{G} \) with the box metric \( d \) introduced in Definition 1.4.

**Finite perimeter sets and their blow ups.** In this subsection we recall the definitions of functions of bounded variation and finite perimeter sets, and we collect from various papers some results that will be useful throughout the paper.
Definition B.1. We say that a function \( f : \mathbb{G} \to \mathbb{R} \) is of \textit{local bounded variation} if \( f \in L^1_{\text{loc}}(\mathbb{G}) \) and
\[
\| \nabla_{\mathbb{G}} f \| (\Omega) := \sup \left\{ \int_{\Omega} f(x) \, \text{div}_{\mathbb{G}} \varphi(x) \, dx : \varphi \in C^1_0(\Omega, H\mathbb{G}), \, |\varphi(x)| \leq 1 \right\} < \infty,
\]
for any bounded open set \( \Omega \subseteq \mathbb{G} \), where \( \text{div}_{\mathbb{G}} \varphi := \sum_{i=1}^{n_1} X_i \varphi_i \) and where \( X_1, \ldots, X_{n_1} \) are the vector fields introduced in Definition 1.33. We denote by \( \text{BV}_{\text{loc}}(\mathbb{G}) \) the set of all functions of locally bounded variation. As usual a Borel set \( E \subseteq \mathbb{G} \) is said to be of \textit{finite perimeter} if \( \chi_E \) is of bounded variation.

The following result is a classical application of Riesz’s representation theorem:

Theorem B.2. If \( f \) is a function of bounded variation, then \( \| \nabla_{\mathbb{G}} f \| \) is a Radon measure on \( \mathbb{G} \). Moreover, there exists a \( \| \nabla_{\mathbb{G}} f \| \)-measurable horizontal section \( \sigma_f : \mathbb{G} \to H\mathbb{G} \) such that \( |\sigma_f(x)| = 1 \) for \( \| \nabla_{\mathbb{G}} f \| \)-almost every \( x \in \mathbb{G} \) and for any open set \( \Omega \) we have
\[
\int_{\Omega} f(x) \, \text{div}_{\mathbb{G}} \varphi(x) \, dx = \int_{\Omega} \langle \varphi, \sigma_f \rangle \, d\| \nabla_{\mathbb{G}} f \|, \quad \text{for every } \varphi \in C^1_0(\Omega, H\mathbb{G}).
\]

As in the Euclidean spaces functions of bounded variation are compactly embedded in \( L^1 \).

Theorem B.3 [Franchi et al. 2003, Theorem 2.16]. The set \( \text{BV}_{\text{loc}}(\mathbb{G}) \) is compactly embedded in \( L^1_{\text{loc}}(\mathbb{G}) \).

Definition B.4. If \( E \subseteq \mathbb{G} \) is a Borel set of locally finite perimeter, we let \( |\partial E|_G := \| \nabla_{\mathbb{G}} \chi_E \| \). Furthermore, we call the horizontal vector \( n_E(x) := \sigma_{\chi_E}(x) \) the \textit{generalized horizontal inward \( \mathbb{G} \)-normal} to \( \partial E \). Finally, we define the \textit{reduced boundary} \( \partial^*_{\mathbb{G}}E \) to be the set of those \( x \in \mathbb{G} \) for which
\[
\begin{align*}
(\i) & \quad |\partial E|_G(B(x, r)) > 0 \text{ for any } r > 0, \\
(\ii) & \quad \lim_{r \to 0} \frac{\int_{B(x, r)} n_E \, d|\partial E|_G \text{ exists}}, \\
(\iii) & \quad \lim_{r \to 0} |\partial E|_G(B(x, r)) |\partial E|_G^{\mathbb{R}^n_1} = 1.
\end{align*}
\]

The following lemma on the scaling of the perimeter will come in handy later on.

Lemma B.5. Assume \( E \) is a set of finite perimeter in \( \mathbb{G} \) and let \( x \in \mathbb{G} \) and \( r > 0 \). Then
\[
|\partial(\delta_{1/r}(x^{-1}E))|_G = r^{-(\Omega-1)} T_{x,r} |\partial E|_G.
\]

Proof. For any \( \varphi \in C^1_0(\mathbb{G}, H\mathbb{G}) \), any \( x \in \mathbb{G} \) and any \( r > 0 \), defining \( \tilde{\varphi}(z) := \varphi(\delta_{1/r}(x^{-1}z)) \), we have the identity
\[
\text{div}_{\mathbb{G}} \tilde{\varphi}(z) = \frac{r^{-1}}{h} \text{div}_{\mathbb{G}} \varphi(\delta_{1/r}(x^{-1}z)). \tag{140}
\]

This, indeed, is due to the fact that
\[
X_j \tilde{\varphi}_j(z) := \lim_{h \to 0} \frac{\tilde{\varphi}_j(z \delta_h(e_j)) - \tilde{\varphi}_j(z)}{h} = \lim_{h \to 0} \frac{\varphi_j(\delta_{1/r}(x^{-1}z \delta_h(e_j))) - \varphi_j(\delta_{1/r}(x^{-1}z))}{h} = r^{-1} X_j \varphi_j(\delta_{1/r}(x^{-1}z)).
\]

Thanks to identity (140) and the fact that the Lebesgue measure is a Haar measure for \( \mathbb{G} \), we infer that
\[
\int \chi_{\delta_{1/r}(x^{-1}E)}(y) \, \text{div}_{\mathbb{G}} \varphi(y) \, dy = r^{-\Omega} \int \chi_E \, \text{div}_{\mathbb{G}} \varphi(\delta_{1/r}(x^{-1}y)) \, dy = r^{-(\Omega-1)} \int \chi_E(y) \, \text{div}_{\mathbb{G}} \tilde{\varphi}(y) \, dy.
\]
It is not hard to see that \( \varphi \in C^1_0(\Omega, HG) \) if and only if \( \tilde{\varphi} \in C^1_0(x\delta_r\Omega, HG) \), and thus for any open set \( \Omega \) we have

\[
|\partial(\delta_{1/r}(x^{-1}E))|_G(\Omega) = r^{-(\Omega-1)}|\partial E|_G(x\delta_r\Omega) = r^{-(\Omega-1)}T_{x,r}|\partial E|_G(\Omega).
\]

\( \Box \)

**Theorem B.6** [Ambrosio et al. 2009, Theorem 4.16]. Let \( E \subseteq G \) be a set of locally finite perimeter. Then \( |\partial E|_G \) is asymptotically doubling, and more precisely the following holds. For \( |\partial E|_G \)-almost every \( x \in G \) there exists an \( \tilde{r}(x) > 0 \) such that

\[
l_G r^{\Omega-1} \leq |\partial E|_G(B(x, r)) \leq L_G 2^{-(\Omega-1)} r^{\Omega-1}, \quad \text{for any } r \in (0, \tilde{r}(x)),
\]

where the constants \( l_G \) and \( L_G \) depend only on \( G \) and the metric \( d \) and \( |\partial E|_G \) is concentrated on \( \partial^*_GE \), i.e.,

\( |\partial E|_G(G \setminus \partial^*_GE) = 0. \)

**Remark B.7.** Proposition 1.31 and Theorem B.6 imply that \( l_G \mathcal{S}^{\Omega-1} \cap \partial^*_GE \leq |\partial E|_G \leq L_G \mathcal{S}^{\Omega-1} \cap \partial^*_GE. \)

Therefore, the measures \( \mathcal{S}^{\Omega-1} \cap \partial^*_GE \) and \( |\partial E|_G \) are mutually absolutely continuous. In particular there exists a \( \vartheta \in L^1(|\partial E|_G) \) such that

\[
\mathcal{S}^{\Omega-1} \cap \partial^*_GE = \vartheta|\partial E|_G,
\]

and for \( |\partial E|_G \)-almost every \( x \in G \) we have \( L_G^{-1} \leq \vartheta(x) \leq l_G^{-1}. \)

**Theorem B.8** [Franchi and Serapioni 2016, Theorem 3.9]. If \( f : V \to \mathcal{N}(V) \) is an intrinsic Lipschitz map, the epigraph of \( f \),

\[
epi(f) := \{v \ast \delta_t(n(V)) : t < \langle \pi_1 f(v), n(V) \rangle\},
\]

is a set with locally finite \( G \)-perimeter.

Since the topological boundary of \( \text{epi}(f) \) coincides with \( \text{gr}(f) \), thanks to [Franchi and Serapioni 2016, Theorem 3.9], we infer that \( |\partial \text{epi}(f)|_G(G \setminus \partial^*_GE \text{epi}(f)) = |\partial \text{epi}(f)|_G(\text{gr}(f) \setminus \partial^*_GE \text{epi}(f)) = 0. \)

In particular, thanks to Remark B.7, we deduce the following proposition:

**Proposition B.9.** \( \mathcal{S}^{\Omega-1}(\text{gr}(f) \setminus \partial^*_GE \text{epi}(f)) = 0. \)

It is convenient to associate a normal vector field to the graph of every intrinsic Lipschitz function \( f : V \to \mathcal{N}(V) \).

**Definition B.10.** For any intrinsic Lipschitz function \( f : V \to \mathcal{N}(V) \), we denote by \( n_f : \partial^*_GE \text{epi}(f) \to HG \) the inward inner \( G \)-normal of \( \text{epi}(f) \).

**Tangents measures versus tangent sets to finite perimeter sets.** In this subsection we connect the notion of tangent sets to finite perimeter sets, which is extensively used in the theory of finite perimeter sets, to the notion of tangent measures. This will help us to prove that if the perimeter measure associated to the boundary of a finite perimeter set has flat tangents, then it has a unique tangent that coincides with the plane in Gr(\( \Omega - 1 \)) orthogonal to the normal.

**Definition B.11** (tangent sets). Let \( E \subseteq G \) be a set of locally finite perimeter and assume \( x \in \partial^*_GE \). We denote by \( \text{Tan}(E, x) \) the limit points in the topology of the local convergence in measure of the sets \( \{\delta_{1/r}(x^{-1}E)\}_{r \to 0} \) as \( r \to 0. \).
For a proof of the following proposition, we refer to [Ambrosio et al. 2009] and in particular to Proposition 5.3.

**Proposition B.12.** If $E$ is a set of finite perimeter, for $S^{Q-1}$-almost every $x \in \partial^*_{G} E$ we have

(i) $\Tan(E, x) \neq \emptyset$,

(ii) the elements of $\Tan(E, x)$ are sets of locally finite perimeter sets,

(iii) for any $F \in \Tan(E, x)$, that $n_{F}(y) = n_{E}(x)$ for $|\partial F|_{G}$-almost every $y \in G$.

The following proposition is a characterization of the tangent measures of perimeter measures.

**Proposition B.13.** If $E$ is a set of locally finite perimeter, for $|\partial E|_{G}$-almost every $x \in \partial^*_{G} E$ we have the following:

(i) If $\{r_{i}\}_{i \in \mathbb{N}}$ is an infinitesimal sequence such that $\delta_{1/r_{i}}(x^{-1} E)$ converges locally in measure to some Borel set $L$, then $L$ is a finite perimeter set and $r_{i}^{-(Q-1)} T_{x, r_{i}} |\partial E|_{G} \rightharpoonup |\partial L|_{G}$. In particular, if $L \in \Tan(E, x)$, then $|\partial L|_{G} \in \Tan_{Q-1}(|\partial E|_{G}, x)$.

(ii) If $v \in \Tan_{Q-1}(|\partial E|_{G}, x)$, then there is an $L \in \Tan(E, x)$ such that $v = |\partial L|_{G}$.

**Proof.** Let us first prove (i). From now on, thanks to Proposition B.12, we can assume without loss of generality that $x$ is a fixed point where properties (i), (ii) and (iii) of Proposition B.12 hold. Fix now an open and bounded set $\Omega$ of $G$ and note that, defining $E_{i} := \delta_{1/r_{i}}(x^{-1} E)$, we have

$$\|\chi_{E_{i}}\|_{L^{1}(\Omega)} + \|\nabla_{G} \chi_{E_{i}}\|_{(\Omega)} \leq L^{n}(\Omega) + r_{i}^{-(Q-1)} |\partial E|_{G}(x \delta_{r_{i}} \Omega).$$ (143)

The above bound implies that $\chi_{E_{i}}$ is a compact sequence in $L^{1}(\Omega)$ thanks to Theorems B.3 and B.6 and thus the sets $E_{i}$ converge in $L^{1}(\Omega)$ to some locally finite perimeter set $E$ which must coincide $L^{n}$-almost everywhere with $L$ inside $\Omega$, by the uniqueness of the limit in measure. This implies in particular that for any $\varphi \in \mathcal{C}_{0}^{1}(\Omega, H_{G})$ we have

$$\lim_{i \to 0} \int_{\Omega} \langle \varphi, n_{E_{i}} \rangle \, d|\partial E_{i}|_{G} = \lim_{i \to 0} \int \chi_{E_{i} \cap \Omega}(y) \, \text{div}_{G} \varphi(y) \, dy$$

$$= \int \chi_{E \cap \Omega}(y) \, \text{div}_{G} \varphi(y) \, dy = \int \langle \varphi, n_{L} \rangle \, d|\partial L|_{G}. \hspace{1cm} (144)$$

The above identity (144) implies in particular that $n_{E_{i}} |\partial E_{i}|_{G} \Omega \rightharpoonup n_{L} |\partial L|_{G} \Omega$. However, the arbitrariness of $\Omega$ and the well-known fact that the weak convergence implies the convergence of the total variations implies that $|\partial E_{i}|_{G} \rightharpoonup |\partial L|_{G}$. The second part of the statement of (i) follows immediately from Lemma B.5.

We now prove (ii). We can assume without loss of generality that $x = 0$ satisfy the thesis of Theorem B.6 and that $\{r_{i}\}$ is an infinitesimal sequence such that

$$r_{i}^{-(Q-1)} T_{x, r_{i}} |\partial E|_{G} \rightharpoonup v \in \Tan_{Q-1}(|\partial E|_{G}, x).$$

Now let $E_{i} := \delta_{1/r_{i}}(E)$, so that $|\partial E_{i}|_{G} = r_{i}^{Q-1} T_{0, r_{i}} |\partial E|_{G}$. For any open and bounded set $\Omega$ we can find an $R > 0$ such that $\Omega \subseteq B(0, R)$. Therefore, thanks to Theorem B.3, we have

$$|\partial (\delta_{1/r_{i}}(x^{-1} E))|_{G}(\Omega) \leq |\partial (\delta_{1/r_{i}}(x^{-1} E))|_{G}(B(0, R)) = r_{i}^{-(Q-1)} T_{x, r_{i}} |\partial E|_{G}(B(0, R)) = \frac{|\partial E|_{G}(B(x, Rr_{i}))}{r_{i}^{Q-1}}.$$
Since we assumed that Theorem B.6 holds at \( x \), we have

\[
\limsup_{i \to \infty} |\partial (\delta_{1/r}(x^{-1}E))|_G(\Omega) \leq \limsup_{i \to \infty} \frac{|\partial E|_G(B(x, Rr_i))}{r_i^{\Omega - 1}} \leq L_G R^{\Omega - 1}.
\]

Thus, thanks to Theorem B.3, the sequence \( \{\delta_{1/r_i}(x^{-1}E)\}_{i \in \mathbb{N}} \) is precompact in \( L^1_{\text{loc}}(G) \) and since we assumed \( \delta_{1/r_i}(x^{-1}E) \) converges locally in measure to \( L \), we have that \( \delta_{1/r_i}(x^{-1}E) \) converges in \( L^1_{\text{loc}}(G) \) to \( L \). In particular, thanks to Theorem 2.17 of [Franchi et al. 2003], we infer that \( L \) is of local finite perimeter. Thus, by definition of the tangent sets, we have \( L \in \text{Tan}(E, 0) \), and thanks to item (i), we conclude that \( r_i^{-(\Omega - 1)} T_{0,r_i} |\partial E|_G \rightharpoonup |\partial L|_G \). Thanks to the uniqueness of the limit we conclude that \( |\partial L|_G = v \).

**Proposition B.14.** If \( E \) is an open set of finite perimeter in \( G \), for \( \mathcal{S}^{\Omega - 1} \)-almost any \( x \in \partial E \) and any \( L \in \text{Tan}(E, x) \) we have \( \mathcal{L}^n(L \setminus \text{int}(L)) = 0 \). In particular, the measures \( |\partial L|_G \) and \( |\partial (\text{int}(L))|_G \) coincide on Borel sets.

**Proof.** This proposition follows for instance from Proposition B.12 and [Bellettini and Le Donne 2021, Theorem 1.1].

**Remark B.15.** Let \( V_{\pm} := \{ w \in G : \pm \langle n(V), w \rangle > 0 \} \). Thanks to (2.8) in [Ambrosio et al. 2009], it is immediate to see that \( V_{\pm} \) are open sets of locally finite perimeter in \( G \) and that \( \partial V_{\pm} = \mp n(V) H^{n_{eu}}_{\text{eu}} L V \). This implies that the horizontal normal of each of the half spaces determined by \( V \) coincides, up to a sign, \( |\partial V_{\pm}|_G \)-almost everywhere with \( n(V) \).

**Proposition B.16.** Let \( V \in \text{Gr}(\Omega - 1) \) and \( f : V \to \mathcal{M}(V) \) be an intrinsic Lipschitz function. Suppose that \( E \) is a compact subset of \( \text{gr}(\gamma) \) such that

\[
\text{Tan}_{\Omega - 1}(|\partial \text{epi}(f)|_G, x) \subseteq \mathcal{M}, \quad \text{for } |\partial \text{epi}(f)|_G \text{-almost every } x \in E.
\]

Then for \( |\partial \text{epi}(f)|_G \text{-almost every } x \in E \), we have

\[
\text{Tan}_{\Omega - 1}(|\partial \text{epi}(f)|_G, x) \subseteq [\lambda \mathcal{S}^{\Omega - 1}_{\text{eu}} V(x) : \lambda \in [L^{-1}_G, l^{-1}_G]]
\]

where \( V(x) \in \text{Gr}(\Omega - 1) \) is the plane orthogonal to \( n_f(x) \), which is the normal to \( \text{gr}(f) \) introduced in Definition B.10, and where the constants \( l_G \) and \( L_G \) were introduced in Theorem B.6.

**Proof.** Proposition B.13, the asymptotic AD-regularity of the perimeter and Lebesgue’s differentiation theorem at [Heinonen et al. 2015, page 77] imply that for \( \mathcal{S}^{\Omega - 1} \)-almost every \( x \in \partial^*_G \text{epi}(f) \cap \Gamma \) and for every \( L \in \text{Tan}(\text{epi}(f), x) \) we have

\[
|\partial L|_G = \lambda \mathcal{S}^{\Omega - 1}_{\text{eu}} V_{L,x} \quad \text{for some } V_{L,x} \in \text{Gr}(\Omega - 1) \quad \text{and } \lambda > 0.
\]

Furthermore Remark B.7, Proposition 1.8 and a simple computation that we omit, imply that \( \lambda \in [l_G, L_G] \).

Fix now an \( x \in \partial^*_G \text{epi}(f) \cap \Gamma \) at which (145) holds and that satisfies the thesis of Proposition B.12, and let \( L \in \text{Tan}(\text{epi}(f), x) \). Thanks to these choices, \( L \) is a finite perimeter set with constant horizontal normal and Proposition B.9 and (145) tell us that its topological boundary must coincide up to \( \mathcal{S}^{\Omega - 1} \)-null sets with the plane \( V_{L,x} \). Therefore, since by Proposition B.14 we can assume without loss of generality
that $L$ is an open set, we conclude that $L$ must coincide with one of the two half-spaces determined by $V_{L,x}$. This implies however, thanks to Remark B.15, that

$$n(V_{L,x}) = n_L(y) \quad \text{for $S^Q$-almost every } y \in \partial L.$$  

(146)

Furthermore, Proposition B.12 (iii) and (146) imply that $n(V_{L,x}) = n_L(y) = n_f(x)$ for $S^Q$-almost all $y \in \partial L$. This shows however that for $S^Q$-almost all $x \in \operatorname{gr}(f) \cap E$, every element of $\operatorname{Tan}(\operatorname{epi}(f), x)$ is a half-space whose boundary is the plane orthogonal to $n_f(x)$ and Proposition B.13 concludes the proof. □

**Proposition B.17.** Suppose $E$ is a compact subset of $V$ and let $\gamma : E \subseteq V \rightarrow \mathcal{H}(V)$ be an intrinsic Lipschitz function such that for $S^Q$-almost every $x \in E$ there exists a plane $V_{\gamma}(x) \in \operatorname{Gr}(\Omega - 1)$ for which

$$\lim_{r \to 0} \frac{S^Q \cap (\gamma) \cap B(x, \gamma(x), r) \setminus x, \gamma(x) X_{V_{\gamma}(x \cdot \gamma(x))}(\alpha))}{r^{Q-1}} = 0$$

(147)

whenever $\alpha > 0$, and where $X_{V_{\gamma}(x \cdot \gamma(x))}(\alpha) := \{w \in \mathcal{G} : \text{dist}(w, V(x \cdot \gamma(x))) \leq \alpha \|w\|\}$. Then $\gamma(S)$ can be covered with countably many $C^1_{\mathcal{G}}$-surfaces.

**Proof.** Since the graph map $x \mapsto x \cdot \gamma(x)$ is continuous, let us notice that the set $\gamma(S)$ is compact and for any $i \in \mathbb{N}$ let us define the sets

$$A_i := \{x \in \gamma(S) : (147) \text{ holds at } x \text{ and } S^Q \cap (B(x, r) \cap \gamma(S)) \geq 2^{-1} L_{\mathcal{G}}^{-1} r^{Q-1} \text{ for any } 0 < r < 1/i\}.$$

As a first step in the proof, we show that the $A_i$ are $S^Q \cap \gamma(S)$-measurable. It is immediate to see that if we show that the set

$$\tilde{A}_i := \{x \in \gamma(S) : S^Q \cap (B(x, r) \cap \gamma(S)) \geq 2^{-1} L_{\mathcal{G}}^{-1} r^{Q-1} \text{ for any } 0 < r < 1/i\}$$

is closed, the measurability of $A_i$ immediately follows since (147) holds on a set of full $S^Q \cap \gamma(S)$-measure. Since $\gamma(S)$ is closed, to prove the closedness of $\tilde{A}_i$ it is sufficient to show that if a sequence $\{x_j\}_{j \in \mathbb{N}} \subseteq \tilde{A}_i$ converges to some $x \in \gamma(S)$, then $x \in \tilde{A}_i$. So, let $0 < r < 1/i$ and note that if $d(x, x_j) < r$ we have

$$2^{-1} L_{\mathcal{G}}^{-1} (r - d(x, x_j))^{Q-1} \leq S^Q \cap \gamma(S)(B(x, r) \cap \gamma(S)) \leq 2^{-1} L_{\mathcal{G}}^{-1} r^{Q-1},$$

proving that $x \in \tilde{A}_i$.

We now prove that the sets $A_i$ cover $S^Q$-almost all $\gamma(S)$. Thanks to Theorem 1.38 we can extend $\gamma$ to an intrinsic Lipschitz function $\tilde{\gamma} : V \rightarrow \mathcal{H}(V)$. Recall now that $\gamma(S)$ is the boundary of the set of locally finite perimeter $\operatorname{epi}(\tilde{\gamma})$. Thanks to Theorem B.6, this implies that for $|\partial \operatorname{epi}(\tilde{\gamma})|_{\mathcal{G}}$-almost every $x \in \mathcal{G}$ there exists a $\tilde{r}(x) > 0$ such that for any $0 < r < \tilde{r}(x)$ we have

$$L_{\mathcal{G}} S^Q \cap \gamma(S)(B(x, r)) \geq |\partial \operatorname{epi}(\tilde{\gamma})|_{\mathcal{G}}(B(x, r)) \geq L_{\mathcal{G}} r^{Q-1},$$

where the first inequality above comes from Remark B.7. In addition, thanks to [Franchi and Serapioni 2016, Theorem 3.9], [Heinonen et al. 2015, Theorem 3.4.3] and to the Lebesgue differentiation theorem
that can be found in [Heinonen et al. 2015, page 77], we deduce that
\[ \Theta_\ast^{\Omega - 1}(S^{\Omega - 1} \text{gr}(\gamma), x) = \Theta_\ast^{\Omega - 1}(\chi_{\text{gr}(\gamma)} S^{\Omega - 1} \text{gr}(\tilde{\gamma}), x) = \Theta_\ast^{\Omega - 1}(S^{\Omega - 1} \text{gr}(\tilde{\gamma}), x) \geq L^{-1}_G l_G, \] (148)
for \( S^{\Omega - 1} \text{gr}(\gamma) \)-almost every \( x \in \mathbb{G} \). From (148), we infer that for \( S^{\Omega - 1} \text{gr}(\gamma) \)-almost every \( x \in \mathbb{G} \) there exists an \( r(x) > 0 \) such that \( S^{\Omega - 1}(B(x, r) \cap \text{gr}(\gamma)) \geq 2^{-1} L^{-1}_G r^{\Omega - 1} \) for any \( 0 < r < r(x) \). Therefore, if \( r(x) > 1/i \) and (147) holds at \( x \), then \( x \in A_i \) and this concludes the proof of the fact that \( S^{\Omega - 1}(\text{gr}(\gamma) \setminus \bigcup_{i \in \mathbb{N}} A_i) = 0 \).

For any \( i, j \in \mathbb{N} \) and any \( x \in A_i \), we let
\[ \rho_{i,j}(x) := \sup \left\{ \frac{|\langle n_y(x), \pi_1(x^{-1} y) \rangle|}{d(x, y)} : y \in A_i \text{ and } 0 < d(x, y) < 1/j \right\}. \]
We remark that the functions \( \rho_{i,j} \) are measurable for any \( i, j \in \mathbb{N} \). Indeed, on the one hand the function \( (x, y) \mapsto |\langle n_y(x), \pi_1(x^{-1} y) \rangle|/d(x, y) \) is \( S^{\Omega - 1} \text{gr}(\gamma) \)-measurable since it is the quotient of two \( S^{\Omega - 1} \text{gr}(\gamma) \)-measurable functions. On the other, since \( \mathbb{G} \) is separable, it is immediate to see that \( \rho_{i,j} \) can be rewritten as the supremum on \( y \) over a countable subset of \( B(x, \delta) \cap A_i \) showing that \( \rho_{i,j} \) is indeed measurable. We want to prove that for any \( i \in \mathbb{N} \) and any \( x \in A_i \) we have
\[ \lim_{j \to \infty} \rho_{i,j}(x) = 0. \] (149)
Assume by contradiction this is not the case and that there exists an \( i \in \mathbb{N} \) and a \( z \in A_i \) for which (149) fails. Then there is a \( 0 < c \leq 1 \) and an increasing sequence of natural numbers \( \{j_k\}_{k \in \mathbb{N}} \) such that for any \( k \in \mathbb{N} \) there is a \( y_k \in A_i \) for which \( y_k \in B(z, 1/j_k) \) and \( |\langle n_y(z), \pi_1(z^{-1} y_k) \rangle| > cd(z, y_k) \). Thanks to Proposition 1.15, we infer that \( y_i \not\in z X_{V_y(z)}(1/4c) \); indeed,
\[ \text{dist}(V_y(z), z^{-1} y_k) = |\langle n_y(z), \pi_1(z^{-1} y_k) \rangle| > cd(z, y_k). \] (150)
We now claim that for any \( k \in \mathbb{N} \) we have
\[ B(y_k, \frac{1}{4} cd(z, y_k)) \subseteq B(z, 2d(z, y_k)) \setminus z X_{V_y(z)}(1/4c). \] (151)
In order to prove the inclusion (151) we fix a \( k \in \mathbb{N} \) and let \( w := y_k v \) for some \( v \in B(y_k, \frac{1}{8} cd(z, y_k)) \). With these choices Proposition 1.15 and the triangle inequality imply that
\[ \text{dist}(V_y(z), z^{-1} w) = |\langle n_y(z), \pi_1(z^{-1} w) \rangle| \geq |\langle n_y(z), \pi_1(z^{-1} y_k) \rangle| - |\langle n_y(z), \pi_1(y_k^{-1} w) \rangle| \]
\[ \geq cd(z, y_k) - d(y_k, w) \geq cd(z, w) - (1 + c)d(y_k, w). \] (152)
Furthermore, thanks to the choice of \( w \) we have
\[ d(y_k, w) = \|v\| \leq \frac{1}{4} cd(z, y_k) \leq \frac{1}{4} cd(z, w) + \frac{1}{4} cd(y_k, w), \] (153)
\[ d(z, w) \leq d(z, y_k) + d(y_k, w) \leq d(z, y_k) + \|v\| \leq (1 + \frac{1}{8c})d(z, y_k) \leq 2d(z, y_k). \] (154)
From (152) we infer in particular that \( (4/c - 1)d(y_k, w) \leq d(z, w) \). This implies in particular that
\[ \text{dist}(V_y(z), z^{-1} w) \geq cd(z, w) - (1 + c)d(y_k, w) \geq cd(z, w) - \frac{1 + c}{4/c - 1} cd(z, w) \geq \frac{1}{4} cd(z, w). \] (155)
where the last inequality comes from the fact that \( c \leq 1 \). The inclusion (151) follows immediately from the above bound and (154). Therefore, (151) implies that

\[
\limsup_{r \to 0} \frac{S_{\Omega}^{-1}(\text{gr}(\gamma) \cap B(z, r) \setminus zX_{V_r(z)}(\varepsilon/8))}{r^{\Omega-1}} \\
\geq \lim_{k \to \infty} \frac{S_{\Omega}^{-1}(\text{gr}(\gamma) \cap B(z, 2d(z, y_k)) \setminus zX_{V_r(z)}(\varepsilon/8))}{(2d(z, y_k))^{\Omega-1}} \\
\geq \lim_{k \to \infty} \frac{S_{\Omega}^{-1}(\text{gr}(\gamma) \cap B(y_k, cd(z, y_k)/8))}{2^{\Omega-1}d(z, y_k)^{\Omega-1}} \\
\geq \lim_{k \to \infty} \frac{L_G^{-1}L_G(cd(z, y_k)/8)^{\Omega-1}}{2^{\Omega-1}d(z, y_k)} = \frac{L_G}{2L_G} \left( \frac{c}{16} \right)^{\Omega-1},
\]

(156)

where the second last inequality comes from the fact that \( y_k \in A_i \) for any \( k \) and that \( \frac{1}{8}cd(z, y_k) < 1/i \) definitely. However, since by construction (147) holds at any point of \( A_i \), (156) is in contradiction with (147) and thus (149) must hold at any \( x \in A_i \). Define \( f_i \) to be the function identically 0 on \( A_i \) and for any \( \iota \in \mathbb{N} \) we let \( K_i(\iota) \) be a compact subset of \( A_i \) for which

(i) \( S_{\Omega}^{-1}(A_i \setminus K_i(\iota)) \leq 1/\iota \),

(ii) \( \eta_\gamma \) is continuous on \( K_i(\iota) \),

(iii) \( \rho_{i,j} \) converges uniformly to 0 on \( K_i(\iota) \).

The existence of \( K_i(\iota) \) is implied by Lusin’s theorem and Severini–Egoroff’s theorem. Thanks to Whitney’s extension theorem, see for instance Theorem 5.2 in [Franchi et al. 2003], we infer that we can find a \( C^1_G \)-function such that \( f_{i,\iota}|_K = 0 \) and \( \nabla_{H} f_{i,\iota}(x) = \eta_\gamma(x) \) for any \( x \in K_i(\iota) \). This implies that \( A_i \), and thus \( \text{gr}(\gamma) \), can be covered \( S_{\Omega}^{-1} \)-almost all with \( C^1_G \)-surfaces. \( \square \)
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