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SIMPLICES IN THIN SUBSETS OF EUCLIDEAN SPACES

ALEX IOSEVICH AND ÁKOS MAGYAR

Let 1 be a nondegenerate simplex on k vertices. We prove that there exists a threshold sk < k such that
any set A ⊆ Rk of Hausdorff dimension dim A ≥ sk necessarily contains a similar copy of the simplex 1.

1. Introduction

A classical problem of geometric Ramsey theory is to show that sufficiently large sets contain a given
geometric configuration. The underlying settings can be Euclidean space, the integer lattice or vector
spaces over finite fields. By a geometric configuration, we mean the collection of finite point sets obtained
from a given finite set F ⊆ Rk via translations, rotations and dilations.

If the size is measured in terms of the positivity of the Lebesgue density, then it is known that large sets
in Rk contain a translated and rotated copy of all sufficiently large dilates of any nondegenerate simplex 1
with k vertices [Bourgain 1986]. However, on the scale of the Hausdorff dimension s<k this question is not
very well understood. The only affirmative result in this direction was obtained by Iosevich and Liu [2019].

In the other direction, a construction due to Keleti [2008] shows that there exists a set A ⊆ R of
full Hausdorff dimension which does not contain any nontrivial 3-term arithmetic progression. In two
dimensions an example due to Falconer [2013] and Maga [2010] shows that there exists a set A ⊆ R2

of Hausdorff dimension 2 which does not contain the vertices of an equilateral triangle, or more generally
a nontrivial similar copy of a given nondegenerate triangle. It seems plausible that examples of such sets
exist in all dimensions, but this is not currently known. See [Fraser and Pramanik 2018] for related results.

The purpose of this paper is to show that measurable sets A ⊆ Rk of sufficiently large Hausdorff
dimension s < k contain a similar copy of any given nondegenerate k-simplex with bounded eccentricity.
Our arguments make use of and have some similarity to those of Lyall and Magyar [2020]. We also
extend our results to bounded degree distance graphs. For the special cases of a path (or chain) and,
more generally, a tree, similar but somewhat stronger results were obtained in [Bennett et al. 2016] and
[Iosevich and Taylor 2019].

2. Main results

Let V = {v1, . . . , vk} ⊂ Rk be a nondegenerate k-simplex, a set of k vertices which are in general position
spanning a (k−1)-dimensional affine subspace. For 1 ≤ j ≤ k, let rj (V ) be the distance of the vertex vj

The research of Iosevich was partially supported by the National Science Foundation grant no. HDR TRIPODS - 1934962. The
research of Magyar was partially supported by the National Science Foundation grant no. NSF-DMS 1600840.
MSC2020: 28A75, 42B15.
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to the affine subspace spanned by the remaining vertices vi , i ̸= j , and define r(V ) := min1≤ j≤k rj (V ).
Let d(V ) denote the diameter of the simplex, which is also the maximum distance between two vertices.
Then the quantity δ(V ) := r(V )/d(V ), which is positive if and only if V is nondegenerate, measures how
close the simplex V is to being degenerate.

We say that a simplex V ′ is similar to V, if V ′
= x +λ ·U(V ) for some x ∈ Rk, λ > 0 and U ∈ SO(k);

that is if V ′ is obtained from V by a translation, dilation and rotation.

Theorem 1. Let k ∈ N and δ > 0. There exists s0 = s0(k, δ) < k such that if E is a compact subset of Rk

of Hausdorff dimension dim E ≥ s0, then E contains the vertices of a simplex V ′ similar to V, for any
nondegenerate k-simplex V with δ(V )≥ δ.

Remarks. (1) Note that the dimension condition is sharp for k = 2, as a construction due to Maga [2010]
shows the existence of a set E ⊆ R2 with dim(E)= 2 that does not contain any equilateral triangle or
more generally a similar copy of any given triangle.

While we do not currently have an example showing that the dimension condition is sharp when k > 2,
we have some indications that this should be the case. In the finite field setting, one can show that Fd

q (the
d-dimensional vector space over the field with q elements) contains a d-dimensional equilateral simplex
if and only if (d + 1)/2d is a square in Fq ; see the appendix in [Bennett et al. 2014]. This allows one
to construct an Fd

q that does not contain a d-dimensional equilateral simplex under a suitable arithmetic
assumption on Fq . While such an assumption is not meaningful in Rd, the Fourier analytic methods
used in this paper would likely to extend to the finite field setting. At the very least, this says that if
the dimensional assumption in Theorem 1 is not sharp, a very different approach would be required to
establish a positive result.

(2) It is also interesting to note that the proof of Theorem 1 above proves much more than just the
existence of vertices of V ′ similar to V inside E. The proof proceeds by constructing a natural measure
on the set of simplexes and proving an upper and a lower bound on this measure. This argument shows
that an infinite “statistically” correct “amount” of simplexes V ′ exist that satisfy the conclusion of the
theorem, shedding considerable light on the structure of sets of positive upper Lebesgue density.

(3) Theorem 1 establishes a nontrivial exponent s0 < k, but the proof yields s0 very close to k and not
explicitly computable. The analogous results in the finite field setting (see e.g., [Hart and Iosevich 2008],
[Iosevich and Parshall 2019]) suggest that it may be possible to obtain explicit exponents, but this would
require a fundamentally different approach to certain lower bounds obtained in the proof of Theorem 1.

A distance graph is a connected finite graph embedded in Euclidean space, with a set of vertices
V = {v0, v1, . . . , vn} ⊆ Rd and a set of edges E ⊆ {(i, j) : 0 ≤ i < j ≤ n}. We say that a graph 0= (V, E)
has degree at most k if |Vj | ≤ k for all 1 ≤ j ≤ n, where Vj = {vi : (i, j) ∈ E}. The graph 0 is called
proper if the sets Vj ∪ {vj } for all j are in general position, in the sense that Vj ∪ {vj } is not contained
in a subspace of dimension smaller than |Vj | − 1. Let r(0) be the minimum of the distances from the
vertices vj to the corresponding affine subspace spanned by the sets Vj , and note that r(0) > 0 if 0 is
proper. Let d(0) denote the length of the longest edge of 0, and let δ(0) := r(0)/d(0).
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We say that a distance graph 0′
= (V ′, E) is isometric to 0 and write 0′

≃ 0, if there is a one-to-one
and onto mapping φ : V → V ′ so that |φ(vi )−φ(vj )| = |vi − vj | for all (i, j) ∈ E. One may picture 0′

obtained from 0 by a translation followed by rotating the edges around the vertices, if possible. By λ ·0

we mean the dilate of the distance graph 0 by a factor λ > 0, and we say that 0′ is similar to 0 if 0′ is
isometric to λ ·0.

Theorem 2. Let δ>0, n ≥1, 1≤k<d , and let E be a compact subset of Rk of Hausdorff dimension s<d.
There exists s0 = s0(n, d, δ) < d such that if s ≥ s0, then E contains a distance graph 0′ similar to 0, for
any proper distance graph 0 = (V, E) of degree at most k, with V ⊆ Rd, |V | = n and δ(0)≥ δ.

Note that Theorem 2 implies Theorem 1, as a nondegenerate simplex is a proper distance graph of
degree k − 1.

3. Proof of Theorem 1

Let E ⊆ B(0, 1) be a compact subset of the unit ball B(0, 1) in Rk of Hausdorff dimension s < k. It is
well known that there is a probability measure µ supported on E such that µ(B(x, r)) ≤ Cµr s for all
balls B(x, r). The following observation shows that we may take Cµ = 4 for our purposes.1

Lemma 1. There exists a set E ′
⊆ B(0, 1) of the form E ′

= ρ−1(F − u) for some ρ > 0, u ∈ Rk and
F ⊆ E, and a probability measure µ′ supported on E ′ which satisfies

µ′(B(x, r))≤ 4r s, for all x ∈ Rk, r > 0. (3-1)

Proof. Let K := inf(S), where

S := {C ∈ R : µ(B(x, r))≤ Cr s, ∀ B(x, r)}.

By Frostman’s lemma [Mattila 1995], we have that S ̸= ∅ and K > 0, moreover,

µ(B(x, r))≤ 2Kr s,

for all balls B(x, r). There exists a ball Q = B(v, ρ) of radius ρ such that µ(Q)≥ 1
2 Kρs. We translate E

so Q is centered at the origin, set F = E ∩ Q and denote by µF the induced probability measure on F :

µF (A)=
µ(A ∩ F)
µ(F)

.

Note that for all balls B = B(x, r),

µF (B)≤
2Kr s

(1/2)Kρs = 4
( r
ρ

)s
.

Finally, we define the probability measureµ′ asµ′(A) :=µF (ρA). It is supported on E ′
=ρ−1 F ⊆ B(0, 1)

and satisfies

µ′(B(x, r))= µF (B(ρx, ρr))≤ 4r s. □

1We would like to thank Giorgis Petridis for bringing this observation to our attention.
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Clearly E contains a similar copy of V if the same holds for E ′, thus one can pass from E to E ′ in
proving our main results, assuming that (3-1) holds. Given ε > 0, let ψε(x) = ε−kψ(x/ε) ≥ 0, where
ψ ≥ 0 is a Schwarz function whose Fourier transform, ψ̂ , is a compactly supported smooth function
satisfying ψ̂(0)= 1 and 0 ≤ ψ̂ ≤ 1.

We define µε := µ ∗ψε. Note that µε is a continuous function satisfying ∥µε∥∞ ≤ Cεs−k with an
absolute constant C = Cψ > 0, by Lemma 1.

Let V = {v0 = 0, . . . , vk−1} be a given nondegenerate simplex and note that in proving Theorem 1 we
may assume that d(V )= 1, and hence δ(V )= r(V ). A simplex V ′

= {x0 = 0, x1, . . . , xk−1} is isometric
to V if for every 1 ≤ j ≤ k one has that x j ∈ Sx1,...,x j−1 , where

Sx1,...,x j−1 = {y ∈ Rk
: |y − xi | = |vj − vi |, 0 ≤ i < j}

is a sphere of dimension k − j and of radius rj = rj (V )≥ r(V ) > 0. Let σx1,...,x j−1 denote its normalized
surface area measure.

Given 0< λ and ε ≤ 1, define the multilinear expression

TλV (µε) :=

∫
µε(x)µε(x − λx1) · · ·µε(x − λxk−1) dσ(x1) dσx1(x2) · · · dσx1,...,xk−2(xk−1) dx, (3-2)

which may be viewed as a weighted count of the isometric copies of λ1.

3.1. Upper bounds. A crucial part of our approach is to show that the averages TλV (µε) have a limit
as ε→ 0, for which one needs the following upper bound.

Lemma 2. There exists a constant Ck > 0, depending only on k, such that

|TλV (µ2ε)− TλV (µε)| ≤ Ckr(V )−1/2λ−1/2ε(k−1/2)(s−k)+1/4. (3-3)

As an immediate corollary we have the following:

Lemma 3. Let k −
1

4k ≤ s < k. There exists

TλV (µ) := lim
ε→0

TλV (µε), (3-4)

and moreover,
|TλV (µ)− TλV (µε)| ≤ Ckr(V )−1/2λ−1/2ε(k−1/2)(s−k)+1/4. (3-5)

Indeed, the left side of (3-5) can be written as a telescopic sum:∑
j≥0

TλV (µ2εj )− TλV (µεj ), with εj = 2− jε.

Proof of Lemma 2. Write 1µε := µ2ε −µε. Then

k−1∏
j=1

µ2ε(x − λx j )−

k−1∏
j=1

µε(x − λx j )=

k∑
j=1

1j (µε),

where
1j (µε)=

∏
i ̸= j

µεi j (x − λxi )1µε(x − λx j ), (3-6)
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and where εi j = 2ε for i < j and εi j = ε for i > j . Since the arguments below are the same for all
1 ≤ j ≤ k − 1, assume j = k − 1 for simplicity of notations. Writing f ∗λ g(x) :=

∫
f (x − λy)g(y) dy,

and using ∥µε∥∞ ≤ Cεs−k, we have for 1T (µε) := TλV (µε)− TλV (µ2ε) that

|1T (µε)| ≲ ε(k−2)(s−d)
∫ ∣∣∣∣∫ µε(x)1µε ∗λ σx1,...,xk−2(x) dx

∣∣∣∣ dω(x1, . . . , xk−2), (3-7)

where dω(x1, . . . , xk−2) = dσ(x1) · · · dσx1,...,xk−3(xk−2) for k > 3, and where for k = 3 we have that
dω(x1)= dσ(x1), which is the normalized surface area measure on the sphere S = {y : |y| = |v1|}.

The inner integral is of the form

|⟨µε,1µε ∗λ σx1,...,xk−2⟩| ≲ ε
s−d

∥1µε ∗λ σx1,...,xk−2∥2.

Thus by Cauchy–Schwarz and Plancherel’s identity,

|1k−1T (µε)|2 ≲ ε2(k−1)(s−d)
∫

|1̂µε(ξ)|
2 Iλ(ξ) dξ,

where
Iλ(ξ)=

∫
|σ̂x1,...,xk−2(λξ)|

2 dω(x1, . . . , xk−2).

Since Sx1,...,xk−2 is a one-dimensional circle of radius rk−1 ≥ r(V ) > 0 contained in an affine subspace
orthogonal to Mx1,...,xk−2 = span{x1, . . . , xk−2}, we have that

|σ̂x1,...,xk−2(λξ)|
2 ≲ (1 + r(V )λ dist(ξ,Mx1,...,xk−2))

−1.

Since the measure ω(x1, . . . , xk−2) is invariant with respect to the change of variables (x1, . . . , xk−2)→

(Ux1, . . . ,Uxk−2) for any rotation U ∈ SO(k), one estimates

Iλ(ξ)≲
∫∫

(1 + r(V )λ dist(ξ,MUx1,...,Uxk−2))
−1 dω(x1, . . . , xk−2) dU

=

∫∫
(1 + r(V )λ dist(Uξ,Mx1,...,xk−2))

−1 dω(x1, . . . , xk−2) dU

=

∫∫
(1 + r(V )λ|ξ | dist(η,Mx1,...,xk−2))

−1 dω(x1, . . . , xk−2) dσk−2(η)≲ (1 + r(V )λ|ξ |)−1,

where we have written η := |ξ |−1Uξ and σk−1 denotes the surface area measure on the unit sphere
Sk−1

⊆ Rk.
Note that 1̂µε(ξ) = µ̂(ξ)(ψ̂(2εξ) − ψ̂(εξ)), which is supported on |ξ | ≲ ε−1 and is essentially

supported on |ξ | ≈ ε−1. Indeed, writing

J :=

∫
|1̂µε(ξ)|

2 Iλ(ξ) dξ =

∫
|ξ |≤ε−1/2

|1̂µε(ξ)|
2 Iλ(ξ) dξ+

∫
ε−1/2≤|ξ |≲ε−1

|1̂µε(ξ)|
2 Iλ(ξ) dξ =: J1 + J2

and using |ψ̂(2εξ)− ψ̂(εξ)| ≲ ε1/2 for |ξ | ≤ ε−1/2, we estimate

J1 ≲ ε
1/2

∫
|µ̂(ξ)|2(ψ̂(2εξ)+ ψ̂(εξ)) dξ ≲ ε1/2+s−k,

as ∫
|µ̂(ξ)|2ψ̂(εξ) dξ =

∫
µε(x) dµ(x)≲ εs−k.
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On the other hand, as Iλ(ξ)≲ ε1/2r(V )−1λ−1 for |ξ | ≥ ε−1/2, we have

J2 ≲ ε
1/2r(V )−1λ−1

∫
|µ̂(ξ)|2φ̂(εξ) dξ ≲ r(V )−1λ−1ε1/2+s−k,

where we have written φ̂(ξ)= (ψ̂(2ξ)− ψ̂(ξ))2. Plugging these estimates into (3-7), we obtain

|1T (µε)|2 ≲ r(V )−1λ−1ε1/2+(2k−1)(s−d),

and (3-5) follows. □

The support of µε is not compact, however, as it is a rapidly decreasing function, it can be made to
be supported in a small neighborhood of the support of µ without changing our main estimates. Let
φε(x) := φ(cε−1/2x) with some small absolute constant c > 0, where 0 ≤ φ(x)≤ 1 is a smooth cut-off,
which equals one for |x | ≤

1
2 and is zero for |x | ≥ 2. Define ψ̃ε = ψεφε and µ̃ε = µ ∗ ψ̃ε. It is easy to

see that µ̃ε ≤ µε and
∫
µ̃ε ≥

1
2 , if c > 0 is chosen sufficiently small. Using the trivial upper bound, for

k − 1/(4k)≤ s < k we have

|TλV (µε)− TλV (µ̃ε)| ≤ Ck∥µε∥
k−1
∞

∥µε − µ̃ε∥∞ ≤ Ckε
1/2,

and it follows that estimate (3-5) remains true with µε replaced with µ̃ε.

3.2. Lower bounds. Let fε := cεk−sµ̃ε, where c = cψ > 0 is a constant such that 0 ≤ fε ≤ 1 and∫
fε dx = c′εk−s. Let α := c′εk−s and note that the set Aε :=

{
x : fε(x) ≥

1
2α

}
has measure |Aε| ≥

1
2α.

If one defines the averages

TλV (Aε)=

∫
1Aε(x)1Aε(x − λx1) · · · 1Aε(x − λxk−1) dσ(x1) · · · dσx1,...,xk−2(xk−1) dx,

then clearly
TλV (µ̃ε)≥ cαk TλV (Aε).

The averages TλV (Aε) represent the density of isometric copies of the simplex λ1 in a set Aε of measure
|Aε| ≥ α

2 > 0, which was studied in [Lyall and Magyar 2020] in the more general context of k-degenerate
distance graphs. We recall one of the main results of the aforementioned paper; see Theorem 2 (ii) together
with Estimate (18):

Theorem 3 [Lyall and Magyar 2020]. Let A ⊆ [0, 1]
k and |A| ≥ α > 0. Then there exists an interval I of

length |I | ≥ exp(−Cα−Ck ), such that for all λ ∈ I , one has

|TλV (A))| ≥ cαk.

Thus for all λ ∈ I ,
TλV (µ̃ε)≥ c > 0 (3-8)

for a constant c = c(k, ψ, r(V )) > 0. Now, let

TV (µ̃ε) :=

∫ 1

0
λ1/2TλV (µ̃ε) dλ.
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For k −
1

4k ≤ s < k, by (3-5) we have that

|TλV (µ)− TλV (µ̃ε)| ≤ Ckr(V )−1/2λ−1/2ε1/8,

it follows that ∫ 1

0
λ1/2

|TλV (µ)− TλV (µ̃ε)| dλ≤ Ckr(V )−1/2ε1/8, (3-9)

and in particular
∫ 1

0 λ
1/2TλV (µ) dλ <∞. On the other hand, by (3-8), one has that∫ 1

0
λ1/2TλV (µ̃ε) dλ≥ exp(−ε−Ck(k−s)). (3-10)

Assume that r(V )≥ δ, fix a small ε = εk,δ > 0 and then choose s = s(ε, δ) < k such that

Ckδ
−1/2ε1/8 < 1

2 exp(−ε−Ck(k−s)),

which ensures that ∫ 1

0
λ1/2TλV (µ) dλ > 0.

Thus there exists λ > 0 such that TλV (µ) > 0. Fix such a λ, and assume indirectly that Ek
= E ×· · ·× E

does not contain any simplex isometric to λV, i.e., any point of the compact configuration space SλV ⊆ Rk2

of such simplexes. By compactness, this implies that there is some η > 0 such that the η-neighborhood
of Ek also does not contain any simplex isometric to λV. Since the support of µ̃ε is contained in the
Ckε

1/2-neighborhood of E, as E = suppµ, it follows that TλV (µ̃ε) = 0 for all ε < ckη
2 and hence

TλV (µ)= 0, contradicting our choice of λ. This proves Theorem 1.

4. The configuration space of isometric distance graphs

Let 00 = (V0, E) be a fixed proper distance graph, with vertex set V0 = {v0 = 0, v1, . . . , vn} ⊆ Rd of
degree k<d . Let ti j =|vi −vj |

2 for (i, j)∈ E. A distance graph 0= (V, E) with V ={x0 = 0, x1, . . . , xn}

is isometric to 00 if and only if x = (x1, . . . , xn) ∈ S00 , where

S00 = {(x1, . . . , xn) ∈ Rdn
: |xi − x j |

2
= ti j , ∀0 ≤ i < j ≤ n, (i, j) ∈ E}.

We call the algebraic set S00 the configuration space of isometric copies of 00. Note that S00 is the
zero set of the family F = { fi j : (i, j) ∈ E} with fi j (x)= |xi − x j |

2
− ti j , thus it is a special case of the

general situation described in Section 5.
If 0 ≃ 00 with vertex set V = {x0 = 0, x1, . . . , xn} is proper, then x = (x1, . . . , xn) is a nonsin-

gular point of S00 . Indeed, for a fixed 1 ≤ j ≤ n, let 0j be the distance graph obtained from 0 by
removing the vertex x j together with all edges emanating from it. By induction we may assume that
x′

= (x1, . . . , x j−1, x j+1, . . . , xn) is a nonsingular point, i.e., the gradient vectors ∇x′ fik(x), (i, k) ∈ E,
i ̸= j , k ̸= j , are linearly independent. Since 0 is proper, the gradient vectors ∇x j fi j (x)= 2(xi − x j ),
(i, j) ∈ E , are also linearly independent, hence x is a nonsingular point. In fact we have shown that the
partition of coordinates x = (y, z) with y = x j and z = x′ is admissible and hence (6-4) holds.
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Let r0 = r(00) > 0. It is clear that if 0≃00 and |x j −vj | ≤ η0 for all 1 ≤ j ≤ n, for a sufficiently small
η0 = η(r0) > 0, then 0 is proper and r(0)≥

1
2r0. For a given 1 ≤ j ≤ n, let X j := {xi ∈ V : (i, j) ∈ E}

and define
SX j := {x ∈ Rd

: |x − xi |
2
= ti j , ∀xi ∈ X j }.

As explained in Section 6, SX j is a sphere of dimension d − |X j | ≥ 1 with radius r(X j )≥
1
2r0. Let σX j

denote the surface area measure on SX j and write νX j := φjσX j , where φj is a smooth cut-off function
supported in an η-neighborhood of vj with φj (vj )= 1.

Write x = (x1, . . . , xn) and φ(x) :=
∏n

j=1 φj (x j ). Then by (6-4) and (6-5) one has∫
g(x)φ(x) dωF (x)= cj (00)

∫∫
g(x)φ(x′) dνX j (x j ) dωFj (x

′), (4-1)

where x′
= (x1, . . . , x j−1, x j+1, . . . , xn) and Fj = { fil : (i, l) ∈ E, l ̸= j}. The constant cj (00) > 0 is the

reciprocal of the volume of the parallelotope with sides x j − xi , (i, j) ∈ E , which is easily shown to be at
least ckr k

0 , as the distance of each vertex to the opposite face is at least 1
2r0 on the support of φ.

5. Proof of Theorem 2

Let d > k and again, without loss of generality, assume that d(0) = 1 and hence δ(0) = r(0). Given
λ, ε > 0, define the multilinear expression

Tλ00(µε) :=

∫
· · ·

∫
µε(x)µε(x − λx1) · · ·µε(x − λxn)φ(x1, . . . , xn) dωF (x1, . . . , xn) dx . (5-1)

Given a proper distance graph 00 = (V, E) on |V | = n vertices of degree k < n, one has the following
upper bound.

Lemma 4. There exists a constant C = Cn,d,k(r0) > 0 such that

|Tλ00(µ2ε)− Tλ00(µε)| ≤ Cλ−1/2ε(n+1/2)(s−d)+1/4. (5-2)

This implies again that in dimensions d − 1/(4n + 2)≤ s ≤ d, the limit Tλ00(µ) := limε→0 Tλ00(µε)

exists. Also, the lower bound (3-8) holds for distance graphs of degree k, as was shown for a large class
of graphs, the so-called k-degenerate distance graphs; see [Lyall and Magyar 2020]. Thus one may argue
exactly as in Section 3 to prove that there exists a λ > 0 for which

Tλ00(µ) > 0, (5-3)

and Theorem 2 follows from the compactness of the configuration space Sλ00 ⊆ Rdn. It remains to prove
Lemma 4.

Proof of Lemma 4. Write 1T (µε) := Tλ00(µε)− Tλ00(µ2ε). Then we have 1T (µε)=
∑

j=11j T (µε),
where 1j T (µε) is given by (5-1) with µε(x − λx j ) replaced by 1µε(x − λx j ) given in (3-6), and
µε(x − λxi ) by µ2ε(x − λx j ) for i > j . Then by (4-1) we have the analogue of estimate (3-7):

|1T (µε)| ≲ ε(n−1)(s−d)
∫ ∣∣∣∣∫ µε(x)1µε ∗λ νX j (x) dx

∣∣∣∣φ(x′) dωFj (x
′), (5-4)
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where φ(x′)=
∏

i ̸= j φ(x j ). Thus by Cauchy–Schwarz and Plancherel’s identity,

|1j T ε(µ)|2 ≲ ε2n(s−d)
∫

|1̂εµ(ξ)|
2 I j
λ (ξ) dξ,

where

I j
λ (ξ)=

∫
|ν̂X j (λξ)|

2φ(x′) dωFj (x
′).

Recall that on the support of φ(x′) we have that SX j is a sphere of dimension at least 1 and of radius
r ≥

1
2r0 > 0, contained in an affine subspace orthogonal to span X j . Thus,

|ν̂X j (λξ)|
2 ≲ (1 + r0λ dist(ξ, span X j ))

−1.

Let U : Rd
→ Rd be a rotation, and for x′

= (xi )i ̸= j write Ux′
= (Uxi )i ̸= j . As explained in Section 6,

the measure ωFj is invariant under the transformation x′
→ Ux′, hence

Iλ(ξ)≲
∫∫

(1 + r0λ dist(ξ, span U X j ))
−1 dωFj (x

′) dU

=

∫∫
(1 + r0λ|ξ | dist(η, span X j ))

−1 dσd−1(η) dωFj (x′)≲ (1 + r0λ|ξ |)
−1,

where we have written again η := |ξ |−1Uξ ∈ Sd−1.
Then we argue as in Lemma 2, noting that as 1̂µε(ξ) is essentially supported on |ξ | ≈ ε−1, we have

that

|1T (µε)|2 ≲ r−1
0 λ−1ε2n(s−d)+1/2

∫
|µ̂(ξ)|2φ̂(εξ) dξ ≲ r−1

0 λ−1ε(2n+1)(s−d)+1/2,

with µ̃ε = µε or µ̃ε = µ ∗φε. This proves Lemma 4. □

6. Measures on real algebraic sets

Let F = { f1, . . . , fn} be a family of polynomials fi : Rd
→ R. We will describe certain measures

supported on the algebraic set

SF := {x ∈ Rd
: f1(x)= · · · = fn(x)= 0}. (6-1)

A point x ∈ SF is called nonsingular if the gradient vectors

∇ f1(x), . . . ,∇ fn(x)

are linearly independent. Let S0
F denote the set of nonsingular points. It is well known that if S0

F ̸= ∅,
then it is a relative open, dense subset of SF , and moreover it is an (d−n)-dimensional submanifold of Rd.
If x ∈ S0

F , then there exists a set of coordinates J = { j1, . . . , jn}, with 1 ≤ j1 < · · ·< jn ≤ d , such that

jF,J (x) := det
(
∂ fi

∂x j
(x)

)
1≤i≤n, j∈J

̸= 0. (6-2)
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Accordingly, we will call a set of coordinates J admissible if (6-2) holds for at least one point x ∈ S0
F and

will denote by SF,J the set of such points. For a given set of coordinates x J let ∇xJ f (x) := (∂x j f (x)) j∈J

and note that J is admissible if and only if the gradient vectors

∇xJ f1(x), . . . ,∇xJ fn(x)

are linearly independent for at least one point x ∈ SF . It is clear that, unless SF,J = ∅, it is a relative
open and dense subset of SF and is also a (d−n)-dimensional submanifold, moreover S0

F is the union of
the sets SF,J for all admissible J.

We define a measure, near a point x0 ∈ SF,J , as follows. For simplicity of notation assume that
J = {1, . . . , n} and let

8(x) := ( f1, . . . , fn, xn+1, . . . , xd).

Then 8 : U → V is a diffeomorphism on some open set x0 ∈ U ⊆ Rd to its image V =8(U ), moreover
SF = 8−1(V ∩ Rd−n). Indeed, x ∈ SF ∩ U if and only if 8(x) = (0, . . . , 0, xn+1, . . . , xd) ∈ V. Let
I = {n + 1, . . . , d} and write x I := (xn+1, . . . , xd). Let 9(x I ) = 8−1(0, x I ) and in local coordinates
let x I define the measure ωF via∫

g dωF :=

∫
g(9(x I )) Jac−1

8 (9(x I )) dx I , (6-3)

for a continuous function g supported on U. Note that Jac8(x) = jF,J (x), i.e., the Jacobian of the
mapping 8 at x ∈ U is equal to the expression given in (6-2), and that the measure dωF is supported
on SF . Define the local coordinates yj = f j (x) for 1 ≤ j ≤ n and yj = x j for n < j ≤ d . Then

dy1 ∧ · · · ∧ dyd = d f1 ∧ · · · ∧ d fn ∧ dxn+1 ∧ · · · ∧ dxd = Jac8(x) dx1 ∧ · · · ∧ dxd ,

and thus

dx1 ∧ · · · ∧ dxd = Jac8(x)−1d f1 ∧ · · · ∧ d fn ∧ dxn+1 ∧ · · · ∧ dxd = d f1 ∧ · · · ∧ d fn ∧ dωF .

This shows that the measure dωF (given as a differential (d−n)-form on SF ∩U ) is independent of the
choice of local coordinates x I . Then ωF is defined on S0

F and moreover the set S0
F\SF,J is of measure

zero with respect to ωF , as it is a proper analytic subset on Rd−n in any other admissible local coordinates.
Let x = (z, y) be a partition of coordinates in Rd, with y = x J2 , z = X J1 , and assume that for i =1, . . . ,m

the functions fi depend only on the z-variables. We say that the partition of coordinates is admissible if
there is a point x = (z, y) ∈ SF such that both the gradient vectors ∇z f1(x), . . . ,∇z fm(x) and the vectors
∇y fm+1(x), . . . ,∇y fn(x) form a linearly independent system. Partition the system F = F1 ∪F2 with
F1 = { f1, . . . , fm} and F2 = { fm+1, . . . , fn}. Then there is a set J ′

1 ⊆ J1 for which

jF1,J ′

1
(z) := det

(
∂ fi

∂x j
(z)

)
1≤i≤m, j∈J ′

1

̸= 0,

and also a set J ′

2 ⊆ J2 such that

jF2,J ′

2
(z, y) := det

(
∂ fi

∂x j
(z, y)

)
m+1≤i≤n, j∈J ′

2

̸= 0.
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Since ∇y fi ≡ 0 for 1 ≤ i ≤ m, it follows that the set of coordinates J ′
= J ′

1 ∪ J ′

2 is admissible, moreover,

jF,J ′(y, z)= jF1,J ′

1
(z) jF2,J ′

2
(y, z).

For fixed z, let fi,z(y) := fi (z, y) and let F2,z = { fm+1,z, . . . , fn,z}. Then clearly jF2,J ′

2
(y, z) =

jF2,z,J ′

2
(y) as it only involves partial derivatives with respect to the y-variable. Thus we have an analogue

of Fubini’s theorem, namely,∫
g(x) dωF (x)=

∫∫
g(z, y) dωF2,z (y) dωF1(z). (6-4)

Consider now algebraic sets given as the intersection of spheres. Let x1, . . . , xm ∈ Rd, t1, . . . , tm > 0
and F ={ f1, . . . , fm}, where fi (x)=|x −xi |

2
−ti for i = 1, . . . ,m. Then SF is the intersection of spheres

centered at the points xi of radius ri = t1/2
i . If the set of points X = {x1, . . . , xm} is in general position

(i.e., they span an (m−1)-dimensional affine subspace), then a point x ∈ SF is nonsingular if x /∈ span X,
i.e., if x cannot be written as linear combination of x1, . . . , xm . Indeed, since ∇ fi (x) = 2(x − xi ), we
have that

m∑
i=1

ai∇ fi (x)= 0 ⇐⇒

m∑
i=1

ai x =

m∑
i=1

ai xi ,

which implies that
∑m

i=1 ai = 0 and
∑m

i=1 ai xi = 0. By replacing the equations |x − xi |
2

= ti with
|x − x1|

2
−|x − xi |

2
= t1 − ti , which is of the form x · (x1 − xi )= ci , for i = 2, . . . ,m, it follows that SF

is the intersection of the sphere with an (n−1)-codimensional affine subspace Y, perpendicular to the
affine subspace spanned by the points xi . Thus SF is an m-codimensional sphere of Rd if SF has one
point x /∈ span{x1, . . . , xm} and all of its points are nonsingular. Let x ′ be the orthogonal projection of x
to span X. If y ∈ Y is a point with |y − x ′

| = |x − x ′
| then by the Pythagorean theorem we have that

|y − xi | = |x − xi | and hence y ∈ SF . It follows that SF is a sphere centered at x ′ and contained in Y.
Let T = TX be the inner product matrix with entries ti j := (x − xi ) · (x − x j ) for x ∈ SF . Since

(x − xi ) · (x − x j )=
1
2(ti + tj − |xi − x j |

2),

the matrix T is independent of x . We will show that dωF = cT dσSF , where dσSF denotes the surface
area measure on the sphere SF and cT = 2−m det(T )−1/2 > 0, i.e., for a function g ∈ C0(R

d),∫
SF

g(x) dωF (x)= cT

∫
SF

g(x) dσSF (x). (6-5)

Let x ∈ SF be fixed and let e1, . . . , ed be an orthonormal basis so that the tangent space Tx SF equals
span{em+1, . . . , ed}, and moreover we have that span{∇ f1, . . . ,∇ fm} = span{e1, . . . , em}. Let x1, . . . , xn

be the corresponding coordinates on Rd and note that in these coordinates the surface area measure, as a
(d−m)-form at x , is

dσSF (x)= dxm+1 ∧ · · · ∧ dxd .
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On the other hand, in local coordinates x I = (xm+1, . . . , xd), it is easy to see from (6-2)–(6-3) that
jF,J (x)= 2m vol(x − x1, . . . , x − xm), and hence

dωF (x)= 2−m vol(x − x1, . . . , x − xm)
−1 dxm+1 ∧ · · · ∧ dxd ,

where vol(x − x1, . . . , x − xm) is the volume of the parallelotope with side vectors x − x j . Finally, it is a
well-known fact from linear algebra that

vol(x − x1, . . . , x − xm)
2
= det(T ),

i.e., the volume of a parallelotope is the square root of the Gram matrix formed by the inner products of
its side vectors.
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RESONANCES FOR SCHRÖDINGER OPERATORS
ON INFINITE CYLINDERS AND OTHER PRODUCTS

T. J. CHRISTIANSEN

We study the resonances of Schrödinger operators on the infinite product X = Rd
× S1, where d is odd,

S1 is the unit circle, and the potential V lies in L∞
c (X). This paper shows that at high energy, resonances

of the Schrödinger operator −1 + V on X = Rd
× S1 which are near the continuous spectrum are

approximated by the resonances of −1 + V0 on X , where the potential V0 is given by averaging V over
the unit circle. These resonances are, in turn, given in terms of the resonances of a Schrödinger operator
on Rd which lie in a bounded set. If the potential is smooth, we obtain improved localization of the
resonances, particularly in the case of simple, rank 1 poles of the corresponding scattering resolvent on Rd .
In that case, we obtain the leading order correction for the location of the corresponding high-energy
resonances. In addition to direct results about the location of resonances, we show that at high energies
away from the resonances, the resolvent of the model operator −1 + V0 on X approximates that of
−1+V on X . If d = 1, in certain cases this implies the existence of an asymptotic expansion of solutions
of the wave equation. Again for the special case of d = 1, we obtain a resonant rigidity type result for the
zero potential among all real-valued smooth potentials.

1. Introduction

We study the Schrödinger operator −1+V on the manifold X = Rd
×S1 with the product metric, where d

is odd, S1 is the unit circle, and V ∈ L∞
c (X). In the special case d = 1, X is the infinite cylinder R × S1.

We show that in the large energy limit, resonances near the continuous spectrum are well approximated
by those of −1+ V0, where V0 is the average of V over S1: V0(x) =

1
2π

∫ 2π

0 V (x, θ) dθ . By a separation
of variables argument, these, in turn, are determined by the low energy resonances of the Schrödinger
operator −

∑d
j=1 ∂2/∂x2

j + V0 on Rd. In the case of smooth potentials V , for simple rank 1 poles of the
(scattering) resolvent of −

∑d
j=0 ∂2/∂x2

j + V0, we find the leading-order corrections to the location of the
corresponding poles of the resolvent of −1+V on X . Among other things, this allows us to prove that no
other smooth real-valued potential on R×S1 has the same resonances as the zero potential. For potentials
with V0 ≡ 0, we show the existence of large resonance-free regions. When d = 1 and V ∈ C∞

c (X; R),
under certain hypotheses on the potential V0 we are able to give an asymptotic expansion of solutions
of the wave equation. For the case of d = 1 we study a simple example of a nontrivial potential V
with V0 ≡ 0 and locate some of the corresponding resonances. Some of these results are reminiscent of
Drouot’s results [2018] for rapidly oscillating potentials on Rd.
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Let 1 ≤ 0 denote the Laplacian on X = Rd
× S1 with the product metric. For V ∈ L∞

c (X) the
Schrödinger operator −1 + V has continuous spectrum [0, ∞), with multiplicity which increases at
each threshold j2, for j ∈ N0. For Im ζ > 0, set RV (ζ ) = (−1 + V − ζ 2)−1. This (scattering) resolvent
has a meromorphic continuation to Ẑ , the minimal Riemann surface for which τl(ζ )

def
= (ζ 2

− l2)1/2 is a
single-valued analytic function for each l ∈ N0. The resonances are poles of the resolvent RV (ζ ). We
refer to the portion of Ẑ for which Im τl(ζ ) > 0 for all l ∈ N0 as the physical space. In this set RV is a
bounded operator on L2(X), away from a discrete set of points which correspond to (square roots of)
eigenvalues. For l ∈ N0 and ρ > 0, denote by Bl(ρ) the connected component of {ζ ∈ Ẑ : |τl(ζ )| < ρ}

which nontrivially intersects both the physical space and the set {ζ ∈ Ẑ : Re τ0(ζ ) > 0}. Using as the
coordinate τl(ζ ), Bl(ρ) is identified with the disk of radius ρ in the complex plane, centered at the origin,
and this identification is compatible with the complex structure of Ẑ↾Bl (ρ) if ρ <

√
2l − 1. The point

τl(ζ ) = 0 in Bl(ρ) corresponds to the l-th threshold. We study the resonances of −1 + V in Bl(ρ),
or Bl(α log l), as l → ∞. Results of Section 6 show that these are the high-energy resonances “near” the
continuous spectrum which have Re τ0 > 0.

For a function V ∈ L∞
c (X) and m ∈ Z define

Vm(x) =
1

2π

∫ 2π

0
V (x, θ)e−imθ dθ,

so that V (x, θ) =
∑

∞

m=−∞
Vm(x)eimθ. The minimal assumption on a potential V in most of this paper

will be that
V ∈ L∞

c (X) and ∥Vm∥L∞ = O(|m|
−δ) for some δ with 0 < δ ≤

1
2 . (1-1)

Note that this imposes an assumption on δ as well, which we shall include when we invoke hypothesis (1-1).
We use the notation 10 =

∑d
j=1 ∂2/∂x2

j for the Laplacian on Rd,

RV0,0(λ) = (−10 + V0 − λ2)−1, if Im λ > 0 (1-2)

with the same notation for its meromorphic continuation to the complex plane — see Section 3A. The poles
of RV0,0 in C are the resonances of −10 + V0. The multiplicity mV0,0(λ0) of a resonance of −10 + V0

at λ0 is given by the dimension of the range of the singular part of the resolvent at λ0; this is discussed
further in Section 4.

Theorem 1.1. Let X = Rd
× S1, d odd, and let V ∈ L∞

c (X) satisfy ∥Vm∥L∞ = O(|m|
−δ) for some δ

with 0 < δ ≤
1
2 . Suppose λ0 ∈ C, λ0 ̸= 0, is a resonance of −10 + V0 on Rd, of multiplicity mV0,0(λ0).

Let ρ ∈ R, ρ > |λ0|. Then there are C0 > 0, L > 0 so that for l > L , l ∈ N there are exactly 2mV0,0(λ0)

resonances, when counted with multiplicity, of −1 + V in the set

{ζ ∈ Bl(ρ) : |τl(ζ ) − λ0| < C0l−δ/(mV0,0(λ0))}.

Here, and elsewhere in the paper, the apparent “doubling” of the number of poles (when counted with
multiplicity) on X as compared with those on Rd is due to the fact that for l ∈ N, l2 is an eigenvalue
of −d2/dθ2 on S1 of multiplicity two. This can be seen immediately in the simplest case, V ≡ V0, by
separating variables.
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τl

ρ

Figure 1. A schematic showing resonances of −1 + V in Bl(ρ), pictured in the
τl-coordinate. Each red x indicates a single resonance of even multiplicity or a cluster of
resonances. The hatched region indicates the portion of Bl(ρ) which lies in the physical
space. By comparing Figure 2, Section 3B one can see how this fits in the larger picture.

In this paper we refer to any pole of the resolvent as a resonance, including those which correspond to
eigenvalues. The second part of Theorem 1.2, for which V is assumed to be smooth, implies an improved
localization of the resonances for smooth potentials.

The next theorem shows that, other than possible poles near the threshold, the poles as described above
are all the poles in Bl(ρ) for sufficiently large l.

Theorem 1.2. Let X = Rd
× S1, d odd, and suppose V satisfies the hypothesis (1-1). Choose ρ > 0 so

that if λj is a pole of RV0,0(λ), then |λj | ̸= ρ. Set

3ρ = {λj ∈ C : |λj | < ρ and λj is a pole of RV0,0(λ)}.

Let ϵ′ > 0 be so that ϵ′ < min{|λj | : λj ∈ 3ρ, λj ̸= 0}. Then there are C̃ , L > 0 so that for l > L , l ∈ N,
there are no resonances of −1 + V in

{ζ ∈ Bl(ρ) : |τl(ζ )| > ϵ′ and |τl(ζ ) − λj | > C̃l−δ/mV0,0(λj ) for all λj ∈ 3ρ}.

Moreover, if V is smooth for perhaps larger L and C̃ , for l > L there are no resonances in

{ζ ∈ Bl(ρ) : |τl(ζ )| > ϵ′ and |τl(ζ ) − λj | > C̃l−2/(mV0,0(λj )) for all λj ∈ 3ρ}.

In addition, if RV0,0(λ) is analytic in a neighborhood of the origin, then there are no poles in Bl(ϵ
′) for l

sufficiently large.

We comment that smoothness of the potential V is more than is needed for the second part of
Theorem 1.2. It would suffice to have V ∈ Ck(X), for some k sufficiently large. In order to simplify the
proofs, we have not tracked the value of k which is needed.

To help visualize these theorems, we include Figure 1, which is a schematic showing the resonances of
−1+ V in Bl(ρ) for large l, using the τl-coordinate. This schematic is familiar from odd-dimensional
scattering theory; that this should be so is a consequence of Theorems 1.1–1.3. One difference is that
in this diagram, the only portion of Bl(ρ) which lies in the physical space is the portion which is in the
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first quadrant, indicated by hatching. Another is that each x indicates either a single resonance of even
multiplicity, or a cluster of resonances. See Figure 2 to see how Bl fits in a larger context.

For Schrödinger operators on Rd, the behavior of the singularities of the resolvent at the origin is
delicate. For example, notions of multiplicity of a resonance which agree at points away from the origin
may differ at the origin; see [Dyatlov and Zworski 2019, Theorem 2.8]. These same sorts of issues arise
at thresholds in the case under study here, and accounts for the fact that this next theorem, which concerns
resonances very near the thresholds, is weaker than the previous ones.

Theorem 1.3. Let V satisfy (1-1) and suppose the resolvent of −10 + V0 on Rd has a pole at 0 of
order r > 0, and multiplicity mV0,0(0) Then there are C , L > 0 so that −1 + V on X has at least
2mV0,0(0) resonances, when counted with multiplicity, in Bl(Cl−δ/r ) when l > L , l ∈ N. Moreover, there
is an ϵ > 0 so that −1 + V has no poles in Bl(ϵ) \ Bl(Cl−δ/r ) when l > L. If V ∈ C∞

c (X), then this
can be improved to show that there is a C1 > 0 so that −1 + V has no poles in Bl(ϵ) \ Bl(C1l−2/r )

when l > L. Moreover, under the hypothesis (1-1), if r = 1 there are exactly 2mV0,0(0) resonances of
−1 + V in Bl(Cl−δ) for l > L.

Suppose for the moment that V0 is real-valued. In this case, it is well known that if d = 1 the order
of the pole of the resolvent of −d2/dx2

+ V0 at 0 cannot exceed 1, and if it is 1, then mV0,0(0) = 1
[Dyatlov and Zworski 2019, Theorem 2.7]. If d ≥ 3 is odd, then the order of the pole of the resolvent
of −10 + V0 at 0 cannot exceed 2 [Dyatlov and Zworski 2019, Lemma 3.16]. For general V and r , the
order of the pole at 0 can be bounded from above in terms of mV0,0(0), and in the case d = 1, mV0,0(0)

can be bounded above by r .
It is of particular interest to understand poles of the resolvent RV near the physical region. In Section 6

we show that there are large regions near the physical region that contain no resonances. A consequence
of those results is that large energy resonances near the continuous spectrum and having Re τ0(ζ ) > 0 are
contained in regions of the form Bl(ρ), where ρ depends on how near the continuous spectrum we wish
to look. In Section 6 we further justify our focus on the resonances in sets Bl(ρ).

Theorems 1.1–1.3 combined with results of Section 6 yield the following corollary. Here dẐ is a
distance on Ẑ , defined in Section 6. The boundary of the physical region corresponds to the continuous
spectrum. In the corollary, we use {ζ ♭

j } to denote a sequence of points in Ẑ , to distinguish them from ζl

which is used elsewhere to denote a particular mapping from an open subset of the complex plane into Ẑ .

Corollary 1.4. Let V ∈ L∞
c (X; R) satisfy (1-1). Then RV (ζ ) has a sequence {ζ ♭

j }
∞

j=1 of poles satisfying
both |τ0(ζ

♭
j )| → ∞ as j → ∞ and dẐ (ζ ♭

j , physical region) → 0 as j → ∞ if and only if RV0,0(λ) has at
least one pole in i[0, ∞).

In particular, if d = 1, by [Reed and Simon 1978, Theorem XIII.110] if
∫

X V ≤ 0 then RV (ζ ) has
such a sequence of poles approaching the physical space. In contrast, if V0(x) ≥ 0 for all x and V0

is nontrivial, RV (ζ ) does not have such a sequence of poles. Note that for any fixed k0 ∈ N, we have
|τ0(ζ

♭
j )| → ∞ as j → ∞ if and only if |τk0(ζ

♭
j )| → ∞ as j → ∞. We remark that we could prove an

analog of Corollary 1.4 for complex-valued potentials as well.
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If we enlarge the region centered at the threshold l2 with increasing l, we have less fine localization of
the resonances, see Theorem 7.1. However, when V0, the average of the potential, is identically zero, we
can get a larger resonance-free region. The difference in the next result for d = 1 and d ≥ 3 is due to the
fact that the resolvent of −d2/dx2 on R has a pole at the origin, but that of −10 on Rd for d ≥ 3 odd
does not.

Theorem 1.5. Let V ∈ L∞
c (X) satisfy (1-1), and suppose V0 ≡ 0. If d = 1 there are α, c0 > 0 so that for

l ∈ N sufficiently large there are no resonances of −1 + V in the set {ζ ∈ Bl(α log l) : |τl(ζ )| > c0/ lδ}.
If d ≥ 3 is odd, there is an α > 0 so that for l sufficiently large there are no resonances of −1+ V in the
set Bl(α log l).

There is a sense in which this theorem is sharp; see Proposition 12.6 for a computation for the case d = 1
with the potential V (x, θ) = 2χI0(x) cos θ , where χI0 is the characteristic function of the interval [−1, 1].

We can find the leading correction term for high-energy resonances of −1+ V which correspond to
simple resonances of −10 + V0. In the next theorem, ∇0 is the gradient on Rd, so that

∇0 f =

(
∂

∂x1
f,

∂

∂x2
f, . . . ,

∂

∂xd
f
)

.

Theorem 1.6. Let X = Rd
×S1, d odd, V ∈ C∞

c (X), and suppose λ0 ∈ C is a simple pole of the scattering
resolvent RV0,0 of −10 + V0 on Rd, and that the residue of RV0,0 at λ0 has rank 1. Suppose for any
χ ∈ C∞

c (Rd),

χ

(
RV0,0(λ) −

i
λ − λ0

u ⊗ u
)

χ (1-3)

is analytic near λ = λ0. Let ρ > |λ0|. Then there are ϵ, L > 0 so that for l > L there are exactly two
poles of RV (ζ ), when counted with multiplicity, in {ζ ∈ Bl(|λ0| + 1) : |τl(ζ ) − λ0| < ϵ}, and each pole
of RV (ζ ) in this set satisfies

τl(ζ ) = λ0 −
i

4l2

∑
k ̸=0

1
k2

∫
R

(k2V−k Vku2
+ (∇0V−k · ∇0Vk)u2)(x) dx + O(l−3).

We note that the normalization of the singularity in (1-3) is chosen so that if V is real-valued and
λ0 ∈ i[0, ∞), then u is real-valued. There is some further discussion of u at the beginning of Section 10.
Proposition 12.3 shows that the leading correction may be rather different for a nonsmooth potential by
considering the special case of the potential on R × S1 given by V (x, θ) = 2 cos θχI0(x), where χI0 is
the characteristic function of the interval [−1, 1]. As for Theorem 1.2, the proof of Theorem 1.6 only
needs V to be Ck for some k sufficiently large. Since Theorem 1.8 requires smoothness of the potential
only for an application of Theorem 1.6, the same is true for it. Again, we have chosen not to track this
value in the interest of simplifying proofs.

If V0 ∈ L∞
c (Rd

; R) and the operator −10 + V0 on L2(Rd) has a simple negative eigenvalue −β2, then
this negative eigenvalue corresponds to a simple pole of RV0,0 on the positive imaginary axis at i |β|,
and the residue has rank 1. By Theorem 1.1 (or Corollary 1.4), in this case RV has a sequence of poles
approaching the physical space. If V ∈ C∞

c (X; R), the poles approach the physical space very rapidly.
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Theorem 1.7. Suppose V ∈ C∞
c (X; R) and λ0 ∈ C is a simple pole of RV0(λ) with Re λ0 = 0, with residue

of RV0 at λ0 having rank 1. Then there is an ϵ > 0 so that if {ζ ♭
l }

∞

l=L ⊂ Ẑ is a sequence of poles of RV

with ζ ♭
l ∈ Bl(|λ0| + 1) and |τl(ζ

♭
l ) − λ0| < ϵ, then Re τl(ζ

♭
l ) = O(l−N ) for any N. In particular, this

implies that if Im λ0 > 0, then dẐ (ζ ♭
l , physical region) = O(l−N ).

Proposition 12.3 demonstrates the necessity of assuming some regularity of the potential, at least
for d = 1, by studying the resonances very near the l-th threshold for a certain real-valued potential with
a jump singularity. These resonances in Bl(1) arise from the pole of R0,0(λ) at λ0 = 0. They have

|τl(ζ
♭
l )| = O(l−3/2)

and, for a subsequence of l’s tending to infinity,

|Im(τl(ζ
♭
l ))| > 1

10 l−3/2.

This paper was initially motivated by the case d = 1, as R × S1 provides a particularly simple example
of a manifold with infinite cylindrical ends and as such provides a testing ground for studying resonances
for Schrödinger operators on such manifolds. Most of the proofs of the preceding theorems are essentially
identical for any odd dimension of the factor Rd, so we have included the more general results. However,
Theorems 1.8 and 1.9 are particular to the d = 1 case.

As a corollary of Theorems 1.1, 1.3, and 1.6, we get in the case d = 1 a uniqueness-type result for the
zero potential among smooth real-valued potentials.

Theorem 1.8. Let V ∈ C∞
c (R × S1

; R). Suppose for each ρ > 0 there is a sequence

{lj }
∞

j=1 = {lj (ρ)}∞j=1 ⊂ N

with lj → ∞ when j → ∞ so that in Blj (ρ) the resonances of −1 + V and −1 on X = R × S1 are the
same. Then V ≡ 0.

This result is false if we omit the hypothesis that V is real-valued. For example, for V1 ∈ C∞
c (R) set

V (x, θ) = V1(x)eiθ. Then the operators −1+ V and −1 have the same resonances; see [Autin 2011] or
[Christiansen 2004, Section 4]. This example can be easily generalized.

As part of our study of the distribution of resonances, we prove that, in a suitable sense, near the
physical region of Ẑ , RV is well approximated by RV0 away from the poles of RV0 ; see Proposition 5.4
and Lemma 5.5. In the case d = 1, this and results of [Christiansen and Datchev 2022] give a wave
expansion; see Theorem 1.9.

Let X = R×S1, V ∈ C∞
c (X; R), and suppose −1+ V has finitely many eigenvalues µ1, µ2, . . . , µJ ,

repeated with multiplicity, with associated orthonormal eigenfunctions {ηj }, so that (−1+ V )ηj = µjηj .
Let u satisfy

∂2

∂t2 u − 1u + V u = 0,

(u, ut)↾t=0 = ( f1, f2) ∈ C∞

c (X) × C∞

c (X).

(1-4)
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Theorem 1.9. Let X = R × S1 and V, f1, f2 ∈ C∞
c (X), with V real-valued, and suppose −d2/dx2

+ V0

on R has no negative eigenvalues and no resonance at 0. Let u be the solution of (1-4) on [0, ∞) × X.
Then for each k0 ∈ N we can write u(t) = ue(t) + uthr,k0(t) + ur,k0(t), where

ue(t, x, θ) =

∑
µj ∈σp(−1+V )

µj ̸=0

ηj (x, θ)

(
cos((µj )

1/2t)⟨ f1, ηj ⟩ +
sin((µj )

1/2t)
(µj )1/2 ⟨ f2, ηj ⟩

)

+

∑
µj ∈σp(−1+V )

µj =0

ηj (x, θ)(⟨ f1, ηj ⟩ + t⟨ f2, ηj ⟩) (1-5)

and

uthr,k0(t, x, θ) = b0,0,+(x, θ)+

k0−1∑
k=0

t−1/2−k
∞∑
j=1

(ei t j bj,k,+(x, θ)+ e−i t j bj,k,−(x, θ))

for some bj,k,± ∈ ⟨x⟩
1/2+2k+ϵ L2(X). For any χ ∈ C∞

c (X) there is a constant C so that
∞∑
j=1

∥χbj,k,±∥L2(X) < C, k = 0, 1, 2, . . . , k0 − 1

and
∥χur,k0(t)∥L2(X) ≤ Ct−k0 for t sufficiently large.

The assumption that −d2/dx2
+ V0 on R has no negative eigenvalues and no resonance at 0 means,

by Theorem 1.2, that RV has at most finitely many poles on the boundary of the physical space. In
particular, this means at most finitely many eigenvalues of −1+V , so that the sum in ue is finite. Further,
there are at most finitely many poles at thresholds, and this implies via results of [Christiansen and
Datchev 2022] that at most finitely many of the bj,0,± are nonzero.

If −d2/dx2
+V0 on R has one or more negative eigenvalues, it seems plausible that there is an asymptotic

expansion of solutions of the wave equation on compact sets. Since in this case by Theorem 1.7 the
resolvent RV may have a sequence of poles rapidly approaching, but not lying in, the continuous spectrum,
such an expansion would need to take these into account and is more complicated — see for example
[Tang and Zworski 2000] for an expansion in a Euclidean scattering setting with resonances approaching
the continuous spectrum. In our setting proving the existence of such an expansion may use techniques
similar to those of [Christiansen and Datchev 2022] but does not follow directly from the results of that
work. Proving this is outside the scope of this paper.

In this paper we have, for simplicity, limited ourselves to the case of Schrödinger operators on Rd
× S.

However, many of our results for L∞ potentials hold as well for Schrödinger operators with Dirichlet or
Neumann boundary conditions on Rd−1

× (0, ∞) × S or on Rd
× (0, π).

1A. Relation to previous work. This paper was inspired in part by two different sets of papers. The
first are papers which study eigenvalues and resonances of Schrödinger operators on Rd with rapidly
oscillating potentials, and includes [Borisov 2006; Borisov and Gadylshin 2006; Duchêne and Weinstein
2011; Duchêne et al. 2014; 2015; Dimassi 2016; Drouot 2018]. Of these the most closely related to this
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paper is that of Drouot [2018], which studies the distribution of resonances of Schrödinger operators
−10 + Vϵ on Rd with d odd. Here

Vϵ(x) = V0(x) +

∑
k∈Zd,k ̸=0

Vk(x)eik·x/ϵ, x ∈ Rd.

Drouot shows in quantitative ways that in the limit ϵ ↓ 0, resonances of −10 + Vϵ near the continuous
spectrum are well approximated by those of −10 + V0. In addition, he proves some refinements related,
for example, to the leading order correction of the positions of the resonances. Theorems 1.1, 1.2, 1.3, 1.5,
and 1.6, as well as some computations in Section 12, are inspired by results in [Drouot 2018]. However,
the proofs are quite different. In part, this is because the different setting requires different techniques.
Additionally, Drouot’s results come mainly from studying regularized determinants. While this has the
potential of producing in some instances more refined results than we obtain here, it requires a substantial
amount of technical work. We have chosen instead to mostly avoid determinants, or to work only with
determinants of operators of the type I + F, where F is finite rank. Instead, we use an operator Rouché
theorem of Gohberg and Sigal [1971]. In some places this may allow for sharper results than could be
obtained by using a regularized determinant. We note in addition that in the setting of [Drouot 2018], the
resonances lie on the complex plane, while for us, the resonances lie on a Riemann surface which is a
countable but infinite cover of the complex plane, with infinitely many branch points. This means that
some of the techniques used in [Drouot 2018] cannot be applied here.

A less direct source of inspiration is work done on the distribution of eigenvalues of the Schrödinger
operator −1Sn + W on the sphere Sn (and certain other compact manifolds), n ≥ 2; see for example
[Weinstein 1977; Widom 1979]. In this setting, eigenvalues of the Schrödinger operator occur in bands.
Roughly speaking, these authors show that a suitable average of the potential W can be used to obtain
information about the distribution of high-energy eigenvalues of the Schrödinger operator within these
bands. This average is over closed geodesics, rather than over all of Sn. Of course, our function V0(x) is
the average of the potential V over the cross section of S1, the unique closed geodesic on S1.

This paper was originally motivated by the d = 1 case, which gives X = R × S1, a manifold with an
infinite cylindrical end. The spectral and scattering theory of manifolds with infinite cylindrical ends
has been studied in, for example, [Goldstein 1974; Guillopé 1989; Melrose 1993]. There is a large
literature studying the existence of eigenvalues and, in certain settings, the locations of resonances for
such manifolds and the related problems of waveguides which have a “one-dimensional infinity” as our
d = 1 case does; see, e.g., [Levitin and Marletta 2008] or the monograph [Exner and Kovařík 2015]. This
monograph also includes some results for manifolds with “higher-dimensional infinity”. Many of these
results focus on low-energy eigenvalues or resonances. We mention the papers [Christiansen 2002; 2004;
Christiansen and Datchev 2021; Christiansen and Zworski 1995; Parnovski 1995; Edward 2002] which
are more directly connected with high-energy behavior.

1B. Comments regarding other product manifolds. This paper studies only Schrödinger operators on
Rd

× S1, where d is odd. Here we comment on why we require that d be odd and on the choice of S1 for
the second factor.
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For Euclidean scattering, e.g., for the Schrödinger operator −1Rd + VRd on Rd with VRd ∈ L∞
c (Rd),

the space to which the resolvent continues is determined by the dimension: for odd d the meromorphic
continuation is to the complex plane, and for even d the meromorphic continuation is to 3, the logarithmic
cover of C \ {0}. This means that certain questions related to the distribution of resonances are more
difficult in even dimensional Euclidean scattering than in odd dimensional Euclidean scattering. For
the problem we consider here, the Riemann surface on which the resonances live is a bit involved to
describe when d is odd; see Section 3B. The Riemann surface when d is even is much more complicated,
requiring as its building block 3 rather than C. It is, however, clear that some of our results, appropriately
interpreted, hold if d is even as long as we stay away from thresholds. In the interest of clarity we do not
pursue this here.

Next we turn to the choice of the factor S1. There are three things that make this an especially nice
choice:

(1) The spacing between the distinct eigenvalues grows as the eigenvalues grow.

(2) Upon averaging in S1, we get a model operator that we understand fairly well.

(3) There is a choice of eigenfunctions of the Laplacian on S1 so that a product of two eigenfunctions is
again an eigenfunction: ei jθeikθ

= ei( j+k)θ.

Not all of our results require this last property. In view of [Weinstein 1977; Widom 1979], it would be
natural to think of replacing S1 with Sm. Of course, the spacing of distinct eigenvalues of the Laplacian
on Sm is similar to that for S1. However, when using a factor Sm with m > 1, obtaining a model operator
is much more complicated, and it seems any results for general potentials would likely be substantially
weaker.

1C. Ideas from the proofs. Our starting point for the study of resonances of −1+ V is an identification
of the resonances with the points ζ for which the operator I + (V − V0)RV0(ζ )χ has nontrivial null
space. Here RW (ζ ) is the meromorphic continuation of the resolvent of −1 + W, and χ ∈ L∞

c (X)

satisfies χV = V and is, for convenience, chosen independent of θ . By separating variables, we can
understand RV0 in terms of the resolvent of −

∑d
j=1∂

2/∂x2
j + V0(x) on Rd.

We use two well-known and related properties of the resolvent of −
∑d

j=1∂
2/∂x2

j + V0(x) on Rd. One
is the estimate ∥∥∥∥χ̃

(
−

d∑
j=1

∂2/∂x2
j + V0 − (λ + i0)2

)−1

χ̃

∥∥∥∥ = O(|λ|
−1)

as λ → ∞ for λ ∈ R and χ̃ ∈ L∞
c (Rd). The second is the existence of a logarithmic resonance-free

neighborhood of the real axis.
An immediate consequence of this second fact and the fact that the distance between thresholds of our

operator −1+ V on X increases at high energy is that if V = V0, at high energy near the thresholds the
resonances of −1+ V0 on X are determined by low-energy resonances of −

∑d
j=1 ∂2/∂x2

j + V0 on Rd.
Moreover, using these facts and an operator Rouché theorem of Gohberg and Sigal [1971], we are able
to show that at high energy near the thresholds the zeros of I + (V − V0)RV0χ are approximated by the
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poles of χ RV0χ . These ideas underlie the proofs of the L∞ results of Theorems 1.1–1.3 and 1.5. They
are also central to the proofs of the smooth versions of these results and of Theorem 1.6, although these
proofs require some additional study of the resolvent of −1 + V0 when V0 is smooth.

1D. Organization. In Section 3 we recall some results from Euclidean scattering and show that the
resolvent of −1 + V on X has a meromorphic continuation to Ẑ . (We note that this latter is known;
see Section 3 for references.) We define the multiplicity of a pole of the resolvent, and give several
useful identities involving it in Section 4. In addition, this section introduces some notation and results
related to the operator Rouché theorem of Gohberg and Sigal [1971]. With these preliminaries we prove
Theorems 1.1 and 1.2 in the case of an L∞ potential V , using results from [Gohberg and Sigal 1971].
Section 6 contains more discussion of the Riemann surface Ẑ and shows the existence of resonance-free
regions which are, at high energy, near the physical region and away from thresholds. This provides the
missing pieces of the proof of Corollary 1.4. Combining these with the resolvent estimates of Section 5
and results of [Christiansen and Datchev 2022] proves Theorem 1.9.

Section 8 contains preliminary computations which are needed to refine our results for smooth potentials.
The smooth case of Theorem 1.2 is proved with techniques similar to that of the L∞ result, but using in
addition results of Section 8.

In Section 10 we prove Theorems 1.6 and 1.7. We do this using Fredholm determinants, but determinants
of the form det(I + F), where F is a finite-rank operator. Theorem 1.8 follows rather directly from the
earlier results. Finally, in Section 12, in the case d = 1 we give approximations of some of the high-energy
resonances for a particularly simple potential which has V0 ≡ 0 and which is not smooth.

2. Notation and conventions

On X = Rd
× S1 we use the coordinates (x, θ) or (x ′, θ ′), with x, x ′

∈ Rd and θ, θ ′
∈ [0, 2π).

Throughout the paper, V ∈ L∞
c (X) and l ∈ N0, and the dimension d of Rd is odd. We use C to stand

for a positive constant, the value of which may change without comment.
Suppose A and B are linear operators on domains in L2(Rd) and L2(S1), respectively, and are given

by

(A f )(x) =

∫
Rd

A(x, x ′) f (x ′) dx ′ and (Bg)(θ) =

∫ 2π

0
B(θ, θ ′)g(θ ′) dθ.

Then A and B give rise to linear operators on domains in L2(X), which we again denote by A and B,
and which are given by

(Ah)(x, θ) =

∫
Rd

A(x, x ′)h(x ′, θ) dx ′ and (Bh)(x, θ) =

∫
Rd

B(θ, θ ′)h(x, θ ′) dθ ′.

For f, g ∈ L2(Rd), the operator f ⊗ g : L2(Rd) → L2(Rd) is defined via

(( f ⊗ g)h)(x) = f (x)

∫
Rd

g(x ′)h(x ′) dx ′.

If f, g ∈ L2(X), the operator f ⊗ g on L2(X) is defined analogously.
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We list some repeatedly used notation for the convenience of the reader:

• The Laplacians on Rd and X are given, respectively, by

10 =

d∑
j=1

∂2

∂x2
j

and 1 =

d∑
j=1

∂2

∂x2
j

+
∂2

∂θ2 .

• Vm(x) =
1

2π

∫ 2π

0 V (x, θ)e−imθ dθ for m ∈ Z.

• V #
= V #(x, θ) = V (x, θ)− V0(x).

• Bl(ρ) and Dl(λ0, ρ) are open sets in Ẑ , defined in Sections 1 and 5, respectively.

• RV is the (scattering) resolvent of −1 + V on X ; see Section 3B.

• RV0,0 is the (scattering) resolvent of −10 + V0 on Rd ; see Section 3.

• mV (ζ0) is the multiplicity of ζ0 ∈ Ẑ as a pole of RV ; see (4-1).

• mV0,0(λ0) is the multiplicity of λ0 ∈ C as a pole of RV0,0; see (4-2).

• ζl : {z ∈ C : |z| <
√

2l − 1} → Bl(
√

2l − 1) ⊂ Ẑ is the (local) inverse of

Bl(
√

2l − 1) ∋ ζ 7→ τl(ζ ) ∈ {z ∈ C : |z| <
√

2l − 1} ⊂ C.

3. Odd-dimensional Euclidean scattering and continuation of the resolvent

We begin by fixing notation and recalling some well-known facts from Euclidean scattering theory. We
then use these to give a self-contained proof that the resolvent of −1 + V on X has a meromorphic
continuation to Ẑ .

3A. The Euclidean resolvent. Let V0 ∈ L∞
c (Rd), d odd, and set

RV0,0(λ) = (−10 + V0 − λ2)−1
: L2(Rd) → L2(Rd)

when Im λ > 0. The 0 in the second place in the subscript is to help us think of this as a model operator,
as we shall see. We shall later use the explicit expression for the resolvent as an integral when d = 1,
f ∈ L2(R), and Im λ > 0:

(R0,0(λ) f )(x) =
i

2λ

∫
eiλ|x−x ′

| f (x ′) dx ′ for d = 1. (3-1)

From this we can see immediately that if χ ∈ L∞
c (R), then χ R0,0(λ)χ has a meromorphic continuation

to C \ {0}. The same is true when d ≥ 3 is odd: if χ ∈ L∞
c (Rd), then χ R0,0(λ)χ has an analytic

continuation to the complex plane, see [Dyatlov and Zworski 2019, Theorem 3.3]. In higher dimensions,
the Schwartz kernel is given in terms of a Hankel function. It is well known, see [Dyatlov and Zworski 2019,
Theorem 3.8], that if V0, χ ∈ L∞

c (Rd), then χ RV0,0(λ)χ has a meromorphic continuation to the complex
plane. Alternatively, restricting the domain and enlarging the range, RV0,0(λ) : L2

c(R
d) → H 2

loc(R
d) has a

meromorphic continuation to C.
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The following lemma is well known, but we include it for completeness, as it is crucial for our
arguments.

Lemma 3.1. Let V0, χ ∈ L∞
c (Rd). Then there are constants C0, C1 > 0 so that χ RV0,0(λ)χ is analytic in

{λ ∈ C : | Re λ| > C0, Im λ > −C1 log(1 + | Re λ|)}. Moreover, in this region ∥χ RV0,0(λ)χ∥ = O(|λ|
−1).

Proof. Without loss of generality, we may assume χV0 = V0. Then

χ RV0,0(λ)χ = χ R0,0(λ)χ(I + V0 R0,0(λ)χ)−1.

Since from (3-1) when d = 1 or [Dyatlov and Zworski 2019, Theorem 3.1] when d ≥ 3, there is a C > 0
so that

∥V R0,0(λ)χ∥ ≤ CeC(Im λ)−/|λ|,

where (Im λ)− = max(0, − Im λ); the lemma follows immediately. □

3B. The resolvent of −1 + V on X and the Riemann surface Ẑ. Recall that when d = 1, X is a
manifold with infinite cylindrical ends. For a manifold with infinite cylindrical ends, the space to which
the resolvent of a Schrödinger operator continues is determined by the distinct eigenvalues of the Laplacian
on the cross-section of the end(s). Here that means { j2

}j∈N0 , since this is the set of (distinct) eigenvalues
of −d2/dθ2 on S1. As we show below, the resolvent for −1 + V on Rd

× S1 has a meromorphic
continuation to the same space as that of the resolvent of −1 + V on R × S1, provided d is odd.

For j ∈ N0 and ζ ∈ C, Im ζ > 0, set

τj (ζ )
def
= (ζ 2

− j2)1/2

with Im τj (ζ ) > 0. Set τ− j (ζ ) = τj (ζ ) if j ∈ N.
The Riemann surface Ẑ is defined to be the minimal Riemann surface on which, for each j ∈ N0, τj is a

single-valued analytic function on Ẑ . We briefly describe its construction and some of its properties. Note
that τ0(ζ ) = ζ for ζ in the upper half-plane, and this has, of course, an analytic continuation to C. Now
τ1(ζ ) = τ−1(ζ ) is an analytic function of ζ ∈ C \ ((−∞, 1] ∪ [1, ∞)), and there is a minimal Riemann
surface Ẑ1 so that τ1 extends analytically to Ẑ1. This is a double cover of C, ramified at the points ±1.
This process can be repeated for each j ∈ N, resulting in a minimal Riemann surface Ẑ on which τj

is analytic for each j ∈ N0. We define a projection p : Ẑ → C as follows. For ζ in the physical space,
identified with the upper half-plane, p(ζ ) = ζ , and p is in general the analytic continuation of this function.
Then Ẑ has infinitely many ramification points which project under p to j ∈ Z \ {0}. We call the set
{ζ ∈ Ẑ : Im τj (ζ ) > 0 for all j ∈ N0} the physical space, or physical region. For further discussion of this
Riemann surface; see [Melrose 1993, Section 6.6].

We shall say that a point ζ0 ∈ Ẑ corresponds to a threshold if τ0(ζ0) ∈ Z. Note that with this definition,
all the ramification points of Ẑ correspond to thresholds. In addition, the set of points corresponding to
thresholds includes those points projecting to 0. These might naturally also be considered ramification
points of Ẑ , as in some sense by choosing ζ 2 to originally be our spectral parameter we have already
made the cuts corresponding to the zero threshold.
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In order to separate variables below, we introduce the orthogonal projections Pk : L2(X) → L2(X)

defined for k ∈ Z by

(Pk f )(x, θ) =
1

2π

∫ 2π

0
f (x, θ ′)(eik(θ−θ ′)

+ e−ik(θ−θ ′)) dθ ′ if k ∈ N,

(P0 f )(x, θ) =
1

2π

∫ 2π

0
f (x, θ ′) dθ ′.

We shall use these throughout the paper.
Let V ∈ L∞

c (X). For ζ ∈ C with Im ζ > 0, set RV (ζ ) = (−1+ V − ζ 2)−1. Consider first the special
case where V ∈ L∞

c (X) is independent of θ . Then V = V0, and we can think of V0 as an element
of L∞

c (X) or of L∞
c (Rd). In this special case we can separate variables to obtain

RV0(ζ ) =

∞∑
k=0

RV0,0(τk(ζ ))Pk . (3-2)

The explicit expression (3-2) for RV0 using separation of variables shows that if χ ∈ L∞
c (X), then χ RV0χ

and RV0 : L2
c(X) → H 2

loc(X) have meromorphic continuations to Ẑ . In fact, the same is true for χ RV χ

and RV for general V ∈ L∞
c (X). This is well known, at least when d = 1, see [Goldstein 1974; Guillopé

1989; Melrose 1993], though we sketch a proof below, valid for all odd d .
If ζ ∈ C, Im ζ > 0, then

(−1 + V − ζ 2)R0(ζ ) = I + V R0(ζ ).

Multiplying by a function χ ∈ L∞
c (X) with χV = V ,

(−1 + V − ζ 2)R0(ζ )χ = χ(I + V R0(ζ )χ),

implying that
χ R0(ζ )χ = χ RV (ζ )χ(I + V R0(ζ )χ) (3-3)

or
χ RV (ζ )χ = χ R0(ζ )χ(I + V R0(ζ )χ)−1. (3-4)

Using I − V R0(ζ )χ(I + V R0(ζ )χ)−1
= (I + V R0(ζ )χ)−1 and (3-4) yields

(I + V R0(ζ )χ)−1
= I − V RV (ζ )χ; (3-5)

compare [Dyatlov and Zworski 2019, (2.2.15)–(2.2.16)]. Likewise, writing

V # def
= V − V0, (3-6)

we find, making the additional hypothesis that χV #
= V #,

χ RV0(ζ )χ = χ RV (ζ )χ(I + V # RV0(ζ )χ) and (I + V # RV0(ζ )χ)−1
= I − V # RV (ζ )χ. (3-7)

Each of these is helpful. Since V R0(ζ )χ : L2(X) → L2(X) is compact and has a meromorphic extension
to Ẑ , and I + V R0(ζ )χ is invertible for ζ in the physical space with Im ζ sufficiently large, meromorphic
Fredholm theory ensures that (I +V R0(ζ )χ)−1 is a meromorphic operator-valued function on Ẑ , and each
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τl

ρ
(l − 1)2 l2 (l + 1)2

w = τ 2
0

ρ2

branch
cut

branch
cut

branch
cut

Figure 2. On the left, Bl(ρ) in the τl-coordinate; on the right, a portion of Bl(ρ) in the
w= (τ0(ζ ))2-coordinate for larger context. In the w diagram, (−1+V −w)−1 is bounded
in the upper half-plane and the red dots on the horizontal axis indicate thresholds. The
hatching denotes the portion of Bl(ρ) in the physical region; the shaded region indicates
the rest which is visible in the w plane diagram.

of (3-3)–(3-5) and (3-7) holds on all of Ẑ . Moreover, writing I + V R0 = (I + V R0(I − χ))(I + V R0χ)

and noting that (I + V R0(I − χ))−1
= I − V R0(I − χ), this shows that

RV (ζ ) = R0(ζ )(I + V R0(ζ )χ))−1(I − V R0(ζ )(I − χ)) : L2
c(X) → H 2

loc(X)

has a meromorphic continuation to Ẑ .
We note from (3-2) that RV0 is bounded on L2(X) when ζ is in the physical space and is away from a

discrete set of poles (corresponding to eigenvalues). The same is true of RV .
Throughout this paper we shall mainly work with subsets of Bl(

√
2l − 1)⊂ Ẑ , for l ∈N. We recall Bl(ρ)

is defined to be the connected component of {ζ ∈ Ẑ : |τl(ζ )| < ρ} which has nonempty intersection with
both the physical space and the portion of Ẑ with Re τ0(ζ ) > 0. The choice of

√
2l − 1 in Bl(

√
2l − 1) is

made because then (for l ≥ 1) Bl(
√

2l − 1) contains only a single point of Ẑ corresponding to a threshold,
the one associated with the eigenvalue l2 of −d2/dθ2 on S1. If ϵ > 0, then z = τl(ζ ) gives the complex
structure of Ẑ↾Bl (

√
2l−1−ϵ), and Bl(

√
2l − 1 − ϵ) is naturally identified with a disk BC(

√
2l − 1 − ϵ) of

radius
√

2l − 1 − ϵ in C, centered at the origin. In this coordinate z, we have that z = 0 corresponds to
the threshold l2 and the intersection of BC(

√
2l − 1 − ϵ) with the first quadrant corresponds to a region

in physical space, and so has Im τk > 0 for all k ∈ N0. If z lies in the intersection of BC(
√

2l − 1 − ϵ)

with the fourth quadrant, then Im τk(ζ(z)) < 0 for 0 ≤ k ≤ l and Im τk(ζ(z)) > 0 for k > l. On the other
hand, if z lies in the intersection of BC(

√
2l − 1 − ϵ) with the second quadrant, then Im τk(ζ(z)) < 0

for 0 ≤ k ≤ l − 1 and Im τk(ζ(z)) > 0 for k ≥ l. Figure 2 shows a schematic of Bl(ρ) and, for context,
the portion of Bl(ρ) which is visible in the w = (τ0(ζ ))2 plane. We note that while we have used the
spectral parameter ζ 2 in the definition of RV (ζ ) to be consistent with the usual odd-dimensional Euclidean
scattering resolvent, the diagram on the right in Figure 2 uses as spectral parameter w = (τ0(ζ ))2 to make
a more easily digested diagram. To put the diagram in context, think of (−1 + V − w)−1 as having
meromorphic continuation from the upper half-plane to

{
w ∈ C \

(⋃
∞

j=0( j2
+ i(−∞, 0])

)}
(which can,

of course, be identified with a subset of Ẑ ).
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On the open set Bl(
√

2l − 1 − ϵ), z = τl(ζ ) is a coordinate compatible with the complex structure
of Ẑ . Thus it is natural to use τl as a local coordinate. We write

ζl : {z ∈ C : |z| <
√

2l − 1 − ϵ} → Bl(
√

2l − 1 − ϵ) ⊂ Ẑ

as the function satisfying
ζl(τl(ζ )) = ζ for all ζ ∈ Bl(

√
2l − 1 − ϵ).

We note that if ζ ∈ Bl(
√

2l − 1 − ϵ), then Re τj (ζ ) > 0 if 0 ≤ j < l, and Im τj (ζ ) > 0 if j > l.
The next lemma follows easily from (3-2) and Lemma 3.1, but is fundamental to many of the results

of this paper.

Lemma 3.2. Let V0 ∈ L∞
c (R), α > 0, and χ ∈ L∞

c (X). Then for l sufficiently large, uniformly for
ζ ∈ Bl(α log l), we have ∥χ(I −Pl)RV0(ζ )χ∥ = O(l−1/2).

Proof. Set τl = z and |z| < α log l. Then using the identity

τ 2
k = τ 2

l + l2
− k2,

for l sufficiently large, |τk(ζl(z))| >
√

l for k ∈ N0, k ̸= l. Moreover, Im τk(ζl(z)) > 0 if k > l, and
|Im τk(ζl(z))| = O(1) if k < l. Then the lemma follows from Lemma 3.1 and the representation of RV0,0

given by (3-2). □

4. Multiplicities of poles and results of [Gohberg and Sigal 1971]

For an operator A depending meromorphically on ζ ∈ C or ζ ∈ Ẑ , let 4(A, ζ0) denote the principal part
of the Laurent expansion of A at ζ0. For V ∈ L∞

c (X) and ζ0 ∈ Ẑ , define

mV (ζ0)
def
= rank 4(RV , ζ0)(L2

c(X)). (4-1)

Suppose χ ∈ L∞
c (X) satisfies χV = V (and, if V ≡ 0, χ is nontrivial). Then it follows from an expansion

of RV at its singularities as in [Dyatlov and Zworski 2019, Theorems 2.5, 2.7, 3.9, 3.17] and a unique
continuation result, e.g., [Jerison and Kenig 1985, Remark 6.7], that mV (ζ0) = rank 4(χ RV χ, ζ0). Note
that if RV is analytic at ζ0, then mV (ζ0) = 0.

If V0 ∈ L∞
c (Rd) and λ0 ∈ C we define

mV0,0(λ0)
def
= rank 4(RV0,0, λ0)(L2

c(R
d)). (4-2)

Again, the second 0 in the subscript is meant to help us think of this as corresponding to a model. As for mV ,
if χ ∈ L∞

c (R) satisfies χV = V (and χ is nontrivial if V0 ≡ 0), then mV0,0(λ0) = rank 4(χ RV0,0χ, λ0).
We recall some definitions and results of [Gohberg and Sigal 1971], adapted to our setting.
Let A be a bounded linear operator on a complex Hilbert space H, depending meromorphically on

z ∈�⊂ C, where � is a domain. Near a point z0 ∈�, we have A(z)=
∑

∞

j=−n(z−z0)
j Aj . If the operators

A−1, . . . , A−n are finite rank, then we say A is finitely meromorphic at z0. If A is finitely meromorphic
at each z0 ∈ �, then A is finitely meromorphic on �. Suppose that A is a compact operator on H, A is
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finitely meromorphic on �, and I + A(z1) is invertible for some z1 ∈ �. Then by the meromorphic
Fredholm theorem, (I + A(z))−1 is finitely meromorphic on �.

Suppose A is a finitely meromorphic operator on a domain �, with (I + A)−1 also finitely meromorphic
on �. Below we denote the derivative of A with respect to z by Ȧ. Then for z0 ∈ �, define

M(I + A, z0)
def
=

1
2π i

tr
∫

γz0

Ȧ(z)(I + A(z))−1 dz,

where γz0 is a positively oriented circle, centered at z0 with radius ϵ. Here we choose ϵ small enough that
{|z − z0| ≤ ϵ} ⊂ � and neither A nor (I + A)−1 has poles in the set {z : 0 < |z − z0| ≤ ϵ}.

Our definition of finitely meromorphic is local, so it makes sense on domains in Ẑ as well, using a
local coordinate compatible with the complex structure of Ẑ . Likewise, we can define M(I + A, ζ0) for
such operators. (This requires the choice of a circle small enough that it has in its interior at most one
ramification point of Ẑ .)

We will say the linear operator A on the Hilbert space H satisfies hypotheses (H1) on a domain � ⊂ C

if A is a finitely meromorphic, compact operator defined on �, and I + A is invertible for at least one
point in � and hence has a finitely meromorphic inverse in �.

The following lemma is a direct consequence of [Gohberg and Sigal 1971, Proposition 5].

Lemma 4.1 [Gohberg and Sigal 1971, Proposition 5]. Suppose A, B : H → H satisfy hypotheses (H1),
and suppose B and (I + B)−1 are analytic on �. Then for z0 ∈ �,

M(I + A, z0) = M((I + A)(I + B), z0).

Let T : L2(X) → L2(X) be a bounded linear operator. We shall repeatedly make use of the straightfor-
ward identities

I + TPl = (I +Pl TPl)(I + (I −Pl)TPl) and (I + (I −Pl)TPl)
−1

= I − (I −Pl)TPl . (4-3)

Lemma 4.2. Let A : L2(X) → L2(X) satisfy hypotheses (H1) on a domain �. Then for z0 ∈ �,

M(I + APl, z0) = M(I +Pl APl, z0).

Proof. Using (4-3) implies that

M(I + APl, z0)=
1

2π i
tr

∫
γz0

Ȧ(z)Pl(I + A(z)Pl)
−1 dz =

1
2π i

tr
∫

γz0

Ȧ(z)Pl(I +Pl A(z)Pl)
−1 dz, (4-4)

where γz0 is a small circle centered at z0 as in the definition of M(I + A, z0).
Because Pl is a projection, using the cyclicity of the trace, tr(BPl) = tr(Pl BPl) for a trace class

operator B : L2(X) → L2(X). Using this in (4-4) gives

M(I + APl, z0) =
1

2π i
tr

∫
γz0

Pl Ȧ(z)Pl(I +Pl A(z)Pl)
−1 dz = M(I +Pl APl, z0). □

The following proposition is a variant of a well-known result in the study of resonances of Schrödinger
operators on Rd ; compare, e.g., [Dyatlov and Zworski 2019, Theorem 3.15].
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Proposition 4.3. Suppose V ∈ L∞
c (X) is nontrivial, and let χ ∈ L∞

c (X) satisfy χV = V. Then the
operator RV (ζ ) has a pole at ζ0 ∈ Ẑ if and only if the operator I + V R0(ζ )χ has nontrivial null space
at ζ0. Moreover, if ζ0 does not correspond to a threshold, then

mV (ζ0) = M(I + V R0χ, ζ0).

Proof. A proof follows by essentially the same method as [Dyatlov and Zworski 2019, Theorem 3.15]. □

We recall the notation V #
= V − V0. Another useful identity is the following.

Lemma 4.4. Let χ ∈ L∞
c (X) satisfy χV = V and χV0 = V0. Then for ζ0 ∈ Ẑ so that ζ0 does not

correspond to a threshold, we have

mV (ζ0) = M(I + V # RV0χ, ζ0) + mV0(ζ0).

Proof. We first note that

I + V R0χ = (I + V # R0χ(I + V0 R0χ)−1)(I + V0 R0χ) = (I + V # RV0χ)(I + V0 R0χ). (4-5)

Thus using Proposition 4.3 and [Gohberg and Sigal 1971, Theorem 5.2] gives

mV (ζ0) = M(I + V R0χ, ζ0) = M(I + V # RV0χ, ζ0) + M(I + V0 R0χ, ζ0)

= M(I + V # RV0χ, ζ0) + mV0(ζ0). □

Lemma 4.5. Suppose V, χ ∈ L∞
c (X), with χV = V , and χ is independent of θ . Let α > 0. Then there is

an L > 0 so that for l > L

M(I + V R0χ, ζ0) = M(I +Pl(I + V R0(I −Pl)χ)−1V R0Plχ, ζ0)

for any ζ0 ∈ Bl(α log l).

Proof. We begin by writing

I + V R0χ = (I + V R0(I −Pl)χ)(I + (I + V R0(I −Pl)χ)−1V R0Plχ)

and noting that since by Lemma 3.2 ∥V R0(I −Pl)χ∥ = O(l−1/2) uniformly on Bl(α log l) there is an
L > 0 so that for l > L , (I + V R0(I −Pl)χ)−1 is analytic on Bl(α log l). Thus for these l by Lemma 4.1
M(I + V R0χ, ζ0) = M(I + (I + V R0(I −Pl)χ)−1V R0Plχ, ζ0) for any ζ0 ∈ Bl(α log l). An application
of Lemma 4.2 completes the proof. □

Lemma 4.6. Let V, χ ∈ L∞
c (X), with V satisfying (1-1), χV = V , and χ independent of θ . Set

Al,V = (I + V R0(I − Pl)χ)−1 and Bl,V = V R0Plχ . Let K ⊂ C be a compact set such that RV0,0 is
analytic on K , and suppose 0 ̸∈ K if d = 1. Choose ρ > 0 so that K ⊂ {λ ∈ C : |λ| < ρ}, and set
Kl = {ζ ∈ Bl(ρ) : τl(ζ ) ∈ K }. Then for sufficiently large l,

∥Pl(Al,V Bl,V − Al,V0 Bl,V0)∥ = O(l−δ) (4-6)
and

∥(I +Pl Al,V0 Bl,V0)
−1Pl(Al,V Bl,V − Al,V0 Bl,V0)∥ = O(l−δ) (4-7)

uniformly for ζ ∈ Kl .
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Proof. We write

Pl(Al,V Bl,V − Al,V0 Bl,V0) = Pl(Al,V − Al,V0)Bl,V +Pl Al,V0(Bl,V − Bl,V0). (4-8)

By Lemma 3.2, ∥Al,V − I∥ = O(l−1/2) and ∥Al,V0 − I∥ = O(l−1/2) uniformly on Bl(ρ), so that the first
term on the left-hand side is O(l−1/2). Moreover,

Pl Al,V0(Bl,V − Bl,V0) = Al,V0Pl(Bl,V − Bl,V0) = Al,V0Pl V # R0Pl,

and ∥Pl V #Pl∥ = O(l−δ) by our assumption on V . Hence the norm of the second term on the right-hand
side of (4-8) is O(l−δ). This proves (4-6).

On Kl ,
I +Pl Al,V0 Bl,V0 = I +Pl Bl,V0 + O(l−1/2) = I +Pl V0 R0χ + O(l−1/2). (4-9)

But
(I +Pl V0 R0χ)−1

= I −Pl + (I − V0 RV0,0(τl)χ)Pl = I −Pl + TPl,

where T is given by T = (I +V0 R0,0(τl)χ)−1
= I −V0 RV0,0(τl)χ . By our choice of K , we have that T is

uniformly bounded for τl ∈ K or for ζ ∈ Kl , and hence (I +Pl V0 R0χ)−1 is bounded on Kl . Using (4-9),
this shows (I +Pl Al,V0 Bl,V0)

−1 is bounded on Kl , and thus, by (4-6), we get (4-7). □

5. A resolvent estimate and localizing the resonances in the L∞ case:
Proofs of Theorems 1.1, 1.2, and 1.3

In this section we prove Theorems 1.1–1.3 in the case of an L∞ potential V , providing a high-energy
localization of the resonances in sets Bl(ρ). We also prove Proposition 5.4 and Lemma 5.5, which show
that the resolvent for the potential V0 is, at high energies, a good approximation of the resolvent for the
potential V away from poles.

We shall use notation for a disk in the τl-coordinate in Bl(ρ). For λ0 ∈ C and r0 > 0, set ρ =|λ0|+r0+1,
and define, for 2l > ρ2

+ 1, Dl(λ0, r0) ⊂ Bl(ρ) ⊂ Ẑ by

Dl(λ0, r0)
def
= {ζ ∈ Bl(ρ) : |τl(ζ ) − λ0| < r0}.

A preliminary step in the proof of Theorem 1.1 is the following proposition, which provides an initial
localization of the resonances.

Proposition 5.1. Let V ∈ L∞
c (X) satisfy (1-1). Suppose λ0 ∈ C, λ0 ̸= 0 is a resonance of −10 + V0

on Rd, of multiplicity mV0,0(λ0). Then there are L , ϵ > 0 so that∑
ζ∈Dl (λ0,ϵ)
mV (ζ )>0

mV (ζ ) = 2mV0,0(λ0)

when l > L.

Proof. Choose ϵ > 0 so that RV0,0(λ) is analytic on 0 < |λ−λ0| ≤ ϵ and ϵ < |λ0|. By our expression (3-2)
for RV0 , using separation of variables and Lemmas 3.1 and 3.2, mV0(ζl(λ0)) = 2mV0,0(λ0) for l sufficiently
large. The factor of 2 on the right comes from the fact that the range of Pl (as an operator on L2(S1)) has
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rank 2 for l > 0. Choose χ ∈ L∞
c (X) independent of θ so that χV = V . From Proposition 4.3 and our

choice of ϵ, for l sufficiently large,

mV0(ζl(λ0)) = M(I + V0 R0χ, ζl(λ0)) =

∑
ζ∈Dl (λ0,ϵ)

M(I+V0 R0χ,ζ ) ̸=0

M(I + V0 R0χ, ζ ).

Lemma 4.5 implies that if W = V0 or W = V ,

M(I + W R0χ, ζ ′) = M(I +Pl(I + W R0(I −Pl)χ)−1W R0Plχ, ζ ′) for ζ ′
∈ Dl(λ0, ϵ) (5-1)

if l is sufficiently large.
By Lemma 4.6 and an operator Rouché theorem [Gohberg and Sigal 1971, Theorem 2.2], for l

sufficiently large,∑
ζ∈Dl (λ0,ϵ)

M(I+Pl (I+V R0(I−Pl )χ)−1V R0Plχ,ζ )̸=0

M(I +Pl(I + V R0(I −Pl)χ)−1V R0Plχ, ζ )

=

∑
ζ∈Dl (λ0,ϵ)

M(I+Pl (I+V0 R0(I−Pl )χ)−1V0 R0Plχ,ζ )̸=0

M(I +Pl(I + V0 R0(I −Pl)χ)−1V0 R0Plχ, ζ ). (5-2)

Combining (5-1) (with W = V and with W = V0), (5-2), and another application of Proposition 4.3, this
time with V , proves the proposition. □

5A. Proofs of Theorems 1.1 and 1.2 for V ∈ L∞
c (X). Theorem 1.1 follows from combining the result

of Theorem 1.2 for L∞ potentials and Proposition 5.1. In this section we prove Theorem 1.2 for L∞

potentials V .
Recall by the definition of 4(RV0,0, λ0), if λ0 ∈ C is a pole of RV0,0, then RV0,0(λ) − 4(RV0,0(λ), λ0)

is analytic at λ0. Define

Rreg
V0

(ζ ; λ0, l) def
= RV0(ζ ) − 4(RV0, ζl(λ0)). (5-3)

For l sufficiently large, by (3-2) and Lemma 3.2

Rreg
V0

(ζ ; λ0, l) = RV0(ζ ) − 4(RV0,0(λ), λ0)|λ=τl (ζ )Pl . (5-4)

Note that if RV0 is analytic at ζl(λ0), then Rreg
V0

(ζ ; λ0, l) = RV0(ζ ).

Lemma 5.2. Suppose V, χ ∈ L∞
c (X) and V satisfies (1-1). Let λ0 ∈ C and Rreg

V0
= Rreg

V0
(ζ ; λ0, l) be the

operator defined in (5-3). If RV0,0(λ) is analytic for 0 < |λ − λ0| ≤ ϵ, then for l sufficiently large,

V # Rreg
V0

(ζ )χ = V # Rreg
V0

(ζ ; λ0, l)χ

is analytic on Dl(λ0, ϵ), and as l → ∞ the estimate ∥χ Rreg
V0

(ζ )V # Rreg
V0

(ζ )χ∥ = O(l−δ) holds uniformly
for ζ ∈ Dl(λ0, ϵ).



1516 T. J. CHRISTIANSEN

Proof. Without loss of generality we can assume χ is independent of θ and χV = V . By (3-2) and
Lemma 3.2, for l sufficiently large, Rreg

V0
(ζ ) is analytic and bounded in Dl(λ0, ϵ). We write

χ Rreg
V0

(ζ )V # Rreg
V0

(ζ )χ

= χ Rreg
V0

χ(I −Pl)V # Rreg
V0

χ + χ Rreg
V0

χPl V # Rreg
V0

χ(I −Pl) + χ Rreg
V0

χPl V # Rreg
V0

χPl . (5-5)

Now for ζ ∈ Dl(λ0, ϵ) and l sufficiently large, ∥χ Rreg
V0

χ(I −Pl)∥ = O(l−1/2) uniformly in Dl(λ0, ϵ).
Since ∥Vm∥ = O(|m|

−δ) we have ∥Pl V #Pl∥ = O(l−δ), and so

∥Pl V # Rreg
V0

χPl∥ = ∥Pl V #Pl Rreg
V0

χPl∥ = O(l−δ). □

A related lemma which we also need is the following.

Lemma 5.3. Let V, χ ∈ L∞
c (X) with V satisfying (1-1). Let K ⊂ C be a compact set on which RV0,0 is

analytic and suppose K ⊂ {λ ∈ C : |λ| < ρ}. Set Kl
def
= {ζ ∈ Bl(ρ) : τl(ζ ) ∈ K } ⊂ Ẑ . Then for l sufficiently

large, ∥χ RV0 V # RV0χ∥ = O(l−δ) uniformly on Kl .

Proof. This lemma can be proved by mimicking the proof of Lemma 5.2. Alternatively, it can be proved
by covering Kl with a finite number of neighborhoods on which Lemma 5.2 holds. □

Proof of Theorem 1.2 for V ∈ L∞
c (X). We shall use the identities (3-7). Thus poles of RV in Bl(ρ) are

the values of ζ ∈ Bl(ρ) such that I + V # RV0(ζ )χ is not invertible. Here χ ∈ C∞
c (X) satisfies χV = V

and is independent of θ .

(1) For each λj ∈ 3ρ , λj ̸= 0, let ϵj > 0 be as guaranteed by Proposition 5.1, so that there are exactly
2mV0,0(λ0) resonances (counted with multiplicity) of −1 + V in Dl(λj , ϵj ) for l sufficiently large. Set

K = {λ ∈ C : ϵ′
≤ |λ| ≤ ρ and |λ − λj | ≥ ϵj for all λj ∈ 3ρ},

Kl = {ζ ∈ Bl(ρ + 1) : τl(ζ ) ∈ K } = Bl(ρ) \

(
Dl(0, ϵ′)

⋃
λj ∈3ρ

Dl(λj , ϵj )

)
.

By an application of Lemma 5.3, for l sufficiently large, I + V # RV0(ζ )χ is invertible by its Neumann
series on Kl . Thus by (3-7) RV has no poles on Kl for l sufficiently large.

(2) Now we work on Dl(λj , ϵj ) and set Rreg
V0

(ζ ) = Rreg
V0

(ζ ; l, λj ), so that

Rreg
V0

(ζ ) = RV0(ζ ) − 4(RV0,0(λ), λj )|λ=τl (ζ )Pl

for l sufficiently large. By our choice of ϵj this is analytic on Dl(λj , ϵj ) for large enough l. Then by
Lemma 5.2 I + V # Rreg

V0
(ζ )χ is invertible in Dl(λj , ϵj ), with

(I + V # Rreg
V0

(ζ )χ)−1
= I − V # Rreg

V0
(ζ )χ + OL2(X)→L2(X)(l

−δ)

for ζ ∈ Dl(λj , ϵj ). Thus on Dl(λj , ϵj ),

I + V # RV0χ = (I + V # Rreg
V0

(ζ )χ)(I + (I + V # Rreg
V0

(ζ )χ)−1V #4(RV0,0(λ), λ0)|λ=τl (ζ )Plχ). (5-6)
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By (5-6) and (4-3), I + V # RV0χ is invertible at a point ζ ∈ Dl(λj , ϵj ) if and only if

I +Pl(I + V # Rreg
V0

(ζ )χ)−1V #4(RV0,0(λ), λ0)|λ=τl (ζ )Plχ

is invertible at ζ . There is a C j so that ∥χ4(RV0,0, λj )χ∥ ≤ C j |λ−λj |
−mV0,0(λj ) on {λ ∈ C : |λ−λj | ≤ ϵj };

see [Dyatlov and Zworski 2019, Theorems 2.5 and 3.9]. Thus on Dl(λj , ϵj ), using Lemma 5.2,

∥Pl(I + V # Rreg
V0

(ζ )χ)−1V #4(RV0,0(λ, λ0))|λ=τl (ζ )Plχ∥

=

∥∥∥∥ ∞∑
j=0

Pl(−V # Rreg
V0

(ζ )) j V #4(RV0,0(λ, λ0))|λ=τl (ζ )Plχ

∥∥∥∥
≤ ∥Pl(I − V # Rreg

V0
(ζ ))V #4(RV0,0(λ, λ0))|λ=τl (ζ )Plχ∥ + C ′

j l
−δ

|τl(ζ ) − λj |
−mV0,0(λj ).

Now we use Lemma 3.2, ∥Vm∥L∞ = O(|m|
−δ), and the fact that Pl commutes with RV0,0 so that

∥Pl(I − V # Rreg
V0

(ζ ))V #Pl∥ = O(l−δ)

on Dl(λj , ϵj ). Thus there is a (new) C ′

j so that

∥Pl(I + V # Rreg
V0

(ζ ))−1V #4(RV0,0(λ, λ0))|λ=τl (ζ )Plχ∥ ≤ C ′

j l
−δ

|τl(ζ ) − λj |
−mV0,0(λj )

on Dl(λj , ϵj ). Therefore
I +Pl(I + Rreg

V0
(ζ ))−14(RV0,0(λ, λ0))|λ=τl (ζ )Plχ

is invertible in this region if |τl(ζ )−λj | ≥ C j l−δ/mV0,0(λj ), where we can take C j = (2C ′

j )
1/mV0,0(λj ). Taking

C̃ = maxλj ∈3ρ
C j finishes the proof of Theorem 1.2 away from τl = 0.

(3) If RV0,0(λ) does not have a pole at the origin, then there is a δ > 0 so that for l sufficiently large, RV0(ζ )

is analytic in Bl(δ). Thus by Lemma 5.3, for l sufficiently large, RV (ζ ) is analytic in Bl(δ). □

5B. Approximating the resolvent RV . In a sense made precise below in Proposition 5.4 and Lemma 5.5, at
high energies RV0 approximates RV well away from resonances. The first result is useful for neighborhoods
of thresholds.

Proposition 5.4. Let V, χ ∈ L∞
c (X), with V satisfying (1-1). Let K ⊂ C be a compact set on which RV0,0

is analytic and suppose K ⊂ {λ ∈ C : |λ| < ρ}. Define Kl
def
= {ζ ∈ Bl(ρ) : τl(ζ ) ∈ K } ⊂ Ẑ . Then for l

sufficiently large, RV is analytic on Kl . Moreover, if χ ∈ L∞
c (X), then ∥χ(RV (ζ )− RV0(ζ ))χ∥ = O(l−δ)

uniformly for ζ ∈ Kl .

Proof. Without loss of generality we may assume χ is independent of θ and satisfies χV = V . Then
χ RV0χ = χ RV χ(I + V # RV0χ). Since by Lemma 5.3 ∥(V # RV0χ)2

∥ ≤
1
2 on Kl for l sufficiently large,

I + V # RV0χ is invertible as (I + V # RV0χ)−1
=

∑
∞

j=0(−V # RV0χ) j, and thus RV is analytic on Kl .
Moreover,

χ(RV (ζ ) − RV0(ζ ))χ = χ

∞∑
j=1

RV0(ζ )(−V # RV0(ζ )χ) j.

By applying Lemma 5.3 twice, this becomes

χ(RV (ζ ) − RV0(ζ ))χ = −χ RV0(ζ )V # RV0(ζ )χ + OL2→L2(l−δ) = OL2→L2(l−δ). □
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A similar result with a similar proof is the following lemma. The points ζ ∈ Ẑ considered in this
lemma lie on the boundary of the physical space, but are away from the thresholds.

Lemma 5.5. Let V, χ ∈ L∞
c (X), with V satisfying (1-1). Then there are constants M, L > 0 so that

if l > L , ζ ∈ Bl(
√

2l − 1), τl(ζ ) ∈ i[0, ∞), and M <
τl(ζ )

i
<

√
2l − 1 −

M
√

l
,

then ∥χ(RV (ζ ) − RV0(ζ ))χ∥ = O(l−δ). (5-7)
Likewise, there are constants M1, L1 > 0 so that

if l > L1, ζ ∈ Bl(
√

2l − 1), τl(ζ ) ∈ [0, ∞), and M1 < τl(ζ ) <
√

2l − 1 −
M1
√

l
,

then ∥χ(RV (ζ ) − RV0(ζ ))χ∥ = O(l−δ). (5-8)

Proof. This proof is very similar to the proof of Proposition 5.4. We outline the proof of the first statement
only, as the proof of the second is analogous.

Without loss of generality, we may assume χ is independent of θ and satisfies χV = V .
We next note that if ζ ∈ Bl(

√
2l − 1), then for l > 3 either |τl(ζ )| > 1

4

√
2l − 1 or |τl−1(ζ )| > 1

4

√
2l − 1

or both are true. In either case, if τl(ζ ) ∈ i[0, ∞), then there is a c0 > 0 so that |τj (ζ )| > c0l1/2 for
j ̸= l, l − 1. Moreover, again with τl(ζ ) ∈ i[0, ∞), Im τj (ζ ) > 0 if j > l and Im τj (ζ ) = 0 if 0 ≤ j < l.

Suppose ζ ∈ Bl(
√

2l − 1), τl(ζ ) ∈ i[0, ∞), and |τl(ζ )| > 1
4

√
2l − 1. Then using Lemma 3.1 and (3-2)

we see that
∥χ RV0(ζ )χ(I −Pl−1)∥ = O(l−1/2).

By Lemma 3.1 there is a C > 0 so that if λ ∈ R, |λ| > C , then

∥V #
∥L∞∥χ RV0,0(λ)χ∥ ≤

1
2 .

Choose M > C + 1; then if τl(ζ ) ∈ i[0, ∞) with

τl(ζ )

i
<

√
2l − 1 −

M
√

l
,

for l sufficiently large |τl−1(ζ )| > C . Now we restrict ourselves to τl(ζ ) ∈ i[0, ∞) with

1
4
√

2l − 1 <
τl(ζ )

i
<

√
2l − 1 −

M
√

l
.

Since ∥Pl−1V #Pl−1∥ = O(l−δ) by our assumption on ∥Vm∥L∞ ,

∥χ RV0(ζ )Pl−1V # RV0(ζ )Pl−1χ∥ = O(l−δ),

and we can follow the proof of Lemma 5.2 to show that ∥χ RV0(ζ )V # RV0(ζ )χ∥ = O(l−δ). Then

∥χ(RV (ζ ) − RV0(ζ ))χ∥ = ∥χ RV0(ζ )χ((I + V # RV0(ζ )χ)−1
− I )∥

= ∥χ RV0(ζ )V # RV0(ζ )χ∥ + O(l−δ) = O(l−δ),

proving the lemma when τl(ζ )∈ i[0, ∞) with 1
4

√
2l − 1< 1

i τl(ζ )<
√

2l − 1−M/
√

l. A similar argument,
singling out Pl rather than Pl−1, handles the case when τl(ζ ) ∈ i[0, ∞) with 1

4

√
2l − 1 < |τl−1(ζ )|. □
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5C. Proof of Theorem 1.3. Theorem 1.3 concerns poles of RV arising as perturbations of threshold
poles of RV0(ζ ). Using separation of variables as in (3-2), these threshold poles, in turn, correspond to a
pole of RV0,0(λ) at λ = 0.

We begin with a lemma about poles of RV0(λ) at the origin. This result is well known if V0 is
real-valued.

Lemma 5.6. Suppose V0 ∈ L∞
c (Rd), and near λ = 0

RV0,0(λ) =

k0∑
k=1

1
λk Ak + A(λ), (5-9)

where A is analytic in a neighborhood of the origin. Then mV0,0(0) = max0≤t≤1 rank(A1 + t A2).

Since A1, A2 are finite-rank, the rank of A1 + t A2 is equal to its maximum for all but a finite number
of values of t in [0, 1].

Proof. Using the expansion (5-9) and the identity (−10 + V0 − λ2)RV0,0(λ) = I shows that for k > 0,
(−10+V0)Ak = Ak+2, where we use the convention Ak+2 =0 if k+2>k0. Just as in [Dyatlov and Zworski
2019, Theorem 2.5], one can use this and the fact that −10+V0 commutes with RV0,0 to show that for j ∈N,
Ran(A2 j ) ⊂ Ran(A2) and Ran(A2 j+1) ⊂ Ran(A1). Here Ran(Ak) denotes the range of the operator Ak

on L2
c(R

d). Since mV0,0(0) = dim
(⋃k0

k=1 Ran(Ak)
)
, this shows mV0,0(0) = dim(Ran A1 ∪ Ran A2). But

dim(Ran A1 ∪ Ran A2) = max
t∈[0,1]

dim Ran(A1 + t A2) = max
t∈[0,1]

rank(A1 + t A2),

proving the lemma. □

Lemma 5.7. Let V ∈ L∞
c (X) satisfy (1-1). Let ϵ > 0 be chosen so that RV0,0(λ) has no poles in

{λ ∈ C : 0 < |λ| < 2ϵ}, and let γl ⊂ Bl(2ϵ) ⊂ Ẑ be the curve {|τl | = ϵ} with positive orientation. Then
for t ∈ [0, 1] and l sufficiently large,

rank
∫

γl

(1 + tτl(ζ ))RV (ζ ) dτl(ζ ) ≥ rank
∫

γl

(1 + tτl(ζ ))RV0(ζ ) dτl(ζ ).

Proof. We assume V # is nontrivial, since otherwise there is nothing to prove.
We first point out that if RV0,0(λ) =

∑k0
k=1 λ−k Ak + A(λ), with A(λ) analytic near λ = 0, then for l

sufficiently large∫
γl

(1 + tτl(ζ ))RV0(ζ ) dτl(ζ ) =

∫
γl

(1 + tτl(ζ ))RV0,0(τl(ζ ))Pl dτl(ζ ) = 2π i(A1 + t A2)Pl .

Let χ ∈ L∞
c (X) satisfy χV = V , with χ independent of θ . Using Proposition 5.4, for l sufficiently

large, ∥∥∥∥∫
γl

(1 + tτl(ζ ))χ(RV (ζ ) − RV0(ζ ))χ dτl(ζ )

∥∥∥∥ = O(l−δ).

Thus ∥∥∥∥∫
γl

(1 + tτl(ζ ))χ RV (ζ )χ dτl(ζ ) − 2π iχ(A1 + t A2)Plχ

∥∥∥∥ = O(l−δ),
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and this implies that for l sufficiently large,

rank
∫

γl

(1 + tτl(ζ ))χ RV (ζ )χ dτl(ζ ) ≥ 2 rank(χ(A1 + t A2)χ). (5-10)

But since (−10 + V0)
k0 Aj = 0 for j = 1, 2, a unique continuation theorem, e.g., [Jerison and Kenig

1985], ensures that rank(A1 + t A2) = rank(χ(A1 + t A2)χ), and similarly

rank
∫

γl

(1 + tτl(ζ ))χ RV (ζ )χ dτl(ζ ) = rank
∫

γl

(1 + tτl(ζ ))RV (ζ ) dτl(ζ ). □

Lemma 5.8. Let V0, χ ∈ L∞
c (Rd), with χV0 = V0. Suppose RV0(λ) has a pole of order 1 at the origin.

Then for l sufficiently large, 2(mV0,0(0) − m0,0(0)) = M(I + V0 R0χ, ζl(0)).

Proof. We note here that the requirement that l is sufficiently large is to ensure that, using (3-2), any poles
of RV0 at ζl(0) arise from poles of RV0 at the origin. Then via separation of variables it suffices to show
that

mV0,0(0) − m0,0(0) = M(I + V0 R0,0(λ)χ, 0).

For d = 1, then mV0,0(0) = 1 and if V0 is real-valued, this follows immediately from [Dyatlov and Zworski
2019, (2.2.31)]. For complex-valued V0, the proof is similar, if one uses the assumption that RV0 has a
simple pole at the origin. When d ≥ 3 is odd, the lemma follows as in the proof of [Dyatlov and Zworski
2019, Theorem 3.15]. In each case, the assumption that the pole is of order 1 is important. □

Lemma 5.9. Let V ∈ L∞
c (X) satisfy (1-1). Let ϵ > 0 be chosen so that RV0,0(λ) has no poles in

{λ ∈ C : 0 < |λ| < 2ϵ}. Suppose RV0,0(λ) has a pole of order 1 at the origin, with residue of rank mV0,0(0).
Then for l sufficiently large, ∑

ζ∈Dl (ϵ)
mV (ζ ) ̸=0

mV (ζ ) ≤ 2mV0,0(0).

Proof. Let χ ∈ L∞
c (X) be independent of θ and satisfy χV = V . We first claim that for any ζ0 ∈ Ẑ ,

mV (ζ0) ≤ M(I + V R0χ, ζ0) + m0(ζ0). (5-11)

If ζ0 does not correspond to a threshold, then m0(ζ0)= 0 and this follows from the stronger Proposition 4.3.
If ζ0 does correspond to a threshold, this follows from a simplified adaptation of the proof of [Dyatlov
and Zworski 2019, Theorem 3.15].

Arguing as in the proof of Proposition 5.1, using Lemmas 4.5 and 4.6 and an operator Rouché theorem
[Gohberg and Sigal 1971, Theorem 2.2], for l sufficiently large,∑

ζ∈Bl (ϵ)
M(I+V R0χ,ζ ) ̸=0

M(I + V R0χ, ζ ) =

∑
ζ∈Bl (ϵ)

M(I+V0 R0χ,ζ ) ̸=0

M(I + V0 R0χ, ζ ) = M(I + V0 R0χ, ζl(0)). (5-12)

But by our assumptions and Lemma 5.8, M(I + V0 R0χ, ζl(0)) = 2(mV0,0(0)− m0,0(0)) for l sufficiently
large. Using this, (5-12), and applying (5-11) completes the proof. □
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Proof of Theorem 1.3 under the assumption ∥Vm∥L∞ = O(|m|
−δ). Let ϵ > 0 be as in the statement of

Lemma 5.7. By applying Lemmas 5.6 and 5.7, we see that for l sufficiently large,∑
ζ∈Bl (ϵ)

mV (ζ ) ̸=0

mV (ζ ) ≥

∑
ζ∈Bl (ϵ)

mV0 (ζ ) ̸=0

mV0(ζ ) = 2mV0,0(0).

Thus for l sufficiently large RV has at least 2mV0,0(0) poles in Bl(ϵ). If RV0,0(λ) has a simple pole at the
origin, then applying in addition Lemma 5.9 we see that RV has at exactly 2mV0,0(0) poles in Bl(ϵ).

To finish the proof of the theorem for the L∞ case we need to refine the estimate on the location of
the resonances in Bl(ϵ). We do this by showing that there is a C > 0 so that there are no resonances in
Bl(ϵ) \ Bl(Cl−δ/r ) for l sufficiently large. This follows almost exactly the proof of Theorem 1.2, point 2,
with λj replaced by 0. The difference here is that the bound on the singular part of χ RV0χ at the origin
is given by ∥χ4(RV0, 0)χ∥ ≤ C |λ|

−r ; that is, mV0,0(λj ) is replaced by r rather than mV0,0(0). Having
made this minor adaptation, the remainder of the proof follows without change. □

6. Resonance-free regions, poles of RV and RV , and the proofs of Corollary 1.4 and Theorem 1.9

Thus far we have focused on resonances in the sets Bl(ρ), for l large. In this section we justify this
by showing that the high-energy resonances near the physical space which also have Re τ0(ζ ) > 0 lie
in Bl(ρ), for ρ sufficiently large. We do this by showing the existence of large resonance-free regions
in Bl(

√
2l − 1). We discuss Ẑ further, focusing on the region near the physical space. We describe the

relationship between the resolvents RV and RV , where V is the complex conjugate of V ; see Lemma 6.2.
This lemma shows that we can understand the poles of RV which are near the physical space and have
Re τ0(ζ ) < 0 by understanding the poles of RV which are near the physical space and have Re τ0(ζ ) > 0.

Lemma 6.1. Let V ∈ L∞
c (X). Then for any 0 < γ < 1 there are M+, c+ > 0 so that the region

U+

l
def
= {ζ ∈ Bl(

√
2l − 1) : M+ < Re(τl(ζ )) < γ

√
2l, Im τl(ζ ) > −c+ log Re(τl(ζ ))}

contains no poles of RV for l sufficiently large. Likewise, for any α > 0 and 0 < γ < 1, there is a constant
M− > 0 so that

U−

l
def
= {ζ ∈ Bl(

√
2l − 1) : M− < Im(τl(ζ )) < γ

√
2l, Re τl(ζ ) > −α}

contains no poles of RV for l sufficiently large.

The region U+

l is reminiscent of the logarithmic resonance-free regions familiar from potential scattering
on Rd. We note that there is substantial overlap between U+

l and U−

l+1.

Proof. Let χ ∈ L∞
c (X) be independent of θ and satisfy χV = V and 0 ≤ χ ≤ 1. To prove the lemma, we

use χ RV (ζ )χ = χ R0(ζ )(I + V R0(ζ )χ)−1 and the representation (3-2) via separation of variables.
From (3-2) and the estimate ∥χ R0,0(λ)χ∥ ≤ Ce(C Im λ)−/|λ|, there are constants C1, C2 so that

∥V R0(ζ )χ∥ ≤ sup
j∈N0

(
C1eC2(Im τj (ζ ))−

|τj (ζ )|

)
.
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First consider U+

l . Set c+ = 1/C2 − δ+, where δ+ > 0, δ+ < 1/C2, and take M+ > (2C1)
1/(δ+C2).

Then if ζ ∈ U+

l ,
C1eC2(Im τl (ζ ))−

|τl(ζ )|
< 1

2 .

If j < l and ζ ∈ U+

l , then |τj (ζ )| ≥ |τl(ζ )| and a computation shows

eC2(Im τj (ζ ))−

|τj (ζ )|
<

eC2(Im τl (ζ ))−

|τl(ζ )|
.

On the other hand, for j > l, if ζ ∈ U+

l , then

Re(τj (ζ ))2
≤ Re(τl+1(ζ ))2

= (Re τl(ζ ))2
− 2l − (Im τl(ζ ))2

− 1 ≤ −2l(1 − γ 2).

Since Im τj (ζ ) > 0 for j > l and ζ ∈ Bl(
√

2l − 1), this is enough to show that

C1eC2(Im τj (ζ ))−

|τj (ζ )|
< 1

2

for ζ ∈ U+

l and l sufficiently large. Then ∥V R0(ζ )χ∥ < 1
2 , and I + V R0(ζ )χ is invertible.

For U−

l , choose M− >0 so that 16∥V ∥L∞ < M2
−

. Then using (3-2) and ∥R0,0(λ)∥≤1/(dist(λ2, [0, ∞)))

for Im λ > 0, for ζ ∈ U−

l ,∥∥∥∥V R0(ζ )χ
∑
j≥l

Pj

∥∥∥∥ ≤ ∥V ∥L∞ sup
j≥l

1
(dist τ 2

j , [0, ∞))
≤

8∥V ∥L∞

M2
−

≤
1
2 .

Next we show that ∥∥∥∥V R0(ζ )
∑

0≤ j<l

Pjχ

∥∥∥∥ ≤
1
2

in U−

l for sufficiently large l. Using the orthogonality of the projections
∑

j≥l Pj and
∑

0≤ j<l Pj this
will complete our proof that I + V R0χ is invertible. Note that

τ 2
l−1 = 2l − (Im τl)

2
+ (Re τl)

2
− 1 + 2i Re(τl) Im(τl).

Thus |τl−1| ≥
√

(1 − γ 2)2l + O(1) and − Im(τl−1) ≤ 2α/
√

1 − γ 2 + O(l−1/2), so for l sufficiently large,

C1eC2(Im τl−1(ζ ))−

|τl−1(ζ )|
< 1

2

for ζ ∈ U−

l . But if 0 ≤ j < l − 1 and ζ ∈ U−

l ,

C1eC2(Im τj (ζ ))−

|τj (ζ )|
<

C1eC2(Im τl−1(ζ ))−

|τl−1(ζ )|
.

This ensures that ∥∥∥∥V R0(ζ )
∑

0≤ j<l

Plχ

∥∥∥∥ < 1
2

so that I + V R0(ζ )χ is invertible on U−

l for l sufficiently large. □



RESONANCES FOR SCHRÖDINGER OPERATORS ON INFINITE CYLINDERS AND OTHER PRODUCTS 1523

We remark that we have not made an effort to optimize the results of Lemma 6.1, as in this paper we
are concentrating instead on regions near the thresholds, where, as we have seen, resonances can occur.

Before proving Corollary 1.4, we discuss Ẑ and the boundary of the physical space a bit more. To
motivate the discussion, consider the simpler case of the Schrödinger operator −10 + V0 on Rd, where
we use λ2 as the spectral parameter in defining the (scattering) resolvent. Thus, given a value E > 0,
there are two points, ±

√
E corresponding to the spectral parameter E on the boundary of the physical

space, with RV0,0(±
√

E) = (−10 + V0 − (
√

E ± i0))−1.
There is a similar phenomena in the case of −1 + V on Rd

× S1, but it is notationally harder to
describe. Given E > 0, let

√
E ± i0 ∈ Ẑ be the points on Ẑ with RV (

√
E ± i0) = (−1+ V − E ∓ i0)−1.

Equivalently, we could define
√

E ± i0 to be the point in Ẑ with τj (
√

E ± i0) = ±
√

E − j2 if j2
≤ E ,

and τj (
√

E ± i0) = i
√

j2 − E if j2 > E . By our definition of Bl(ρ), if lE = ⌊
√

E⌋ and lE > 0, then
√

E + i0 ∈ BlE (
√

2lE − 1), but
√

E − i0 ̸∈ BlE (
√

2lE − 1). Thus there is some sense in which we have
been studying only “half” of the boundary of the physical space. However, we shall see in Lemma 6.2
that this suffices for understanding the behavior of the resolvent, if we consider both the resolvent of
−1 + V and that of −1 + V .

Thus, to fully cover points on the boundary of the physical space, we need to define another type of
open set in Ẑ , analogous to Bl(ρ). For l ∈ N and ρ > 0, denote by B±

l (ρ) the connected component
of {ζ ∈ Ẑ : |τl(ζ )| < ρ} which intersects the physical space and includes a region with ± Re τ0(ζ ) > 0.
With the + sign, we get the set Bl(ρ) defined in the introduction: B+

l (ρ) = Bl(ρ). If lE = ⌊
√

E⌋ and
√

E − lE < ρ, then the point
√

E − i0 corresponding to E on the boundary of the physical space as
defined above has

√
E − i0 ∈ B−

lE
(ρ). Hence any point on the boundary of the physical space lies in

B+

0 (1) ∪

( ∞⋃
l=1

B+

l (
√

2l − 1)

)
∪

( ∞⋃
l=1

B−

l (
√

2l − 1)

)
.

As before, we make the choice of
√

2l − 1 for ρ as that is the largest value of ρ for which B±

l (ρ) contains
only a single point corresponding to a threshold. For certain combinations of l and ρ it can happen that
B+

l (ρ) = B−

l (ρ).
Consider a Schrödinger operator on d-dimensional Euclidean space with potential V0 ∈ L∞

c (Rd) and
scattering resolvent RV0,0(λ). When Im λ > 0, that is λ is in the physical space,

RV0,0(λ) = (−10 + V0 − λ2)−1
= ((−10 + V0 − λ̄2)−1)∗ = (RV00(−λ̄))∗.

Here V0 and λ̄ denote the usual complex conjugates. For odd d the identity RV0,0(λ) = (RV00(−λ̄))∗ then
holds by meromorphic continuation for all λ ∈ C. In particular, this implies λ0 is a pole of RV0,0(λ) if
and only if −λ̄0 is a pole of RV00(λ). For real-valued V , this is the well-known symmetry of resonances
for symmetric Schrödinger operators in odd dimensions.

We turn to the analog of this result for RV , which is shown in a similar way. Suppose ζ is in the
physical space, here identified with the upper half-plane, so that RV (ζ ) = (−1 + V − ζ 2)−1. Thus
(RV (−ζ̄ ))∗ = RV (ζ ). For general ζ ∈ Ẑ , we define −ζ †

∈ Ẑ to be the point in Ẑ which satisfies
τj (−ζ †) = −τj (ζ ) for all j . This is an antiholomorphic mapping, and if ζ is in the physical space,
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identified with the upper half-plane, the mapping ζ 7→ −ζ † agrees with the mapping ζ 7→ −ζ̄ . Then the
identity

(RV (−ζ †))∗ = RV (ζ ), where τj (−ζ †) = −τj (ζ ), for all j ∈ N0 (6-1)

holds for all ζ ∈ Ẑ by meromorphic continuation. In particular, this means that ζ0 ∈ Ẑ is a pole of RV (ζ )

if and only if −ζ
†
0 is a pole of RV (ζ ). Note that if ζ ∈ B+

l (ρ) = Bl(ρ), then −ζ †
∈ B−

l (ρ). Thus to study
the poles of RV (ζ ) in B−

l (ρ) it suffices to study the poles of RV (ζ ) in B+

l (ρ) = Bl(ρ). Likewise, an
estimate on RV in B+

l (
√

2l − 1) implies an estimate on RV in B−

l (
√

2l − 1).
We summarize these results in the following lemma.

Lemma 6.2. If V0 ∈ L∞
c (Rd), then λ0 is a pole of RV0,0(λ) if and only if −λ̄0 is a pole of RV00(λ).

Let V ∈ L∞
c (X). Then ζ0 ∈ Ẑ is a pole of RV (ζ ) if and only if −ζ

†
0 is a pole of RV (ζ ). Here λ̄0, V ,

and V0 are the complex conjugates of λ0, V , and V0, respectively, and −ζ † is as defined in (6-1).

We define a distance on Ẑ as follows: for ζ, ζ ′
∈ Ẑ ,

dẐ (ζ, ζ ′)
def
= sup

j
|τj (ζ ) − τj (ζ

′)|. (6-2)

That this is well defined and a metric is shown in [Christiansen and Datchev 2021, Section 5.1]. Note that
if ζ, ζ ′

∈ Ẑ satisfy τj (ζ ) ̸= −τj (ζ
′), then since τj (ζ )2

− τj (ζ
′)2

= τl(ζ )2
− τl(ζ

′)2,

|τj (ζ ) − τj (ζ
′)| = |τl(ζ ) − τl(ζ

′)|

∣∣∣∣ τl(ζ ) + τl(ζ
′)

τj (ζ ) + τj (ζ ′)

∣∣∣∣.
In particular, this implies that for any ρ > 0 there is an L = L(ρ) so that if l ≥ L and ζ, ζ ′

∈ Bl(ρ) then

dẐ (ζ, ζ ′) = |τl(ζ ) − τl(ζ
′)|.

Proof of Corollary 1.4. Recall our hypotheses include that V is real-valued, ensuring that V0 is real-valued
as well.

The operator-valued function RV (ζ ) has a sequence {ζ ♭
j } of poles satisfying |τ0(ζ

♭
j )| → ∞ as j → ∞

and dẐ (ζ ♭
j , physical space) → 0 only if RV (ζ ) has infinitely many poles in

⋃
∞

l=1 Bl(
√

2l − 1) or infinitely
many poles in

⋃
∞

l=1 B−

l (
√

2l − 1) (or both). If RV (ζ ) has infinitely many poles in
⋃

∞

l=1 B−

l (
√

2l − 1),
then by Lemma 6.2, RV (ζ ) = RV (ζ ) has infinitely many poles in

⋃
∞

l=1 Bl(
√

2l − 1). Thus it suffices to
study sequences of poles in

⋃
∞

l=1 Bl(
√

2l − 1).
Note that while Bl(

√
2l − 1) contains only a single threshold, Bl(

√
2l − 1) and Bl+1(

√
2l + 1) are

not disjoint and in fact have substantial overlap which contains an interval of the continuous spectrum.
Moreover, for l sufficiently large the sets U+

l and U−

l+1 of Lemma 6.1 have nontrivial intersection. Applying
Lemma 6.1 we see that in order to have a sequence of resonances contained in

⋃
∞

l=1 Bl(
√

2l − 1) and
approaching the continuous spectrum (and with |τ0| → ∞), the resonances must lie in

⋃
∞

l=1 Bl(M) for
some M. But then the corollary follows from an application of Theorems 1.1–1.3. □

We now have the ingredients we need to prove Theorem 1.9.
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Proof of Theorem 1.9. The hypotheses on −d2/dx2
+ V0 and the expression (3-2) mean that the resol-

vent RV0(ζ ) has no poles on the boundary of the physical space. Moreover, since for any χ̃ ∈ C∞
c (R)

there is a constant C so that ∥χ̃ RV0,0(λ)χ̃∥ ≤ C for all λ ∈ R ∪ i[0, ∞), for any χ ∈ C∞
c (X) there is a

C1 > 0 so that ∥χ RV0(ζ )χ∥ ≤ C1 for all ζ in the boundary of the physical space.
Corollary 1.4 shows that there are no poles of the resolvent RV in the continuous spectrum at high

energy. Proposition 5.4 and Lemma 5.5 show that when ζ is in the boundary of the physical space and
ζ ∈ Bl(

√
2l − 1), the cut-off resolvent of −1 + V satisfies ∥χ RV (ζ )χ − χ RV0(ζ )χ∥ = O(l−1/2). Thus

∥χ RV0(ζ )χ∥ is uniformly bounded on the boundary of the physical space when |τ0(ζ )| is sufficiently
large. Hence by [Christiansen and Datchev 2021, Theorem 5.6] the hypotheses of [Christiansen and
Datchev 2022, Theorem 4.1] hold. Theorem 1.9 then follows directly. □

7. Larger neighborhoods of the threshold l2

In this section we consider poles of RV (ζ ) in neighborhoods Bl(α log l) and Bl(α(log l)1−ϵ) of the l-th
threshold. We prove Theorem 1.5 for potentials with V0 ≡ 0 and the related, but weaker, Theorem 7.1
which holds for a general potential V ∈ L∞

c (X).
The proof of Theorem 1.5 is similar to that of the proof of Theorem 1.2 for L∞ potentials.

Proof of Theorem 1.5. Choose χ ∈ L∞
c (X), χV = V , and χ independent of θ . We write

χ R0V R0χ

= χ R0Pl V R0Plχ +χ R0(1−Pl)V R0Plχ +χPl R0V R0(1−Pl)χ +χ R0(1−Pl)V R0(1−Pl)χ. (7-1)

Let α′ > 0, and let ζ ∈ Bl(α
′
| log l|), where l is large enough that Bl(α

′
| log l|) contains only a single

point of Ẑ which corresponds to a threshold. Let ζ ∈ Bl(α
′ log l) satisfy |τl(ζ )| ≥ 1. Then by Lemma 3.2,

∥χ R0(ζ )(1 −Pl)χ∥ = O(l−1/2),

and by (3-1) and [Dyatlov and Zworski 2019, Theorem 3.1],

∥χ R0(ζ )Plχ∥ = O
(

eC(Im τl (ζ ))−

|τl(ζ )|

)
for some C > 0. Using this estimate and Pl VPl = O(l−δ) in (7-1) shows

∥χ R0(ζ )V R0(ζ )χ∥ = O(l−δe2C(Im τl (ζ ))−).

Thus from (7-1) there is a C1 > 0 so that I +V R0(ζ )χ is invertible if l is sufficiently large, ζ ∈ Bl(α
′ log l),

|τl(ζ )| ≥ 1, and e2C(Im τl (ζ ))− ≤ C1lδ. This last item may be ensured by requiring |τl | ≤ α log l, for suitably
chosen α > 0, α ≤ α′, and taking l sufficiently large. Recall that −1+ V has no resonances in regions
where I + V R0χ is invertible, see Proposition 4.3.

Applying Theorems 1.2 and 1.3 shows that if d = 1 there is a c0 > 0 so that when l is sufficiently
large the region {ζ ∈ Bl(α log l) : 1 ≥ |τl(ζ )| > c0l−δ

} contains no resonances, and if d > 1 there are no
resonances in Bl(1) for l sufficiently large. □

A similar proof gives the next theorem.
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Theorem 7.1. Let V ∈ L∞
c (X) satisfy (1-1), and let ϵ > 0. Then there is a c0 = c0(ϵ, V ) > 0 so that for l

sufficiently large, the region

{ζ ∈ Bl(c0(log l)1/(d+ϵ)) : |τl(ζ ) − λ′
| ≥ (1 + |λ′

|
2)−(d+ϵ)/2 for every λ′

∈ C : mV0,0(λ
′) > 0}

contains no poles of RV (ζ ).

Proof. We assume V #
= V − V0 ̸≡ 0, since otherwise there is nothing to prove.

Choose χ ∈ L∞
c (X) so that χV = V and χ is independent of θ . We may think of χ as an element

of L∞
c (Rd) as well.

Set

Aϵ
def
= {λ ∈ C : |λ − λ′

| ≥ (1 + |λ′
|
2)−(d+ϵ)/2 for every λ′

∈ C : mV0,0(λ
′) > 0}.

We shall use, from the proof of [Dyatlov and Zworski 2019, Theorem 3.54], that there is a C > 0 so that

∥(I + V0 R0,0(λ))−1
∥ ≤ C exp(C |λ|

d+ϵ) if λ ∈ Aϵ . (7-2)

Choose α′ > 0. If ζ ∈ Bl(α
′ log l),

χ RV0(ζ )Plχ = χ RV0,0(τl(ζ ))Plχ

= χ R0,0(τl(ζ ))χ(I + V0 R0,0(τl(ζ ))χ)−1Pl .

Thus, if ζ ∈ Bl(α
′ log l) with τl ∈ Aϵ and |τl(ζ )| ≥ 1, then

∥χ RV0(ζ )Plχ∥ ≤ C exp(C(Im τl(ζ )−)) exp(C |τl(ζ )|d+ϵ)

≤ C exp(C |τl(ζ )|d+ϵ).
(7-3)

Here and below we allow the constant C to change from line to line, and note that it depends on V, ϵ,
and χ , but not l.

Let ζ ∈ Bl(α
′ log l) with τl ∈ Aϵ and |τl(ζ )| ≥ 1. Writing χ RV0χ as in (7-1) and applying Lemma 3.2

and (7-3), we find that for these ζ , if l is sufficiently large,

∥χ RV0(ζ )V # RV0(ζ )χ∥ ≤ C1l−δ exp(C1|τl(ζ )|d+ϵ) (7-4)

for some C1. Now we can choose c0 > 0 sufficiently small and L > 0 sufficiently large so that

if |τl(ζ )| ≤ c0(log l)1/(d+ϵ) and l > L then C1l−δ exp(C1|τl(ζ )|d+ϵ) ≤
1
2

ensuring that I + V # RV0(ζ )χ is invertible.
Recalling that with V # nontrivial if I + V # RV0(ζ )χ is invertible then ζ is not a resonance of −1 + V

proves the theorem. □

8. Expansion of Pl(I + V # Rreg
V0

χ)−1V #Pl for smooth V

This section contains preliminary computations which allow us to refine some of our results when V is
smooth. We begin with a straightforward lemma about Schrödinger operators on Rd.
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Lemma 8.1. Let V0, χ ∈ C∞
c (Rd) and J ∈ N. Then as an operator from H s(Rd) to H s−2J (Rd),

χ RV0,0(λ)χ = −

J∑
j=1

1
λ2 j χ(−10 + V0)

j−1χ +
1

λ2J χ RV0,0(λ)(−10 + V0)
J χ. (8-1)

Proof. First assume λ is in the physical region, that is, Im λ > 0. Then the J = 1 case follows from
rearranging the equality

(−10 + V0 − λ2)RV0,0(λ) = RV0,0(λ)(−10 + V0 − λ2) = I

to get

RV0,0(λ) =
1
λ2 (−I + RV0,0(λ)(−10 + V0)).

The general case follows by induction.
Since both sides of (8-1) have meromorphic continuations to the complex plane, the equality holds for

all λ. □

We shall use the following Hilbert spaces: for n ∈ N0,

H(0,n)(X)
def
=

{
u ∈ L2(X) :

∂α

∂xα
u ∈ L2(X) if |α| ≤ n

}
with ∥u∥

2
H(0,n)

=

∑
|α|≤n

∥∥∥∥ ∂α

∂xα
u
∥∥∥∥2

L2(X)

.

Here we use the usual multi-index notation for α = (α1, . . . , αd). This allows us to indicate mapping
properties of operators which act differently in the x and θ variables.

One of the main results of this section is the following proposition. Recall that Rreg
V0

(ζ ) = Rreg
V0

(ζ ; λ0, l)
is defined in (5-3).

Proposition 8.2. Let V, χ ∈ C∞
c (X) satisfy χV = V. In addition, suppose χ is independent of θ . Let

λ0 ∈ C, and suppose RV0,0(λ) is analytic on 0 < |λ − λ0| ≤ ϵ. Then, for Rreg
V0

(ζ ) = Rreg
V0

(ζ ; λ0, l) and
ζ ∈ Dl(λ0, ϵ),∥∥∥∥Pl(I +V # Rreg

V0
(ζ )χ)−1V #Pl +

1
l2

∑
k∈Z
k ̸=0

(
τ 2

l −k2

4k2 V−k Vk −
V−k

4k2 (−10+V0)Vk

)
Pl

∥∥∥∥
H(0,8)(X)→L2(X)

= O(l−3),

where the error is uniform on Dl(λ0, ϵ) for l sufficiently large.

To prove this proposition we use Lemmas 8.3–8.6. In each of these, V , λ0, Rreg
V0

(ζ ), and ϵ are as in
Proposition 8.2. Some of these computations rely on the identity e±ikθe±ilθ

= e±i(k+l)θ and hence use
the structure of the eigenfunctions of the Laplacian on S1 in an essential way.

For l ∈ N, let Pl± : L2(X) → L2(X) denote orthogonal projection onto L2(Rd
x )e

±ilθ, so that

(Pl± f )(x, θ) =
1

2π

∫ 2π

0
f (x, θ ′)e±il(θ−θ ′) dθ ′,

for l > 0 and Pl = Pl+ +Pl−.
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Lemma 8.3. Under the hypotheses of Proposition 8.2,∥∥∥∥Pl V # Rreg
V0

(ζ )V #Pl −
1
l2

∑
k∈Z, k ̸=0

(
τ 2

l − k2

4k2 V−k Vk −
V−k

4k2 (−10 + V0)Vk

)
Pl

∥∥∥∥
H(0,n+6)→H(0,n)

= O(l−3)

uniformly for ζ ∈ Dl(λ0, ϵ) when l is sufficiently large.

Proof. Since V ∈ C∞
c (X), we have ∥Vm∥L∞ = O(|m|

−N ) for any N, so ∥Pl V #Pl∥ = O(l−N ). Thus,
choosing l sufficiently large so that (5-4) holds, it suffices to consider

Pl V # Rreg
V0

(ζ )(I −Pl)V #Pl = Pl V # RV0(ζ )(I −Pl)V #Pl .

Then

Pl V # Rreg
V0

(I −Pl)V #Pl =

∑
±

∑
k∈Z

0<|k|, k ̸=−l

V∓k RV0,0(τl+k)V±kPl±

=

∑
±

∑
k∈Z

0<|k|<l1/2

V∓k RV0,0(τl+k)V±kPl± + OL2→L2(l−N ).

Here we use the rapid decay of ∥Vm∥ to bound the error obtained when we restrict the values of k in the
sum. Using Lemma 8.1 with J = 3 gives

Pl V # Rreg
V0

(I −Pl)V #Pl =

∑
±

∑
k∈Z

0<|k|<l1/2

V∓k

(
−1
τ 2

l+k
−

1
τ 4

l+k
(−10 + V0)

)
V±kPl± + O(l−3), (8-2)

where the error is as an operator from H(0,n+6)(X) to H(0,n)(X) and is uniform in Dl(λ0, ϵ). Since we
have restricted |k| to be relatively small compared with l, we can expand τl±k asymptotically in l. Thus,
with each sum over k ∈ Z with 0 < |k| < l1/2, using τ 2

l±k = τ 2
l ∓ 2lk − k2 gives∑

0<|k|<l1/2

1
τ 2

l+k
V−k Vk =

1
2

∑
0<|k|<l1/2

(
1

τ 2
l+k

+
1

τ 2
l−k

)
V−k Vk =

∑
0<|k|<l1/2

τ 2
l − k2

(τ 2
l − k2)2 − 4k2l2

V−k Vk

=
−1
4l2

∑
0<|k|<l1/2

(
τ 2

l − k2

k2

)
V−k Vk + O(l−4). (8-3)

Here and below the error is uniform in Dl(λ0, ϵ) when l is sufficiently large.
For the second term in (8-2), we write∑

0<|k|<l1/2

1
τ 4

l+k
V∓k(−10 + V0)V±k =

∑
0<|k|<l1/2

1
(τ 2

l − 2lk − k2)2
V∓k(−10 + V0)V±k

=
1

4l2

∑
0<|k|<l1/2

1
k2 V∓k(−10 + V0)V±k + O(l−3).

Note that ∑
0<|k|<l1/2

1
k2 V∓k(−10 + V0)V±k =

∑
0<|k|<l1/2

1
k2 V−k(−10 + V0)Vk, (8-4)
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since the sum is over k ∈ Z, with 0 < |k| < l1/2. The rapid decay in m of ∥Vm∥C p means we can replace
the sums in (8-3) and (8-4) over 0 < |k| < l1/2 by sums over all nonzero k ∈ Z, with an error which
is O(l−N ). □

The next lemma is an algebraic identity.

Lemma 8.4. For any V ∈ C∞
c (X) ∑

m, j∈Z
m, j ̸=0, m ̸=− j

1
j ( j + m)

Vm Vj V−m− j = 0.

We give two different proofs.

Proof. For this proof, we show that for each j0 ̸= 0, m0 ̸= 0 the coefficient of Vj0Vm0V− j0−m0 in the sum
is zero. This proof is purely algebraic in nature.

If m0 ̸= ± j0, then there are six possibilities for the pair ( j, m) which will give a term containing
Vm0Vj0V−m0− j0 : ( j0, m0), (m0, j0), (−m0− j0, m0), (m0, − j0−m0), ( j0, −m0− j0), (−m0− j0, j0). Thus
the sum of the coefficients of Vm0Vj0V−m0− j0 is

1
j0( j0 + m0)

+
1

m0( j0 + m0)
+

1
j0( j0 + m0)

−
1

j0m0
−

1
j0m0

+
1

m0( j0 + m0)
= 0.

A similar argument when j0 = m0 shows the coefficient of V 2
j0 V−2 j0 is zero as well. □

Alternate proof of Lemma 8.4. For this proof, we use that Vj is the j-th Fourier coefficient of V . Though
in our applications Vj depends on x , that dependence is not important here so we will suppress it.

Set
W (θ) =

∑
j ̸=0

1
j

Vj ei jθ

and note d/dθW (θ) = V (θ) − V0. Then∫ 2π

0
(V (θ) − V0)(W (θ))2 dθ =

1
3
(W (θ))3

|
2π
0 = 0 (8-5)

by the fundamental theorem of calculus. But∑
m, j∈Z
m, j ̸=0
m ̸=− j

1
j ( j + m)

Vm Vj V−m− j =

∑
m, j∈Z
m, j ̸=0
m ̸=− j

−1
jm

Vm Vj V−m− j

= −

∫ 2π

0
(V (θ) − V0)(W (θ))2 dθ, (8-6)

where the last equality uses ei jθeimθ
= ei( j+m)θ and the fact that the integral of a function over a circle is

its zeroth Fourier coefficient. Combining (8-5) and (8-6) proves the lemma. □

Lemma 8.5. Under the hypotheses of Proposition 8.2, if l is sufficiently large

∥Pl(V # Rreg
V0

)2V #Pl∥H(0,n+6)(X)→H(0,n)(X)
= O(l−3) uniformly for ζ ∈ Dl(λ0, ϵ).
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Proof. Again we use that ∥Pl V #Pl∥ = O(l−N ) for any N. This implies

Pl(V # Rreg
V0

)2V #Pl = Pl(V # Rreg
V0

(I −Pl))
2V #Pl + OL2→L2(l−N ).

Note that for ζ ∈ Dl(λ0, ϵ) and l sufficiently large, Rreg
V0

(ζ )(I −Pl) = RV0(ζ )(I −Pl). Then

Pl(V # RV0(I −Pl))
2V #Pl

= Pl

∑
±

e±i( j+k+m)θ
∑

k,m, j∈Z
k,m+k ̸=0,−2l

m, j ̸=0

V± j RV0,0(τl+k+m)V±m RV0,0(τl+k)V±kPl±

=

∑
±

∑
k,m+k ̸=0,−2l
m ̸=0, k,m∈Z

V∓(k+m) RV0,0(τl+k+m)V±m RV0,0(τl+k)V±kPl± + O(l−N ). (8-7)

By Lemma 8.1, for k, m + k ̸= 0, −2l,∥∥∥∥χ RV0,0(τl+k+m)V±m RV0,0(τl+k)V±k −
1

τ 2
l+k+mτ 2

l+k
χV±m V±k

∥∥∥∥
Hn+6(Rd )→Hn(Rd )

= O(l−3
∥V±k∥C6+n∥V±m∥C6+n ).

This implies (with sums still over Z), using ∥Vm∥C p = O(|m|
−N ), that

Pl(V # RV0(I −Pl))
2V #Pl =

∑
±

∑
k,m,k+m ̸=0,−2l

1
τ 2

l+k+mτ 2
l+k

V∓(k+m)V±m V±kPl± + O(l−3)

=

∑
±

∑
0<|k|, |k+m|<l1/2, m ̸=0

1
τ 2

l+k+mτ 2
l+k

V∓(k+m)V±m V±kPl± + O(l−3)

=

∑
±

∑
0<|k|, |k+m|<l1/2, m ̸=0

1
4l2k(k + m)

V∓(k+m)V±m V±kPl± + O(l−3)

=

∑
±

∑
0̸=k,k+m,m

1
4l2k(k + m)

V∓(k+m)V±m V±kPl± + O(l−3). (8-8)

Here errors are as operators from H(0,n+6)(X) to H(0,n)(X), and are uniform in Dl(λ0, ϵ) when l is
sufficiently large. But the final sum in (8-8) is zero by Lemma 8.4. □

Lemma 8.6. Under the hypotheses of Proposition 8.2 for j ≥ 3, j ∈ N, and l sufficiently large,

∥(V # Rreg
V0

(ζ )) j V #Pl∥H(0,8)(X)→L2(X) = O(l−3)

uniformly for ζ ∈ Dl(λ0, ϵ).

Proof. By Lemma 8.5,
∥Pl(V # Rreg

V0
)2V #Pl∥H(0,n+6)→H(0,n)

= O(l−3).

This gives

(V # Rreg
V0

)3V #Pl = V # Rreg
V0

(I −Pl)(V # Rreg
V0

)2V #Pl + V # Rreg
V0

Pl(V # Rreg
V0

)2V #Pl

= V # Rreg
V0

(I −Pl)(V # Rreg
V0

)2V #Pl + O(l−3) (8-9)
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as an operator from H(0,n+6)(X) to H(0,n)(X). Using that Pl commutes with RV0 and ∥Pl V #Pl∥= O(l−N )

for any N gives

(V # Rreg
V0

)2V #Pl = (V # RV0(I −Pl))
2V #Pl + V # Rreg

V0
Pl V # RV0(I −Pl)V #Pl + OL2→L2(l−N ).

Using this in (8-9) yields

(V # Rreg
V0

)3V #Pl = (V # RV0(I −Pl))
3V #Pl

+ V # RV0(I −Pl)V # Rreg
V0

Pl V # RV0(I −Pl)V #Pl + OH(0,n+6)→H(0,n)
(l−3). (8-10)

For large l, Lemma 8.1 applied with J = 1 shows that

∥(V # RV0(I −Pl))
3V #Pl∥H(0,6)(X)→L2(X) = O(l−3).

Choose χ ∈ C∞
c (X) independent of θ so that V χ = V . We write the second term on the right in (8-10)

as the composition of three operators, with the grouping indicated below by the brackets:

V # RV0(I −Pl)V # Rreg
V0

Pl V # RV0(I −Pl)V #Pl

=
[
V # RV0(I −Pl)V #][χ Rreg

V0
Plχ

][
Pl V # RV0(I −Pl)V #Pl

]
. (8-11)

By Lemma 8.1,

∥V # RV0(I −Pl)V #
∥H(0,n+2)→H(0,n)

= O(l−1).

The second operator, χ Rreg
V0

Plχ , is bounded. By Lemma 8.3, the third is O(l−2) as an operator from
H(0,n+6) to H(0,n). Thus we have proved the lemma when j = 3.

The case of j > 3 follows from the j = 3 case. □

We now can prove Proposition 8.2.

Proof of Proposition 8.2. For l sufficiently large, on Dl(λ0, ϵ),

Pl(I + V # Rreg
V0

(ζ )χ)−1V #Pl = Pl

∞∑
j=0

(−V # Rreg
V0

(ζ )χ) j V #Pl .

The proposition then follows from an application of Lemmas 8.3, 8.5, and 8.6, and recalling that
∥Pl V #Pl∥ = O(l−N ). □

The proof of Theorem 1.6 uses the next lemma, which computes an expression related to the leading
term of

Pl(I + V # Rreg
V0

(ζl(z)))−1V #Pl .

Lemma 8.7. Suppose V ∈ C∞
c (X) and u ∈ H 2(Rd) satisfies (−10 + V0 − λ2

0)u = 0. Then

−

∫
Rd

u((z2
−k2)V−k Vku−V−k(−10+V0)(Vku)) dx =

∫
Rd

((k2
+λ2

0−z2)u2V−k Vk+u2
∇0V−k ·∇0Vk) dx .
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Proof. We first compute
∫

R
uV−k(−10 + V0)(Vku) dx . Expanding and then integrating by parts yields∫

Rd
uV−k(−10 + V0)(Vku) dx

= −

∫
Rd

(u2V−k10Vk + 2V−ku∇0Vk · ∇0u) dx +

∫
Rd

uV−k Vk(−10 + V0)u dx

= −

∫
Rd

u2V−k10Vk dx +

∫
Rd

u2
d∑

j=1

∂

∂x j

(
V−k

∂

∂x j
Vk

)
dx + λ2

0

∫
Rd

u2V−k Vk dx

=

∫
Rd

u2
∇0V−k · ∇0Vk dx + λ2

0

∫
Rd

u2V−k Vk dx . (8-12)

Using this, we find∫
Rd

((z2
−k2)V−k Vku2

−uV−k(−10+V0)(Vku)) dx =−

∫
Rd

(((k2
+λ2

0−z2)V−k Vk+∇0V−k ·∇0Vk)u2) dx,

completing the proof. □

The proof of the next lemma uses some of the same ideas as that of Proposition 8.2. This result will be
used in the proof of Theorem 1.7.

Lemma 8.8. Suppose V ∈ C∞
c (X; R). Let λ0 ∈ iR be a simple pole of RV0,0(λ) with residue of rank 1.

Let M > |λ0| and N ∈ N, and suppose RV0,0(λ) − 4(RV0,0(λ), λ0) is analytic for |λ − λ0| ≤ ϵ. Then
if χ ∈ C∞

c (X; R) is independent of θ and satisfies V χ = V , there exists an s = s(N ) ∈ N and an
AN = AN (τl, l) : H(0,s)(X) → L2(X) so that for l sufficiently large,

∥Pl(I + V # Rreg
V0,0(ζ )χ)−1V #Pl − AN (τl(ζ ), l)∥H(0,s)(X)→L2(X) = O(l−N ) (8-13)

uniformly for ζ ∈ Dl(λ0, ϵ). Moreover, AN (z, l) depends analytically on z in the set {z ∈ C : |z −λ0| ≤ ϵ}

and if z ∈ iR, then AN (z, l) is symmetric on C∞
c (X) ⊂ L2(X). Furthermore,

∥Pl± ANPl∓∥H(0,s)(X)→L2(X) = O(l−N )

for any N.

Proof. By Lemma 5.2, if j > 2N, then on Dl(λ0, ϵ) we have

∥(V # Rreg
V0

(ζ )χ) j
∥L2(X)→L2(X) = O(l−N ).

Thus ∥∥∥∥(I + V # Rreg
V0

(ζ )χ)−1
−

2N∑
j=0

(−V # Rreg
V0

(ζ )χ) j
∥∥∥∥

L2(X)→L2(X)

= O(l−N ). (8-14)

Now we write, for l sufficiently large,

Rreg
V0

= Rreg
V0

Pl + RV0(I −Pl). (8-15)
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From our assumptions on V0 and the pole of RV0,0 at λ0, there is a u ∈ C∞(Rd
; R) so that for |λ−λ0| ≤ ϵ,

RV0,0(λ) − i/(λ − λ0)u ⊗ u is analytic. Then for l sufficiently large

Rreg
V0

(ζ )Pl = Rreg
V0

(ζ ; λ0, l)Pl = RV0,0(τl(ζ ))Pl −
i

τl(ζ ) − λ0
(u ⊗ u)Pl .

If τl = τl(ζ ) ∈ iR and ζ ∈ Dl(λ0, ϵ), the operator χ Rreg
V0

(ζ )Plχ is symmetric on C∞
c (X). On the other

hand, for k ̸= l, writing τk for τk(ζ ) and using Lemma 8.1 yields

χ RV0Pkχ = χ RV0,0(τk)Pkχ

= −χ

N∑
j=1

1
(τ 2

l + l2 − k2) j
(−10 + V0)

j−1Pkχ

+ χ
1

(τ 2
l + l2 − k2)N

RV0(τk)(−10 + V0)
NPkχ. (8-16)

If τ 2
l ∈ R, then

χ
1

(τ 2
l + l2 − k2) j

(−10 + V0)
j−1Pkχ

is symmetric on C∞
c (X). Set

TN = TN (τl, l) = Rreg
V0,0(τl)Pl −

∑
k ̸=l

N∑
j=1

1
(τ 2

l + l2 − k2) j
(−10 + V0)

j−1Pk . (8-17)

Note that TN is an analytic operator-valued function of τl for ζ ∈ Dl(λ0, ϵ), where |τl − λ0| ≤ ϵ.
Using (8-16),

∥χ(Rreg
V0

− TN )χ∥H(0,2N+t)(X)→H(0,t)(X) = O(l−N ),

if |τl − λ0| ≤ ϵ, and χTN (τl, l)χ is symmetric on C∞
c (X) if τl ∈ iR. Moreover, by (8-14),∥∥∥∥(I + V # Rreg

V0
(ζl(τl))χ)−1

−

2N∑
j=0

(−V #TN (τl, l)) jχ

∥∥∥∥
H(0,s(N ))→L2

= O(l−N )

if s(N ) ≥ 4N 2. Thus if we define

AN = AN (τl, l) = Pl

2N∑
j=0

(−V #TN ) j V #Pl (8-18)

then AN satisfies (8-13), AN is an analytic function of τl if |τl − λ0| ≤ ϵ, and AN (τl, l) is symmetric
on C∞

c (X) if τl ∈ iR.
To show that ∥Pl± ANPl∓∥H(0,s)→L2 = O(l−N ), consider a term Pl+(V #TN ) j V #Pl−. We write

Pl+(V #TN ) j V #Pl− =

∑
m1+m2+···+m j+1=2l

mk ̸=0

Vm1eim1θ TN Vm2eim2θ TN · · · Vm j e
im j θ TN Vm j+1eim j+1θPl−.
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Thus we see that at least one mn must have absolute value at least 2l/( j +1). Since ∥Vm∥Cr = O(|m|
−p)

for any fixed r , any p, we obtain

∥Pl+(V #TN ) j V #Pl−∥H(0,s)→L2 = O(l−N )

for some sufficiently large s. Thus the result for Pl+ ANPl− follows from our expression (8-18) for AN .
The result for Pl− ANPl+ follows similarly. □

9. Proofs of the smooth case of Theorem 1.2 and Theorem 1.3

The first application of our results in the previous section is to improve the localization of the resonances
when V ∈ C∞

c (X).

Proof of Theorem 1.2 for V ∈ C∞
c (X). Let λj ∈ 3ρ and choose ϵ > 0 so that there are no poles of

RV0,0(λ) in 0 < |λ − λj | ≤ ϵ. We will show that there is a C j > 0 so that there are no poles of RV (ζ )

in ζ ∈ Dl(λj , ϵ) with |τl(ζ ) − λj | > C j l−2/(mV0,0(λj )) when l is sufficiently large.
Choose χ ∈ C∞

c (X) so that χV = V and χ is independent of θ . As previously, if l is sufficiently large,

Rreg
V0

(ζ ) = Rreg
V0

(ζ ; λj , l) = RV0(ζ ) − 4(RV0,0, λj )|λ=τl (ζ )Pl

and note that Rreg
V0

(ζ ; λj , l) is analytic on Dl(λj , ϵ). By (3-7), any poles of RV (ζ ) in Dl(λj , ϵ) are points
at which I +Pl(I + V # Rreg

V0
(ζ )χ)−1V #4(RV0,0, λj )χPl has nontrivial null space.

Using the smoothness of V , for any fixed s ∈ N there is a constant C > 0 (depending on s, V0, λj )
with

∥V #4(RV0,0, λj )|λ=τl (ζ )χPl∥L2(X)→H(0,s)(X) ≤
C

|τl(ζ ) − λj |
mV0,0(λj )

, (9-1)

[Dyatlov and Zworski 2019, Theorems 2.5, 2.7, 3.9, and 3.17]. Thus on Dl(λj , ϵ), for l sufficiently large
by Proposition 8.2,

∥Pl(I + V # Rreg
V0

(ζ )χ)−1V #4(RV0,0, λj )|λ=τl (ζ )χPl∥L2(X)→L2(X) ≤
C

l2|τl(ζ ) − λj |
mV0,0(λj )

,

for some C . Thus there is a C j > 0 so that if ζ ∈ Dl(λj , ϵ) and |τl(ζ ) − λj | > C j l−2/mV0,0(λj ), then
I +Pl(I + V # Rreg

V0
(ζ )χ)−1V #4(RV0,0, λj )Pl is invertible, and ζ is not a resonance.

Since λj ∈ 3ρ is arbitrary, 3ρ contains only finitely many elements and we have already proved the
theorem for the case of an L∞ potential V , this suffices to prove the smooth version of the theorem. □

The proof of the smooth case of Theorem 1.3 is almost identical, given our earlier results.

Proof of Theorem 1.3 for V ∈ C∞
c (X). Recall that we have already proved the L∞ case of this theorem.

Thus, the proof follows just as in the proof of the smooth case of Theorem 1.2, except that estimate (9-1)
is replaced by

∥V #4(RV0,0, 0)|λ=τl (ζ )χPl∥L2(X)→H(0,s)(X) ≤
C

|τl(ζ )|r
. □
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10. Proofs of Theorems 1.6 and 1.7

We prove Theorems 1.6 and 1.7 in this section, using results of Section 8.
Before turning to the proofs of the theorems, we say something more about the function u of (1-3).

The mapping properties of the resolvent mean that for any ϵ > 0 away from its poles, we have the map

RV0,0(λ) : e−(ϵ+max(0,− Im λ))|x |L2(Rd) → e(ϵ+max(0,− Im λ))|x |L2(Rd).

With RV0,0(λ)t denoting the transpose, we have the symmetry RV0,0(λ)t
= RV0,0(λ), checked first for

Im λ> 0 and then holding by analytic continuation for all λ. This implies that if RV0,0(λ) has a simple pole
of rank 1 at λ0, then there is a u ∈ e(ϵ+max(0,− Im λ))|x |L2(Rd) so that (1-3) holds, where the operator u ⊗u
is understood as an operator between weighted L2 spaces.

Now we turn more directly to the proofs, beginning with a preliminary lemma.

Lemma 10.1. Let λ0 be a pole of RV0,0 and set Rreg
V0

(ζ ) = Rreg
V0

(ζ ; λ0, l). Let χ ∈ C∞
c (X) be independent

of θ and satisfy χV = V , with χ nontrivial. Suppose RV0,0(λ) is analytic for 0 < |λ−λ0| ≤ ϵ. Then there
is an L > 0 so that for l > L , if ζ0 ∈ Dl(λ0, ϵ), then

M(I + V # RV0(ζ )χ, ζ0) = M(I + (I + V # Rreg
V0

(ζ )χ)−1V #4(RV0,0(λ), λ0)↾λ=τl (ζ )Pl, ζ0).

Proof. By Lemma 5.2, there is an L > 0 so that I + V # Rreg
V0

(ζ )χ is invertible on Dl(λ0, ϵ) for l > L .
Then if l > L and ζ0 ∈ Dl(λ0, ϵ),

M(I +V # RV0χ, ζ0) = M((I +V # Rreg
V0

(ζ )χ)(I +(I +V # Rreg
V0

(ζ )χ)−1V #4(RV0,0(λ), λ0)↾λ=τl (ζ )Pl), ζ0)

= M(I +(I +V # Rreg
V0

(ζ )χ)−1V #4(RV0,0(λ), λ0)↾λ=τl (ζ )Pl, ζ0),

where the second equality uses Lemma 4.1. □

Given f ∈ C∞
c (Rd), define h±l ∈ C∞

c (X) by h±l(x, θ) = f (x)e±ilθ/
√

2π . For z0 ∈ C and an operator
A : H(0,s)(X) → L2(X) set

DA(z) = det
(

I +
i

z − z0
(Ahl ⊗ h−l + Ah−l ⊗ hl)

)
. (10-1)

Here “det” is the Fredholm determinant. In this special case it is easily calculated to be

DA(z) =
1

(z−z0)2

{(
z−z0+i

∫
X

h−l(Ahl)

)(
z−z0+i

∫
X

hl(Ah−l)

)
+

∫
X

h−l(Ah−l)

∫
X

hl(Ahl)

}
. (10-2)

Proposition 10.2. Let z0 ∈ C, ϵ > 0, and set Uϵ = {z ∈ C : |z − z0| < ϵ}. Suppose there are L1, m0 ≥
1
2

and s ∈ N so that for l > L1, l ∈ N and z ∈ Uϵ there are linear operators Sl = Sl(z) and Tl = Tl(z)
mapping H(0,s)(X) to L2(X) which are operator-valued functions analytic on Uϵ satisfying:

• supz∈Uϵ
∥Pl Sl(z)Pl − Tl(z)Pl∥H(0,s)(X)→L2(X) = O(l−m0),

• Tl(z)Pl = Pl+Tl(z)Pl+ +Pl−Tl(z)Pl− and supz∈Uϵ
∥Tl(z)∥H(0,s)(X)→L2(X) = O(l−1/2).

Then given f ∈ C∞
c (Rd), for l sufficiently large the functions (z − z0)

2DSl (z) and (z − z0)
2DTl (z) have

exactly two zeros, counted with multiplicity, in Uϵ , and they lie in Uϵ/2. Moreover, there is a labeling of
these two sets of zeros as zSl± and zTl±, so that |zSl± − zTl±| = O(l−m0).



1536 T. J. CHRISTIANSEN

Proof. By translating if necessary, we may assume z0 = 0.
Our assumptions on Tl imply that F±(z) = F±(z; l) def

= z + i
∫

X h∓l(Tl(z)h±l) is analytic on Uϵ and
satisfies F±(z) = z + O(l−1/2) uniformly on Uϵ . Applying Rouché’s theorem to the pair F±(z) and the
function z, we see that F± has, for l sufficiently large, exactly one zero in the set Uϵ/4 and no zeros
in Uϵ \ Uϵ/4. We label this zero as zTl±. Since

∫
X h±l(Tlh±l) = 0, we have that z2DTl (z) = F+(z)F−(z)

and zTl± are the zeros of z2DTl .
We write

F±(z; l) = z + i
∫

X
h∓l(Tl(z)h±l) = (z − zTl±)ϕ±(z; l), (10-3)

with ϕ± analytic on Uϵ for l sufficiently large. An application of the maximum principle shows that there
is a C > 0 independent of l so that for l sufficiently large,

1
C

≤ |ϕ±(z; l)| ≤ C for all z ∈ U3ϵ/4. (10-4)

Next consider the intermediary

G±(z) = G±(z; l) def
= z + i

∫
X

h∓l(Sl(z)h±l) = z + i
∫

X
h∓l(Tl(z)h±l) + O(l−m0).

Our estimate G± − F± = O(l−m0), (10-3), and (10-4) allow an application of Rouché’s theorem to the
pair F±, G± on a disk with center zTl± and radius c0l−m0 for an appropriate choice of c0 > 0 and for l
sufficiently large. This shows that for l sufficiently large, G± has exactly one zero (counting multiplicity)
in Uϵ/3. We label this zero z I,l,± (the “I ” here stands for intermediate, as this is an intermediate step).
We have shown |z I,l,± − zTl ,±| = O(l−m0). As before, by the maximum principle we may write

G±(z; l) = (z − z I,l,±)ϕI±(z; l), with 1
C

≤ |ϕI±(z; l)| ≤ C, for all z ∈ U3ϵ/4 (10-5)

for some constant C independent of l, and for l sufficiently large.
Now consider z2DSl (z). By our assumptions on Sl and Tl ,

z2DSl (z) = G+(z)G−(z) + O(l−2m0) = (z − z I,l,+)(z − z I,l,−)ϕI+(z)ϕI−(z) + O(l−2m0).

Thus we can apply Rouché’s theorem again, this time to the pair z2DSl (z) and G+(z; l)G−(z; l) at a
distance proportional to l−m0 of z I,l,±, proving the proposition. □

We apply this proposition in the proof of Theorem 1.6.

Proof of Theorem 1.6. We assume that V #
̸≡ 0, since otherwise there is nothing to prove. Choose

χ ∈ C∞
c (X) with χV = V , and χ independent of θ .

Let Rreg
V0

(ζ ) = Rreg
V0

(ζ ; λ0, l), and let ϵ, L > 0 be as in Lemma 10.1. For l > L the function

Fl(ζ )
def
= (τl(ζ ) − λ0)

2 det(I + (I + V # Rreg
V0

(ζ )χ)−1V #4(RV0,0, λ0)|λ=τl (ζ )Pl)

is analytic on Dl(λ0, ϵ). Moreover, the order of vanishing of Fl at ζ0 ∈ Dl(λ0, ϵ) is given by

M(I + (I + V # Rreg
V0

(ζ )χ)−1V #4(RV0,0, λ0)|λ=τl (ζ )Pl, ζ0) + mV0(ζ0),



RESONANCES FOR SCHRÖDINGER OPERATORS ON INFINITE CYLINDERS AND OTHER PRODUCTS 1537

see [Gohberg and Sigal 1971, Theorem 5.1]. Note that for ζ0 ∈ Dl(λ0, ϵ) and l sufficiently large,
mV0(ζ0) ̸= 0 if and only if τl(ζ0) = λ0. For λ0 ̸= 0, combining this with Lemmas 10.1 and 4.4, we see
that the poles of RV in Dl(λ0, ϵ) are, for l > L , given by the zeros of Fl , and the multiplicities agree.
If λ0 = 0, the same is true, but as in the proof of Theorem 1.3 we use Lemmas 5.6, 5.7, and 5.9.

To prove the theorem, we will apply Proposition 10.2 with the following choices: z = τl(ζ ), z0 = λ0,
f (x) = χ(x)u(x) so that h±l(x, θ) = χ(x)u(x)e±ilθ/

√
2π,

Sl = Sl(z) = (I + V # Rreg
V (ζl(z)))−1V #Pl,

Tl = Tl(z) =
−1
l2

∑
k ̸=0

(
z2

− k2

4k2 V−k Vk −
1

4k2 V−k(−10 + V0)Vk

)
Pl,

and s = 8. By Proposition 8.2 we have, in the notation of Proposition 10.2, m0 = 3. Note that using the
coordinate z = τl(ζ ), we have Fl(ζl(z)) = (z − λ0)

2DSl (z), where DSl is as defined via (10-1).
The function (z − λ0)

2DTl (z) has a single zero of multiplicity 2 in Uϵ , and by Lemma 8.7 this is the
zero of

z − λ0 +
i

4l2

∑
k ̸=0

∫
R

(
k2

+ λ2
0 − z2

k2 u2V−k Vk +
u2

∇0V−k · ∇0Vk

k2

)
near z = λ0. This zero is given by

zTl± = λ0 −
i

4l2

∑
k ̸=0

∫
R

(
u2V−k Vk +

u2
∇0V−k · ∇0Vk

k2

)
+ O(l−4).

By Proposition 10.2, the zeros of (z − λ0)
2DSl (z) in Uϵ are within O(l−m0) = O(l−3) of the zero

(of multiplicity 2) of (z − λ0)
2DTl (z) in Uϵ , thus completing the proof. □

The proof of Theorem 1.7 is similar.

Proof of Theorem 1.7. We prove the theorem by showing that for any N ∈ N there is an ϵ > 0 so that
for l ∈ N sufficiently large if ζ ♭

l ∈ Dl(λ0, ϵ) and ζ ♭
l is a pole of RV (ζ ), then Re τl(ζ

♭
l ) = O(l−N ).

Choose χ ∈ C∞
c (X; R) so that χV = V and χ is independent of θ . Choose ϵ, L > 0, as in Lemma 10.1.

Let u ∈ C∞(Rd) be such that RV0,0(λ) − i/(λ − λ0)u ⊗ u is analytic for λ near λ0. Our assumptions
on V and λ0 imply that u is real-valued. We apply Proposition 10.2 in a way very similar to the proof of
Theorem 1.6. We make the following choices: z = τl(ζ ), z0 = λ0, h±l(x, θ) = χ(x)u(x)e±ilθ/

√
2π , and

Sl = Sl(z) = (I + V # Rreg
V (ζl(z))χ)−1V #Pl , where Rreg

V (ζ ) = Rreg
V (ζ ; λ0, l). For l sufficiently large, Sl is

analytic on Uϵ . Let AN = AN (z, l) be the operator from Lemma 8.8, and set

Tl = Tl(z; N ) = Pl+ ANPl+ +Pl− ANPl−.

By Lemma 8.8, there is an s ∈ N so that

∥Pl Sl(z)Pl − Tl(z)∥H(0,s)(X)→L2(X) = O(l−N )

uniformly for z ∈ Uϵ . Thus for our application of Proposition 10.2 we have m0 = N.
Following the proof of Theorem 1.6, the poles of RV in Dl(λ0, ϵ) are determined by the zeros of

(z − λ0)
2DSl (z) in Uϵ , using Uϵ ∋ z = τl(ζ ). By Proposition 10.2, these zeros are approximated by those
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of (z − λ0)
2DTl (z) in Uϵ , with an error which is O(l−N ). We compete the proof by showing that for l

sufficiently large the zeros of DTl (z) in Uϵ lie on the imaginary axis.
Set a±(z; l) def

=
∫

X h∓l(Tl(z)h±l) =
∫

X h±l(Tl(z)h±l). From Lemma 8.8 and the definition of Tl , if
z ∈ Uϵ ∩ iR, then Tl(i z) is symmetric on C∞

c (X) ⊂ L2(X). In particular, this implies that if z ∈ iR ∩ Uϵ

then a±(z; l) ∈ R. Since a±(z; l) is analytic for z ∈ Uϵ and is real-valued for z ∈ iR ∩ Uϵ , we must have

a±(z; l) = ā±(−z̄; l) for z ∈ Uϵ . (10-6)

We remark that since λ0 ∈ iR, we have z ∈ Uϵ if and only if −z̄ ∈ Uϵ .
From the proof of Proposition 10.2, the zeros of (z − λ0)

2DTl (z) in Uϵ are given by the zeros of
z − λ0 + ia±(z, l) in Uϵ , and there is, for l sufficiently large, exactly one such zero for each choice of ±.
We denote these zeros by zTl± and focus on the zero for the “+” sign, zTl+. Using λ0 ∈ iR,

zTl+ − λ0 + ia+(zTl+; l) = 0 = zTl+ − λ0 + ia+(zTl+; l) = −(−zTl+ − λ0 + i ā+(zTl+; l))

= −(−zTl+ − λ0 + ia+(−zTl+; l)),

where the last equality uses (10-6). Hence −zTl+ is also a zero of z − λ0 + ia+(z; l) in Uϵ , and since
there is exactly one such zero, it must be that −zTl+ = zTl+, and thus zTl+ ∈ iR. The same argument
shows zTl− ∈ iR. □

11. Proof of Theorem 1.8, the resonant uniqueness of V ≡ 0 when d = 1

Theorem 1.8, a result on the resonant rigidity of the zero potential on R×S1, follows rather directly from
Theorems 1.1, 1.3, and 1.6.

Proof of Theorem 1.8. Suppose X = R × S1 and V is as in Theorem 1.8. Then by Theorems 1.1 and 1.3,
the one-dimensional operator −d2/dx2

+ V0 on R must have a resonance at the origin and nowhere
else, and this resonance must have multiplicity 1. But since V0 ∈ L∞

c (R), by well-known results for
one-dimensional Schrödinger operators, V0 ≡ 0; see for example [Zworski 1987].

The operator R0,0(λ)− i/(2λ)1 ⊗ 1 is analytic at the origin. Using this in Theorem 1.6 along with the
fact that RV has poles at a sequence of thresholds tending to infinity, we find∑

k ̸=0

1
k2

∫
R

(k2Vk V−k + V ′

k V ′

−k)(x) dx = 0.

But since V−k(x) = V k(x) for a real-valued potential V , this implies Vk ≡ 0 for all k, and hence V ≡ 0. □

12. The potential V (x, θ) = 2χI0(x) cos θ on R × S1

In this section we investigate the resonances near the l-th threshold of the Schrödinger operator with
potential V (x, θ) = 2χI0(x) cos θ on X = R×S1. Here χI0(x) is the characteristic function of the interval
I0 = [−1, 1], so χI0(x) = 1 if |x | ≤ 1 and χI0(x) = 0 if |x | > 1. This potential has V0 ≡ 0 so that V #

= V .
Proposition 12.3 shows that the resonances nearest the threshold, which correspond to perturbations of the
pole at the origin for R0,0(λ), are, for this potential, localized in a different way than for smooth potentials;
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compare Theorem 1.6. By Proposition 12.6, there is a sense in which Theorem 1.5 is sharp. We remark
that some of the computations of this section are reminiscent of those found in [Drouot 2018, Section 2].

In all of this section,
V (x, θ) = 2χI0(x) cos θ and X = R × S1.

We will use this preliminary lemma.

Lemma 12.1. For λ, λ′
∈ C, λ ̸= ±λ′,

χI0 R0,0(λ)χI0 R0,0(λ
′)χI0

=
1

(λ′)2 − λ2 χI0(R0,0(λ
′) − R0,0(λ))χI0 +

i
4λλ′(λ + λ′)

ei(λ+λ′)(φλ ⊗ φλ′ + φ−λ ⊗ φ−λ′), (12-1)

where
φ±λ(x) = e±iλxχI0(x).

Moreover, if τ ∈ C, τ ̸= ±λ, applying the operator χI0 R0,0(τ ) to the function χI0(x)eiλx yields

(χI0 R0,0(τ )χI0eiλ⋆)(x)=χI0(x)

(
1

λ2 − τ 2 eiλx
+

1
2τ(λ − τ)

e−iλeiτ(1+x)
+

1
2τ(τ + λ)

eiλeiτ(1−x)

)
. (12-2)

Proof. The first can be seen, for example, by using (3-1), the explicit expression for the Schwartz kernel
of R0,0, and evaluating ∫ 1

−1
eiλ|x−x ′′

|+iλ′
|x ′′

−x ′
| dx ′′

for |x |, |x ′
| ≤ 1. Likewise, (12-2) follows from an explicit computation using (3-1). □

12A. Resonances near the threshold τl = 0 for V (x, θ) = 2χI0(x) cos θ . Since in this section we
concentrate on the resonance near the threshold, we work on Bl(1). A preliminary step is the following.

Lemma 12.2. Let Rreg
0 (ζ ) = Rreg

0 (ζ ; 0, l). Then for l sufficiently large, uniformly on Bl(1),

∥Pl((I + V Rreg
0 (ζ )χI0)

−1V + V Rreg
0 (ζ )V + (V Rreg

0 (ζ ))3V )Pl∥ = O(l−2).

Proof. Using the Neumann series,

(I + V Rreg
0 (ζ )χI0)

−1V =

∞∑
j=0

(−V Rreg
0 (ζ )) j V .

By Lemma 5.2, ∥(−V Rreg
0 (ζ )) j

∥ = O(l−2) on Bl(1) if j ≥ 4 and l is sufficiently large. This ensures the
Neumann series for (I + V Rreg

0 (ζ )χI0)
−1 converges, and∥∥∥∥(I + V Rreg

0 (ζ )χI0)
−1V −

3∑
j=0

(−V Rreg
0 (ζ )) j V

∥∥∥∥ = O(l−2)

on Bl(1).
Now we note that our explicit expression for V means that Pl VPl = 0. Likewise, it implies that

Pl(V Rreg
0 (ζ ))2VPl = 0, completing the proof. □
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Proposition 12.3. For l sufficiently large, the poles of RV (ζ ) in Bl(1) satisfy

τl(ζ ) =
1

4l
√

2l
(−1 − i + ei2

√
2l) + O(l−2).

Proof. We give a proof similar to that of Theorem 1.6 using Proposition 10.2.
Let Rreg

0 be as in Lemma 12.2, and restrict ζ to ζ ∈ Bl(1). Note

R0,0(λ) −
i

2λ
1 ⊗ 1

is regular at λ = 0. Set z = τl(ζ ),

Sl(z) = (I + V Rreg
0 (ζl(z))χI0)

−1VPl, and h±l(x, θ) =
1

√
2π

χI0(x)e±ilθ

We use DSl as is defined by (10-1) and Uϵ as in Proposition 10.2. Then just as in the proof of Theorem 1.6,
the poles of RV in Bl(1) are identified via z = τl(ζ ) with the zeros of z2DSl (z) in U1. Set z0 = 0 and
Tl = Pl(−V Rreg

0 (ζ )V − (V Rreg
0 (ζ ))3V )Pl . Then by Lemma 12.2, in our application of Proposition 10.2

we can take s = 0 and m0 = 2. We claim that uniformly for z ∈ U1,

z2DTl (z) =

(
z +

1
2(2l)3/2 (1 − e2i

√
2l

+ i) + O(l−2)

)2

. (12-3)

Assuming for the moment that (12-3) holds, this shows that the two zeros (when counted with multiplicity)
of z2DTl (z) in U1 satisfy

z =
−1 − i + e2i

√
2l

2(2l)3/2 + O(l−2).

An application of Proposition 10.2 and Lemma 12.2 then proves the proposition.
We now turn to showing (12-3). We use

Rreg
0 (ζl(z))VPl =

∑
±

(e±iθ R0,0(τl+1) + e∓iθ R0,0(τl−1))χI0Pl±, (12-4)

where τl±1 = τl±1(ζl(z)), so that

Pl V Rreg
0 (ζl(z))VPl = χI0(R0,0(τl−1) + R0,0(τl+1))χI0Pl . (12-5)

Then using (12-2) gives∫
X

h∓l V Rreg
0 (ζl(z))V h±l =

−i
2(2l)3/2 (1 − e2i

√
2l) +

1
2(2l)3/2 + O(l−2) (12-6)

uniformly on U1. Now note∫
X

h∓l(V Rreg
0 )3V h±l =

∫
X
(V Rreg

0 V h∓l)(χI0(Rreg
0 V )2h±l). (12-7)

By (12-2),
∥(V Rreg

0 V h∓l)∥ = O(l−1) and ∥χI0(Rreg
0 V )2h±l∥ = O(l−1).

Using the expression for DTl as in (10-2) and equations (12-5)–(12-7) completes the proof of (12-3). □
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12B. Existence of poles of RV within ≈ log l of the l-th threshold, for V (x, θ) = 2χI0(x) cos θ . As a
point of comparison with Theorem 1.5, for the special case V (x, θ) = 2χI0(x) cos θ on X = R × S1 we
consider the existence of poles of RV (ζ ) in Dl(α log l) with |τl(ζ )| > 1.

Again, we use the coordinate z = τl(ζ ) on Bl(α log l), and the functions φλ are as defined in Lemma 12.1.

Lemma 12.4. Let α > 0 be fixed, and set z = τl(ζ ). For l sufficiently large, uniformly on Bl(α log l)\Bl(1)

we have∥∥∥∥Pl(I + V R0(ζ )χI0(I −Pl))
−1V R0(ζ )χI0Pl + ( f+ ⊗φz + f− ⊗φ−z)Pl −

1
2l2 χI0 R0,0(z)χI0Pl

∥∥∥∥
= O

(
1

l5/2 e2(Im z)−

)
+ O(l−3/2), (12-8)

where

f±(x) = f±(x, z, l) =
iei z

4z
χI0(x)

(
eiτl+1

τl+1(z + τl+1)
φ±τl+1 +

eiτl−1

τl−1(z + τl−1)
φ±τl−1

)
.

For notational simplicity, we have written τl±1 for τl±1(ζl(z)).

Proof. We use

(I + V R0(ζ )χI0(I −Pl))
−1

=

∞∑
j=0

(−V R0(ζ )χI0(I −Pl))
j

since ∥V R0(ζ )χI0(I −Pl)∥ = O(l−1/2). This estimate, along with others in this proof, are uniform for
ζ ∈ Bl(α log l) \ Bl(1). By Lemma 12.1, (3-1), and the explicit expression for V , we see that

∥χI0 R0(ζ )(I −Pl)V R0(ζ )χI0Pl∥ = O(e2(Im z)−/(l|z|)) for ζ ∈ Bl(α log l)

for l sufficiently large. Moreover, this same lemma implies that if | j − l| ≤ 2, then

∥χI0(V R0(ζ )(I −Pl))
2χI0Pj∥ = O(l−3/2)

uniformly on Bl(α log l). This ensures that∥∥∥∥(
(I + V R0(ζ )χI0(I −Pl))

−1
−

2∑
j=0

(−V R0(ζ )χI0(I −Pl))
j
)

V R0(ζ )χI0Pl

∥∥∥∥
= O

(
1

l5/2|z|
e2(Im z)−

)
. (12-9)

Since, as in the proof of Proposition 12.3, Pl VPl = 0 and Pl(V R0(I −Pl))
2VPl = 0, it suffices to use

−Pl V R0(ζ )χI0(I −Pl)V R0(ζ )Pl to approximate Pl(I + V R0(ζ )χI0(I −Pl))
−1V R0(ζ )χI0Pl with the

desired accuracy.
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Using Lemma 12.1 and its notation,

Pl V R0(ζl(z))(I −Pl)V R0(ζl(z))χI0Pl

= χI0(R0,0(τl+1)χI0 R0,0(z) + R0,0(τl−1)χI0 R0,0(z))χI0Pl

=
1

τ 2
l+1 − z2

χI0(R0,0(τl+1) − R0,0(z))χI0Pl +
iei(z+τl+1)

4zτl+1(z + τl+1)
(φτl+1 ⊗ φz + φ−τl+1 ⊗ φ−z)Pl

+
1

τ 2
l−1 − z2

χI0(R0,0(τl−1) − R0,0(z))χI0Pl +
iei(z+τl−1)

4zτl−1(z + τl−1)
(φτl−1 ⊗ φz + φ−τl−1 ⊗ φ−z)Pl .

Note that ∥∥∥∥ 1
τ 2

l±1 − z2
χI0 R0,0(τl±1)χI0

∥∥∥∥ = O(l−3/2)

and ∥∥∥∥(
1

τ 2
l+1 − z2

+
1

τ 2
l−1 − z2

)
χI0 R0,0(z)χI0 −

1
2l2 χI0 R0,0(z)χI0

∥∥∥∥ = O(l−4
|z|−1e2(Im z)−).

This gives

Pl(V R0(ζl(z))(I −Pl)V R0,0(ζl(z))χI0Pl

=
iei(z+τl+1)

4zτl+1(z + τl+1)
(φτl+1 ⊗φz+φ−τl+1 ⊗φ−z)Pl +

iei(z+τl−1)

4zτl−1(z + τl−1)
(φτl−1 ⊗φz+φ−τl−1 ⊗φ−z)Pl

−
1

2l2 R0,0(z)Pl + OL2→L2

(
1

l5/2|z|
e2(Im z)−

)
+ OL2→L2(l−3/2), (12-10)

and completes the proof. □

Note that the functions f± and φ± in Lemma 12.4 depend holomorphically on z in the set

{z ∈ C : 1 ≤ z ≤ α log l}.

The function gl of the next lemma appears in the proof of Proposition 12.6, as its zeros approximate
the locations of the poles of RV (ζ ) away from the threshold in Bl(α log l), if α < 1. A discussion of the
Lambert W function can be found, for example, in [Corless et al. 1996]. This next lemma is very similar
to [Drouot 2018, Lemma 2.4].

Lemma 12.5. The zeros of

gl(z)
def
=

(
1 −

1

z8l
√

2l
e2i(

√
2l+z)

)2

−

(
1

8lz
√

2l
(ie2i z

+ e2i z)

)2

are given by z±
ν = z±

ν (l) =
i
2Wν((−ie2i

√
2l

∓ i ± 1)/(4l
√

2l)), where Wν is the ν-th branch of the
Lambert W function. In particular, we have z+

1 ∼ −
3i
4 log l. Moreover, for l sufficiently large there is

an r0 > 0 independent of l so that if w ∈ C and |w| < r0, then

|gl(z+

1 (l) + w)| ≥
2
3 |w|. (12-11)
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Proof. The zeros of gl are solutions of

1 −
1

z8l
√

2l
e2i(

√
2l+z)

= ±
1

8lz
√

2l
(ie2i z

+ e2i z)

and so satisfy

ze−2i z
=

1

8l
√

2l
(e2i

√
2l

± 1 ± i).

Solutions of this equation are given by

z±

ν =
i
2
Wν

(
1

4l
√

2l
(−ie2i

√
2l

∓ i ± 1)

)
.

From [Corless et al. 1996, (4.20)], we have z+

1 ∼ −
3i
4 log l as l → ∞.

To finish the proof, we set γ = 1/(8l
√

2l) and write

gl(z) =

(
1 +

γ

z
e2i z(−e2i

√
2l

− 1 − i)
)(

1 +
γ

z
e2i z(−e2i

√
2l

+ 1 + i)
)

.

Now we evaluate at z = z+

1 + w, with w ∈ C, |w| small, to find

gl(z+

1 + w) =

(
1 +

z+

1 e2iw

z+

1 + w

γ

z+

1 e−2i z+

1
(−e2i

√
2l

− 1 − i)
)(

1 +
z+

1 e2iw

z+

1 + w

γ

z+

1 e−2i z+

1
(−e2i

√
2l

+ 1 + i)
)

=

(
1 −

z+

1 e2iw

z+

1 + w

)(
1 +

z+

1 e2iw

z+

1 + w

−e2i
√

2l
+ 1 + i

e2i
√

2l + 1 + i

)
,

where for the second equality we have used z+

1 e−2i z+

1 = γ (e2i
√

2l
+ 1 + i). This gives, then, recalling

|z+

1 | → ∞ as l → ∞,

gl(z+

1 + w) = (−2iw + O(|w|/|z+

1 |) + O(|w|
2))

(
2(i + 1)

e2i
√

2l + 1 + i
+ O(|w|)

)
for |w| small. Then there is a r0 > 0 independent of l so that for l sufficiently large and |w| < r0,
|gl(z+

1 + w)| > 2
3 |w|. □

Proposition 12.6. For V (x, θ) = 2χI0(x) cos θ and l sufficiently large, RV (ζ ) has a pole at a point
ζ+

l ∈ Bl
( 7

8 log l
)

with ζ+

l satisfying

τl(ζ
+

l ) =
i
2
W1

(
1

4l
√

2l
(ie2i

√
2l

− i + 1)

)
+ O(l−1/2+ϵ)

for any ϵ > 0.

Proof. We continue to use z = τl(ζ ) and work in a region with 1 < |z| < 7
8 log l.

Using Lemma 12.4,

Pl(I + V R0(ζ )χI0(I −Pl))
−1V R0(ζ )χI0Pl = FPl +

1
2l2 χI0 R0,0(z)χI0Pl + A,

where, with notation from Lemma 12.4,

F = F(z, l) = − f+ ⊗ φz − f− ⊗ φ−z
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and ∥A∥ = O(l−5/2e(2 Im z)−) + O(l−3/2) on Bl
(7

8 log l
)

\ B1(l). We recall that the poles of RV in
Bl

( 7
8 log l

)
\ B1(l) are the zeros of I +Pl(I + V R0(ζ )χI0(I −Pl))

−1V R0(ζ )χI0Pl in Bl
( 7

8 log l
)
\ B1(l).

We write

I +Pl(I + V R0(ζ )χI0(I −Pl))
−1V R0(ζ )χI0Pl

=

(
I +

1
2l2 χI0 R0,0(z)χI0Pl

)(
I +

(
I +

1
2l2 χI0 R0,0(z)χI0Pl

)−1

(FPl + A)

)
(12-12)

since

I +
1

2l2 χI0 R0,0(z)χI0Pl

is invertible here. For notational convenience, set

S = Sl =

(
I +

1
2l2 χI0 R0,0(z)χI0Pl

)−1

,

and note that

S = I −
1

2l2 χI0 R0,0(z)χI0Pl + OL2→L2(l−4e4(Im z)−).

We first consider the poles of I + SFPl . These poles are given by the zeros of the function

D̃l(z)
def
= det(I + SFPl±) =

(
1 −

∫
R

(S f+)φz

)(
1 −

∫
R

(S f−)φ−z

)
−

(∫
R

(S f−)φz

)(∫
R

(S f+)φ−z

)
with twice the multiplicity. A computation and use of the approximations τl+1 = i

√
2l + O(l−1/2) and

τl−1 =
√

2l + O(l−1/2) show that

D̃l(z) = gl(z) + O(l−3/2) + O(l−2 log le2(Im z)−),

where gl is the function of Lemma 12.5. We note that both gl and D̃l are analytic in z if 1 < |z| < 7
8 log l.

We use z+

1 (l) as in Lemma 12.5. Recalling that Im z+

1 ∼ −
3
4 log l, the estimate (12-11) combined with

Rouché’s theorem shows that D̃l(z) has a zero within O(l−1/2+ϵ), for any ϵ > 0, of z+

1 (l). This, in turn,
means that

(I + SFPl)
−1

=

(
I +

(
I +

1
2l2 χI0 R0,0(z)χI0

)−1

FPl

)−1

has a single pole of multiplicity two at a point satisfying z = z+

1 (l)+ O(l−1/2+ϵ). Moreover, we can find
a c0 = c0(ϵ) so that ∥∥∥∥(

I +

(
I −

1
2l2 χI0 R0,0(z)χI0

)
FPl

)−1∥∥∥∥ = O(l1+ϵ)

when the distance from z to the pole is given by c0l−1/2+ϵ.
Now using our estimate on ∥A∥ we can apply the operator Rouché theorem to the pair I + SFPl and

I + SFPl + S A, to find that I + SFPl + S A has two poles (when counted with multiplicity) which are,
using the z-coordinate, within O(l−1/2+ϵ) of z+

1 (l). □



RESONANCES FOR SCHRÖDINGER OPERATORS ON INFINITE CYLINDERS AND OTHER PRODUCTS 1545

Acknowledgments

The author gratefully acknowledges the partial support of a University of Missouri Research Leave and a
Simons Foundation Collaboration Grant for Mathematicians. Thank you to Kiril Datchev, Alexis Drouot,
Adam Helfer, and Alejandro Uribe for helpful conversations. The author is also grateful to an anonymous
referee whose comments and questions improved the exposition of the paper.

References

[Autin 2011] A. Autin, “Isoresonant complex-valued potentials and symmetries”, Canad. J. Math. 63:4 (2011), 721–754. MR
Zbl

[Borisov 2006] D. I. Borisov, “On the spectrum of the Schrödinger operator perturbed by a rapidly oscillating potential”, J. Math.
Sci. (N.Y.) 139:1 (2006), 6243–6322. MR Zbl

[Borisov and Gadylshin 2006] D. I. Borisov and R. R. Gadylshin, “On the spectrum of the Schrödinger operator with a rapidly
oscillating compactly supported potential”, Teoret. Mat. Fiz. 147:1 (2006), 58–63. In Russian; translated in Theoret. and Math.
Phys. 147:1 (2006), 496–500. MR Zbl

[Christiansen 2002] T. Christiansen, “Some upper bounds on the number of resonances for manifolds with infinite cylindrical
ends”, Ann. Henri Poincaré 3:5 (2002), 895–920. MR Zbl

[Christiansen 2004] T. Christiansen, “Asymptotics for a resonance-counting function for potential scattering on cylinders”,
J. Funct. Anal. 216:1 (2004), 172–190. MR Zbl

[Christiansen and Datchev 2021] T. J. Christiansen and K. Datchev, “Resolvent estimates on asymptotically cylindrical manifolds
and on the half line”, Ann. Sci. École Norm. Sup. (4) 54:4 (2021), 1051–1088. MR Zbl

[Christiansen and Datchev 2022] T. J. Christiansen and K. Datchev, “Wave asymptotics for waveguides and manifolds with
infinite cylindrical ends”, Int. Math. Res. Not. 2022:24 (2022), 19431–19500. MR

[Christiansen and Zworski 1995] T. Christiansen and M. Zworski, “Spectral asymptotics for manifolds with cylindrical ends”,
Ann. Inst. Fourier (Grenoble) 45:1 (1995), 251–263. MR Zbl

[Corless et al. 1996] R. M. Corless, G. H. Gonnet, D. E. G. Hare, D. J. Jeffrey, and D. E. Knuth, “On the Lambert W function”,
Adv. Comput. Math. 5:4 (1996), 329–359. MR Zbl

[Dimassi 2016] M. Dimassi, “Semi-classical asymptotics for the Schrödinger operator with oscillating decaying potential”,
Canad. Math. Bull. 59:4 (2016), 734–747. MR Zbl

[Drouot 2018] A. Drouot, “Scattering resonances for highly oscillatory potentials”, Ann. Sci. École Norm. Sup. (4) 51:4 (2018),
865–925. MR Zbl

[Duchêne and Weinstein 2011] V. Duchêne and M. I. Weinstein, “Scattering, homogenization, and interface effects for oscillatory
potentials with strong singularities”, Multiscale Model. Simul. 9:3 (2011), 1017–1063. MR Zbl
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A STRUCTURE THEOREM FOR ELLIPTIC AND PARABOLIC OPERATORS
WITH APPLICATIONS TO HOMOGENIZATION OF

OPERATORS OF KOLMOGOROV TYPE

MALTE LITSGÅRD AND KAJ NYSTRÖM

We consider the operators

∇X · (A(X)∇X ), ∇X · (A(X)∇X )− ∂t , ∇X · (A(X)∇X )+ X · ∇Y − ∂t ,

where X ∈ �, (X, t) ∈ � × R and (X, Y, t) ∈ � × Rm
× R, respectively, and where � ⊂ Rm is an

(unbounded) Lipschitz domain with defining function ψ : Rm−1
→ R being Lipschitz with constant

bounded by M. Assume that the elliptic measure associated to the first of these operators is mutually
absolutely continuous with respect to the surface measure dσ(X) and that the corresponding Radon–
Nikodym derivative or Poisson kernel satisfies a scale-invariant reverse Hölder inequality in L p, for some
fixed p, 1< p <∞, with constants depending only on the constants of A, m and the Lipschitz constant
of ψ , M. Under this assumption we prove that the same conclusions are also true for the parabolic
measures associated to the second and third operators with dσ(X) replaced by the surface measures
dσ(X) dt and dσ(X) dY dt , respectively. This structural theorem allows us to reprove several results
previously established in the literature, as well as to deduce new results in, for example, the context of
homogenization for operators of Kolmogorov type. Our proof of the structural theorem is based on recent
results established by the authors concerning boundary Harnack inequalities for operators of Kolmogorov
type in divergence form with bounded, measurable and uniformly elliptic coefficients.

1. Introduction

Let �⊂ Rm, m ≥ 2, be an (unbounded) Lipschitz domain

�= {X = (x, xm) ∈ Rm−1
× R : xm >ψ(x)}, (1-1)

where ψ : Rm−1
→ R is Lipschitz with constant bounded by M. Let A = A(X) = {ai, j (X)} be a real

m × m matrix-valued, measurable function such that A(X) is symmetric and

κ−1
|ξ |2 ≤

m∑
i, j=1

ai, j (X)ξiξj ≤ κ|ξ |2, (1-2)
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for some 1 ≤ κ <∞ and for all ξ ∈ Rm, X ∈ Rm. We consider the divergence form operators

LE := ∇X · (A(X)∇X ),

LP := ∇X · (A(X)∇X )− ∂t ,

LK := ∇X · (A(X)∇X )+ X · ∇Y − ∂t ,

in R2m+1, m ≥ 1, equipped with coordinates (X, Y, t) := (x1, . . . , xm, y1, . . . , ym, t) ∈ Rm
× Rm

× R.
Obviously LE only makes reference to the X -coordinate, LP makes reference to the X - and t-coordinates
and LK makes reference to all coordinates. The subscripts E , P , K, refer to elliptic, parabolic and
Kolmogorov.

LE is the standard second-order elliptic PDE with only measurable, bounded and uniformly elliptic
coefficients, much-studied ever since the breakthroughs of Moser, Nash, De Giorgi and others. LP is the
corresponding parabolic version, and LK is an operator of Kolmogorov type in divergence form, which
up to now has only been modestly studied and understood. Recently, in [Golse et al. 2019] the authors
extended the De Giorgi–Nash–Moser (DGNM) theorem, which in its original form only considers elliptic
or parabolic equations in divergence form, to (hypoelliptic) equations with rough coefficients including
the operator LK assuming (1-2). Their result is the correct scale- and translation-invariant estimates for
local Hölder continuity and the Harnack inequality for weak solutions.

To give some perspective on the operator LK, recall that the operator

K := ∇X · ∇X + X · ∇Y − ∂t

was originally introduced and studied by Kolmogorov [1934]. He noted that K is an example of a
degenerate parabolic operator having strong regularity properties, and he proved that K has a fundamental
solution which is smooth off its diagonal. Today, using the terminology introduced by Hörmander
[1967], we can conclude that K is hypoelliptic. Naturally, for the operator LK, assuming only measurable
coefficients and (1-2), the methods of Kolmogorov and Hörmander cannot be directly applied to establish
the DGNM theorem and related estimates.

In this paper we are interested in the L p Dirichlet problem for the operators LE , LP , LK in the
(unbounded) Lipschitz domains�, �×R and�×Rm

×R respectively, and where X ∈�, (X, t)∈�×R

and (X, Y, t) ∈�× Rm
× R. In particular, we consider the operators LP and LK in t-independent and

(Y, t)-independent domains, respectively. We introduce a (physical) measure σK on ∂�× Rm
× R,

dσK(X, Y, t) :=

√
1 + |∇xψ(x)|2 dx dY dt, (X, Y, t) ∈ ∂�× Rm

× R. (1-3)

We refer to σK as the surface measure on ∂�× Rm
× R, where the subscript K indicates that we consider

a setting appropriate for operators of Kolmogorov type. The corresponding measures relevant for LE and
LP are σE and σP ,

dσE(X) :=

√
1 + |∇xψ(x)|2 dx, dσP(X, t) := dσE(X) dt, (1-4)

where X ∈ ∂� and (X, t) ∈ ∂�× R, respectively.
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The main results of the paper are Theorems 3.1, 3.2 and 3.3, stated in Section 3 below. Using these
theorems we can derive new results concerning the L p Dirichlet problem for LK using results previously
only proved for LE or LP , and we can also conclude that some results proved in the literature concerning
LP are straightforward consequences of the corresponding results for LE . In particular, the main result
of [Fabes and Salsa 1983] concerning parabolic measure is a consequence of the classical result of
[Dahlberg 1977] concerning harmonic measure. Our proofs of Theorems 3.1, 3.2 and 3.3 are based on our
recent results in [Litsgård and Nyström 2022] concerning boundary Harnack inequalities for operators of
Kolmogorov type in divergence form with bounded, measurable and uniformly elliptic coefficients.

Theorem 3.1, 3.2 and 3.3, and their consequences, are deduced under the assumptions:

(A1) �⊂ Rm is a (unbounded) Lipschitz domain with constant M.

(A2) A satisfies (1-2) with constant κ .

(A3) A satisfies the qualitative assumptions stated in (2-16) and (2-17) below.

All quantitative estimates will only depend on m, κ and M, and Theorems 3.1 and 3.2 are by their
nature of local character. However, we have chosen to state our results in the unbounded geometric
setting �× Rm

× R. To avoid being diverted by additional technical issues caused by the unbounded
setting, we assume (2-16). Equation (2-17) is only imposed to ensure that all results (e.g., the existence
of fundamental solutions) and all estimates used in the paper can be found in the literature. One can
dispense of (2-17) at the expense of additional arguments.

We consider the following problems and we refer to the bulk of the paper for all definitions, and in
particular for the definition of weak solutions to LKu = 0 in �× Rm

× R.

Definition. Assume that �⊂ Rm is an (unbounded) Lipschitz domain with constant M. Assume that A
satisfies (1-2) with constant κ , and (2-16). Given p ∈ (1,∞), we say that the Dirichlet problem for LKu =0
in�×Rm

×R is solvable in L p(∂�×Rm
×R, dσK) if there exists, for every f ∈ L p(∂�×Rm

×R, dσK),
a weak solution to the Dirichlet problem{

LKu = 0 in �× Rm
× R,

u = f nontangentially on ∂�× Rm
× R,

and a constant c, depending only on m, κ , M and p, such that

∥N (u)∥L p(∂�×Rm×R, dσK) ≤ c∥ f ∥L p(∂�×Rm×R, dσK),

where N (u) is introduced in Section 2G. For short we say that D p
K(∂�× Rm

× R, dσK) is solvable. If
the solution is unique then we say that the Dirichlet problem for LKu = 0 in � is uniquely solvable in
L p(∂�× Rm

× R, dσK). For short we write that D p
K(∂�× Rm

× R, dσK) is uniquely solvable. The
notions that D p

E (∂�, dσE) and D p
P(∂�× R, dσP) are uniquely solvable are defined analogously.

Using our structural theorems (i.e., combining Theorems 3.1, 3.2 and 3.3) we can conclude that
if D p

E (∂�, dσE) is uniquely solvable for some p ∈ (1,∞), then also D p
K(∂� × Rm

× R, dσK) is
uniquely solvable. We can use this insight to state a number of results concerning the solvability
of D p

K(∂�× Rm
× R, dσK) and in particular we can conclude the following.
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Theorem 1.1. Assume (A1)–(A3). Assume also

A(x, xm)= A(x), x ∈ Rm−1, xm ∈ R, (1-5)

i.e., A is independent of xm . Then there exists δ = δ(m, κ,M) ∈ (0, 1) such that if 2 − δ < p <∞, then
D p

K(∂�× Rm
× R, dσK) is uniquely solvable.

Theorem 1.2. Assume (A1)–(A3). Assume also

A(x, xm + 1)= A(x, xm), x ∈ Rm−1, xm ∈ R, (1-6)

i.e., A is 1-periodic in xm , and that A satisfies a Dini-type condition in the xm-variable,∫ 1

0

θ(ϱ)2

ϱ
dϱ <∞, (1-7)

where θ(ϱ) := sup{|A(x, λ1)− A(x, λ2)| : x ∈ Rm−1, |λ1 −λ2| ≤ ϱ}. Then there exists δ = δ(m, κ,M) ∈
(0, 1) such that if 2 − δ < p <∞, then D p

K(∂�× Rm
× R, dσK) is uniquely solvable.

Using our structural theorems it follows that Theorem 1.1 is a consequence of [Jerison and Kenig
1981] and that Theorem 1.2 is a consequence of [Kenig and Shen 2011]. By the same argument we can
conclude that the main result in [Fabes and Salsa 1983] is a consequence of [Dahlberg 1977] and that the
main result in [Castro and Strömqvist 2018] is a consequence of [Kenig and Shen 2011].

With Theorem 1.2 in place we are also able to analyze a homogenization problem for operators of
Kolmogorov type. In this case we assume, in addition to (1-2), that

A(X + Z)= A(X) for all Z ∈ Zm, (1-8)

and that ∫ 1

0

2(ϱ)2

ϱ
dϱ <∞, (1-9)

where 2(ϱ) := sup{|A(X)− A(X̃)| : X, X̃ ∈ Rm, |X − X̃ | ≤ ϱ}. That is, A is periodic with respect to the
lattice Zm and A satisfies a Dini condition in all variables.

We consider, for ϵ > 0, the operator LϵE ,

LϵE := ∇X · (Aϵ(X)∇X ), Aϵ(X) := A(X/ϵ). (1-10)

Let
LE := ∇X · (A∇X ),

where the matrix A is determined by

Aα :=

∫
(0,1)m

A(X)∇Xwα(X) dX, α ∈ Rm, (1-11)

and the auxiliary function wα solves the problem
∇X · (A(X)∇Xwα(X))= 0 in (0, 1)m,
wα(X)−αX is 1-periodic (in all variables),∫
(0,1)m (wα(X)−αX) dX = 0.
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Finally, we also introduce

LϵK := LϵE + X · ∇Y − ∂t , LK := LE + X · ∇Y − ∂t . (1-12)

We prove the following homogenization result.

Theorem 1.3. Assume (A1)–(A3). Assume also (1-8) and (1-9). Then there exists δ= δ(m, κ,M) ∈ (0, 1)
such that the following is true. Consider ϵ > 0. Given p, 2−δ < p<∞, and f ∈ L p(∂�×Rm

×R, dσK),
there exists a unique weak solution uϵ to the Dirichlet problem{

LϵKuϵ = 0 in �× Rm
× R,

uϵ = f nontangentially on ∂�× Rm
× R,

and a constant c = c(m, κ,M, p), 1 ≤ c <∞, such that

∥N (uϵ)∥L p(∂�×Rm×R, dσK) ≤ c∥ f ∥L p(∂�×Rm×R, dσK).

Moreover, uϵ → ū locally uniformly in �× Rm
× R as ϵ → 0, and ū is the unique weak solution to the

Dirichlet problem {
LKū = 0 in �× Rm

× R,

ū = f nontangentially on ∂�× Rm
× R,

(1-13)

and there exists a constant c = c(m, κ,M, p), 1 ≤ c <∞, such that

∥N (ū)∥L p(∂�×Rm×R, dσK) ≤ c∥ f ∥L p(∂�×Rm×R, dσK).

Theorem 1.2 and the first part of Theorem 1.3 were proved in [Kenig and Shen 2011] for LE . In that
work the Neumann and regularity problems are also treated. The theory for the Neumann and regularity
problems is based on the use of integral identities to estimate certain nontangential maximal functions.
Homogenization of Neumann and regularity problems for LP and LK remain interesting open problems.

To be clear, the main idea of this paper is that results concerning the L p Dirichlet problem for the
operator LK in domains �× Rm

× R (and for the operator LP in domains �× R) can be derived from
the corresponding results for the operator LE in �, using boundary estimates and in particular boundary
Harnack inequalities for the operator LK (LP). In the case of LK the latter results are established in
[Litsgård and Nyström 2022]; however, the relevant results in that work hold for more general operators

∇X · (A(X, Y, t)∇X )+ X · ∇Y − ∂t ,

and in the more general class of domains

{(X, Y, t)= (x, xm, y, ym, t) ∈ R2m+1
: xm > ψ̃(x, y, t)}.

In particular, in [Litsgård and Nyström 2022] we allow for (Y, t)-dependent coefficients and domains.
Therefore, one can repeat the analysis of this paper, taking any result concerning the solvability of the
L p Dirichlet problem for parabolic operators

∇X · (A(X, t)∇X )− ∂t ,
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in Lip
(
1, 1

2

)
domains, as the point of departure. The results are the corresponding results for the operator

∇X · (A(X, t)∇X )+ X · ∇Y − ∂t

in Y -independent Lipschitz-type domains. Similarly, focusing only on LE and LP , one can replace�⊂ Rm

by an NTA-domain in the sense of [Jerison and Kenig 1982], having an (m−1)-dimensional Ahlfors-regular
boundary in the sense of [David and Semmes 1991; 1993]; see also [David and Jerison 1990].

The rest of the paper is organized as follows. In Section 2, which is of more preliminary nature, we
introduce notation and state definitions including the notion of weak solutions. In this section we also
discuss the Dirichlet problem, see Theorem 2.1, and we point out that in Theorems 1.3 and 1.4 in [Litsgård
and Nyström 2021] we simply missed stating the obvious restriction u ∈ L∞(�×Rm

×R) under which the
proofs there are given. With this clarification, Theorem 2.1 is a special case of Theorem 1.4 in [Litsgård
and Nyström 2021]. In Section 3 we state our structural theorems: Theorems 3.1, 3.2 and 3.3. In Section 4
we state a number of lemmas concerning the interior regularity of weak solutions and concerning the
boundary behavior of nonnegative solutions to LKu = 0; the latter were recently established in [Litsgård
and Nyström 2022]. In Section 5 we prove Theorems 3.1 and 3.2. In Section 6 we prove Theorem 3.3 and
hence, as outlined above and as a consequence, we prove Theorems 1.1 and 1.2. In Section 7 we also give,
as we believe that the argument may be of independent interest in the case of operators of Kolmogorov
type, a proof of Theorem 1.1 using Rellich-type inequalities along the proof of the corresponding result
for the heat equation in [Fabes and Salsa 1983]. In Section 8 we apply our findings to homogenization,
giving new results for homogenization of operators of Kolmogorov type, and in particular we prove
Theorem 1.3.

2. Preliminaries

2A. Group law and metric. The natural family of dilations jointly for the operators LE , LP , LK, (δr )r>0,
on RN+1, N := 2m, is defined by

δr (X, Y, t)= (r X, r3Y, r2t) (2-1)

for (X, Y, t) ∈ RN+1, r > 0. Furthermore, the classes of operators LE , LP , LK are closed under the group
law

(X̃ , Ỹ , t̃ ) ◦ (X, Y, t)= (X̃ + X, Ỹ + Y − t X̃ , t̃ + t), (2-2)

where (X, Y, t), (X̃ , Ỹ , t̃ ) ∈ RN+1. Note that

(X, Y, t)−1
= (−X,−Y − t X,−t), (2-3)

and hence
(X̃ , Ỹ , t̃ )−1

◦ (X, Y, t)= (X − X̃ , Y − Ỹ + (t − t̃ )X̃ , t − t̃ ), (2-4)

whenever (X, Y, t), (X̃ , Ỹ , t̃ ) ∈ RN+1.
Given (X, Y, t) ∈ RN+1 we let

∥(X, Y, t)∥ := |(X, Y )|+ |t |1/2, |(X, Y )| := |X | + |Y |
1/3. (2-5)
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We recall the following pseudotriangular inequalities: there exists a positive constant c such that

∥(X, Y, t)−1
∥ ≤ c∥(X, Y, t)∥, ∥(X, Y, t) ◦ (X̃ , Ỹ , t̃ )∥ ≤ c(∥(X, Y, t)∥ +∥(X̃ , Ỹ , t̃ )∥), (2-6)

whenever (X, Y, t), (X̃ , Ỹ , t̃ ) ∈ RN+1. Using (2-6) it follows immediately that

∥(X̃ , Ỹ , t̃ )−1
◦ (X, Y, t)∥ ≤ c ∥(X, Y, t)−1

◦ (X̃ , Ỹ , t̃ )∥, (2-7)

whenever (X, Y, t), (X̃ , Ỹ , t̃ ) ∈ RN+1. Let

d((X, Y, t), (X̃ , Ỹ , t̃ )) :=
1
2(∥(X̃ , Ỹ , t̃ )−1

◦ (X, Y, t)∥ +∥(X, Y, t)−1
◦ (X̃ , Ỹ , t̃ )∥). (2-8)

Using (2-7) it follows that

∥(X̃ , Ỹ , t̃ )−1
◦ (X, Y, t)∥ ≈ d((X, Y, t), (X̃ , Ỹ , t̃ ))≈ ∥(X, Y, t)−1

◦ (X̃ , Ỹ , t̃ )∥, (2-9)

with constants of comparison independent of (X, Y, t), (X̃ , Ỹ , t̃ ) ∈ RN+1. Again using (2-6) we also see
that

d((X, Y, t), (X̃ , Ỹ , t̃ ))≤ c
(
d((X, Y, t), (X̂ , Ŷ , t̂ ))+ d((X̂ , Ŷ , t̂ ), (X̃ , Ỹ , t̃ ))

)
, (2-10)

whenever (X, Y, t), (X̂ , Ŷ , t̂ ), (X̃ , Ỹ , t̃ ) ∈ RN+1, and hence d is a symmetric quasidistance. Based on d
we introduce the balls

Br (X, Y, t) := {(X̃ , Ỹ , t̃ ) ∈ RN+1
: d((X̃ , Ỹ , t̃ ), (X, Y, t)) < r} (2-11)

for (X, Y, t) ∈ RN+1 and r > 0. The measure of the ball Br (X, Y, t) is |Br (X, Y, t)| = c(m)r q, where
q := 4m + 2.

2B. Surface cubes and reference points. Let �⊂ Rm, m ≥ 2, be an (unbounded) Lipschitz domain as
defined in (1-1) and with constant M. Let

6 := ∂�× Rm
× R = {(x, xm, y, ym, t) ∈ RN+1

: xm = ψ(x)}. (2-12)

An observation is that (6, d, dσK) is a space of homogeneous type in the sense of [Coifman and
Weiss 1971], with homogeneous dimension q − 1. Furthermore, (RN+1, d, dX dY dt) is also a space of
homogeneous type in the sense of [Coifman and Weiss 1971], but with homogeneous dimension q.

Let
Q := (−1, 1)m × (−1, 1)m × (−1, 1)

and
Qr = δr Q := {(r X, r3Y, r2t) : (X, Y, t) ∈ Q}.

Given a point (X0, Y0, t0) ∈ RN+1 we let

Qr (X0, Y0, t0) := (X0, Y0, t0) ◦ Qr := {(X0, Y0, t0) ◦ (X, Y, t) : (X, Y, t) ∈ Qr }.

Furthermore, if (X0, Y0, t0) ∈ ∂�× Rm
× R then we set

1r (X0, Y0, t0) := (∂�× Rm
× R)∩ Qr (X0, Y0, t0).
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We will frequently, and for brevity, write Qr and 1r for Qr (X0, Y0, t0) and 1r (X0, Y0, t0) whenever the
point (X0, Y0, t0) is clear from the context. At instances we will simply also write 1 for 1r (X0, Y0, t0)
whenever the point (X0, Y0, t0) and the scale r do not have to be stated explicitly. Given a positive
constant c, c1 :=1cr (X0, Y0, t0).

Given ϱ > 0 and 3> 0, we let

A+

ϱ,3 :=
(
0,3ϱ, 0,−2

33ϱ
3, ϱ2)

∈ Rm−1
× R × Rm−1

× R × R,

A−

ϱ,3 :=
(
0,3ϱ, 0, 2

33ϱ
3,−ϱ2)

∈ Rm−1
× R × Rm−1

× R × R,
(2-13)

and
A±

ϱ,3(X0, Y0, t0) := (X0, Y0, t0) ◦ A±

ϱ,3,

whenever (X0, Y0, t0) ∈ RN+1. Furthermore, given 1 :=1r (X0, Y0, t0) we let

A±

1,3 := A±

r,3(X0, Y0, t0).

2C. Qualitative assumptions on the coefficients. Central to our arguments are the boundary estimates
recently proved in [Litsgård and Nyström 2022], where we considered solutions to the equation Lu = 0,
where L is the operator

∇X · (A(X, Y, t)∇X )+ X · ∇Y − ∂t (2-14)

in RN+1, N = 2m, m ≥ 1, (X, Y, t) := (x1, . . . , xm, y1, . . . , ym, t) ∈ Rm
× Rm

× R. We assume that

A = A(X, Y, t)= {ai, j (X, Y, t)}m
i, j=1

is a real-valued, m × m-dimensional, symmetric-matrix-valued function satisfying

κ−1
|ξ |2 ≤

m∑
i, j=1

ai, j (X, Y, t)ξiξj , |A(X, Y, t)ξ · ζ | ≤ κ|ξ ||ζ |, (2-15)

for some κ ∈ [1,∞), and for all ξ, ζ ∈ Rm, (X, Y, t) ∈ RN+1. Throughout [Litsgård and Nyström 2022]
we also assume that

A = A(X, Y, t)≡ Im outside some arbitrary but fixed compact subset of RN+1, (2-16)

and that
ai, j ∈ C∞(RN+1) (2-17)

for all i, j ∈ {1, . . . ,m}. In [Litsgård and Nyström 2022] the assumptions in (2-16) and (2-17) are only
used in a qualitative fashion. In particular, from the perspective of the operator, the constants of the
quantitative estimates in that work only depend on m and κ . To be consistent with that paper, in (A1)–(A3)
we have included the qualitative assumptions stated in (2-16), (2-17).

2D. Function spaces. Let UX ⊂ Rm, UY ⊂ Rm be bounded domains, i.e., bounded, open and connected
sets in Rm. Let J ⊂ R be an open and bounded interval. We denote by H 1

X (UX ) the Sobolev space of
functions g ∈ L2(UX ) whose distribution gradient in UX lies in (L2(UX ))

m, i.e.,

H 1
X (UX ) := {g ∈ L2

X (UX ) : ∇X g ∈ (L2(UX ))
m
},
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and we set
∥g∥H1

X (UX )
:= ∥g∥L2(UX ) + |∥∇X g|∥L2(UX ), g ∈ H 1

X (UX ).

We let H 1
X,0(UX ) denote the closure of C∞

0 (UX ) in the norm of H 1
X (UX ). If UX is a bounded Lipschitz

domain, then C∞(U X ) is dense in H 1
X (UX ). In particular, equivalently we could define H 1

X (UX ) as the
closure of C∞(U X ) in the norm ∥·∥H1

X (UX )
. We let H−1

X (UX ) denote the dual to H 1
X (UX ), whose elements

act on functions in H 1
X,0(UX ) through the duality pairing ⟨ · , · ⟩ := ⟨ · , · ⟩H−1

X (UX ),H1
X,0(UX )

.
In analogy with the definition of H 1

X (UX ), we let W (UX ×UY × J ) be the closure of C∞(UX × UY × J )
in the norm
∥u∥W (UX ×UY ×J )

:= ∥u∥L2
Y,t (UY ×J,H1(UX ))

+∥(−X ·∇Y +∂t)u∥L2
Y,t (UY ×J,H−1

X (UX ))

:=

(∫∫
UY ×J

∥u( · ,Y, t)∥2
H1

X (UX )
dY dt

)1/2

+

(∫∫
UY ×J

∥(−X ·∇Y +∂t)u( · ,Y, t)∥2
H−1

X (UX )
dY dt

)1/2

. (2-18)

In particular, W (UX × UY × J ) is a Banach space and u ∈ W (UX × UY × J ) if and only if

u ∈ L2
Y,t(UY × J, H 1

X (UX )) and (−X · ∇Y + ∂t)u ∈ L2
Y,t(UY × J, H−1

X (UX )). (2-19)

Let � ⊂ Rm, m ≥ 2, be an (unbounded) Lipschitz domain as defined in (1-1) and with constant M.
We say that u ∈ Wloc(�× Rm

× R) if u ∈ W (UX × UY × J ) whenever UX ⊂ Rm, UY ⊂ Rm are bounded
domains, J ⊂ R is an open and bounded interval, and UX × UY × J is compactly contained in�×Rm

×R.

2E. Weak solutions. Let UX , UY and J be as introduced in the previous subsection. We say that u is a
weak solution to

LKu = 0 in UX × UY × J (2-20)
if u ∈ W (UX × UY × J ) and if

0 =

∫∫∫
UX ×UY ×J

A(X)∇X u·∇Xφ dX dY dt+
∫∫

UY ×J
⟨(−X ·∇Y +∂t)u( · ,Y, t),φ( · ,Y, t)⟩dY dt (2-21)

for all φ ∈ L2
Y,t(UY × J, H 1

X,0(UX )). Here, again, ⟨ · , · ⟩ = ⟨ · , · ⟩H−1
X (UX ),H1

X,0(UX )
is the duality pairing

between H−1
X (UX ) and H 1

X,0(UX ).

Definition. Let � ⊂ Rm, m ≥ 2, be an (unbounded) Lipschitz domain as defined in (1-1) and with
constant M. We say that u is a weak solution to

LKu = 0 in �× Rm
× R (2-22)

if u ∈ Wloc(�× Rm
× R) and if u satisfies (2-21), whenever UX × UY × J is compactly contained in

�× Rm
× R.

Note that if u is a weak solution to the equation LKu = 0 in �× Rm
× R, then it is a weak solution in

the sense of distributions, i.e.,∫∫∫ (
A(X)∇X u · ∇Xφ− u(−X · ∇Y + ∂t)φ

)
dX dY dt = 0, (2-23)

whenever φ ∈ C∞

0 (�× Rm
× R).
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2F. The Dirichlet problem and associated boundary measures. In [Litsgård and Nyström 2021] we
conducted a study of the existence and uniqueness of weak solutions to

∇X · (A(X, Y, t)∇X u)+ X · ∇Y u − ∂t u = 0,

as well as the existence and uniqueness of weak solutions to the Dirichlet problem with continuous
boundary data. In [Litsgård and Nyström 2021], Theorems 1.2, 1.3, and 1.4, are particularly relevant to
this paper. Theorem 1.2 in [loc. cit.] concerns the existence of weak solutions to (2-24). However, in
[loc. cit.] a stronger notion of weak solutions is used, see Definition 2 there, as we there demand certain
Sobolev regularity up to the boundary of �× Rm

× R. Theorem 1.3 in [loc. cit.] concerns the uniqueness
of weak solutions to (2-24) and in Theorem 1.4 in [loc. cit.] we consider the continuous Dirichlet problem
and the representation of the solution using associated parabolic measures. We here state the following
consequence of these results.

Theorem 2.1. Assume that A satisfies (1-2) and (2-16). Let f ∈ C0(∂�× Rm
× R). Then there exists

u ∈ C(�× Rm
× R) such that u = u f is a weak solution to the Dirichlet problem{

LKu = 0 in �× Rm
× R,

u = f on ∂�× Rm
× R,

(2-24)

in the sense of the Definition on page 1555. If u is bounded, then u = u f is the unique weak solution
to (2-24) and in this case there exists, for every (X, Y, t) ∈�× Rm

× R, a unique probability measure
ωK(X, Y, t, · ) on ∂�× Rm

× R such that

u(X, Y, t)=

∫∫∫
∂�×Rm×R

f (X̃ , Ỹ , t̃ ) dωK(X, Y, t, X̃ , Ỹ , t̃ ). (2-25)

Proof. As stated above, the notion of weak solutions introduced in the Definition on page 1555 is weaker
than the notion of weak solutions introduced in Definition 2 in [Litsgård and Nyström 2021]. In particular,
concerning the existence part of Theorem 2.1, Theorems 1.2–1.4 in that work give a stronger result.
Concerning uniqueness and Theorems 1.3 and 1.4 of that work, an important piece of information is
neglected in the statements of these two theorems. As can be seen from the proofs of Theorems 1.3
and 1.4 there, this information concerns the fact that in the unbounded setting �× Rm

× R we need
a condition at infinity to ensure uniqueness, and what we prove is the uniqueness of bounded weak
solutions. In particular, in Theorem 1.3 it should be stated that g ∈ W (RN+1) ∩ L∞(RN+1) and that
u is unique if u ∈ L∞(�× Rm

× R). Similarly, in Theorem 1.4 it should be stated that u is unique
if u ∈ L∞(�× Rm

× R). In Theorems 1.3 and 1.4 we simply missed stating the obvious restriction
u ∈ L∞(�× Rm

× R) under which the proofs in that work are given. With this clarification, Theorem 2.1
is a special case of Theorem 1.4 in [Litsgård and Nyström 2021]. □

The measure ωK(X, Y, t, E) introduced in Theorem 2.1 is referred to as the parabolic measure, or
Kolmogorov measure to distinguish it from the parabolic measure associated to LP , associated to LK in
�× Rm

× R, at (X, Y, t) ∈�× Rm
× R and of E ⊂ ∂�× Rm

× R. Properties of ωK(X, Y, t, · ) govern
the Dirichlet problem in (2-24). The corresponding elliptic and parabolic measures on ∂� and ∂�× R,
ωE and ωP , are introduced analogously.
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2G. The nontangential maximal operator. Given an (unbounded) Lipschitz domain � ⊂ Rm with
constant M,

(X0, Y0, t0)= ((x0, ψ(x0)), Y0, t0) ∈ ∂�× Rm
× R,

and η > 0, we introduce the (nontangential) cone

0η(X0, Y0, t0) := {(X, Y, t) ∈�× Rm
× R : d((X, Y, t), (X0, Y0, t0)) < η|xm −ψ(x0)|}. (2-26)

Given a function u defined in �× Rm
× R we consider the nontangential maximal operator

N η(u)(X0, Y0, t0) := sup
(X,Y,t)∈0η(X0,Y0,t0)

|u(X, Y, t)|. (2-27)

If f is defined on ∂�× Rm
× R and (X0, Y0, t0) ∈ ∂�× Rm

× R, then we say that u(X0, Y0, t0) =

f (X0, Y0, t0) nontangentially (n.t.) if

lim
(X,Y,t)∈0η(X0,Y0,t0)
(X,Y,t)→(X0,Y0,t0)

u(X, Y, t)= f (X0, Y0, t0),

where η= η(M) is chosen so that (∂�×Rm
×R)∩0η(X0, Y0, t0)= {(X0, Y0, t0)}. With this choice of η

we simply write N (u) for N η(u). Furthermore, given δ > 0 we introduce the truncated cone

0
η
δ (X0, Y0, t0) := 0η(X0, Y0, t0)∩Bδ(X0, Y0, t0), (2-28)

and the truncated nontangential maximal operator

N η
δ (u)(X0, Y0, t0) := sup

(X,Y,t)∈0ηδ (X0,Y0,t0)
|u(X, Y, t)|. (2-29)

Again with η fixed, we write Nδ(u) for N η
δ (u). For more on nontangential maximal functions in the

elliptic context we refer to [Kenig 1994].

2H. Conventions. Throughout the paper we will use following conventions. By c we will, if not otherwise
stated, denote a constant satisfying 1≤c<∞. We write c1≲c2 if c1/c2 is bounded from above by a positive
constant depending only on m, κ , and M, if not otherwise stated. We write c1 ≈ c2 if c1 ≲ c2 and c2 ≲ c1.

Given a point (X, Y, t) ∈ Rm
× Rm

× R, we let πX (X, Y, t) := X , πX,t(X, Y, t) := (X, t). Similarly, if
1⊂ ∂�× Rm

× R, then we let πX (1) denote the projection of 1 onto the X -coordinate, we let πX,t(1)

denote the projection of 1 onto the (X, t)-coordinates.

3. Statements of the structural theorems

Our structural theorems concern the quantitative relations between the measures ωE , ωP , ωK and the
(physical) measures σE , σP , σK. We first prove the following relations between the measures.

Theorem 3.1. Assume (A1)–(A3). Let ωE , ωP , and ωK be the elliptic, parabolic and Kolmogorov
measures associated to LE , LP , LK in �, � × R and � × Rm

× R, respectively. Then there exist
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3 = 3(m,M), 1 ≤ 3 <∞ and c = c(m, κ,M), 1 ≤ c <∞ such that the following is true. Consider
1 :=1r (X0, Y0, t0)⊂ ∂�× Rm

× R. Then

σK(1)ωK(A+

c1,3, 1̃)

σK(1̃)
≈
σP(πX,t(1))ωP(πX,t(A+

c1,3), πX,t(1̃))

σP(πX,t(1̃))
≈
σE(πX (1))ωE(πX (A+

c1,3), πX (1̃))

σE(πX (1̃))
,

whenever 1̃⊂1.

Theorem 3.1 states that the measures ωK(A+

c1,3, · ), ωP(πX,t(A+

c1,3), · ), ωE(πX (A+

c1,3), · ) are all
comparable in the sense stated when evaluated on the surface cube 1̃⊂1. As we will prove, if 1̃=1r̃

and if
lim
r̃→0

ωE(πX (A+

c1,3), πX (1r̃ ))

σE(πX (1r̃ ))
(3-1)

exists, then also the limits

lim
r̃→0

ωK(A+

c1,3,1r̃ )

σK(1r̃ )
and lim

r̃→0

ωP(πX,t(A+

c1,3), πX,t(1r̃ ))

σP(πX,t(1r̃ ))
(3-2)

exist and all limits are comparable in the sense of Theorem 3.1. Indeed, using (3-1) we will be able to
deduce that the Poisson kernels

KE(πX (A+

c1,3), X) :=
dωE

dσE
(πX (A+

c1,3), X),

KP(πX,t(A+

c1,3), X, t) :=
dωP

dσP
(πX,t(A+

c1,3), X, t),

KK(A+

c1,3, X, Y, t) :=
dωK

dσK
(A+

c1,3, X, Y, t)

are all well-defined on 1 and that

σK(1)KK(A+

c1,3, X, Y, t)≈ σP(πX,t(1))KP(πX,t(A+

c1,3), X, t)

≈ σE(πX (1))KE(πX (A+

c1,3), X),
whenever (X, Y, t) ∈1.

Given q, 1< q <∞, we say that KE(X) := KE(πX (A+

c1,3), X) ∈ Bq(πX (1), dσE) with constant 0,
1 ≤ 0 <∞, if (

−

∫
πX (1̃)

|KE(X)|q dσE(X)
)1/q

≤ 0

(
−

∫
πX (1̃)

|KE(X)| dσE(X)
)

(3-3)

for all 1̃⊂1. Analogously, KP(X, t) := KP(πX,t(A+

c1,3), X, t) ∈ Bq(πX,t(1), dσP) and KK(X, Y, t) :=
KK(A+

c1,3, X, Y, t) ∈ Bq(1, dσK), with constant 0, if(
−−

∫∫
πX,t (1̃)

|KP(X, t)|q dσP(X, t)
)1/q

≤ 0

(
−−

∫∫
πX,t (1̃)

|KP(X, t)| dσP(X, t)
)
,(

−−−

∫∫∫
1̃

|KK(X, Y, t)|q dσK(X, Y, t)
)1/q

≤ 0

(
−−−

∫∫∫
1̃

|KK(X, Y, t)| dσK(X, Y, t)
)
,

(3-4)

respectively, for all 1̃⊂1.
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We can now state our second main result.

Theorem 3.2. Assume (A1)–(A3). Let ωE , ωP , and ωK be as in the statement of Theorem 3.1. Then there
exist3=3(m,M), 1 ≤3<∞ and c = c(m, κ,M), 1 ≤ c<∞, such that the following is true. Consider
1 :=1r (X0, Y0, t0)⊂ ∂�×Rm

×R. Assume that ωE(πX (A+

c1,3), · ) is mutually absolutely continuous on
πX (1) with respect to σE and that the associated Poisson kernel KE(X) := KE(πX (A+

c1,3), X) satisfies

KE ∈ Bq(πX (1), dσE)

for some q , 1< q <∞, and with constant 0, 1 ≤ 0 <∞. Then ωP(πX,t(A+

c1,3), · ) and ωK(A+

c1,3, · )

are mutually absolutely continuous on πX,t(1) and 1 with respect to σP and σK, respectively, and the
associated Poisson kernels KP(X, t) := KP(πX,t(A+

c1,3), X, t) and KK(X, Y, t) := KK(A+

c1,3, X, Y, t)
satisfy

KP ∈ Bq(πX,t(1), dσP), KK ∈ Bq(1, dσK),

with constant 0̃ = 0̃(m, κ,M, 0).

We also prove the following theorem.

Theorem 3.3. Assume (A1)–(A3). Let p ∈ (1,∞) be given and let q denote the index dual to p. Assume
that ωK(A+

c1,3, · ) is mutually absolutely continuous on1 with respect to σK for all1 :=1r (X0, Y0, t0)⊂
∂�× Rm

× R. Then the following statements are equivalent:

(i) KK(A+

c1,3, · , ·, · ) ∈ Bq(1, dσK) for all 1⊂ ∂�× Rm
× R, with a uniform constant 0.

(ii) D p
K(∂�× Rm

× R, dσK) is solvable.

Furthermore, if D p
K(∂�× Rm

× R, dσK) is solvable then it is uniquely solvable.

4. Local regularity and boundary estimates

In this section we state a number of the lemmas concerning the interior regularity of weak solution and the
boundary behavior of nonnegative solutions. The boundary estimates are proven in [Litsgård and Nyström
2022] for the more general operators stated in (2-14), assuming (2-15), (2-16) and (2-17). Concerning
geometry, in that work we considered unbounded domains �̃⊂ RN+1 of the form

�̃= {(X, Y, t)= (x, xm, y, ym, t) ∈ RN+1
: xm > ψ̃(x, y, ym, t)}, (4-1)

imposing restrictions on ψ̃ of Lipschitz character accounting for the underlying non-Euclidean group
structure. In particular, we also allowed for (Y, t)-dependent domains. Up to a point, the results in
[Litsgård and Nyström 2022] are established allowing A = A(X, Y, t) and ψ̃ = ψ̃(x, y, ym, t) to depend
on all variables with ym included. However, the more refined results established are derived assuming in
addition that A as well as ψ are independent of the variable ym . The reason for this is discussed in detail
in that work. Obviously, the operators LK considered in this paper are, as A = A(X), special cases of the
more general operators of Kolmogorov type considered there. Also, the geometric setting of that work is
more demanding compared to the domains considered in this paper, as �× Rm

× R is a special case of
the domains in (4-1).
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Below we formulate the necessary auxiliary and boundary-type estimate results needed in our proofs,
and in particular in the proofs of Theorems 3.1, 3.2 and 3.3, in the context of LK as these results follow
from [Litsgård and Nyström 2022]. For the corresponding results for LE and LP we refer to [Kenig 1994]
and [Fabes and Safonov 1997; Fabes et al. 1986; 1999; Nyström 1997], respectively.

4A. Energy estimates and local regularity. Consider (X0, Y0, t0) ⊂ RN+1. In the following we will
frequently use the notation Qϱ := Qϱ(X0, Y0, t0) for ϱ > 0.

Lemma 4.1. Assume that u is a weak solution to LKu = 0 in Q2r = Q2r (X0, Y0, t0)⊂ RN+1. Then∫∫∫
Qr

|∇X u|
2 dX dY dt ≲ 1

r2

∫∫∫
Q2r

|u|
2 dX dY dt.

Proof. This is an energy estimate that can be proven using standard arguments. We refer to [Litsgård and
Nyström 2022] for further details. □

The following two lemmas are proved in [Golse et al. 2019].

Lemma 4.2. Assume that u is a weak solution to LKu = 0 in Q2r (X0, Y0, t0)⊂ RN+1. Given p ∈ [1,∞)

there exists a constant c = c(m, κ, p), 1 ≤ c <∞ such that

sup
Qr

|u| ≤ c
(

−−−

∫∫∫
Q2r

|u|
p dX dY dt

)1/p

. (4-2)

Lemma 4.3. Assume that u is a weak solution to LKu = 0 in Q2r (X0, Y0, t0)⊂ RN+1. Then there exists
α = α(m, κ) ∈ (0, 1) such that

|u(X, Y, t)− u(X̃ , Ỹ , t̃ )| ≲
(

d((X, Y, t), (X̃ , Ỹ , t̃ ))
r

)α
sup
Q2r

|u|, (4-3)

whenever (X, Y, t), (X̃ , Ỹ , t̃ ) ∈ Qr (X0, Y0, t0).

To state the Harnack inequality we introduce

Q−

r (X0, Y0, t0) := Qr (X0, Y0, t0)∩ {(X, Y, t) : t0 − r2 < t < t0}. (4-4)

The following Harnack inequality is proved in [Golse et al. 2019].

Lemma 4.4. There exist constants c = c(m, κ) > 1 and α, β, γ, θ ∈ (0, 1), with 0<α <β < γ < θ2, such
that the following is true. Assume that u is a nonnegative weak solution to LKu = 0 in Q−

r (X0, Y0, t0)⊂

RN+1. Then,
sup

Q̃−
r (X0,Y0,t0)

u ≤ c inf
Q̃+

r (X0,Y0,t0)
u,

where
Q̃+

r (X0, Y0, t0)= {(X, Y, t) ∈ Q−

θr (X0, Y0, t0) : t0 −αr2
≤ t ≤ t0},

Q̃−

r (X0, Y0, t0)= {(X, Y, t) ∈ Q−

θr (X0, Y0, t0) : t0 − γ r2
≤ t ≤ t0 −βr2

}.

Remark. Note that the constants α, β, γ, θ appearing in Lemma 4.4 cannot be chosen arbitrarily.
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4B. Estimates for (nonnegative) solutions. We refer to [Litsgård and Nyström 2022] for the proofs of
the following results.

Lemma 4.5. Assume (A1)–(A3). Let (X0, Y0, t0) ∈ ∂�× Rm
× R and r > 0. Let u be a weak solution of

LKu = 0 in (�×Rm
×R)∩ Q2r (X0, Y0, t0), vanishing continuously on (∂�×Rm

×R)∩ Q2r (X0, Y0, t0).
Then, there exists α = α(m, κ,M) ∈ (0, 1) such that

u(X, Y, t)≲
(

d((X, Y, t), (X0, Y0, t0))
r

)α
sup

(�×Rm×R)∩Q2r (X0,Y0,t0)
u, (4-5)

whenever (X, Y, t) ∈ (�× Rm
× R)∩ Qr/c(X0, Y0, t0).

Lemma 4.6. Let � and A be as in Lemma 4.5. There exist 3 = 3(m,M), c = c(m, κ,M), and
γ = γ (m, κ,M), 0< γ <∞, such that the following holds. Let (X0, Y0, t0) ∈ ∂�× Rm

× R and r > 0.
Assume that u is a nonnegative weak solution to LKu = 0 in (�× Rm

× R)∩ Q2r (X0, Y0, t0). Then

u(X, Y, t)≲ (ϱ/d)γ u(A+

ϱ,3(X0, Y0, t0)),

u(X, Y, t)≳ (d/ϱ)γ u(A−

ϱ,3(X0, Y0, t0)),
(4-6)

whenever (X, Y, t)∈ (�×Rm
×R)∩Q2ϱ/c(X0, Y0, t0), 0<ϱ<r/c, where d :=d((X, Y, t), ∂�×Rm

×R).

Theorem 4.7. Let � and A be as in Lemma 4.5. Then there exist 3=3(m,M) and c = c(m, κ,M) such
that the following holds. Let (X0, Y0, t0) ∈ ∂�× Rm

× R and r > 0. Assume that u is a nonnegative weak
solution to LKu = 0 in (�× Rm

× R)∩ Q2r (X0, Y0, t0), vanishing continuously on (∂�× Rm
× R)∩

Q2r (X0, Y0, t0). Then
u(X, Y, t)≲ u(A+

ϱ,3(X0, Y0, t0)),

whenever (X, Y, t) ∈ (�× Rm
× R)∩ Q2ϱ/c(X0, Y0, t0), 0< ϱ < r/c.

Theorem 4.8. Let � and A be as in Lemma 4.5. Then there exist 3=3(m,M) and c = c(m, κ,M) such
that the following holds. Let (X0, Y0, t0) ∈ ∂�× Rm

× R and r > 0. Assume that u and v are nonnegative
weak solutions to LKu = 0 in �× Rm

× R, vanishing continuously on (∂�× Rm
× R)∩ Q2r (X0, Y0, t0).

Let ϱ0 = r/c,
m+

1 = v(A+

ϱ0,3
(X0, Y0, t0)), m−

1 = v(A−

ϱ0,3
(X0, Y0, t0)),

m+

2 = u(A+

ϱ0,3
(X0, Y0, t0)), m−

2 = u(A−

ϱ0,3
(X0, Y0, t0)),

(4-7)

and assume m−

1 > 0, m−

2 > 0. Then there exist constants c1 = c1(m,M) and

c2 = c2(m, κ,M,m+

1 /m−

1 ,m+

2 /m−

2 ),

1 ≤ c1, c2 <∞, such that if we let ϱ1 = ϱ0/c1, then

c−1
2
v(Aϱ,3(X̃0, Ỹ0, t̃0))

u(Aϱ,3(X̃0, Ỹ0, t̃0))
≤
v(X, Y, t)
u(X, Y, t)

≤ c2
v(Aϱ,3(X̃0, Ỹ0, t̃0))

u(Aϱ,3(X̃0, Ỹ0, t̃0))
,

whenever (X, Y, t) ∈ (� × Rm
× R) ∩ Qϱ/c1(X̃0, Ỹ0, t̃0) for some 0 < ϱ < ϱ1 and (X̃0, Ỹ0, t̃0) ∈

(∂�× Rm
× R)∩ Qϱ1(X0, Y0, t0).
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4C. Estimates of Green’s functions and parabolic measures. The adjoint operator of LK is defined as

L∗

K := ∇X · (A(X)∇X )− X · ∇Y + ∂t , (4-8)

as A is assumed to be symmetric.

Remark. We remark that for nonnegative weak solutions to the adjoint equation L∗
Ku = 0, adjoint versions

of Lemma 4.6, Theorem 4.7, and Theorem 4.8 hold. The statements in the adjoint versions are the same,
except that the roles of A+

ϱ,3(X0, Y0, t0) and A−

ϱ,3(X0, Y0, t0) are reversed.

Definition. A fundamental solution for LK is a continuous and positive function0K=0K(X, Y, t, X̃ , Ỹ , t̃ ),
defined for t̃ < t and (X, Y ), (X̃ , Ỹ ) ∈ RN, such that

(i) 0K( · , · , ·, X̃ , Ỹ , t̃ ) is a weak solution of LKu = 0 in RN
× (t̃,∞) and 0K(X, Y, t, · , ·, · ) is a weak

solution of L∗
Ku = 0 in RN

× (−∞, t),

(ii) for any bounded function φ ∈ C(RN ) and (X, Y ), (X̃ , Ỹ ) ∈ RN, we have

lim
(X,Y,t)→(X̃ ,Ỹ ,t̃ )

t>t̃

u(X, Y, t)= φ(X̃ , Ỹ ), lim
(X̃ ,Ỹ ,t̃ )→(X,Y,t)

t>t̃

v(X̃ , Ỹ , t̃ )= φ(X, Y ), (4-9)

where

u(X, Y, t) :=

∫∫
RN
0K(X, Y, t, X̃ , Ỹ , t̃ ) φ(X̃ , Ỹ ) dX̃ dỸ ,

v(X̃ , Ỹ , t̃ ) :=

∫∫
RN
0K(X, Y, t, X̃ , Ỹ , t̃ ) φ(X, Y ) dX dY.

(4-10)

Lemma 4.9. Assume that A satisfies (2-17). Then there exists a fundamental solution to LK in the sense
of the Definition above. Let 0K(X, Y, t, X̃ , Ỹ , t̃ ) be the fundamental solution to LK. Then we have the
upper bound

0K(X, Y, t, X̃ , Ỹ , t̃ )≲
1

d((X, Y, t), (X̃ , Ỹ , t̃ ))q−2
(4-11)

for all (X, Y, t), (X̃ , Ỹ , t̃ ) with t > t̃ .

Proof. We refer to [Delarue and Menozzi 2010; Di Francesco and Pascucci 2005; Polidoro 1997] for the
existence of the fundamental solution for L under the additional condition that the coefficients are Hölder
continuous. See also [Lanconelli et al. 2020]. For the quantitative estimate we refer to Lemma 4.17 in
[Litsgård and Nyström 2022] and the subsequent discussion. □

Assume that � ⊂ Rm is an (unbounded) Lipschitz domain with constant M. We define the Green’s
function associated to LK for �× Rm

× R, with pole at (X̂ , Ŷ , t̂ ) ∈�× Rm
× R, as

GK(X, Y, t, X̂ , Ŷ , t̂ )= 0K(X, Y, t, X̂ , Ŷ , t̂ )

−

∫∫∫
∂�×Rm×R

0K(X̃ , Ỹ , t̃, X̂ , Ŷ , t̂ ) dωK(X, Y, t, X̃ , Ỹ , t̃ ), (4-12)
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where 0K is the fundamental solution to the operator LK. If we instead consider (X, Y, t) ∈�× Rm
× R

as fixed, then, for (X̂ , Ŷ , t̂ ) ∈�× Rm
× R,

GK(X, Y, t, X̂ , Ŷ , t̂ )= 0K(X, Y, t, X̂ , Ŷ , t̂ )

−

∫∫∫
∂�×Rm×R

0K(X, Y, t, X̃ , Ỹ , t̃ ) dω∗

K(X̂ , Ŷ , t̂, X̃ , Ỹ , t̃ ), (4-13)

where ω∗
K(X̂ , Ŷ , t̂, · ) is the associated adjoint Kolmogorov measure relative to (X̂ , Ŷ , t̂ ) and �×Rm

×R.
The corresponding Green’s functions associated to LE and LP , for � and �× R, are denoted by GE

and GP , respectively.
Let θ ∈ C∞

0 (R
N+1). The following representation formulas are proved in Lemma 8.3 in [Litsgård and

Nyström 2022]:

θ(X̂ , Ŷ , t̂ )=

∫∫∫
∂�×Rm×R

θ(X, Y, t) dωK(X̂ , Ŷ , t̂, X, Y, t)

−

∫∫∫
�×Rm×R

A(X)∇X GK(X̂ , Ŷ , t̂, X, Y, t) · ∇Xθ(X, Y, t) dX dY dt

+

∫∫∫
�×Rm×R

GK(X̂ , Ŷ , t̂, X, Y, t)(X · ∇Y − ∂t)θ(X, Y, t) dX dY dt,

θ(X̂ , Ŷ , t̂ )=

∫∫∫
∂�×Rm×R

θ(X, Y, t) dω∗

K(X̂ , Ŷ , t̂, X, Y, t)

−

∫∫∫
�×Rm×R

A(X)∇X GK(X, Y, t, X̂ , Ŷ , t̂ ) · ∇Xθ(X, Y, t) dX dY dt

+

∫∫∫
�×Rm×R

GK(X, Y, t, X̂ , Ŷ , t̂ )(−X · ∇Y + ∂t)θ(X, Y, t) dX dY dt,

(4-14)

whenever (X̂ , Ŷ , t̂ ) ∈�× Rm
× R.

The following lemmas, Lemmas 4.10 and 4.11, are proved in [Litsgård and Nyström 2022]; see in
particular Section 8. Theorem 4.12 stated below is one of the main results in that work.

Lemma 4.10. Let � and A be as in Lemma 4.5. Then there exist 3 = 3(m,M), 1 ≤ 3 < ∞, c =

c(m, κ,M), 1 ≤ c <∞, such that the following is true. Let (X0, Y0, t0) ∈ ∂�× Rm
× R, 0 < ϱ <∞.

Then
ϱq−2GK(X, Y, t, A+

ϱ,3(X0, Y0, t0))≲ ωK(X, Y, t,1ϱ(X0, Y0, t0))

≲ ϱq−2GK(X, Y, t, A−

cϱ,3(X0, Y0, t0)),

whenever (X, Y, t) ∈�× Rm
× R, t ≥ t0 + cϱ2.

Lemma 4.11. Let � and A be as in Lemma 4.5. Then there exist 3 = 3(m,M), 1 ≤ 3 < ∞, c =

c(m, κ,M), 1 ≤ c <∞, such that the following is true. Let (X0, Y0, t0) ∈ ∂�× Rm
× R, 0 < ϱ <∞.

Then

GK(X, Y, t, A−

ϱ,3(X0, Y0, t0))≲ GK(X, Y, t, A+

ϱ,3(X0, Y0, t0))≲ GK(X, Y, t, A−

ϱ,3(X0, Y0, t0)),

whenever (X, Y, t) ∈�× Rm
× R, t ≥ t0 + cϱ2.
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Theorem 4.12. Let � and A be as in Lemma 4.5. Then there exist 3 = 3(m,M), 1 ≤ 3 < ∞,
c = c(m, κ,M), 1 ≤ c<∞, such that the following is true. Let (X0, Y0, t0) ∈ ∂�×Rm

×R, 0<ϱ0 <∞.
Then

ωK
(

A+

cϱ0,3
(X0, Y0, t0),12ϱ(X̃0, Ỹ0, t̃0)

)
≲ ωK

(
A+

cϱ0,3
(X0, Y0, t0),1ϱ(X̃0, Ỹ0, t̃0)

)
for all 1ϱ(X̃0, Ỹ0, t̃0), (X̃0, Ỹ0, t̃0) ∈ ∂�× Rm

× R such that 1ϱ(X̃0, Ỹ0, t̃0)⊂14ϱ0(X0, Y0, t0).

5. Proof of the structural theorems: Theorems 3.1 and 3.2

The purpose of the section is to prove Theorems 3.1 and 3.2. Throughout the section we assume (A1)–(A3).
Let ωE , ωP , and ωK be as in the statement of Theorem 3.1.

5A. Proof of Theorem 3.1. To prove Theorem 3.1 we need to prove that there exist 3 = 3(m,M),
1 ≤ 3 < ∞, c = c(m, κ,M), 1 ≤ c < ∞, such that if 1 := 1r (X0, Y0, t0) ⊂ ∂�× Rm

× R, then the
estimates stated in the theorems hold whenever 1̃⊂1. The proof of Theorem 3.1 is based on the relation
between ωE , ωP , ωK and the corresponding Green’s functions and boundary Harnack inequalities.

To start the proof we first note that an immediate consequence of Lemma 4.10 is that there exists
c = c(m, κ,M), 1 ≤ c <∞, such that given 1 :=1r (X0, Y0, t0)⊂ ∂�× Rm

× R, we have

r̃ q−2GK(A+

c1,3, A+

1̃,3
)≲ ωK(A+

c1,3, 1̃)≲ r̃ q−2GK(A+

c1,3, A−

c1̃,3
), (5-1)

whenever 1̃=1r̃ ⊂1. Using this, and the corresponding results for LE and LP , see [Kenig 1994] and
[Fabes and Safonov 1997; Fabes et al. 1986; 1999; Nyström 1997], we obtain

GE(πX (A+

c1,3), πX (A+

1̃,3
))

GK(A+

c1,3, A−

c1̃,3
)

≲
σK(1̃)ωE(πX (A+

c1,3), πX (1̃))

σE(πX (1̃))ωK(A+

c1,3, 1̃)
≲

GE(πX (A+

c1,3), πX (A−

c1̃,3
))

GK(A+

c1,3, A+

1̃,3
)

, (5-2)

and

GP(πX,t(A+

c1,3), πX,t(A+

1̃,3
))

GK(A+

c1,3, A−

c1̃,3
)

≲
σK(1̃)ωP(πX,t(A+

c1,3), πX,t(1̃))

σP(πX,t(1̃))ωK(A+

c1,3, 1̃)
≲

GP(πX,t(A+

c1,3), πX,t(A−

c1̃,3
))

GK(A+

c1,3, A+

1̃,3
)

.

To this end we will now prove the theorem only for ωK, the proof for ωP being analogous. We first relate
GK(A+

c1,3, A−

c1̃,3
) and GK(A+

c1,3, A+

1̃,3
). Using that GK(A+

c1,3, · , ·, · ) solves the adjoint equation we
can apply the adjoint version of Lemma 4.6 to conclude that

GK(A+

c1,3, A+

1̃,3
)≳ GK(A+

c1,3, A+

c1̃,3
),

GK(A+

c1,3, A−

c1̃,3
)≳ GK(A+

c1,3, A−

1̃,3
).

Hence
GK(A+

c1,3, A+

c1̃,3
)

GK(A+

c1,3, A−

c1̃,3
)
≲

GK(A+

c1,3, A+

1̃,3
)

GK(A+

c1,3, A−

c1̃,3
)
≲

GK(A+

c1,3, A+

1̃,3
)

GK(A+

c1,3, A−

1̃,3
)
. (5-3)
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Therefore, applying Lemma 4.11 twice,

GK(A+

c1,3, A+

1̃,3
)

GK(A+

c1,3, A−

c1̃,3
)

≈ 1. (5-4)

Furthermore, by the standard elliptic Harnack inequality

GE(πX (A+

c1,3), πX (A+

1̃,3
))≈ GE(πX (A+

c1,3), πX (A−

c1̃,3
)). (5-5)

Putting (5-2)–(5-5) together we can conclude that

σK(1̃)ωE(πX (A+

c1,3), πX (1̃))

σE(πX (1̃))ωK(A+

c1,3, 1̃)
≈

GE(πX (A+

c1,3), πX (A+

1̃,3
))

GK(A+

c1,3, A+

1̃,3
)

. (5-6)

Next, using Theorem 4.8

GE(πX (A+

c1,3), πX (A+

1̃,3
))

GK(A+

c1,3, A+

1̃,3
)

≈
GE(πX (A+

c1,3), πX (A+

1,3))

GK(A+

c1,3, A+

1,3)
.

Furthermore, GE(πX (A+

c1,3), πX (A+

1,3))≈ r−m
≈ (rσE(πX (1)))

−1 by classical estimates for the fun-
damental solution second-order elliptic equations in divergence form; see [Kenig 1994]. We claim that

GK(A+

c1,3, A+

1,3)≈ r2−q
≈ (rσK(1))−1. (5-7)

To prove this we first note that the upper bound on GK(A+

c1,3, A+

1,3) follows from Lemma 4.9. The
proof of the lower bound on GK(A+

c1,3, A+

1,3) is a bit more subtle but can be achieved analogously to
the proof of the estimate in display (9.11) in [Litsgård and Nyström 2022]. Using (5-7), we deduce

GE(πX (A+

c1,3), πX (A+

1̃,3
))

GK(A+

c1,3, A+

1̃,3
)

≈
GE(πX (A+

c1,3), πX (A+

1,3))

GK(A+

c1,3, A+

1,3)
≈

σK(1)

σE(πX (1))
.

Combing this with (5-6),

σE(πX (1))σK(1̃)ωE(πX (A+

c1,3), πX (1̃))

σK(1)σE(πX (1̃))ωK(A+

c1,3, 1̃)
≈ 1.

This proves Theorem 3.1.

5B. Proof of Theorem 3.2. Again we will only prove the theorem for ωK, the proof for ωP being
analogous. Assume that ωE(πX (A+

c1,3), · ) is mutually absolutely continuous on πX (1) with respect
to σE and that the associated Poisson kernel KE(X) := KE(πX (A+

c1,3), X) satisfies

KE ∈ Bq(πX (1), dσE)

for some q, 1 < q < ∞, and with constant 0, 1 ≤ 0 < ∞. To prove Theorem 3.2 for ωK we have
to prove that ωK(A+

c1,3, · ) is mutually absolutely continuous on 1 with respect to σK, and that the
associated Poisson kernel KK(X, Y, t) := KK(A+

c1,3, X, Y, t) satisfies KK ∈ Bq(1, dσK) with a constant
0̃ = 0̃(m, κ,M, 0).
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Let dµK := ωE(πX (A+

c1,3), πX ( · )) dY dt . To prove that ωK(A+

c1,3, · ) is absolutely continuous on 1
with respect to σK it suffices to prove that ωK(A+

c1,3, · )≪µK on 1 and that µK ≪ σK on 1. Recall that
dσK(X, Y, t)= dσE(X) dY dt . However, as µK and σK are defined through the stated product structure,
it follows immediately that µK ≪ σK on 1 as ωE(πX (A+

c1,3), · )≪ σE on πX (1). In particular, by the
assumptions it suffices to prove that ωK(A+

c1,3, · ) is absolutely continuous on 1 with respect to µK and
we will do this by using Theorem 3.1.

Recall that we previously observed that (6, d, dσK), where 6 was introduced in (2-12), is a space of
homogeneous type in the sense of [Coifman and Weiss 1971]. By the results in [Christ 1990] there exists
what we here will refer to as a dyadic grid on 6 having a number of important properties in relation to d .
To formulate this we introduce, for any (X, Y, t) ∈6 and E ⊂6,

dist((X, Y, t), E) := inf{d((X, Y, t), (X̃ , Ỹ , t̃ )) : (X̃ , Ỹ , t̃ ) ∈ E}, (5-8)

and we let

diam(E) := sup{d((X, Y, t), (X̃ , Ỹ , t̃ )) : (X, Y, t), (X̃ , Ỹ , t̃ ) ∈ E}. (5-9)

Using [Christ 1990] we can conclude that there exist constants α > 0, β > 0 and c∗ <∞ such that for
each k ∈ Z there exists a collection of Borel sets, Dk , which we will call cubes, such that

Dk := {Qk
j ⊂6 : j ∈ Ik},

where Ik denotes some index set depending on k, satisfying:

(i) 6 =
⋃

j Qk
j for each k ∈ Z.

(ii) If m ≥ k then either Qm
i ⊂ Qk

j or Qm
i ∩ Qk

j = ∅.

(iii) For each ( j, k) and each m < k, there is a unique i such that Qk
j ⊂ Qm

i .

(iv) diam(Qk
j )≤ c∗2−k.

(v) Each Qk
j contains 6 ∩Bα2−k (X k

j , Y k
j , tk

j ) for some (X k
j , Y k

j , tk
j ) ∈6.

(vi) σK({(X, Y, t)∈ Qk
j :dist((X, Y, t),6\Qk

j )≤ϱ 2−k
})≤c∗ ϱ

β σK(Qk
j ) for all k, j and for all ϱ∈ (0, α).

We shall denote by D = D(6) the collection of all Qk
j , i.e.,

D :=

⋃
k

Dk .

Note that (iv) and (v) above imply that for each cube Q ∈ Dk there is a point (X Q, YQ, tQ) ∈ 6 and a
cube Qr (X Q, YQ, tQ) such that r ≈ 2−k

≈ diam(Q) and

1r (X Q, YQ, tQ)⊂ Q ⊂1cr (X Q, YQ, tQ) (5-10)

for some uniform constant c. We let

1Q :=1r (X Q, YQ, tQ), (5-11)
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and we shall refer to the point (X Q, YQ, tQ) as the center of Q. Given a dyadic cube Q ⊂6, we define
its γ dilate by

γ Q :=1γ diam(Q)(X Q, YQ, tQ). (5-12)

For a dyadic cube Q ∈ Dk , we let ℓ(Q) = 2−k, and we shall refer to this quantity as the length of Q.
Clearly, ℓ(Q)≈ diam(Q).

We now prove that ωK(A+

c1,3, · ) is absolutely continuous on 1 with respect to µK using Theorem 3.1.
Indeed, let E ⊂1 and δ > 0, and let {Q j } be a (finite) dyadic Vitali covering of E such that

µK

(⋃
Q j

)
< µK(E)+ δ,

and such that γ Qi ∩ γ Q j = ∅ for some small γ = γ (m,M) > 0, whenever i ̸= j . Using Theorem 3.1
and the doubling property of ωE(πX (A+

c1,3), · ) we see that

ωK(A+

c1,3, Q j )≤ ωK(A+

c1,3,1cQ j )≲ ωE(πX (A+

c1,3), πX (1cQ j ))ℓ(cQ j )
3m+2 ≲ µK(γ Q j ), (5-13)

where now the implicit constants may depend on |1|, which is fixed. Hence

ωK(A+

c1,3, E)≤

∑
j

ωK(A+

c1,3, Q j )≲
∑

j

µK(γ Q j )≲ µK

(⋃
Q j

)
≲ (µK(E)+ δ). (5-14)

In particular, given ϵ > 0 there exists δ = δ(m, κ,M, ϵ, |1|) > 0 such that if E ⊂1, and if µK(E) < δ,
then ωK(A+

c1,3, E) < ϵ, proving that ωK(A+

c1,3, · )≪ µK .
By the above we can conclude that ωK(A+

c1,3, · )≪ σK on 1 and that

KK(A+

c1,3, X, Y, t) :=
dωK

dσK
(A+

c1,3, X, Y, t)= lim
r̃→0

ωK(A+

c1,3,1r̃ (X, Y, t))

σK(1r̃ (X, Y, t))

exists and is well-defined for σK-almost every (X, Y, t) ∈1. Using Theorem 3.1

σK(1)KK(A+

c1,3, X, Y, t)≈ σP(πX,t(1))KP(πX,t(A+

c1,3), X, t)

≈ σE(πX (1))KE(πX (A+

c1,3), X), (5-15)

whenever (X, Y, t) ∈1. Using the assumption on KE(X)= KE(πX (A+

c1,3), X), and (5-15), it follows
that KK(X, Y, t) := KK(A+

c1,3, X, Y, t) satisfies

KK ∈ Bq(1, dσK),

with a constant 0̃ = 0̃(m, κ,M, 0). This completes the proof of Theorem 3.2.

6. The L p Dirichlet problem for LK: Theorem 3.3

Recall the notation 6 introduced in (2-12). Given f ∈ L1
loc(6, dσK), we let

M( f )(X, Y, t) := sup
1r =1r (X,Y,t)⊂6

−−−

∫∫∫
1r

| f | dσK
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denote the Hardy–Littlewood maximal function of f , with respect to σK. In the following we assume that
ωK(A+

c1,3, · ) is mutually absolutely continuous on 1 with respect to σK for every 1 :=1r (X0, Y0, t0)⊂
∂�× Rm

× R.
We first prove that (i) implies (ii) and hence we assume, given1⊂∂�×Rm

×R, that KK(A+

c1,3, · , ·, ·)∈

Bq(1, dσK). As ωK is a doubling measure we can use the classical results of Coifman and Fefferman
[1974, Theorem IV] to conclude that KK(A+

c1,3, · , ·, · ) ∈ Bq̃(1, dσK) for some q̃ > q independent of 1.
Let p̃ be the index dual to q̃ and note that p̃ < p.

Consider first f ∈ C0(∂�× Rm
× R). Let (X0, Y0, t0) ∈ ∂�× Rm

× R, and recall the (nontangential)
cone 0η(X0, Y0, t0). Let (X̂ , Ŷ , t̂ ) ∈ 0η(X0, Y0, t0) and let δ := d((X̂ , Ŷ , t̂ ), (X0, Y0, t0)). Then, by
Theorem 2.1 we know that there exists a unique bounded weak solution to LKu = 0 in �× Rm

× R, with
u = f on ∂�× Rm

× R. Furthermore,

u(X̂ , Ŷ , t̂ )=

∫∫∫
∂�

KK(X̂ , Ŷ , t̂, X, Y, t) f (X, Y, t) dσK(X, Y, t).

We write

u(X̂ , Ŷ , t̂ )=

∫∫∫
14δ(X0,Y0,t0)

KK(X̂ , Ŷ , t̂, X, Y, t) f (X, Y, t) dσK(X, Y, t)

+

∞∑
j=2

∫∫∫
Rj (X0,Y0,t0)

KK(X̂ , Ŷ , t̂, X, Y, t) f (X, Y, t) dσK(X, Y, t)

=: u1(X̂ , Ŷ , t̂ )+
∞∑
j=2

u j (X̂ , Ŷ , t̂ ),

where Rj (X0, Y0, t0) :=12 j+1δ(X0, Y0, t0) \12 j δ(X0, Y0, t0). Using

KK(X̂ , Ŷ , t̂, X, Y, t)=
dωK

dσK
(X̂ , Ŷ , t̂, X, Y, t)= lim

r̃→0

ωK(X̂ , Ŷ , t̂,1r̃ (X, Y, t))
σK(1r̃ (X, Y, t))

, (6-1)

in combination with Theorem 4.7, we see that

KK(X̂ , Ŷ , t̂, X, Y, t)≲ KK(A+

c14δ,3
, X, Y, t),

whenever (X, Y, t) ∈14δ(X0, Y0, t0), and where 14δ :=14δ(X0, Y0, t0). Hence, using Cauchy–Schwarz,

|u1(X̂ , Ŷ , t̂ )| ≤ σK(14δ)

(
−−−

∫∫∫
14δ

|KK(A+

c14δ,3
, X, Y, t)|q̃ dσK

)1/q̃

(M(| f |
p̃)(X0, Y0, t0))1/ p̃

≤ cωK(A+

c14δ,3
,14δ)(M(| f |

p̃)(X0, Y0, t0))1/ p̃

≤ c(M(| f |
p̃)(X0, Y0, t0))1/ p̃

by (i). Similarly, using also Lemma 4.5 we have

KK(X̂ , Ŷ , t̂, X, Y, t)≲ 2−α j KK(A+

c12 j δ,3
, X, Y, t),

whenever (X, Y, t) ∈ Rj (X0, Y0, t0). Using this estimate, and essentially just repeating the estimates
conducted in the estimate of u1, we deduce that

|u j (X̂ , Ŷ , t̂ )| ≤ c2−α j (M(| f |
p̃)(X0, Y0, t0))1/ p̃.
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In particular,

|u(X̂ , Ŷ , t̂ )| ≤ |u1(X̂ , Ŷ , t̂ )| +
∞∑
j=2

|u j (X̂ , Ŷ , t̂ )| ≤ c(M(| f |
p̃)(X0, Y0, t0))1/ p̃,

and hence
N (u)(X0, Y0, t0)≤ c(M(| f |

p̃)(X0, Y0, t0))1/ p̃.

We can conclude that

∥N (u)∥L p(∂�×Rm×R, dσK) ≤ c∥(M(| f |
p̃))1/ p̃

∥L p(∂�×Rm×R, dσK)

≤ c∥ f ∥L p(∂�×Rm×R, dσK), (6-2)

by the continuity of the Hardy–Littlewood maximal function and where the constant c depends only
on (m, κ,M, p). We now remove the restriction that f ∈ C0(∂� × Rm

× R). Indeed, given f ∈

L p(∂� × Rm
× R, dσK) there exist, by density of C0(∂� × Rm

× R) in L p(∂� × Rm
× R, dσK), a

sequence of functions { f j }, f j ∈ C0(∂�× Rm
× R), converging to f in L p(∂�× Rm

× R, dσK). In
particular, there exists a sequence of functions {u j }, where u j is the unique bounded weak solution to
LKu j = 0 in �× Rm

× R, with u j = f j on ∂�× Rm
× R. By (6-2),

∥N (uk − ul)∥L p(∂�×Rm×R, dσK) ≤ c∥ fk − fl∥L p(∂�×Rm×R, dσK) → 0 as k, l → ∞. (6-3)

Consider UX × UY × J ⊂ RN+1, where UX ⊂ Rm and UY ⊂ Rm are bounded domains and J = (a, b)
with −∞< a < b <∞. Assume that UX × UY × J is compactly contained in �× Rm

× R and that the
distance from UX × UY × J to ∂�×Rm

×R is r > 0. By a covering argument with cubes of size, say, r/2,
Lemma 4.2, and the finiteness of N (u j ) in L p(∂�× Rm

× R, dσK), it follows that {u j } is uniformly
bounded in L2(UX × UY × J ), whenever UX × UY × J is compactly contained in �× Rm

× R. Using
this, and the energy estimate of Lemma 4.1, we can conclude that

∥∇X u j∥L2(UX ×UY ×J ) is uniformly bounded. (6-4)

Using (6-4) and the weak formulation of the equation LKu j = 0 it follows that (X ·∇Y −∂t)u j is uniformly
bounded, with respect to j , in L2

Y,t(UY × J, H−1
X (UX )). Let W (UX ×UY × J ) be defined as in (2-18). By

the above argument we can conclude, whenever UX × UY × J is compactly contained in�×Rm
×R, that

∥u j∥W (UX ×UY ×J ) is uniformly bounded. (6-5)

Using (6-3), and arguing as in the deductions in (6-4) and (6-5), we can also conclude that

∥uk − ul∥W (UX ×UY ×J ) → 0 as k, l → ∞. (6-6)

Using (6-6) it follows that a subsequence {u jk } of {u j } converges to a weak solution u to

LKu = 0 in �× Rm
× R,

and that
∥N (u)∥L p(∂�×Rm×R, dσK) ≤ c∥ f ∥L p(∂�×Rm×R, dσK).

Note also, using the notation introduced above, that

∥N (u − u j )∥L p(∂�×Rm×R, dσK) ≤ c∥ f − f j∥L p(∂�×Rm×R, dσK) → 0 as j → ∞. (6-7)
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To complete the proof that (i) implies (ii) we have to prove that u = f n.t. on ∂�× Rm
× R. Consider

f ∈ L p(∂�×Rm
×R, dσK) and let { f j }, f j ∈ C0(∂�×Rm

×R), be a sequence of functions converging
to f in L p(∂�× Rm

× R, dσK). Let (X0, Y0, t0) ∈ ∂�× Rm
× R be a Lebesgue point of f . Given δ > 0

we have

Nδ(u− f )(X0,Y0, t0)≤ Nδ(u−u j )(X0,Y0, t0)+Nδ(u j − f j )(X0,Y0, t0)+M( f − f j )(X0,Y0, t0), (6-8)

where Nδ was introduced in (2-29) and Nδ(u − f )(X0, Y0, t0) should be interpreted as

sup
(X,Y,t)∈0ηδ (X0,Y0,t0)

|u(X, Y, t)− f (X0, Y0, t0)|.

In the following we assume, as we may without loss of generality, that (0, 0, 0) ∈ ∂�× Rm
× R. Given

ϵ > 0 small and R ≫ 1, let

Sϵ(R, δ) := {(X, Y, t) ∈1R(0, 0, 0) : Nδ(u − f )(X, Y, t) > ϵ}.

Using (6-8), weak estimates and (6-7) we deduce

σK(Sϵ(R, δ))≤ cϵ−p(∥ f − f j∥
p
L p(∂�×Rm×R, dσK) + ∥Nδ(u j − f j )∥

p
L p(1R(0,0,0), dσK)). (6-9)

Now letting δ → 0, j → ∞, R → ∞, in that order, we deduce that the set of points (X0, Y0, t0) ∈

∂�× Rm
× R at which

lim
(X,Y,t)∈0η(X0,Y0,t0)
(X,Y,t)→(X0,Y0,t0)

|u(X, Y, t)− f (X0, Y0, t0)|> ϵ

has σK measure zero. As ϵ is arbitrary we can conclude that u = f n.t. on ∂�× Rm
× R.

Next we prove that (ii) implies (i) and hence we assume that D p
K(∂�× Rm

× R, dσK) is solvable. Let
(X0, Y0, t0) ∈ ∂�, 1 := 1r (X0, Y0, t0) ⊂ ∂�× Rm

× R and f ∈ C0(1), f ≥ 0. Let u be the unique
bounded solution to the Dirichlet problem with boundary data f . Then

u(A+

c1,3)=

∫∫∫
1

KK(A+

c1,3, X, Y, t) f (X, Y, t) dσK(X, Y, t).

Using the estimate in Lemma 4.2, and (ii),

u(A+

c1,3)≲

(
−−−

∫∫∫
Qr/c(A+

c1,3)

|u(X, Y, t)|p dX dY dt
)1/p

≲

(
1

σK(1)

∫∫∫
41

|N (u)(X, Y, t)|p dσK(X, Y, t)
)1/p

≲

(
1

σK(1)

∫∫∫
1

| f (X, Y, t)|p dσK(X, Y, t)
)1/p

.

In particular, for all f ∈ C0(1) with ∥ f ∥L p(∂�×Rm×R, dσK) = 1, we have∣∣∣∣∫∫∫
1

KK(A+

c1,3, X, Y, t) f (X, Y, t) dσK(X, Y, t)
∣∣∣∣ ≤

(
1

σK(1)

)1/p

.
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Hence, since (1, σK) is a finite measure space,(∫∫∫
1

|KK(A+

c1,3, X, Y, t)|q dσK(X, Y, t)
)1/q

≤

(
1

σK(1)

)1/p

.

Furthermore, Lemmas 4.5 and 4.6 imply∫∫∫
1

KK(A+

c1,3, X, Y, t) dσK(X, Y, t)= ωK(A+

c1,3,1)≳ 1.

Combining the estimates,(
−−−

∫∫∫
1

|KK(A+

c1,3, X, Y, t)|q dσK(X, Y, t)
)1/q

≲ −−−

∫∫∫
1

KK(A+

c1,3, X, Y, t) dσK(X, Y, t).

Hence KK(A+

c1,3, · , ·, · ) ∈ Bq(1, dσK) and the proof that (ii) implies (i) is complete. Put together we
have proved that the statements in Theorem 3.3(i) and (ii) are equivalent.

6A. Proof of the uniqueness statement in Theorem 3.3. Having proved that Theorem 3.3(i) and (ii) are
equivalent it remains to prove that if D p

K(∂�× Rm
× R, dσK) is solvable, then D p

K(∂�× Rm
× R, dσK)

is uniquely solvable. That is, we have to prove that if N (u) ∈ L p(∂�× Rm
× R, dσK), and if u is a weak

solution to the Dirichlet problem {
LKu = 0 in �× Rm

× R,

u = 0 n.t. on ∂�× Rm
× R,

then u ≡ 0 in �× Rm
× R. Note that the proof of this is considerably more involved compared to the

corresponding arguments in the elliptic setting [Kenig 1994; Kenig and Shen 2011]. One reason is, again,
the (time-)lag in the Harnack inequality for parabolic equations.

To start the proof we fix (X̂ , Ŷ , t̂ ) ∈ �× Rm
× R and we intend to prove that u(X̂ , Ŷ , t̂ ) = 0. Let

θ ∈ C∞

0 (�× Rm
× R) with θ = 1 in a neighborhood of (X̂ , Ŷ , t̂ ). Then, using (4-14),

u(X̂ , Ŷ , t̂ )= (uθ)(X̂ , Ŷ , t̂ )

= −

∫∫∫
A(X)∇X GK(X̂ , Ŷ , t̂, X, Y, t) · ∇X (uθ)(X, Y, t) dX dY dt

+

∫∫∫
GK(X̂ , Ŷ , t̂, X, Y, t)(X · ∇Y − ∂t)(uθ)(X, Y, t) dX dY dt. (6-10)

By the results in [Golse et al. 2019], see Lemma 4.3, we know that any weak solution to LKu = 0 is
Hölder continuous. As A is independent of (Y, t), it follows that partial derivatives of u with respect to Y
and t are also weak solutions. As a consequence, as A is independent of (Y, t), any weak solution to
LKu = 0 is C∞-smooth as a function of (Y, t). Hence the term (X · ∇Y − ∂t)(uθ) appearing in the last
display is well-defined. Using (6-10), and that LKu = 0,

|u(X̂ , Ŷ , t̂ )| ≲ (I + II + III ), (6-11)
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where

I :=

∫∫∫
|GK(X̂ , Ŷ , t̂, X, Y, t)||∇X u(X, Y, t)||∇Xθ(X, Y, t)| dX dY dt,

II :=

∫∫∫
|∇X GK(X̂ , Ŷ , t̂, X, Y, t)||u(X, Y, t)||∇Xθ(X, Y, t)| dX dY dt,

III :=

∫∫∫
|GK(X̂ , Ŷ , t̂, X, Y, t)||u(X, Y, t)||(∂t − X · ∇Y )θ(X, Y, t)| dX dY dt.

(6-12)

Recall the notation Q := (−1, 1)m ×(−1, 1)m ×(−1, 1). Given (X̂ , Ŷ , t̂ )= (x̂, x̂m, Ŷ , t̂ )∈�×Rm
×R

fixed, we have
((x̂, ψ(x̂)), Ŷ , t̂ ) ∈ ∂�× Rm

× R

fixed. We consider Q R((x̂, ψ(x̂)), Ŷ , t̂ )= ((x̂, ψ(x̂)), Ŷ , t̂ ) ◦ Q R and we let ϵ and R satisfy

ϵ < λ/8, R > 8λ, where λ := x̂m −ψ(x̂).

When taking limits, we will always first let ϵ → 0 before letting R → ∞.
Let ϕ1=ϕ1(X,Y, t)∈C∞

0 (Q2R((x̂,ψ(x̂)),Ŷ, t̂ )), 0≤ϕ1 ≤1, be such that ϕ1≡1 on Q R((x̂,ψ(x̂)),Ŷ, t̂ ).
Let ϕ2 = ϕ2(X) = ϕ2(x, xm) be a smooth function with range [0, 1] such that ϕ2(x, xm) ≡ 1 on
{(x, xm) : xm ≥ ψ(x) + 2ϵ} and ϕ2(x, xm) ≡ 0 on {(x, xm) : xm ≤ ψ(x) + ϵ}. Note that ϕ1 can be
constructed so that ∥R∇Xϕ1∥L∞ + ∥R2(X · ∇Y − ∂t)ϕ1∥L∞ ≲ 1. Similarly, ϕ2 can be constructed so that
∥ϵ∇Xϕ2∥L∞ ≤ c, where c is independent of ϵ. We let

θ = θ(X, Y, t)= θ(x, xm, Y, t) := ϕ1(X, Y, t)ϕ2(x, xm).

Then θ ∈ C∞

0 (Q2R((x̂, ψ(x̂)), Ŷ , t̂ )), 0 ≤ θ ≤ 1, θ ≡ 1 on the set of points (X, Y, t) = (x, xm, Y, t) ∈

Q R((x̂, ψ(x̂)), Ŷ , t̂ ) which satisfy xm ≥ ψ(x) + 2ϵ and θ ≡ 0 on the set of points in (X, Y, t) =

(x, xm, Y, t) ∈ Q R((x̂, ψ(x̂)), Ŷ , t̂ ) which satisfy xm ≤ ψ(x)+ ϵ. Let

(i) D1 := Q2R((x̂, ψ(x̂)), Ŷ , t̂ )∩ {(X, Y, t) : ψ(x)+ ϵ < xm <ψ(x)+ 2ϵ},

(ii) D2 := Q2R((x̂, ψ(x̂)), Ŷ , t̂ )∩ {(X, Y, t) : ψ(x)+ R < xm <ψ(x)+ 2R},

(iii) D3 := D4 ∩ {(X, Y, t) : ψ(x)+ 2ϵ ≤ xm ≤ ψ(x)+ R},

where
D4 := Q2R((x̂, ψ(x̂)), Ŷ , t̂ ) \ Q R((x̂, ψ(x̂)), Ŷ , t̂ ).

Using this notation, the domains where the integrands in I , II , and III are nonzero are contained in the
union D1 ∪ D2 ∪ D3. By the construction of θ ,

(i′) ∥ϵ∇Xθ∥L∞(D1) + ∥R2(X · ∇Y − ∂t)θ∥L∞(D1) ≤ c,

(ii′) ∥R∇Xθ∥L∞(D2) + ∥R2(X · ∇Y − ∂t)θ∥L∞(D2) ≤ c,

(iii′) ∥R∇Xθ∥L∞(D3) + ∥R2(X · ∇Y − ∂t)θ∥L∞(D3) ≤ c,

where c is a constant which is independent of ϵ and R. Note that if (X, Y, t) ∈ D3, then θ(X, Y, t) =

ϕ1(X, Y, t) and this explains (iii′).
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Using the sets D1, D2, and D3, and letting

GK( · , · , · ) := GK(X̂ , Ŷ , t̂, · , ·, · ),

we see that

I + II + III ≲ T1 + T2 + T3, (6-13)

where

T1 :=
1
ϵ2

∫∫∫
D1

(ϵ|GK||∇X u| + ϵ|∇X GK||u| + ϵ2 R−2
|GK||u|) dX dY dt,

T2 :=
1
R2

∫∫∫
D2

(R|GK||∇X u| + R|∇X GK||u| + |GK||u|) dX dY dt,

T3 :=
1
R2

∫∫∫
D3

(R|GK||∇X u| + R|∇X GK||u| + |GK||u|) dX dY dt.

We need to estimate T1, T2, and T3. To improve readability we will in the following use the notation

1ϱ := (∂�× Rm
× R)∩ Qϱ((x̂, ψ(x̂)), Ŷ , t̂ ) for ϱ > 0.

We first consider T1. We start by estimating the contribution from the term |GK||u| and in this case
we prove a harder estimate than we need. The argument will be used for further reference. Note that

1
ϵ2

∫∫∫
D1

|GK||u| dX dY dt

≲
∫∫∫

12R

Ñϵ(u)
(

1
ϵ

∫ ψ(x)+2ϵ

ψ(x)+ϵ

GK((x, xm), Y, t)
ϵ

dxm

)
dσK

≲ ∥Ñϵ(u)∥L p(12R, dσK)

(∫∫∫
12R

(
1
ϵ

∫ ψ(x)+2ϵ

ψ(x)+ϵ

GK((x, xm), Y, t)
ϵ

dxm

)q

dσK

)1/q

,

where Ñϵ is a truncated maximal operator defined as

Ñϵ(u)(X, Y, t) := sup
ψ(x)<xm<ψ(x)+2ϵ

|u((x, xm), Y, t)|.

Using Lemma 4.10 and the definition of KK, see (6-1), we have, for every (X, Y, t) ∈12R , 1 ≤ σ ≤ 2,
and denoting by em the unit vector in Rm pointing into � in the xm-direction,

lim
ϵ→0

GK(X̂ , Ŷ , t̂, X + σϵem, Y, t)
ϵ

≲ lim
ϵ→0

ωK(X̂ , Ŷ , t̂,1cσϵ(X, Y, t))
ϵq−1 ≲ KK(X̂ , Ŷ , t̂, X, Y, t).

Note that if t̂ ≤ t , then this is trivial as the left-hand side is identically zero. If t̂ > t , then we may apply
Lemma 4.10 in the deduction as we are considering the limiting situation ϵ → 0. Using these estimates,
and Lebesgue’s theorem on dominated convergence, we obtain

lim sup
ϵ→0

1
ϵ2

∫∫∫
D1

|GK||u| dX dY dt

≲
(
lim sup
ϵ→0

∥Ñϵ(u)∥L p(12R, dσK)
)
∥KK(X̂ , Ŷ , t̂, · , ·, · )∥Lq (12R , dσK) = 0, (6-14)
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as u vanishes at the boundary in the nontangential sense. We next consider the term

1
ϵ

∫∫∫
D1

|GK||∇X u| dX dY dt .

In this case, we first note, using Lemma 4.6 and the construction of D1, that if ϵ is small enough, then

GK(X, Y, t)= GK(X̂ , Ŷ , t̂, X, Y, t)≲ (R/λ)γGK(A+

c1R,3
, X, Y, t), (6-15)

whenever (X, Y, t) ∈ D1. Let {Q j } be all Whitney cubes in a Whitney decomposition of �× Rm
× R

which intersects D1. Then |Q j | ≈ ϵq . Using (6-15) and Hölder’s inequality

1
ϵ

∫∫∫
D1

|GK||∇X u| dX dY dt

≲ (R/λ)γ 1
ϵ

∑
j

∫∫∫
Q j

GK(A+

c1R,3
, X, Y, t)|∇X u| dX dY dt

≲ (R/λ)γ 1
ϵ

∑
j

(∫∫∫
Q j

|GK(A+

c1R,3
, X, Y, t)|2 dX dY dt

)1/2(∫∫∫
Q j

|∇X u|
2 dX dY dt

)1/2

. (6-16)

Using the adjoint version of Lemmas 4.6, and 4.11, we see that

sup
4Q j

GK(A+

c1R ,3
, X, Y, t)≲ inf

4Q j
GK(A+

c1R,3
, X, Y, t). (6-17)

Furthermore, using the energy estimate of Lemma 4.1, assuming that the Whitney decomposition is such
that 8Q j ⊂�× Rm

× R,∫∫∫
Q j

|∇X u|
2 dX dY dt ≲ ϵ−2

∫∫∫
2Q j

|u|
2 dX dY dt ≲ ϵ−2

|Q j |(sup
2Q j

|u|)2. (6-18)

Using (6-16)–(6-18) we deduce

1
ϵ

∫∫∫
D1

|GK||∇X u|dX dY dt ≲ (R/λ)γ 1
ϵ2

∑
j

|Q j |
(
inf
4Q j

GK(A+

c1R ,3
, X,Y, t)

)(
sup
2Q j

|u(X,Y, t)|
)
. (6-19)

Using Lemma 4.2

sup
2Q j

|u| ≲

(
−−−

∫∫∫
4Q j

|u| dX dY dt
)
. (6-20)

This inequality in combination with (6-19) imply that

1
ϵ

∫∫∫
D1

|GK||∇X u| dX dY dt ≲ (R/λ)γ 1
ϵ2

∫∫∫
D̃1

GK(A+

c1R,3
, X, Y, t)|u(X, Y, t)| dX dY dt, (6-21)

where D̃1 is the enlargement of D1 defined as the union of the cubes {4Q j }. We can now repeat the
argument leading up to (6-14), with GK replaced by GK(A+

c1R,3
, · , ·, · ) and with D1 replaced by D̃1, to

conclude that

lim sup
ϵ→0

1
ϵ

∫∫∫
D1

|GK||∇X u| dX dY dt = 0. (6-22)
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The remaining term in T1 can be handled analogously and hence we can conclude that

T1 → 0, as ϵ → 0. (6-23)

Next we consider T2 and we first consider the contribution from the term

1
R2

∫∫∫
D2

|GK||u| dX dY dt. (6-24)

In this case we first note, using Lemma 4.9, that

GK(X, Y, t)= GK(X̂ , Ŷ , t̂, X, Y, t)≤ 0K(X̂ , Ŷ , t̂, X, Y, t)≲ R2−q,

whenever (X, Y, t) ∈ D2. Hence,

1
R2

∫∫∫
D2

|GK||u| dX dY dt ≲ R1−q
∫∫∫

12R

N (u) dσK

≲ R1−q R(q−1)(1−1/p)
∥N (u)∥L p(12R, dσK)

= R(1−q)/p
∥N (u)∥L p(12R, dσK) → 0, as R → ∞.

We next consider the contribution from the term
1
R

∫∫∫
D2

|GK||∇X u| dX dY dt.

Using the energy estimate of Lemma 4.1, as well as Lemma 4.2,(∫∫∫
D2

|∇X u|
2 dX dY dt

)1/2

≲ R−1−q/2
∫∫∫

D̃2

|u| dX dY dt,

where D̃2 is an enlargement of D2. Using this, and also again using the bound on GK stated above, we
see that

1
R

∫∫∫
D2

|GK||∇X u| dX dY dt ≲ R1−q/2 R−1−q/2
∫∫∫

D̃2

|u| dX dY dt

≲ R1−q
∫∫∫

14R

|N (u)| dσK

≲ R1−q R(q−1)/q
∥N (u)∥L p(14R, dσK)

≲ R(1−q)/p
∥N (u)∥L p(14R , dσK) → 0, as R → ∞.

The remaining term in T2 can be handled analogously and hence we can conclude that

T2 → 0, as R → ∞. (6-25)

Finally we consider T3. The term in T3 containing the integrand |GK||u| can be handled as we handled
the term in (6-24). For the other terms we first recall that by construction GK(X̂ , Ŷ , t̂, X, Y, t) ̸= 0 if
and only if t < t̂ . Furthermore, for (X, Y, t) ∈ D3 fixed, GK( · , · , ·, X, Y, t) is a nonnegative solution to
LKu = 0 in (�×Rm

×R)∩ Q R((x̂, ψ(x̂)), Ŷ , t̂ ). In particular, if R is large enough, then by Theorem 4.7
we have that

GK(X̂ , Ŷ , t̂, X, Y, t)≲ GK(A+

c−11R ,3
, X, Y, t), (6-26)
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whenever (X, Y, t) ∈ D3 and we can ensure that A+

c−11R ,3
⊂ Q R/2((x̂, ψ(x̂)), Ŷ , t̂ ). To proceed we let

C = C(m)≫ 1 be a large but fixed constant, and we introduce

D∗

3 := D3 ∩ {(X, Y, t) : ψ(x)+ 2ϵ ≤ xm ≤ ψ(x)+ R/C}.

Then the domain of integration in the terms defining T3 is partitioned into integration over D∗

3 and D3 \ D∗

3 .
Integration over the latter set can be handled as we handled T2. Therefore we here only consider the
remaining terms in T3 but with domain of integration defined by D∗

3 . We now let {Q j } be all Whitney
cubes in a Whitney decomposition of �× Rm

× R which intersects D∗

3 . Focusing on the term in T3

containing the integrand |GK||∇X u| we see that

1
R

∫∫∫
D∗

3

|GK||∇X u| dX dY dt

≤
1
R

∑
j

∫∫∫
Q j ∩D∗

3

|GK||∇X u| dX dY dt

≲ 1
R

∑
j

|Q j |
1/2l(Q j )

−1
(∫∫∫

Q j ∩D∗

3

|GK|
2 dX dY dt

)1/2(
−−−

∫∫∫
4Q j

|u| dX dY dt
)

≲ 1
R

∑
j

|Q j |l(Q j )
−1(sup

Q j

GK(A+

c−11R ,3
, X, Y, t)

)(
−−−

∫∫∫
4Q j

|u| dX dY dt
)
, (6-27)

where we have used Lemma 4.1, Lemma 4.2 and (6-26). Furthermore, (6-17) remains valid in this context
and hence(
sup
Q j

GK(A+

c−11R ,3
, X, Y, t)

)(
−−−

∫∫∫
4Q j

|u| dX dY dt
)

≲

(
−−−

∫∫∫
4Q j

GK(A+

c−11R ,3
, X, Y, t)|u| dX dY dt

)
. (6-28)

Combining these insights we see, using the notation δ(X) := (xm −ψ(x)), that

1
R

∫∫∫
D∗

3

|GK||∇X u| dX dY dt ≲ 1
R

∑
j

l(Q j )
−1

(∫∫∫
4Q j

GK(A+

c−11R,3
, X, Y, t)|u| dX dY dt

)

≲ 1
R

(∫∫∫
D̃∗

3

GK(A+

c−11R ,3
, X, Y, t)|u|δ(X)−1 dX dY dt

)
, (6-29)

where D̃∗

3 is a slight enlargement of D∗

3 due to the enlargement from Q j to 4Q j . In particular,

1
R

∫∫∫
D∗

3

|GK||∇X u| dX dY dt ≲ 1
R

(∫∫∫
D5

GK(A+

c−11R ,3
, X, Y, t)|u|δ(X)−1 dX dY dt

)
, (6-30)

where D5 is defined as the set

(�× Rm
× R)∩

(
QcR(X̂ , Ŷ , t̂ ) \ {(X, Y, t) : (x, ψ(x), Y, t) ∈1R/c, ψ(x)≤ xm <ψ(x)+ 2cR}

)
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for some c = c(m)≫ 1. Note that points in D5 can be represented as

(X, Y, t)= ((x, ψ(x)), Y, t)+ (0, δ(X), 0, 0),

where ((x, ψ(x)), Y, t) ∈1cR \1R/c. Consider one such point (X, Y, t). We claim that

GK(A+

c−11R,3
, X, Y, t)δ(X)−1 ≲ M

(
KK(A+

c−11R,3
, · )χ12cR\1R/(2c)( · )

)
((x, ψ(x)), Y, t), (6-31)

where again M denotes the Hardy–Littlewood maximal function on ∂�× Rm
× R with respect to σK,

and χ1cR\1R/c( · ) is the indicator function for the set 1cR \1R/c. To prove (6-31) we simply note, using
Lemma 4.10, that

GK(A+

c−11R ,3
, X, Y, t)δ(X)−1 ≲

ωK(A+

c−11R,3
,1cr ((x, ψ(x)), Y, t))

σK(1cr ((x, ψ(x)), Y, t))
,

where r := δ(X), and that ωK(A+

c−11R ,3
,1cr ((x, ψ(x)), Y, t)) can be expressed as∫∫∫

1cr ((x,ψ(x)),Y,t)
KK(A+

c−11R,3
, X̃ , Ỹ , t̃ ) dσK(X̃ , Ỹ , t̃ )

=

∫∫∫
1cr ((x,ψ(x)),Y,t)

KK(A+

c−11R,3
, X̃ , Ỹ , t̃ )χ12cR\1R/(2c)(X̃ , Ỹ , t̃ ) dσK(X̃ , Ỹ , t̃ ).

Using (6-31) we can continue the estimate in (6-30) to conclude that

1
R

∫∫∫
D∗

3

|GK||∇X u| dX dY dt ≲
∫∫∫

1cR\1R/c

M
(
KK(A+

c−11R ,3
, · )χ12cR\1R/(2c)( · )

)
N (u) dσK.

Hence, the term on the left-hand side in the last display can estimated by(∫∫∫
1cR\1R/c

|KK(A+

c−11R,3
, · )|q dσK

)1/q(∫∫∫
1cR\1R/c

|N (u)|p dσK

)1/p

≲ (σK(1cR))
1/q−1

(∫∫∫
6\1R/c

|N (u)|p dσK

)1/p

→ 0,

as R → ∞. This completes the estimate of the term in T3 containing the integrand |GK||∇X u|. The term
containing the integrand |∇X GK||u| can be estimated in a similar manner. We omit further details and
claim that

T3 → 0, as R → ∞. (6-32)

To summarize, we have proved that

|u(X̂ , Ŷ , t̂ )| ≲ lim
R→∞

lim sup
ϵ→0

(I + II + III )≲ lim
R→∞

lim sup
ϵ→0

(T1 + T2 + T3)= 0; (6-33)

i.e., |u(X̂ , Ŷ , t̂ )| = 0, and as (X̂ , Ŷ , t̂ ) is an arbitrary but fixed point in the argument, we can conclude
that u ≡ 0 in �× Rm

× R. This completes the proof of uniqueness and hence the proof of Theorem 3.3.
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7. An alternative proof of Theorem 1.1 along the lines of [Fabes and Salsa 1983]

In this section we give, as we believe that the argument may be of independent interest in the case of
operators of Kolmogorov type, a proof of the key estimate underlying Theorem 1.1 using Rellich-type
inequalities instead of the structural theorem. Hence, the proof is along the lines of the corresponding
proof for the heat equation in [Fabes and Salsa 1983]. To avoid formal calculations and manipulations we
will, for simplicity, throughout the section assume

(A1)–(A3) and that ∂� is C∞-smooth. (7-1)

The assumptions in (7-1) will only be used in a qualitative fashion and the constants of our quantitative
estimates will only depend on m, κ and M. The general case follows by approximation arguments that
we leave to the interested reader.

In addition to (7-1) we also assume (1-5), i.e., that A is independent of xm . Then the unique bounded
solution to the Dirichlet problem LKu = 0 in �× Rm

× R, u = f ∈ C0(∂�× Rm
× R), equals

u(X̂ , Ŷ , t̂ )=

∫∫∫
∂�×Rm×R

KK(X̂ , Ŷ , t̂, X, Y, t) f (X, Y, t) dσK(X, Y, t),

and due to (7-1),

KK(X̂ , Ŷ , t̂, X, Y, t) := A(x)∇X GK(X̂ , Ŷ , t̂, X, Y, t) · N (X)

for all (X, Y, t) ∈ ∂�× Rm
× R and where N (X) is the outer unit normal to ∂� at X ∈ ∂�.

We are going to prove that if 1 :=1r (X0, Y0, t0)⊂ ∂�× Rm
× R, then(

−−−

∫∫∫
1̃

|KK(A+

c1,3, X, Y, t)|2 dσK(X, Y, t)
)1/2

≲

(
−−−

∫∫∫
1̃

|KK(A+

c1,3, X, Y, t)| dσK(X, Y, t)
)

(7-2)

for all 1̃⊂1. In fact, we claim that it suffices to prove (7-2) for 1̃=1. To see this, we assume that
(7-2) holds for all 1 with 1̃ replaced by 1, and we start by noting that we have the representations

KK(A+

c1,3, X, Y, t)= A(x)∇X GK(A+

c1,3, X, Y, t) · N (X)

=
dωK

dσK
(A+

c1,3, X, Y, t)= lim
r̂→0

ωK(A+

c1,3,1r̂ (X, Y, t))

σK(1r̂ (X, Y, t))

for (X, Y, t) ∈1. Consider (X, Y, t) ∈ 1̃ and r̂ > 0 small. Writing 1̂ :=1r̂ (X, Y, t) and

ωK(A+

c1,3, 1̂)

σK(1̂)
=

ωK(A+

c1,3, 1̂) ωK(A+

c1̃,3
, 1̂)

ωK(A+

c1̃,3
, 1̂) σK(1̂)

, (7-3)

we first apply Lemma 4.10 to deduce

ωK(A+

c1,3, 1̂)

ωK(A+

c1̃,3
, 1̂)

≲
GK(A+

c1,3, A−

c1̂,3
)

GK(A+

c1̃,3
, A−

c1̂,3
)
. (7-4)
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Next, applying Theorem 4.8 in (7-4), and passing to the limit by letting r̂ → 0 in (7-3),

KK(A+

c1,3, X, Y, t)≲
GK(A+

c1,3, A−

41̃,3
)

GK(A+

c1̃,3
, A−

41̃,3
)

KK(A+

c1̃,3
, X, Y, t).

Using this, and (7-2) with 1 replaced by 1̃ (which holds by the assumption), we deduce(
−−−

∫∫∫
1̃

|KK(A+

c1,3, X, Y, t)|2 dσK(X, Y, t)
)1/2

≲
GK(A+

c1,3, A−

41̃,3
)

GK(A+

c1̃,3
, A−

41̃,3
) σK(1̃)

. (7-5)

However, again using the bound GK(A+

c1̃,3
, A−

41̃,3
)≳ r̃2−q , see (5-7), we see that

GK(A+

c1,3, A−

41̃,3
)

GK(A+

c1̃,3
, A−

41̃,3
)

1

σK(1̃)
≲ r̃−1GK(A+

c1,3, A−

41̃,3
). (7-6)

Next, using Lemma 4.11, Lemma 4.10 and Theorem 4.12, in that order, we deduce

GK(A+

c1,3, A−

41̃,3
)≲ r̃2−qωK(A+

c1,3, 1̃), (7-7)

and hence, by combining the estimates above, see that(
−−−

∫∫∫
1̃

|KK(A+

c1,3, X, Y, t)|2 dσK(X, Y, t)
)1/2

≲
ωK(A+

c1,3, 1̃)

σK(1̃)
, (7-8)

which completes the proof of our claim.
Based on the above it remains to prove (7-2) for 1̃=1 and the rest of the proof is devoted to this. We

note that we can without loss of generality assume that (X0, Y0, t0)= (0, 0, 0). A key observation in the
following argument, and this is a consequence of A and � being independent of (Y, t), is that

KK(X̂ , Ŷ , t̂, X, Y, t) depends on (Ŷ , t̂, Y, t) only through the differences (Ŷ − Y ), (t̂ − t).

In particular,
KK(X̂ , Ŷ , t̂, X, Y, t)= KK(X̂ , Ŷ − Y, t̂ − t, X, 0, 0). (7-9)

Note that 1 is invariant under the change of coordinates (X, Y, t)→ (X,−Y,−t). Hence,

I :=

∫∫∫
1

|KK(A+

c1,3, X, Y, t)|2 dσK(X, Y, t)

= (−1)m+1
∫∫∫

1

|KK(A+

c1,3, X,−Y,−t)|2 dσK(X, Y, t).

Using (7-9), Harnack’s inequality, i.e., Lemma 4.4, and more specifically Lemma 4.6, we see that

KK(A+

c1,3, X,−Y,−t)≲ KK(A+

4c1,3, X, Y, t)

for all (X, Y, t) ∈1. Hence,

|KK(A+

c1,3, X,−Y,−t)|2 ≲ KK(A+

c1,3, X,−Y,−t)KK(A+

4c1,3, X, Y, t) (7-10)
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for all (X, Y, t) ∈1. Let
φ ∈ C∞

0 (R
N+1

\ ({A+

c1,3} ∪ {A+

4c1,3}))

be such that
φ(X, Y, t)= 1, (7-11)

whenever (X, Y, t) = ((x, xm), Y, t) is such that (x, Y, t) ∈ [−r, r ]
m−1

× [−r3, r3
]
m

× [−r2, r2
], xm ∈

[ψ(x)− r/16, ψ(x)+ r/16], and
φ(X, Y, t)= 0, (7-12)

whenever (X, Y, t) = ((x, xm), Y, t) is in the complement of the set defined through the restrictions
(x, Y, t) ∈ [−2r, 2r ]

m−1
×[−(2r)3, (2r)3]m

×[−(2r)2, (2r)2], xm ∈ [ψ(x)− r/8, ψ(x)+ r/8]. Further-
more, we choose φ so that

|∇Xφ(X, Y, t)| ≲ r−1, |(X · ∇Y − ∂t)φ(X, Y, t)| ≲ r−2, (7-13)

whenever (X, Y, t) ∈ RN+1. We introduce

v(X, Y, t) := GK(A+

c1,3, X,−Y,−t), ṽ(X, Y, t) := GK(A+

4c1,3, X, Y, t), (7-14)
and

9(X, Y, t) := φ(X, Y, t) ∂xmv(X, Y, t). (7-15)

Recalling that L∗

X,Y,t = ∇X · (A(X)∇X )− X ·∇Y + ∂t and using the definition of the Green’s function, we
see that

0 =

∫∫∫
�×Rm×R

L∗GK(A+

4c1,3, X, Y, t)9(X, Y, t) dX dY dt

=

∫∫∫
�×Rm×R

L∗ṽ(X, Y, t)9(X, Y, t) dX dY dt.

Hence

0 =

∫∫∫
�×Rm×R

(
L∗ṽ(X, Y, t)9(X, Y, t)− ṽ(X, Y, t)L9(X, Y, t)

)
dX dY dt

+

∫∫∫
�×Rm×R

ṽ(X, Y, t)L9(X, Y, t) dX dY dt.

Using this identity, and integrating by parts,

0 =

∫∫∫
∂�×Rm×R

KK(A+

4c1,3, X, Y, t)9(X, Y, t) dσK(X, Y, t)

+

∫∫∫
�×Rm×R

ṽ(X, Y, t)L9(X, Y, t) dX dY dt. (7-16)

Note that by construction,9(X, Y, t)=∂xmv(X, Y, t) if (X, Y, t)∈1. Consider the vector field A(x)N (X).
Obviously, A(x)N (X) · N (X)≤ κ by the boundedness of A and hence we can write

em = T (X)+ c(X)A(x)N (X)

for all (X, Y, t) ∈1 and for some function c( · ) such that c(X)≥ c(m, κ,M) for all (X, Y, t) ∈1. Here
T (X) denotes a vector tangent to ∂� at X . Using these observations we see that

9(X, Y, t)= ∂xmv(X, Y, t)= c(X)A(x)N (X) · ∇Xv(X, Y, t),
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whenever (X, Y, t) ∈ 1. In particular, using this and the fact that KK(A+

c1,3) and 9 are nonnegative
functions,

I ≲
∣∣∣∣∫∫∫

�×Rm×R

ṽ(X, Y, t)L9(X, Y, t) dX dY dt
∣∣∣∣.

We next observe that

L9(X, Y, t)= (∇X (A(x)∇X )+ X · ∇Y − ∂t)9

= 2A(X)∇X (∂xmv)∇Xφ+ ∂xmvLφ+φL(∂xmv),

and that
Lv(X, Y, t)= L(G(Ac1,3, X,−Y,−t))= (L∗GK)(Ac1,3, X,−Y,−t)= 0.

Using this we see that
L(∂xmv)= L(∂xmv)− ∂xmL(v)= ∂ymv.

In particular,
L9(X, Y, t)= 2A(x)∇X (∂xmv)∇Xφ+ ∂xmvLφ+φ∂ymv.

We note that these calculations essentially only use that A is independent of xm . Recall that φ satisfies
(7-11)–(7-13) and let

E = (�× Rm
× R)∩ {(X, Y, t) : φ(X, Y, t) ̸= 0}.

Using this notation and elementary manipulations,

I ≲ I1 + I2 + I3 + I4,

where

I1 := r−2
∫∫∫

E
|∇X GK(A+

c1,3, X,−Y,−t)|GK(A+

4c1,3, X, Y, t) dX dY dt,

I2 := r−1
∫∫∫

E
|∇X GK(A+

c1,3, X,−Y,−t)||∇X GK(A+

4c1,3, X, Y, t)| dX dY dt,

I3 := r−1
∫∫∫

E
|∇X∂xm GK(A+

c1,3, X,−Y,−t)|GK(A+

4c1,3, X, Y, t) dX dY dt,

I4 :=

∫∫∫
E

|∂ym GK(A+

c1,3, X,−Y,−t)|GK(A+

4c1,3, X, Y, t) dX dY dt.

Using the energy estimate of Lemma 4.1, and that

|GK(A+

c1,3, X,−Y,−t)| + |GK(A+

4c1,3, X, Y, t)| ≲ r2−q,

whenever (X, Y, t) ∈ E , we deduce that

I1 + I2 ≲ σK(1)
−1.

Similarly, using a slightly more involved argument, a Whitney decomposition, Lemma 4.1 and the fact
that A is independent of xm , we can proceed in a manner similar to the proof of Lemma 2.6 in [Nyström
2017] to also deduce that

I3 + I4 ≲ σK(1)
−1.
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Putting these estimates together we can conclude that∫∫∫
1

|KK(A+

c1,3, X, Y, t)|2 dσK(X, Y, t)= I ≲ σK(1)−1,

whenever 1⊂ ∂�× Rm
× R. Furthermore, as 1 ≲ ωK(A+

c1,3,1), we have(
−−−

∫∫∫
1

|KK(A+

c1,3, X, Y, t)|2 dσK

)1/2

≲

(
−−−

∫∫∫
1

|KK(A+

c1,3, X, Y, t)| dσK

)
,

which is (7-2) with 1̃=1. This completes the proof.

8. Applications to homogenization: Theorem 1.3

By making the change of variables (X, Y, t) 7→ (X̃ , Ỹ , t̃ ), (X, Y, t)= (ϵ X̃ , ϵ3Ỹ , ϵ2 t̃ ), the boundary

∂�× Rm
× R = {(X, Y, t) ∈ Rm

× Rm
× R : xm = ψ(x)}

is transformed into

∂�ϵ × Rm
× R := {(X̃ , Ỹ , t̃ ) ∈ Rm

× Rm
× R : x̃m = ψϵ(x̃)},

where ψϵ(x) := ϵ−1ψ(ϵx). Note that ψ and ψϵ have the same Lipschitz constant. Let

vϵ(X̃ , Ỹ , t̃ ) := uϵ(X, Y, t), fϵ(x̃, ψϵ(x̃), Ỹ , t̃ ) := f (x, ψ(x), Y, t).

Then, {
LϵKuϵ = 0 in �× Rm

× R,

uϵ = f n.t. on ∂�× Rm
× R,

(8-1)

where LϵK is as in (1-12), if and only if{
L1
Kvϵ = 0 in �ϵ × Rm

× R,

vϵ = fϵ n.t. on ∂�ϵ × Rm
× R.

(8-2)

By Theorem 1.2 we see that (8-2) has a unique weak solution which satisfies

∥N (vϵ)∥L p(∂�ϵ×Rm×R, dσK) ≲ ∥ fϵ∥L p(∂�ϵ×Rm×R, dσK).

Changing back to the (X, Y, t)-coordinates, we get that (8-1) has a unique weak solution satisfying the
estimate

∥N (uϵ)∥L p(∂�×Rm×R, dσK) ≲ ∥ f ∥L p(∂�×Rm×R, dσK), (8-3)

and in the last two displays the implicit constants are also allowed to depend on p, but are independent of
ϵ and f . This settles the proof of the first part of Theorem 1.3.

To settle the proof of the second part of Theorem 1.3 we want to let ϵ → 0 and prove, given f ∈

L p(∂�× Rm
× R, dσK), that uϵ → ū and that ū is a weak solution to the Dirichlet problem{

LKū = 0 in �× Rm
× R,

ū = f n.t. on ∂�× Rm
× R,

(8-4)
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and that
∥N (ū)∥L p(∂�×Rm×R, dσK) ≲ ∥ f ∥L p(∂�×Rm×R, dσK), (8-5)

where the implicit constant also is allowed to depend on p. Note that A is a constant matrix, and
once existence is established, uniqueness for the problem stated follows from the uniqueness part of
Theorem 3.3. We also note that in the following it suffices to consider the case p = 2, again by the
classical arguments in [Coifman and Fefferman 1974].

Consider UX × UY × J ⊂ RN+1, where UX ⊂ Rm and UY ⊂ Rm are bounded domains and J = (a, b),
with −∞< a< b<∞. Assume that UX × UY × J is contained in �×Rm

×R and that the distance from
UX × UY × J to ∂�×Rm

×R is r > 0. By a covering argument with cubes of size, say, r/2, Lemma 4.2,
and (8-3), it follows that uϵ is uniformly bounded, with respect to ϵ, in L2(UX × UY × J ), whenever
UX × UY × J ⊂�× Rm

× R. Using this, and the energy estimate of Lemma 4.1, we can conclude that

∥∇X uϵ∥L2(UX ×UY ×J ) is uniformly bounded in ϵ. (8-6)

Next, using (8-6) and the weak formulation of the equation LϵKuϵ = 0 it follows that (X · ∇Y − ∂t)uϵ is
uniformly bounded, with respect to ϵ, in L2

Y,t(UY × J, H−1
X (UX )). Let W (UX × UY × J ) be defined as

in (2-18). By the above argument we can conclude, whenever UX × UY × J is compactly contained in
�× Rm

× R, that
∥uϵ∥W (UX ×UY ×J ) is uniformly bounded in ϵ, (8-7)

and, by ellipticity of Aϵ , that

∥Aϵ∇X uϵ∥(L2
X,Y,t (UX ×UY ×J ))m is uniformly bounded in ϵ. (8-8)

Using the Sobolev embedding theorem one can prove that there exists a compact injection

W (UX × UY × J )→ L2(UX × UY × J ). (8-9)

Using this, (8-7) and (8-8) we see that there exists a subsequence of {uϵ}, still denoted by {uϵ}, such that

uϵ → ū in L2(UX × UY × J ),

Aϵ∇X uϵ → ξ weakly in (L2(UX × UY × J ))m,

(X · ∇Y − ∂t)uϵ → (X · ∇Y − ∂t)ū weakly in L2
Y,t(UY × J, H−1

X (UX )).

(8-10)

In particular,
uϵ → ū weakly in W (UX × UY × J ).

Furthermore, using this and the local regularity estimate in Lemma 4.3 we also have that

uϵ → ū, locally uniformly in �× Rm
× R as ϵ → 0.

We now have sufficient information to pass to the limit in the weak formulation of the equation
LϵKuϵ = 0 and doing so we obtain

0 =

∫∫∫
UX ×UY ×J

ξ · ∇Xφ dX dY dt +

∫∫
UY ×J

⟨(−X · ∇Y + ∂t)ū( · , Y, t), φ( · , Y, t)⟩ dY dt (8-11)
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for all φ ∈ L2
Y,t(UY × J, H 1

X,0(UX )). We need to show that ξ = A∇X ū. To this end, we consider the
functions

wϵα(X) := ϵwα(X/ϵ), (8-12)

with wα defined as in (1-11). Following [Cioranescu and Donato 1999], we see that

wϵα → α · X weakly in H 1
X (UX ),

wϵα → α · X in L2(UX ).
(8-13)

In particular

Aϵ∇Xw
ϵ
α → Aα weakly in (L2(UX ))

m (8-14)

and ∫
Aϵ(X)∇Xw

ϵ
α · ∇Xφ dX = 0 (8-15)

for all φ ∈ C∞

0 (UX ); see [Cioranescu and Donato 1999, Section 8.1].
Pick ϕ ∈ C∞

0 (UX ), ψ ∈ C∞

0 (UY × J ). We choose φ = ϕuϵψ in (8-15), and integrate with respect to Y
and t :

0 =

∫∫∫
(Aϵ(X)∇Xw

ϵ
α · ∇X uϵ)ϕψ dX dY dt +

∫∫∫
(Aϵ(X)∇Xw

ϵ
α · ∇Xϕ)uϵψ dX dY dt . (8-16)

Picking ϕwϵαψ as a test function in the weak formulation of LϵKuϵ = 0 yields

0 =

∫∫∫
((Aϵ(X)∇X uϵ · ∇Xw

ϵ
α)ϕψ + (Aϵ(X)∇X uϵ · ∇Xϕ)w

ϵ
αψ) dX dY dt

+

∫∫∫
(X · ∇Yψ − ∂tψ)ϕw

ϵ
αuϵ dX dY dt,

where we have used that ϕ and wϵα only depend on X and that ψ only depends on Y and t . Subtracting
the expression in the last display from (8-16) yields

0 =

∫∫∫
((Aϵ(X)∇Xw

ϵ
α · ∇Xϕ)uϵψ − (Aϵ(X)∇X uϵ · ∇Xϕ)w

ϵ
αψ) dX dY dt

−

∫∫∫
(X · ∇Yψ − ∂tψ)ϕw

ϵ
αuϵ dX dY dt. (8-17)

Using (8-10), (8-13), and (8-14), we see that∫∫∫
((Aϵ(X)∇Xw

ϵ
α · ∇Xϕ)uϵψ) dX dY dt →

∫∫∫
((Aα · ∇Xϕ)ūψ) dX dY dt,∫∫∫

(Aϵ(X)∇X uϵ · ∇Xϕ)w
ϵ
αψ dX dY dt →

∫∫∫
(ξ · ∇Xϕ)(α · X)ψ dX dY dt,∫∫∫

(X · ∇Yψ − ∂tψ)ϕw
ϵ
αuϵ dX dY dt →

∫∫∫
(X · ∇Yψ − ∂tψ)(α · X)ϕū dX dY dt,

as ϵ → 0; i.e., passing to the limit in (8-17) we obtain∫∫∫ (
(Aα · ∇Xϕ)ūψ − (ξ · ∇Xϕ)(α · X)ψ − (X · ∇Yψ − ∂tψ)(α · X)ϕū

)
dX dY dt = 0.
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Using that
(∇Xϕ)(α · X)ψ = ∇X (ϕ(α · X)ψ)−αϕψ,

and (8-11), now with φ = (α · X)ϕψ as test function, we get∫∫∫
((Aα · ∇Xϕ)ūψ − (ξ ·α)ϕψ) dX dY dt = 0. (8-18)

Since A is constant, this implies that

ξ ·α = (A∇X ū) ·α for all α ∈ Rm,

and consequently, ξ = A∇X ū. In particular, {uϵ}ϵ>0 has a subsequence that converges weakly to ū and ū
is a weak solution to LKū = 0 in �× Rm

× R.
Next, assume that f ∈ C0(∂�× Rm

× R). Then

uϵ(X, Y, t)=

∫∫∫
Kϵ(X, Y, t, X̃ , Ỹ , t̃ ) f (X̃ , Ỹ , t̃ ) dσK(X̃ , Ỹ , t̃ ), (8-19)

and we need to extract a convergent subsequence from the sequence of kernels {Kϵ}. Using the represen-
tation in (8-19) we see that if

(X, Y, t) ∈ UX × UY × J and dist(UX , ∂�× Rm
× R)≥ 2r, (8-20)

then as above, i.e., again using a covering argument, Lemma 4.2 and (8-3), we deduce that∣∣∣∣∫∫∫
Kϵ(X, Y, t, X̃ , Ỹ , t̃ ) f (X̃ , Ỹ , t̃ ) dσK(X̃ , Ỹ , t̃ )

∣∣∣∣ = |uϵ(X, Y, t)| ≤ c∥ f ∥L2(∂�×Rm×R, dσK)

for some positive constant c <∞ independent of ϵ. It thus follows by duality that

∥Kϵ(X, Y, t, · , ·, · )∥L2(∂�×Rm×R, dσK)

is bounded uniformly in ϵ for (X, Y, t) as in (8-20). This clearly implies that

∥Kϵ∥L2(UX ×UY ×J×∂�×Rm×R, dX dY dt dσK)

is bounded uniformly in ϵ. Thus, for a subsequence,

Kϵ → K , as ϵ → 0, weakly in L2(UX × UY × J × ∂�× Rm
× R, dX dY dt dσK).

Suppose now that {uϵj } converges weakly in W (UX × UY × J ) to ū. Then, by the above argument
there exists a subsequence {ϵj ′} of {ϵj } such that Kϵj ′

converges weakly to K in

L2(UX × UY × J × ∂�× Rm
× R, dX dY dt dσK).

This implies, as uϵ(X, Y, t)→ ū(X, Y, t), and by continuity for all (X, Y, t) as in (8-20), that

uϵ(X, Y, t)=

∫∫∫
Kϵ(X, Y, t, X̃ , Ỹ , t̃ ) f (X̃ , Ỹ , t̃ ) dσK(X̃ , Ỹ , t̃ )

→

∫∫∫
K (X, Y, t, X̃ , Ỹ , t̃ ) f (X̃ , Ỹ , t̃ ) dσK(X̃ , Ỹ , t̃ )= ū(X, Y, t),
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as ϵ → 0 and for all (X, Y, t) as in (8-20). As UX × UY × J is arbitrary in this argument, we conclude
that for a certain subsequence of {uϵ}ϵ>0,

uϵ → ū weakly in Wloc(�× Rm
× R),

and
Kϵ → K weakly in L2

loc(�× Rm
× R × ∂�× Rm

× R, dX dY dt dσK). (8-21)

Furthermore,
LKū = 0 in �× Rm

× R,

and

ū(X, Y, t)=

∫∫∫
K (X, Y, t, X̃ , Ỹ , t̃ ) f (X̃ , Ỹ , t̃ ) dσK(X̃ , Ỹ , t̃ ),

whenever (X, Y, t) ∈�× Rm
× R. Note that the space

L2
loc(�× Rm

× R × ∂�× Rm
× R, dX dY dt dσK)

in (8-21) should be interpreted as local only in the first three variables X , Y and t . As A is a constant
matrix, the Kolmogorov measure ωLK

is absolutely continuous with respect to σK and this can be seen as a
consequence of Theorem 1.1. In particular, the problem D2

K(∂�× Rm
× R, dσK) is uniquely solvable for

the operator LK and K (X, Y, t, X̃ , Ỹ , t̃ ) is the Radon–Nikodym derivative of the Kolmogorov measure
ωLK

(X, Y, t, · ) with respect to σK at (X̃ , Ỹ , t̃ ) ∈ ∂�× Rm
× R. As a consequence, using Theorem 3.3

we can conclude that for f ∈ C0(∂�× Rm
× R) given, ū is the unique solution to the problem in (8-4)

which satisfies (8-5). For f ∈ L2(∂�× Rm
× R, dσK) the same conclusion follows from the density

of C0(∂�× Rm
× R) in L2(∂�× Rm

× R, dσK); see the final part in the proof of (i) implies (ii) in
Theorem 3.3 for reference. Summing up, the proof of Theorem 1.3 is complete.
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DIMENSION-FREE HARNACK INEQUALITIES
FOR CONJUGATE HEAT EQUATIONS AND

THEIR APPLICATIONS TO GEOMETRIC FLOWS

LI-JUAN CHENG AND ANTON THALMAIER

Let M be a differentiable manifold endowed with a family of complete Riemannian metrics g(t) evolving
under a geometric flow over the time interval [0, T [. We give a probabilistic representation for the
derivative of the corresponding conjugate semigroup on M which is generated by a Schrödinger-type
operator. With the help of this derivative formula, we derive fundamental Harnack-type inequalities
in the setting of evolving Riemannian manifolds. In particular, we establish a dimension-free Harnack
inequality and show how it can be used to achieve heat kernel upper bounds in the setting of moving
metrics. Moreover, by means of the supercontractivity of the conjugate semigroup, we obtain a family of
canonical log-Sobolev inequalities. We discuss and apply these results both in the case of the so-called
modified Ricci flow and in the case of general geometric flows.

1. Introduction

Let M be a differentiable manifold endowed with a C1 family of complete Riemannian metrics g(t)
indexed by the real interval [0, T [, where T ∈ ]0, ∞]. The family g(t) describes the evolution of the
manifold M under a geometric flow where T is the first time where possibly a blow-up of the curvature
occurs. This type of singularity is not excluded in our setting.

More specifically, we consider geometric flows of the type

∂t g(t) = −2 Sc(t) on M × [0, T [,

where Sc(t) = (Si j ) is a general time-dependent symmetric (0, 2)-tensor. For fixed t , with respect to the
metric g(t), let S = gi j Si j be the metric trace of the tensor S(t) and 1t the Laplace–Beltrami operator
acting on functions on M. In practice, the geometric flow deforms the geometry of M and smooths out
irregularities in the metric to give it a nicer and more symmetric form, which provides geometric and
topological information on the manifold.

Consider operators of the form L t = 1t −∇
tφt , where φt is a time-dependent function on M. We also

use the notation gt = g(t), St = S(t, · ) and Sct = Sc(t). In this paper we study the (minimal) fundamental
solution to heat equations of the type

(L t − ∂t)u(t, x) = 0, resp. (L t + ∂t − ϱt)u(t, x) = 0,
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where ϱt = ∂tφt + St . The first equation is the classical heat equation, the second one appears naturally
as conjugate heat equation. More precisely, we have the following relationship.

Remark 1.1. Set dµt = e−φt d volt , where volt denotes the Riemannian volume to the metric g(t). Let
□ = L t − ∂t be the standard heat operator and □∗ its formal adjoint with respect to the measure µt ⊗ dt .
Thus, ∫ T

0

∫
M

V □U dµt dt =

∫ T

0

∫
M

U □∗ V dµt dt

for functions U, V ∈ C2,1
c (M × [0, T [). From this relation it is immediate that □∗

= L t + ∂t − ϱt .

Example 1.2. A typical situation covered by this setting is solving a geometric flow equation (e.g., Ricci
flow) forward in time and the associated conjugate heat equation backward in time. In the case of the
Ricci flow ∂t g(t) = −2 Rict and L t = 1t , the conjugate heat equation reads as □∗u = (1t +∂t − R)u = 0,
where R = tr Ric denotes the (time-dependent) scalar curvature.

It should be mentioned that an important ingredient in the proof of the Poincaré conjecture by Perelman
[2002] is a differential Harnack inequality which is related to a gradient estimate for solutions to the
conjugate heat equation under forward Ricci flow on a compact manifold. This relation has been one of
our motivations to investigate solutions to conjugate heat equations and their associated semigroups also
by methods of stochastic analysis.

Let X t be the diffusion process generated by L t = 1t − ∇
tφt (called L t -diffusion process) which we

assume to be nonexplosive up to time T. We consider the two-parameter semigroup associated to L t ,

Ps,t f (x) := E[ f (X t) | Xs =x], s ≤ t,

which satisfies the heat equation {
∂

∂s
Ps,t f = −Ls Ps,t f,

lims→t Ps,t f = f.

In previous work, we already studied properties of heat equations under geometric flows, like properties
of the semigroup Ps,t generated by L t , by adapting probabilistic methods. In [Cheng 2017], for instance,
the first author gave functional inequalities equivalent to a lower bound of Rict + Sct . In [Cheng and
Thalmaier 2018a; 2018c] we established characterizations of upper and lower bounds for Rict + Sct in
terms of functional inequalities on the path space over M.

On a more probabilistic side, in [Cheng and Thalmaier 2018b] the authors studied existence and unique-
ness of so-called evolution systems of measures related to the semigroup Ps,t . Using such systems as ref-
erence measures, contractivity of the semigroup, as well as log-Sobolev inequality, have been investigated.

Although the evolution system of measures is helpful to shed light on properties of solutions to the
heat equation, it is still difficult to obtain a full picture of this measure system, like its relation to the
system of volume measures. It has been observed that if one uses volume measures as reference measures,
many questions will be related to the conjugate heat equation and not the usual heat equation; see e.g.,
[Abolarinwa 2015; Cao et al. 2015; Kuang and Zhang 2008].
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Recall that µt(dx)=e−φt (x) d volt , where volt is the volume measure with respect to the metric g(t). Let

Pϱ
s,t f (x) = E

[
exp

(
−

∫ t

s
ϱ(r, Xr ) dr

)
f (X t)

∣∣∣ Xs = x
]
,

where ϱ(t, x) = ϱt(x) is given by ϱt := ∂tφt + St and

∂

∂t
µt(dx) = −ϱ(t, x) µt(dx).

According to the Feynman–Kac formula, Pϱ
s,t f represents the solution to the equation

∂

∂s
ϕs = −(Ls − ϱs)ϕs, ϕt = f,

on [0, t] × M where t < T. We note that this equation is conjugate to the heat equation

∂

∂s
u(s, x) = Lsu(s, · )(x).

In this paper, we first give probabilistic formulas and estimates for d Pϱ
s,t f from which we then derive a

dimension-free Harnack inequality. It is interesting to note that by combining the dimension-free Harnack
inequalities for Ps,t and Pϱ

s,t , one can obtain new on-diagonal and Gaussian upper bounds for the heat
kernel to L t with respect to µt ; see Sections 5 and 6. We apply these results then to the following modified
geometric flow for gt combined with the conjugate heat equation for φt (see, e.g., Corollary 5.3 below), i.e.,{

∂t gt = −2(Sc + Hess(φ))t ,

∂tφt = −(1φ − S)(t, x).
(1-1)

As is well known, for Sc = Ric, this flow represents the gradient flow to Perelman’s famous entropy
functional, also known as Perelman’s F-functional [2002].

Before we give other applications of these Harnack inequalities, let us first compare our results on heat
kernel estimates with the known results in this direction. In [Coulibaly-Pasquier 2019], the author used a
horizontal coupling of curves to obtain a dimension-free Harnack inequality for Ps,t generated by 1t ,
and applied it then to on-diagonal heat kernel estimates by following Grigoryan’s argument [1997]. The
first difference to our approach is that we use the dimension-free Harnack inequality for the conjugate
heat semigroup instead of comparing Ps,t to Pϱ

s,t by controlling the absolute value of the potential |ϱ|.
The second difference is that in [Coulibaly-Pasquier 2019], the author used the midpoint (t + s)/2 as
reference time, so that lower bounds for both Rict + Sct and Rict − Sct for t ∈ [0, T ] are required. Here,
in our approach, we adopt the method of [Grigoryan 1997] as well, but the reference time r has greater
flexibility. For instance, the reference time r can be chosen close to s so that if one knows that there
exist constants κ and K such that |dϱs | ≤ κ and Rics + Scs + Hesss(φs) ≥ K at the initial time s, then
by choosing r close to s, an on-diagonal heat kernel estimate can still be derived under the assumption
that Rict − Sct + Hesst(φt) ≥ K1(t) for t ∈ [0, T ]. For instance, if the geometric flow is a Ricci flow and
φ = 0, then K1 ≡ 0 and solely information from the initial manifold is basically enough to derive upper
heat kernel bounds. With respect to this point of view, the necessary conditions in our results could be
weakened significantly.
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Recently, Buzano and Yudowitz [2020] established Gaussian-type heat kernel estimates under a general
geometric flow by adapting the methods from [Davies 1987]. In their paper, in the case of a general
geometric flow, they assume for vector fields X on M the tensorial inequality

0 ≤ D(Sc, X) :=
∂

∂t
S − 1S − 2|Si j |

2
+ 4(∇i Si j )X j − 2(∇j S)X j + 2Ri j X i X j − 2Si j X i X j . (1-2)

It should be remarked that apart from some classical geometric flows where condition (1-2) is easily
checked, this condition in general is difficult to verify. Generally speaking, it is an advantage for
applications to rely on information about Ric and Sc directly. From this point of view, our conditions are
convenient to apply.

Next, we observe that

µs(Pϱ
s,t f ) = µt( f ), s ≤ t, (1-3)

which means that the family of measures µs plays a role for the semigroup Pϱ
s,t similar to that of the

invariant measure in the static Riemannian case for the one-parameter semigroup Pt . Log-Sobolev
inequalities with respect to the invariant measure are well-established under certain curvature conditions
on Riemannian manifolds. They have many applications and are related to other functional inequalities
for Pt ; see for instance [Bakry 1997; Gross 1975; Wang 2001; 2009]. This leads to the natural question
of whether it is possible to prove log-Sobolev inequalities with respect to µt in a similar way through
functional inequalities for Pϱ

s,t .
In Section 7 we discuss the relation between contraction properties of the semigroup and log-Sobolev

inequalities with respect to µt . Using the dimension-free Harnack inequality for Pϱ
s,t , we give a sufficient

condition for supercontractivity of Pϱ
s,t which we then use to prove existence of the (defective) log-Sobolev

inequality for µs . It is well known that the log-Sobolev inequality and Sobolev inequality are important
tools to establish upper bounds for the heat kernel; see [Abolarinwa 2016; Băileşteanu 2012; Zhang 2006;
Buzano and Yudowitz 2020]. Note that in [Buzano and Yudowitz 2020] the condition for the log-Sobolev
inequality is D(Sc, X) ≥ 0, which implies in particular (∂t − 1t)St ≥ 0. Here besides the curvature
condition for the gradient estimate, we add the condition (∂t − L t)ϱt ≥ 0 to derive a super log-Sobolev
inequality. The results are then applied to the system (1-1). More specifically, denote by ρt ≡ ρt(o, · )

the distance function to a given base point o in M with respect to the metric gt , and suppose that the
geometric flow gt and the function φt satisfy (1-1). Assuming that Rict + Hesst(φt) + Sct ≥ K (t) and
µt(exp(λρ2

t )) < ∞ for all λ > 0 and t ∈ [0, T [, there exists a function β such that

µs( f 2 log f 2) ≤ rµs
(
|∇

s f |
2
s +

1
4ϱs f 2)

+ βs(r), r > 0,

for f ∈ C∞

0 ([0, T [ × M) and µs( f 2) = 1.
The paper is organized as follows. In Section 3 a probabilistic formula for the derivative of the

conjugate heat semigroup is given and used to establish a gradient estimate for Pϱ
s,t under suitable

curvature conditions. In Section 4 we derive two versions of dimension-free Harnack inequalities from
the mentioned gradient inequality for Pϱ

s,t , which are then applied in Section 5 to on-diagonal heat
kernel estimates and in Section 6 to Gaussian-type heat kernel estimates via Grigoryan’s argument.
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These Harnack inequalities are further used in Section 7 to gain sufficient and necessary conditions for
supercontractivity of Pϱ

s,t . In Section 7 we also clarify the relation between supercontractivity of Pϱ
s,t

and the log-Sobolev inequality with respect to µt . These results are then applied to system (1-1) of the
modified geometric flow under conjugate heat equation.

2. Brownian motion with respect to evolving manifolds

Let (M, gt)t∈I be an evolving manifold indexed by I = [0, T [. Let ∇
t be the Levi-Civita connection with

respect to gt . Denote by M := M × I space-time and consider the bundle

T M π
−→ M,

where π is the projection. As observed by Hamilton [1993] there exists a natural space-time connection ∇

on T M considered as bundle over space-time M such that{
∇v X = ∇

t
v X,

∇∂t X = ∂t X +
1
2(∂t gt)(X, · )♯gt

for all v ∈ (Tx M, gt) and all time-dependent vector fields X on M. This connection is compatible with
the metric, i.e.,

d
dt

|X |
2
gt

= 2⟨X, ∇∂t X⟩gt .

Remark 2.1. Let G =O(n), where n =dim M and consider the G-principal bundle F π
→M of orthonormal

frames with fibers
F(x,t) = {u : Rn

→ (Tx M, gt) | u isometry}.

As usual, a ∈ G acts on F from the right via composition. The connection ∇ gives rise to a G-invariant
splitting of the sequence

0 ker dπ TF π∗T M 0,
dπ

h

which induces a decomposition of TF as TF = V ⊕ H := ker dπ ⊕h(π∗T M). For u ∈F, the space Hu is
the horizontal space at u and Vu ={v ∈ TuF : (dπ)v = 0} the vertical space at u. The bundle isomorphism

h : π∗T M −→∼ H ↪→ TF, hu : Tπ(u)M −→∼ Hu, u ∈ F, (2-1)

is the horizontal lift of the G-connection.

Corollary 2.2. To each X +b∂t ∈ T(x,t)M and each frame u ∈F(x,t), there exists a unique “horizontal lift”
X∗

+ bDt ∈ Hu of X + b∂t such that

π∗(X∗
+ bDt) = X + b∂t .

In explicit terms, X∗ is the horizontal lift of X with respect to the metric gt , and Dt = (d/ds)|s=0us , where
us is the horizontal lift based at u of the curve s 7→ (x, t + s).
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We consider curves in M of the form

γt = (xt , ℓt), t ∈ [0, T [,

where ℓt is a monotone differentiable transformation on [0, T [. The horizontal lift of such a curve γt in
M is a curve ut in F such that πut = γt and ∇γ̇ (ut e) = 0 for each e ∈ Rn. Then

//γ
r,s := usu−1

r : (Txr M, gℓr
) → (Txs M, gℓs

), 0 ≤ r ≤ s < T,

gives parallel transport along γt . In the following we consider the special case ℓt = t .

Remark 2.3. Vector fields and differential forms on M can be seen as time-dependent vector fields and
differential forms on M. It is convenient to write objects on M as G-equivariant functions on F. In
particular, then

(1) functions f ∈ C∞(M) read as f̃ ∈ C∞(F) via f̃ := f ◦ π ,

(2) time-dependent vector fields Y on M read as Ỹ : F → Rn via Ỹ (u) := u−1Yπ(u),

(3) time-dependent differential forms α on M read as α̃ : F → (Rn)∗ via α̃(u) = απ(u)(u · ).

The following formulas hold:
∼

X f = X∗ f̃ ,
∼

∂t f = Dt f̃ ,
∼

∇X Y = X∗Ỹ ,
∼

∇∂t
Y = Dt Ỹ ,

∼

∇Xα = X∗α̃,
∼

∇∂t
α = Dt α̃. (2-2)

The proofs are straightforward. For instance, to check the last equality, let ut be a horizontal curve such
that πut = γt = (x, t), where x ∈ M is fixed. Then

(Dt α̃)(us) =
d
dt

∣∣∣
t=s

α̃(ut) =
d
dt

∣∣∣
t=s

απ(ut )(ut · )

=
d
dr

∣∣∣
r=0

α(x,s+r)(//s,s+r us, · ) = (∇∂t
α)(x,s)(us · ) = (

∼

∇∂t
α)(us).

Remark 2.4. The vector fields

Hi ∈ 0(TF), Hi (u) = (uei )
∗
≡ hu(uei ), i = 1, . . . , n,

where (e1, . . . , en) denotes the standard basis of Rn, are the standard-horizontal vector fields on F. The
operator

1hor =

n∑
i=1

H 2
i

is called Bochner’s horizontal Laplacian on F. Note that
∼

1 f = 1hor f̃ and
∼

1roughα = 1horα̃, (2-3)

where 1rough = tr(∇ t)2 is the rough Laplacian on differential one-forms. Recall that, for fixed t ∈ I ,

d1t f = tr(∇ t)2d f − Rict(d f, · ) (2-4)

by the Weitzenböck formula.
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Let π : F → M denote the canonical projection. For φ ∈ C1,2(M), we define a vector field on F by

Hφ
∈ 0(TF), Hφ(u) = hu(∇

tφ(t, · )x), π(u) = (x, t).

Consider the following Stratonovich SDE on F:{
dU = Dt(U ) dt +

∑n
i=1 Hi (U ) ◦ d Bi

− Hφ(U ) dt,
Us = us, π(us) = (x, s), s ∈ [0, T [.

(2-5)

Here B denotes standard Brownian motion on Rn (sped up by the factor 2, i.e., d Bi d B j
= 2δi j dt) with

generator 1Rn . Equation (2-5) has a unique solution up to its lifetime ζ := limk→∞ ζk , where

ζk := inf{t ∈ [s, T [ : ρt(π(Us), π(Ut)) ≥ k}, n ≥ 1, inf∅ := T, (2-6)

and where ρt stands for the Riemannian distance induced by the metric g(t). We note that if U solves
(2-5) then

π(Ut) = (X t , t),

where X is a diffusion process on M generated by L t = 1t − ∇
tφt . In case of φ = 0 we call X a

(gt)-Brownian motion on M.
More precisely, we have the following result.

Proposition 2.5. Let U be a solution to the SDE (2-5). Then

(1) for any C2-function F : F → R,

d(F(U )) = (Dt F)(U ) dt +

n∑
i=1

(Hi F)(U ) d Bi
+ (1hor F)(U ) dt − (Hφ F)(U ) dt,

(2) for any C2-function f : M → R, we have

d( f (X)) = (∂t f )(X) dt +

n∑
i=1

(Uei f ) d Bi
+ (L t f )(X) dt.

Let U be a solution to the SDE (2-5) and π(Ut) = (X t , t). Furthermore let

//r,t := Ut U
−1
r : (Txr M, gr ) → (Txt M, gt), s ≤ r ≤ t < T,

be the induced parallel transport along X t (which by construction consists of isometries). We use the
notation

X t = X (s,x)
t , t ≥ s,

if Xs = x . Note that X t = X (s,x)
t solves the equation

d X (s,x)
t = Ut ◦ d Bt − ∇

tφt(X (s,x)
t ) dt, X (s,x)

s = x .

For any f ∈ C2
0(M),

f (X (s,x)
t ) − f (x) −

∫ t

s
Lr f (X (s,x)

r ) dr =

∫ t

s
⟨//−1

s,r ∇
r f (X (s,x)

r ), Us d Br ⟩s, t ∈ [s, T [,

is a martingale up to the lifetime ζ . In the case s = 0, we write again X x
t instead of X (0,x)

t .
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3. Derivative formula

Let L t = 1t −∇
tφt , where φ is C1,2([0, T [× M). Throughout this section, we assume the diffusion (X t)

generated by L t is nonexplosive up to time T. Recall that µt(dx) = e−φt (x)d volt and

∂

∂t
µt(dx) = −(∂tφ + S)(t, x) µt(dx) = −ϱ(t, x) µt(dx),

with

ϱ(t, x) ≡ ϱt(x) = ∂tφ(t, x) + S(t, x).

For each t , we assume that ϱt is bounded from below by a constant depending on t .
For f ∈ Cb(M) let

Pϱ
s,t f (x) = E

[
exp

(
−

∫ t

s
ϱ(r, Xr ) dr

)
f (X t)

∣∣∣ Xs = x
]
. (3-1)

Then
∂

∂s
Pϱ

s,t f = −(Ls − ϱs)Pϱ
s,t f, Pϱ

t,t = f. (3-2)

That u(s, x) := Pϱ
s,t f (x) represents the solution to (3-2) is easily seen from the fact that

exp
(
−

∫ r

s
ϱ(a, Xa) da

)
Pϱ

r,t f (X (s,x)
r ), r ∈ [s, t],

is a martingale under given assumptions.
Our first step is to establish a derivative formula for Pϱ

s,t . When the metric is static, the derivative
formula for Pt f is known as the Bismut formula [Bismut 1984; Elworthy and Li 1994]. The more general
versions in [Thalmaier 1997] have been adapted to Feynman–Kac semigroups in [Thompson 2019].

We fix s ∈ [0, T [ and consider the random family Qs,t ∈ Aut(TXs M), 0 ≤ s ≤ t < T, given as a solution
to the ordinary differential equation

d Qs,t

dt
= −(Ric + Sc + Hess(φ))//s,tQs,t , Qs,s = id, (3-3)

where

(Ric + Sc + Hess(φ))//s,t
:= //−1

s,t ◦ (Rict + Sct + Hesst(φt))(X t) ◦ //s,t .

Theorem 3.1. Let L t = 1t − ∇
tφt as above. For each t , assume that both ϱt and

(Ric + Hess(φ) + Sc)(t, · )

are bounded below and that |dϱt | is bounded. Then, for v ∈ Tx M and f ∈ C1
b(M),

(d Pϱ
s,t f )(v)=E(s,x)

[
exp

(
−

∫ t

s
ϱr (Xr ) dr

)(
d f (//s,t Qs,tv)(X t)− f (X t)

∫ t

s
dϱr (//s,r Qs,rv) dr

)]
. (3-4)

Proof. By the definition of Q as the solution to (3-3), we have

d(U−1
s Qs,r ) = −U−1

s (Ric + Hess(φ))//s,r
Qs,r . (3-5)
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Set
Nr (v) = d Pϱ

r,t f (//s,r Qs,rv), s ≤ r ≤ t.

Write Nr (v) = F(Ur , qr (v)), where

F(u, w) := (d Pϱ
r,t f )x(uw), π(u) = (x, r) and w ∈ Rn,

qr (v) := U−1
s Qs,rv.

By means of Proposition 2.5, we have

d(F(Ur , w))
m
= (Dr F)(Ur , w) dr + (1hor F)(Ur , w) dr − (Hφ F)(Ur , w) dr, (3-6)

where
(Dr F)(u, w) = ∂r (d Pϱ

r,t f )x(uw) +
1
2(∂r gr )((d Pϱ

r,t f )♯gr , uw),

and where m
= stands for equality modulo the differential of a local martingale. Using the Weitzenböck

formula we observe that

∂r (d Pϱ
r,t f ) = −d(Lr − ϱr )Pϱ

r,t f

= −d(1r − ∇
rφr − ϱr )Pϱ

r,t f

= − tr(∇ t)2d Pϱ
r,t f + d Pϱ

r,t f ((Hess φr )
♯gr ) + d Pϱ

r,t f (Ric♯gr
r ) + d(ϱr Pϱ

r,t f )Xr .

Taking (2-2) and (2-3) into account, we have

(1hor F)(Ur , w) = tr(∇r )2d Pϱ
r,t f (Urw)

and
(Hφ F)(Ur , w) = Hess(φr )((d Pϱ

r,t f )♯gr, Urw) = d Pϱ
r,t f ((Hess(φr ))

♯gr )(Urw).

Thus (3-6) can be rewritten as

d(F(Ur , w))
m
= d Pϱ

r,t f (Ric♯gr
r )Urw + d(ϱr Pϱ

r,t f )Xr Urw +
1
2(∂r gr )((d Pϱ

r,t f )♯gr , Urw). (3-7)

Combining (3-7) and (3-5) we thus obtain

d Nr (v) = d(F(Ur , · ))(qr (v)) + F(Ur , ∂r qr (v)) dr
m
= d(ϱr Pϱ

r,t f )Xr //s,r Qs,rv dr

=
(
ϱr (Xr ) d Pϱ

r,t f (//s,r Qs,rv) + Pϱ
r,t f (Xr ) dϱr (//s,r Qs,rv)

)
dr,

Hence we get

d
(

exp
(
−

∫ r

s
ϱu(Xu) du

)
Nr (v)

)
m
= − exp

(
−

∫ r

s
ϱu(Xu) du

)
Pϱ

r,t f (Xr ) dϱr (//s,r Qs,rv) dr.

Integrating this equality from s to t and taking the expectation gives (3-4). □

Corollary 3.2. Suppose that ϱt is bounded below for each t , and assume that there are functions κ, K ∈

C([0, T [) such that |dϱt | ≤ κ(t), respectively

Rict + Sct + Hesst(φt) ≥ K (t).
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Then, for f ∈ C∞

0 (M) and f ≥ 0,

|∇
s Pϱ

s,t f |s ≤ exp
(
−

∫ t

s
K (r) dr

)
Pϱ

s,t |∇
t f |t + Pϱ

s,t f
∫ t

s
κ(r) exp

(
−

∫ r

s
K (u) du

)
dr.

Proof. The condition Rict + Sct + Hesst(φt) ≥ K (t) implies

|Qs,t | ≤ exp
(
−

∫ t

s
K (r) dr

)
.

The inequality then follows from the bound |dϱt | ≤ κ(t). □

In particular, if φ ≡ 0, Corollary 3.2 then becomes:

Corollary 3.3. Suppose that St is bounded below for each t and assume that there are functions S, K ∈

C([0, T [) such that |d St | ≤ κ(t), respectively

Rict + Sct ≥ K (t).

Then, for f ∈ C∞

0 (M) and f ≥ 0,

|∇
s Pϱ

s,t f |s ≤ exp
(
−

∫ t

s
K (r) dr

)
Pϱ

s,t |∇
t f |t + Pϱ

s,t f
∫ t

s
κ(r) exp

(
−

∫ r

s
K (u) du

)
dr.

4. Dimension-free Harnack inequalities

We first derive two Harnack-type inequalities for Po
s,t . Such dimension-free Harnack inequalities were

studied first by Wang; see, e.g., [Wang 2014] for more results in this direction. When it comes to the
evolving metric case, in [Cheng 2017] the author gave the following Harnack inequality for the 2-parameter
semigroup Ps,t as follows. We denote by Bb(M) the space of bounded measurable functions on M.

Theorem 4.1. Suppose that

Rict + Sct + Hesst(φt) ≥ K (t).

Then, for any nonnegative function f ∈ Bb(M) and 0 ≤ s ≤ t < T,

(Ps,t f )p(x) ≤ Ps,t f p(y) exp
(

p
4(p − 1)α(s, t)

ρ2
s (x, y)

)
,

where

α(s, t) :=

∫ t

s
exp

(
2
∫ r

s
K (u) du

)
dr.

We first extend such kind of dimension-free Harnack inequality to that for the conjugate semigroup.

Theorem 4.2. Suppose that ϱ is bounded below, |dϱt | ≤ κ(t), and

Rict + Sct + Hesst(φt) ≥ K (t).

The following two Harnack-type inequalities hold for any p > 1:
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(i) For 0 ≤ s ≤ t < T and any nonnegative function f ∈ Bb(M),

(Pϱ
s,t f )p(x) ≤ (Pϱ

s,t f p)(y) exp
(
(p − 1)

∫ t

s
sup ϱ−

r dr +
pρ2

s (x, y)

4(p − 1)α(s, t)
+

pη(s, t)ρs(x, y)

α(s, t)

)
, (4-1)

where

α(s, t): =

∫ t

s
exp

(
2
∫ r

s
K (u) du

)
dr,

η(s, t): =

∫ t

s

∫ v

s
κ(r) exp

(
2
∫ v

s
K (u) du −

∫ r

s
K (u) du

)
dr dv.

(ii) For 0 ≤ s ≤ t < T and any nonnegative function f ∈ Bb(M),

(Pϱ
s,t f )p(x)≤ (Pϱ

s,t f p)(y) Ey
[

exp
(
−(p−1)

∫ t

s
ϱr (Xr ) dr

)]
exp

(
pρ2

s (x, y)

4(p − 1)α(s, t)
+

2pη(s, t)
α(s, t)

ρs(x, y)

)
.

Proof. To facilitate the notion we restrict ourselves to the case s = 0. By approximation and the monotone
class theorem, we may assume that f ∈ C2(M) has compact support and infM f > 0. Given x ̸= y
and t > 0, let γ : [0, t] → M be the constant-speed g0-geodesics from x to y of length ρ0(x, y). Let
νs = dγs/ds. Thus we have |νs |0 = ρ0(x, y)/t . Let

h(s) = t

∫ s
0 exp

(
2
∫ r

0 K (u) du
)

dr∫ t
0 exp

(
2
∫ r

0 K (u) du
)

dr
.

Then h(0) = 0 and h(t) = t . Let ys = γh(s) and

ϕ(s) = log Eys

(
exp

(
−

∫ s

0
ϱr (Xr ) dr

)
Pϱ

s,t f (Xs)

)p

= log P pϱ

0,s (Pϱ
s,t f )p(ys), s ∈ [0, t].

To determine ϕ′(s), we first note that

d(Pϱ
s,t f (Xs))

p
= d Ms+(Ls+∂s)(Pϱ

s,t f )p(Xs)ds

= d Ms+p(p−1)(Pϱ
s,t f )p−2(Xs) |∇

s Pϱ
s,t f |

2
s (Xs)ds+pϱs(Xs)(Pϱ

s,t f )p(Xs)ds, s ≤ ζk,

where Ms is the local martingale part of (Pϱ
s,t f )p(Xs). This implies

Ex
[(

exp
(
−

∫ s∧ζk

0
ϱr (Xr ) dr

)
Pϱ

s∧ζk ,t f (Xs∧ζk )

)p ]
− (Pϱ

0,t f )p(x)

= p(p − 1)Ex
[∫ s∧ζk

0
exp

(
−p

∫ u

0
ϱr (Xr ) dr

)
(Pϱ

u,t f )p−2(Xu)|∇
u Pϱ

u,t f |
2
u(Xu) du

]
.

Since infM f > 0, by letting k → ∞, we deduce that

Ex
[(

exp
(
−

∫ s

0
ϱr (Xr ) dr

)
Pϱ

s,t f (Xs)

)p ]
− (Pϱ

0,t f )p(x)

= p(p − 1)

∫ s

0
Ex

[
exp

(
−p

∫ u

0
ϱr (Xr ) dr

)
(Pϱ

u,t f )p−2
|∇

u Pϱ
u,t f |

2
u(Xu)

]
du. (4-2)
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Hence, for each x ∈ M,

∂

∂s
Ex

(
exp

(
−

∫ s

0
ϱr (Xr ) dr

)
Pϱ

s,t f (Xs)

)p

= p(p − 1)Ex
[

exp
(
−p

∫ s

0
ϱr (Xr ) dr

)
(Pϱ

s,t f )p−2
|∇

s Pϱ
s,t f |

2
s (Xs)

]
.

Moreover, by adapting Corollary 3.2 for P pϱ
s,t , i.e.,

|∇
0 P pϱ

0,s f |0 ≤ exp
(
−

∫ s

0
K (r) dr

)
P pϱ

0,s |∇
s f |s + pP pϱ

0,s f
∫ s

0
κ(r) exp

(
−

∫ r

0
K (u) du

)
dr,

we thus obtain, for s ∈ [0, t],

dϕ(s)
ds

=

(
1

P pϱ

0,s (Pϱ
s,t f )p

{
p(p − 1)P pϱ

0,s ((Pϱ
s,t f )p

|∇
s log Pϱ

s,t f |
2
s ) + h′(s)⟨∇0 P pϱ

0,s (Pϱ
s,t f )p, νs⟩0

})
(ys)

≥

(
p

P pϱ

0,s (Pϱ
s,t f )p

{
(p − 1)P pϱ

0,s ((Pϱ
s,t f )p−2

|∇
s Pϱ

s,t f |
2
s )

−
ρ0(x, y)

t
exp

(
−

∫ s

0
K (u) du

)
h′(s)P pϱ

0,s ((Pϱ
s,t f )p−1

|∇
s Pϱ

s,t f |s)

−
ρ0(x, y)

t
h′(s) P pϱ

0,s (Pϱ
s,t f )p

∫ s

0
κ(r) exp

(
−

∫ r

0
K (u) du

)
dr

})
(ys)

≥

(
p

P pϱ

0,s (Pϱ
s,t f )p

P pϱ

0,s

{
(Pϱ

s,t f )p
(
(p − 1)|∇s log Pϱ

s,t f |
2
s

−
ρ0(x, y)

t
h′(s) exp

(
−

∫ s

0
K (u) du

)
|∇

s log Pϱ
s,t f |s

−
ρ0(x, y)

t
h′(s)

∫ s

0
κ(r) exp

(
−

∫ r

0
K (u) du

)
dr

)})
(ys)

≥
−ph′(s)2

4(p − 1)t2 exp
(
−2

∫ s

0
K (u) du

)
ρ0(x, y)2

−
p
t

h′(s)
∫ s

0
κ(r) exp

(
−

∫ r

0
K (u) du

)
dr ρ0(x, y),

where the last inequality follows from the simple fact that

a A2
+ bA ≥ −

b2

4a
, a > 0.

Since

h′(s) =
t exp

(
2
∫ s

0 K (u) du
)∫ t

0 exp
(
2
∫ r

0 K (u) du
)

dr
,

we thus arrive at

dϕ(s)
ds

≥ −
p exp

(∫ s
0 2K (u) du

)
4(p − 1)

(∫ t
0 exp

(
2
∫ r

0 K (u) du
)

dr
)2 ρ0(x, y)2

−
p exp

(
2
∫ s

0 K (u) du
)∫ s

0 κ(r) exp
(
−

∫ r
0 K (u) du

)
dr∫ t

0 exp
(
2
∫ r

0 K (u) du
)

dr
ρ0(x, y), s ∈ [0, t].
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Integrating over s from 0 and t , we get

(Pϱ

0,t f )p(x) ≤ Ey
[(

exp
(
−

∫ t

0
ϱr (Xr ) dr

)
f (X t)

)p ]
× exp

(
pρ0(x, y)2

4(p − 1)
∫ t

0 exp
(
2
∫ r

0 K (u) du
)

dr

+
p
∫ t

0

∫ s
0 κ(r) exp

(
2
∫ s

0 K (u) du −
∫ r

0 K (u) du
)

dr ds∫ t
0 exp

(
2
∫ r

0 K (u) du
)

dr
ρ0(x, y)

)

≤ Ey
[

exp
(
−

∫ t

0
ϱr (Xr ) dr

)
f (X t)

p
]

exp
(
(p − 1)

∫ t

0
sup ϱ−

r dr
)

× exp
(

pρ0(x, y)2

4(p − 1)
∫ t

0 exp
(
2
∫ r

0 K (u) du
)

dr

+
p
∫ t

0

∫ s
0 κ(r) exp

(
2
∫ s

0 K (u) du −
∫ r

0 K (u) du
)

dr ds∫ t
0 exp

(
2
∫ r

0 K (u) du
)

dr
ρ0(x, y)

)
. (4-3)

This proves part (i) of the theorem. In addition, by adopting in (4-3) the estimate

Ey
[(

exp
(
−

∫ t

0
ϱr (Xr ) dr

)
f (X t)

)p ]
≤ (Pϱ

0,t f p)(y) Ey
[

exp
(
−(p − 1)

∫ t

0
ϱr (Xr ) dr

)]
,

part (ii) of the theorem follows as well. □

5. On-diagonal heat kernel estimates

Let p be the fundamental solution of L t = 1t − ∇
tφt in the sense that{

∂t p(t, x; s, y) = (1t − ∇
tφt)p(t, · ; s, y)(x),

limt→s p(t, x; s, y) = δy(x),

where t > s. Let p∗ be the conjugate heat kernel of p; it is the density of Pϱ
s,t(x, dy) with respect to

µt(dy), i.e.,

Pϱ
s,t f (x) =

∫
p∗(s, x; t, y) f (y) µt(dy) =

∫
p∗(s, x; t, y) f (y)e−φt (y) volt(dy),

where volt denotes the volume measure with respect to gt . In [Cheng 2017] the following Harnack
inequality for the 2-parameter semigroup Ps,t was derived; it can be seen as a special case of Theorem 4.1.

It is interesting to observe that Theorem 4.1 for Ps,t , along with the Harnack inequality (4-1) for Pϱ
s,t ,

will allow us to attain on-diagonal upper bounds for the heat kernel p:

p(t, x; s, x) ≤
C√

µt(Bt(x,
√

t − s)) µs(Bs(x,
√

t − s))
for 0 ≤ s < t < T and x ∈ M.

Theorem 5.1. Suppose that sup ϱ−
u < ∞ for u ∈ [0, T ]. Let 0 ≤ s < t < T and there exists r0 ∈ (s, t)

such that, for u ∈ [r0, t],
Ricu − Scu + Hessu(φu) ≥ K1(u),
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and, for u ∈ [s, r0],

Ricu + Scu + Hessu(φu) ≥ K2(u) and |dϱu| ≤ κ(u) < ∞.

Then the following heat kernel upper bound holds:

p(t, x; s, x) ≤ exp
(

1
2

∫ t

s
sup ϱ−

u du +
t − s

4α1(r0, t)
+

t − s + 2η2(s, r0)
√

t − s
4α2(s, r0)

)
×

1√
µt(Bt(x,

√
t − s))µs(Bs(x,

√
t − s))

,

where

α1(r0, t): =

∫ t

r0

exp
(

2
∫ t

v

K1(u) du
)

dv, (5-1)

α2(s, r0): =

∫ r0

s
exp

(
2
∫ v

s
K2(u) du

)
dv, (5-2)

η2(s, r0): =

∫ r0

s

∫ v

s
κ(t) exp

(
2
∫ v

s
K2(u) du −

∫ t

s
K2(u) du

)
dt dv. (5-3)

Proof. We first observe that

p(t, x; s, x) =

∫
M

p(t, x; r, z) p(r, z; s, x) µr (dz)

≤

(∫
M

p(t, x; r, z)2µr (dz)
)1/2(∫

M
p(r, z; s, x)2µr (dz)

)1/2

.

Hence we are left with the task to estimate the two terms

I1 =

∫
M

p(t, x; r, z)2 µr (dz), I2 =

∫
M

p(r, z; s, x)2 µr (dz).

In order to estimate I1 we proceed with Theorem 4.1. Let p̄(s, x; u, y) := p(t − s, x; t − u, y) for
0 ≤ s ≤ u ≤ t . Then

∂s p̄( · , x; u, y)(s) = −L t−s p̄(s, · ; u, y)(x).

Write Ps,u f =
∫

p̄(s, x; u, y) f (y) µt−s(dy) for all f ∈ Bb(M). As

Ricu − Scu + Hessu(φu) ≥ K1(u), u ∈ [r0, t],

for some K1 ∈ C([r0, t]), we obtain that, for t > r ≥ r0,

(P0,t−r f )2(x) µt(Bt(x,
√

t − s)) exp
(
−

t − s

2
∫ t

r exp
(
2
∫ t
v

K1(u) du
)

dv

)

≤

∫
M

(P0,t−r f )2(x) exp
(
−

ρ2
t (x, y)

2
∫ t

r exp(2
∫ t
v

K1(u) du) dv

)
µt(dy)

≤

∫
M

(P0,t−r f 2)(y) µt(dy)

≤ exp
(∫ t

r
sup ϱ−(u, · ) du

)∫
M

f (y)2 µr (dy).
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Taking

f (y) := (k ∧ p(t, x; r, z)), z ∈ M, k ∈ N,

we obtain∫
M

(k ∧ p(t, x; r, z))2 µr (dy) ≤ exp
(∫ t

r
sup ϱ−(u, · ) du +

t − s
2α1(r, t)

)
1

µt(Bt(x,
√

t − s))
,

where

α1(r, t) =

∫ t

r
exp

(
2
∫ t

v

K1(u) du
)

dv.

Letting k → ∞, we arrive at

I1 =

∫
M

p(t, x; r, z)2 µr (dz) ≤ exp
(∫ t

r
sup ϱ−(u, · ) du +

t − s
2α1(r, t)

)
1

µt(Bt(x,
√

t − s))
.

To estimate the second term I2, we write∫
M

p(r, z; s, x)2 µr (dz) =

∫
M

p∗(s, x; r, z)2 µr (dz),

where p∗ denotes the adjoint heat kernel to p. Recall that{
∂s p∗(s, x; r, z) = −Ls p∗(s, · ; r, z)(x) + ϱs(x)p∗(s, y; r, z),

lims→r p∗(s, x; r, z) = δx(z).

Let {Pϱ
s,r }0≤s≤r≤t be the semigroup generated by the operator L t − ϱt . By (4-1), this time relying on the

assumption

Ricu + Scu + Hessu(φu) ≥ K2(u), u ∈ [s, r0],

we have that, for s < r ≤ r0,

(Pϱ
s,r f )2(x) ≤ (Pϱ

s,r f 2)(y) exp
(∫ r

s
sup ϱ−(u, · ) du +

ρ2
s (x, y)

2α2(s, r)
+

2η2(s, r)ρs(x, y)

α2(s, r)

)
,

where

α2(s, r) =

∫ r

s
exp

(
2
∫ v

s
K2(u) du

)
dv,

η2(s, r) =

∫ r

s

∫ v

s
κ(u) exp

(
2
∫ v

s
K2(t) dt −

∫ u

s
K2(t) dt

)
du dv.

By means of this formula, we can proceed as above to obtain

(Pϱ
s,r f )2(x) µs(Bs(x,

√
t − s)) exp

(
−

∫ r

s
sup ϱ−(u, · ) du −

t − s
2α2(s, r)

−
2η2(s, r)

√
t − s

α2(s, r)

)
≤

∫
M

(Pϱ
s,r f )2(x) exp

(
−

∫ r

s
sup ϱ−(u, · ) du −

ρ2
s (x, y)

2α2(s, r)
−

2η2(s, r)ρs(x, y)

α2(s, r)

)
µs(dy)

≤

∫
M

(Pϱ
s,r f 2)(y) µs(dy) =

∫
M

f (y)2 µr (dy).
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Thus taking f (z) := p∗(s, x; r, z) ∧ k and letting k → ∞, we obtain∫
M

p∗(s, x;r, z)2 µr (dz) ≤ exp
(∫ r

s
supϱ−(u, ·)du+

t−s+2η2(s,r)
√

t−s
2α2(s,r)

)
1

µs(Bs(x,
√

t−s))
. (5-4)

Finally, combining (5-4) we obtain

p(t, x; s, x) ≤

√
I1 I2

≤ exp
(

1
2

∫ t

s
sup ϱ−(u, · ) du +

t − s
4α1(r, t)

+
t − s + 2η2(s, r)

√
t − s

4α2(s, r)

)
×

1√
µs(Bs(x,

√
t − s)) µt(Bt(x,

√
t − s))

,

where the functions α1, α2, η2 are defined by (5-1). □

Remark 5.2. (1) In [Coulibaly-Pasquier 2019], the author used a horizontal coupling of curves to derive
a dimension-free Harnack inequality for the two-parameter semigroup Ps,t generated by 1t , a method
first used by Wang [2011; 2014], and applied it then to establish an upper bound for the heat kernel. A
major difference to our approach when φ = 0 is that we use the Harnack inequality again to deal with
the term I2, while in [Coulibaly-Pasquier 2019] a comparison result for Ps,t and Pϱ

s,t is used so that the
conditions there include both upper and lower bounds on ϱ. On the other hand, in [Coulibaly-Pasquier
2019], the middle time (t + s)/2 is used as reference time, so that the conditions require ϱ to be bounded
and Rict + Sct to have a lower bound on the whole time interval. However the reference time r can be
chosen close to s so that if the manifold M is compact, and if |dϱs | ≤ κ and Rics + Scs + Hesss(φs) ≥ K2

at the initial time s, then for small ϵ > 0 there exists δ > 0 such that, for u ∈ [s, s + δ],

Ricu + Scu + Hessu(φu) ≥ K2 − ϵ and |dϱu| ≤ κ + ϵ.

Therefore, the coefficients of the upper bound depend on g(s), the lower bound of Ricu − Scu + Hessu(φu),
u ∈ ]s, t] and sup ϱ−

u < ∞, u ∈ [s, t].

(2) Gaussian upper bounds for the heat kernel on evolving manifolds have recently also been obtained by
Buzano and Yudowitz [2020]. In their paper, they assume that for each vector field X on M the following
tensor inequality holds true:

0 ≤ D(Sc, X) :=
∂

∂t
S − 1S − 2|Si j |

2
+ 4(∇i Si j )X j − 2(∇j S)X j + 2Ri j X i X j − 2Si j X i X j .

Our approach via dimension-free Harnack inequalities enables us to relax such type of conditions.

We now exemplify our estimates in some specific situations. First we consider the modified geometric
flow for gt combined with the conjugate heat equation for φ, i.e.,{

∂t g(x, t) = −2(Sc + Hess(φ))(x, t),
∂tφt(x) = −1tφt(x) − S(x, t).

(5-5)

The following result holds for system (5-5).
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Corollary 5.3. Suppose that (gt , φt) evolve by (5-5) and that, for 0 ≤ s ≤ t ≤ T, there exists r ∈ [s, t]
such that

Ricu − Scu ≥ K1(u), u ∈ [r, t], Ricu + Scu +2 Hessu(φu) ≥ K2(u), u ∈ [s, r ].

Then
p(t, x; s, x) ≤ exp

(
t − s

4α1(r, t)
+

t − s
4α2(s, r)

)
1√

µs(Bs(x,
√

t − s))µt(Bt(x,
√

t − s))
,

where
α1(r, t): =

∫ t

r
exp

(
2
∫ t

v

K1(u) du
)

dv,

α2(s, r): =

∫ r

s
exp

(
2
∫ v

s
K2(u) du

)
dv.

Proof. It is immediate from the definition of ϱ that

ϱt = ∂tφt + trgt (Sct + Hesst(φt)) = ∂tφt + 1tφt + St = 0.

The proof is hence completed by applying Theorem 5.1. □

In particular, we may consider the standard geometric flow for the evolution of the metric g, i.e.,{
∂t g(t) = −2 Sc(t),
φt(x) = 0.

(5-6)

For this geometric flow, we have ϱ = S and thus obtain the following result.

Corollary 5.4. Suppose that gt evolves by (5-6) and sup S−
t < ∞ for each t ∈ [0, T [. For 0 < s < t < T,

there exists r ∈ (s, t) such that

Ricu − Scu ≥ K1(u), u ∈ [r, t],

|d Su| ≤ κ(u) < ∞, Ricu + Scu ≥ K2(u), u ∈ [s, r ].

Then

p(t, x; s, x)

≤exp
(

1
2

∫ t

s
sup S−

u du +
t − s

4α1(r, t)
+

t − s + 2η2(s, r)
√

t − s
4α2(s, r)

)
1√

µs(Bs(x,
√

t − s))µt(Bt(x,
√

t − s))
,

where
α1(r, t): =

∫ t

r
exp

(
2
∫ v

r
K1(u) du

)
dv,

α2(s, r): =

∫ r

s
exp

(
2
∫ v

s
K2(u) du

)
dv,

η2(s, r): =

∫ r

s

∫ v

s
κ(t) exp

(
2
∫ v

s
K2(u) du −

∫ t

s
K2(u) du

)
dt dv.

Proof. The result follows from Theorem 5.1 by taking Hess(φ) ≡ 0 and ϱ = S. □

In particular, if we consider the heat kernel estimate under the compact Ricci flow, i.e., gt evolving by
(5-6) with Sc = Ric, then

K1(t) = 0, sup R−

t ( · ) ≤ sup R−

s ( · ) < ∞.
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Hence if we further know that Rics ≥ K and |d Rs | < κ at time s, then there exists a constant C depending
on K , κ , sup R− and s, t such that

p(t, x; s, x) ≤
C(K , κ, sup R−, s, t)√

µs(Bs(x,
√

t − s)) µt(Bt(x,
√

t − s))
.

6. Gaussian-type heat kernel estimates

In this section, we apply the dimension-free Harnack inequality to heat kernel estimates. To this end, we
need the following lemma, which has been extended from [Grigoryan 1997]. Compared with the results
of Section 5 above, the additional condition “Sc ≥ 0” is required.

Lemma 6.1. For x ∈ M, T0 > 0, p > 1, q = p/(2(p − 1)), let

η(s, y) = −
ρs(x, y)2

T0 − 2q(t − s)
, y ∈ M, 0 < s < t <

T0

2q
.

If Sct ≥ 0, then, for any f ∈ B+

b (M),∫
M

(Pϱ/p
s,t f )p(y)eη(s,y) µs(dy) ≤

∫
M

f p(y)e−ρt (x,y)2/T0 µt(dy), s < t <
T0

2q
. (6-1)

Proof. Let

I (s) =

∫
M

(Pϱ/p
s,t f (y))p exp(η(s, y)) µs(dy).

We first take the derivative of the function η with respect to s,

∂sη( · , y)(s) = −
2ρs(x, y)∂sρs(x, y)

T0 − 2q(t − s)
+ 2q

ρs(x, y)2

(T0 − 2q(t − s))2

=
2ρs(x, y)

∫ ρs(x,y)

0 Scs(γ̇u, γ̇u) du
T0 − 2q(t − s)

+ 2q
ρs(x, y)2

(T0 − 2q(t − s))2 ≥ 2q
ρs(x, y)2

(T0 − 2q(t − s))2 ,

where γ : [0, ρs(x, y)] → M is a gs-geodesic connecting x and y. Then we have

I ′(s) =

∫
M

p(Pϱ/p
s,t f )p−1(y)

(
−Ls +

ϱs

p

)
Pϱ/p

s,t f (y) exp (η(s, y)) dµs

+

∫
M

(Pϱ/p
s,t f )p(y) exp (η(s, y))∂sη(s, y) dµs −

∫
M

(Pϱ/p
s,t f )p(y) exp (η(s, y)) ϱs(y) dµs

= −

∫
M

p(Pϱ/p
s,t f )p−1Ls Pϱ/p

s,t (y) f exp (η(s, y)) dµs +

∫
M

(Pϱ/p
s,t f )p(y) exp (η(s, y)) ∂sη(s, y) dµs

≥ −

∫
M

p(Pϱ/p
s,t f )p−1Ls Pϱ/p

s,t f exp (η(s, y)) dµs

+ 2q
∫

M
(Pϱ/p

s,t f )p(y) exp (η(s, y))
ρs(x, y)2

(T0 − 2q(t − s))2 dµs

=

∫
p(p − 1)(Pϱ/p

s,t f )peη(s,· )
(

|∇
s Pρ/p

s,t f |s

Pρ/p
s,t f

−
ρs(x, y)

(p − 1)(T0 − 2q(t − s))

)2

dµs ≥ 0.

By integrating the function I ′ from s to t , we prove inequality (6-1). □
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Theorem 6.2. Let p(t, x; s, y) be the minimal fundamental solution of{
∂t p(t, x; s, y) = L t p(t, · ; s, y)(x),

limt↓s p(t, x; s, y) = δ(y).

Assume that Sct ≥ 0 and sup ϱ−
t < ∞ for t ∈ [0, T ]. If there exists r ∈ (s, t) such that

Ricu − Scu + Hessu(φu) ≥ K1(u), u ∈ [r, t],

Ricu + Scu + Hesst ≥ K2(u) and |dϱu| ≤ κ(u), u ∈ [s, r ],

for some functions K1 ∈ C([r, t]) and κ, K2 ∈ C([s, r ]), then, for any δ > 2 and s < r ≤ t ≤ T,

p(t, x; s, y) ≤
C√

µs(Bs(x,
√

t − s))
√

µt(Bt(y,
√

t − s))
exp

(
−

ρs(x, y)2

2δ(t − s)

)
,

where

C = exp
{

1
2

∫ t

s
sup ϱ−(u, · ) du +

p(t − s)
4(2 − p)

(
1

α1(r, t)
+

1
α2(s, r)

)
+

η2(s, r)

α2(s, r)
+

1
2(δ − 2q)

}
for p ∈ (1 + 1/(δ − 1), 2) and α1, α2, η2 as in (5-1).

Proof. Since Sct ≥ 0, we have ρs ≤ ρr for r ≥ s. We observe that

p(t, x; s, y)eρs(x,y)2/(4T0)

≤ p(t, x; s, y)eρr (x,y)2/(4T0)

≤

∫
M

p(t, x; r, z)p(r, z; s, y)e2(ρr (x,z)2
+ρr (z,y)2)/(4T0) µr (dz)

≤

(∫
M

p(r, x; r, z)eρr (x,z)2/T0 µr (dz)
)1/2(∫

M
p(t, z; s, y)2eρr (z,y)2/T0 µr (dz)

)1/2

, (6-2)

where T0 = δ(t − s). Hence we are left with the task to estimate the two terms

I1 =

∫
M

p(t, x; r, z)2eρr (x,z)2/T0 µr (dz),

I2 =

∫
M

p(r, z; s, y)2eρr (z,y)2/T0 µr (dz).

In order to estimate I1 we proceed with Theorem 5.1. Recall that by definition

p̄(s, x; u, y) = p(t − s, x; t − u, y) for 0 ≤ s ≤ u ≤ t < T,

and write

Ps,u f =

∫
p̄(s, x; u, y) f (y) µt−s(dy) for f ∈ Bb(M).

As

Ricu − Scu + Hessu(φu) ≥ K1(u), u ∈ [r, t],
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for some K1 ∈ C([r, t]) and for p ∈ (1, 2) such that q := p/[2(p − 1)] < δ/2, we have

(P0,t−r f )2(x) µt(Bt(x,
√

t − s)) exp
(
−

p(t − s)

2(2 − p)
∫ t

r exp
(

2
∫ t
v

K1(u) du
)

dv

−
1

δ − 2q

)

≤

∫
M

(P0,t−r f )2(x) exp
(
−

pρ2
t (x, y)

2(2 − p)
∫ t

r exp
(

2
∫ t
v

K1(u) du
)

dv

−
ρt(x, y)2

T0 − 2q(t − s)

)
µt(dy)

≤

∫
M

(P0,t−r f 2/p)p(y) exp
(
−

ρt(x, y)2

T0 − 2q(t − s)

)
µt(dy)

≤ exp
(∫ t

r
sup ϱ−(u, · ) du

)∫
M

f (y)2e−ρr (x,y)2/T0 µr (dy),

where the second inequality comes from the dimension-free Harnack inequality (see Theorem 4.1); the
third inequality is a consequence of Lemma 6.1. Taking

f (y) := (k ∧ p(t, x; r, y))e(k∧ρr (x,y)2)/T0, y ∈ M, k ∈ N,

we obtain∫
M

(k ∧ p(t, x; r, y))2ek∧ρr (x,y)2/T0 µr (dy)

≤ exp
(∫ t

r
sup ϱ−(u, · ) du +

p(t − s)
2(2 − p)α1(r, t)

+
1

δ − 2q

)
1

µt(Bt(x,
√

t − s))
,

where

α1(r, t) =

∫ t

r
exp

(
2
∫ t

v

K1(u) du
)

dv.

Letting k → ∞, we arrive at

I1 =

∫
M

p(t, x; r, z)2eρr (x,y)2/(δ(t−s)) µr (dz)

≤ exp
(∫ t

r
sup ϱ−(u, · ) du +

p(t − s)
2(2 − p)α1(r, t)

+
1

δ − 2q

)
1

µt(Bt(x,
√

t − s))
. (6-3)

To estimate the second term I2, we write∫
M

p(r, z; s, y)2 µr (dz) =

∫
M

p∗(s, y; r, z)2 µr (dz),

where p∗ denotes the adjoint heat kernel to p. Recall that{
∂s p∗(s, y; r, z) = −Ls p∗(s, · ; r, z)(y) + ϱs(y)p∗(s, y; r, z),
lims↑r p∗(s, y; r, z) = δy(x).

Let {Pϱ
s,r }0≤s≤r≤t be the semigroup generated by the operator L t − ϱt . By Theorem 4.1, using the

assumption
Rict + Sct + Hesst(φt) ≥ K2(t) and |dϱt | ≤ κ(t)
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for t ∈ (s, r0), we have

(Pϱ/p
s,r f )2(x)

≤ (Pρ/p
s,r f 2/p)p(y) exp

(∫ r

s

(2 − p)

p
sup ϱ−(u, · ) du +

pρ2
s (x, y)

2(2 − p)α2(s, r)
+

2η2(s, r)ρs(x, y)

α2(s, r)

)
,

where s ≤ r ≤ r0 and

α2(s, r) =

∫ r

s
exp

(
2
∫ v

s
K2(u) du

)
dv,

η2(s, r) =

∫ r

s

∫ v

s
κ(u) exp

(
2
∫ v

s
K2(t) dt −

∫ u

s
K2(t) dt

)
du dv.

By means of this formula, we can proceed as above to obtain

(Pϱ/p
s,r f )2(x)µs(Bs(x,

√
t−s))exp

(
−

∫ r

s
supϱ−(u, ·)du−

p(t−s)
2(2−p)α2(s,r)

−
2η2(s,r)

√
t−s

α2(s,r)
−

1
δ−2q

)
≤

∫
M

(Pϱ/p
s,r f 2/p)p(x)exp

(
−

ρs(x, y)2

T0−2q(t−s)

)
µs(dy)

≤

∫
M

f (y)2 exp
(
−

ρr (x, y)2

T0

)
µr (dy), (6-4)

where T0 = δ(t − s). Thus taking f (z) := p∗(s, y; r, z) ∧ k and letting k → ∞, we obtain

I2 =

∫
M

p∗(s, y; r, z)2eρr (x,y)2/(δ(r−s)) µr (dz)

≤ exp
(∫ r

s
sup ϱ−(u, · ) du +

p(t − s)
2(2 − p)α2(s, r)

+
2η2(s, r)

√
t − s

α2(s, r)
+

1
δ − 2q

)
1

µs(Bs(y,
√

t − s))
.

Finally, combining (6-3) and (6-4) we obtain

p(t, x;s, y) ≤

√
I1 I2

≤ exp
(

1
2

∫ t

s
supϱ−(u, ·)du+

p(t−s)
4(2−p)

(
1

α1(r, t)
+

1
α2(s,r)

)
+

η2(s,r)
√

t−s
α2(s,r)

+
1

2(δ−2q)

)
×

1
√

µs(Bs(x,
√

t−s))µt(Bt(y,
√

t−s))
exp

{
−

ρs(x, y)2

δ(t−s)

}
,

where the functions α1, α2, η2 are defined by (6-2). □

Let M be a compact manifold. Since Ric + Sc + Hess(φ) and |dϱ| are continuous in time and space,
we may choose r in Theorem 6.2 close to s such that if Ric + Sc + Hess(φ) has a lower bound and |dϱ|

an upper bound at time s, then these terms will also have a lower, resp. upper, bound close to s. We state
a consequence of this observation in the following corollary.

Corollary 6.3. Let M be a compact manifold. Assume Scu ≥ 0 and sup ϱ−
u < ∞ for u ∈ [0, T ], as well as

Ricu − Scu + Hessu(φu) ≥ K1(u) for some continuous function K1 ∈ C([0, T ]). For s ∈ [0, T [, if there
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exist constants K2 and κ such that

Rics + Scs + Hesss(φs) ≥ K2 and |dϱs | ≤ κ,

then, for any δ > 2 and s ≤ t ≤ T, there exists a constant C such that

p(t, x; s, y) ≤ C exp
{
−

ρs(x, y)2

2δ(t − s)

}
1√

µs(B(x,
√

t − s))
√

µt(B(y,
√

t − s))
,

where C depends on K1, K2, κ, sup[0,T ]×M ϱ− and s, t .

Proof. As there exist constants K2 and κ such that

Rics + Scs + Hesss(φs) ≥ K2 and |dϱs | ≤ κ,

we conclude that, for any ϵ > 0, there exists r0 > s such that for u ∈ [s, r0] we still have

Ricu + Scu + Hessu(φu) ≥ K2 − ϵ and |dϱu| ≤ κ + ϵ.

Then by means of Theorem 6.2 we can then complete the proof. □

Remark 6.4. (1) Suppose that the geometric flow gt is evolving as a compact Ricci flow, i.e., the
manifold is compact, Sct = Rict and Rict ≥ 0 for t ∈ [0, T [. We consider the estimate for the heat kernel
p(t, x; s, y) generated by 1t . Hence if Rics ≥ K and |d Rs | ≥ κ at the initial time s, then, for T ≥ t ≥ s,
there exists a constant C depending on K , κ , sup R(s, · ) and s, t such that

p(t, x; s, y) ≤ C exp
{
−

ρs(x, y)2

2δ(t − s)

}
1√

µs(Bs(x,
√

t − s))
√

µt(Bt(y,
√

t − s))
.

(2) Theorem 6.2 and Corollary 6.3 can be applied to the modified geometric flow (5-5) and the standard
geometric flow (5-6) as well.

7. Super log-Sobolev inequalities and conjugate semigroup properties

The semigroup Pϱ
s,t is called supercontractive if it maps L p(M, µt) into Lq(M, µs), i.e.,

∥Pϱ
s,t∥(p,t)→(q,s) < ∞

for any 1 < p < q < +∞ and 0 ≤ s ≤ t < T. In the following section, we investigate the relation between
supercontractivity of Pϱ

s,t and a log-Sobolev inequality with respect to µt , which is viewed as another
important application of the derivative formula of the conjugate semigroup.

We state first the main results of this section. Thanks to the gradient estimate for Pϱ
s,t and the fact that

the family of measures {µt } takes over the role of the invariant measure, the results can be proved much
as in [Wang 2005, Chapter 5] and [Röckner and Wang 2003]. We include proofs in the Appendix for the
reader’s convenience.

Theorem 7.1. Assume that ϱt is bounded and (∂t − L t)ϱt ≥ 0,

Rict + Hesst(φt) + Sct ≥ K (t), |dϱt | ≤ κ(t) for t ∈ [0, T [.
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If
∥Pϱ

s,t∥(p,t)→(q,s) < ∞ for 1 < p < q and 0 ≤ s ≤ t < T,

then, for every f ∈ H 1(M, µt) such that ∥ f ∥2,t =1, t ∈[0, T [, the following super log-Sobolev inequalities
hold: ∫

f 2 log f 2 dµt ≤ r
∫ (

|∇
t f |

2
t +

1
4ϱt f 2) dµt + βt(r), r > 0, (7-1)

where βt(r) = β̃t(γ
−1
t (r), t) and

β̃t(s, t) =
pq

q − p
log

(
∥Pϱ

s,t∥(p,t)→(q,s)

)
+ 2

∫ t

s

(∫ t

r
κ(u) exp

(
−

∫ u

r
K (v) dv

)
du

)2

dr,

γ (s, t) =
4p(q − 1)

q − p

∫ t

s
exp

(
−2

∫ t

r
K (u) du

)
dr,

γ −1
t (r) = inf{s ∈ [0, t] : γ (s, t) ≤ r}.

Remark 7.2. (i) The log-Sobolev inequality (7-1) has been shown to be equivalent to the Sobolev inequal-
ity and can hence be used to obtain an upper bound for the heat kernel; see, e.g., [Zhang 2006] for the situ-
ation under Ricci flow, and [Buzano and Yudowitz 2020] for a general geometric flow. Moreover, the log-
Sobolev inequality can be used to characterize supercontractivity of the conjugate semigroup with respect
to the volume measure. Note that in [Buzano and Yudowitz 2020], the authors start with the condition that
D(Sc, X) ≥ 0, which implies (∂t −1t)St ≥ 0 and has been used in the proof of the log-Sobolev inequality.
We follow a different approach but include the condition (∂t −L t)ϱt ≥0 to obtain the log-Sobolev inequality.

(ii) In Theorem 7.1 information about Ric + Hess(φ) + Sc and |dϱ| on the time interval [s, t] is used
to obtain the log-Sobolev inequality (7-1) with respect to the measure µt . By a time reversal as in the
proof of Theorem 5.1, the lower bound on Ric + Hess(φ) − Sc and the bound on |dϱ| allow us to get the
log-Sobolev inequality with a modified βt .

In addition, we observe that the inequality above has a close relationship with supercontractivity of the
conjugate semigroup as follows.

Theorem 7.3. Suppose that there exists a function βt : R+
→ R+ such that

µt( f 2 log f 2) ≤ rµt
(
|∇

t f |
2
t +

1
4ϱt f 2)

+ βt(r) for all t ∈ [0, T [ and ∥ f ∥2,t = 1. (7-2)

Then
∥Pϱ

s,t∥(p,t)→(q,s) < ∞ for 1 < p < q and 0 ≤ s ≤ t < T.

Proof. The main idea of proof is from [Röckner and Wang 2003]; we include it in the Appendix for the
reader’s convenience. □

As an application, we specify the general results above in the case of the modified geometric flow
(M, gt , φt) evolving by {

∂t g(x, · )(t) = −2(Sc + Hess(φ))(x, t),
∂tφt = −1tφt − St .

(7-3)

For this system, we have ϱ ≡ 0. Thus, by Theorem 7.1 with ϱ ≡ 0, we obtain the following result.
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Corollary 7.4. Assume that (gt , φt) follows the evolving equation (7-3) and

Rict + Hesst(φt) + Sct ≥ K (t) for all t ∈ [0, T [.

Suppose that

∥Ps,t∥(p,t)→(q,s) < ∞ for 1 < p < q and 0 ≤ s ≤ t < T .

Then the super log-Sobolev inequalities∫
f 2 log f 2 dµt ≤ r

∫
|∇

t f |
2
t dµt + βt(r), r > 0, (7-4)

hold for every f ∈ H 1(M, µt) such that ∥ f ∥2,t = 1, t ∈ [0, T [, where βt(r) := β̃(γ −1
t (r), t) and

β̃(s, t) =
pq

q − p
log(∥Ps,t∥(p,t)→(q,s)),

γ (s, t) =
4p(q − 1)

q − p

∫ t

s
exp

(
−2

∫ t

r
K (u) du

)
dr,

γ −1
t (r) = inf{s ≥ 0 : γ (s, t) ≤ r}.

Finally, we are in position to give a necessary and sufficient condition for supercontractivity of Pϱ
s,t .

By the dimension-free Harnack inequality and by using the method from [Röckner and Wang 2003] (see
the proof in the Appendix), we have the following result.

Theorem 7.5. Suppose that ϱt is bounded from below and

Rict + Hesst(φt) + Sct ≥ K (t), |dϱt | ≤ κ(t) for t ∈ [0, T [.

Then the condition

∥Pϱ
s,t∥(p,t)→(q,s) < ∞ for all 1 < p < q < ∞ and 0 ≤ s ≤ t < T

holds if and only if

µt(exp(λρ2
t )) < ∞ for all λ > 0 and t ∈ [0, T [.

Applied to the modified geometric flow (ϱ ≡ 0), we have the following corollary from Theorem 7.5.

Corollary 7.6. Assume that (gt , φt) evolves according to (7-3) and that

Rict + Hesst(φt) + Sct ≥ K (t), t ∈ [0, T [,

for some function K ∈ C([0, T [). Then

∥Pϱ
s,t∥(p,t)→(q,s) < ∞ for 1 < p < q < ∞ and 0 ≤ s ≤ t < T

if and only if

µt(exp(λρ2
t )) < ∞ for λ > 0 and t ∈ [0, T [.
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Appendix

To prove Theorem 7.1, we first establish a log-Sobolev inequality with respect to the semigroup Pϱ
s,t .

Proposition A.1. Assume that

Rict + Hesst(φt) + Sct ≥ K (t), sup |ϱt | < ∞ and |dϱt | ≤ κ(t) for t ∈ [0, T [.

Then, for 0 ≤ s ≤ t < T and f ∈ C∞

0 (M),

Pϱ
s,t( f 2 log f 2) ≤ 4

(∫ t

s
exp

(
−2

∫ t

r
K (u) du

)
dr

)
Pϱ

s,t |∇
t f |

2
t + Pϱ

s,t f 2 log Pϱ
s,t f 2

+ 2
∫ t

s

(∫ t

r
κ(u) exp

(
−

∫ u

r
K (v) dv

)
du

)2

dr Pϱ
s,t f 2

+

∫ t

s
Ps,r (ϱr Pr,t f 2) dr.

Proof. Without loss of generality, we assume that f ≥ δ for some δ > 0. Otherwise, we may take
fδ = ( f 2

+ δ)1/2 and pass to the limit δ ↓ 0 to obtain the conclusion.
Now consider the process

r 7→ (Pr,t f 2) log(Pr,t f 2)(Xr∧τk ),

where as above

τk = inf{t ∈ [s, T [ : ρt(o, X t) ≥ k}, k ≥ 1. (A-1)

By means of Itô’s formula, we have

d(Pϱ
r,t f 2) log(Pϱ

r,t f 2)(Xr )

= d Mr + (Lr + ∂r )(Pϱ
r,t f 2 log Pϱ

r,t f 2)(Xr ) dr

= d Mr +

(
1

Pϱ
r,t f 2

|∇
r Pϱ

r,t f 2
|
2
r + ϱr (1 + log Pϱ

r,t f 2)Pϱ
r,t f 2

)
(Xr ) dr, r ≤ τk ∧ t,

(A-2)

where Mr is a local martingale. On the other hand, by Corollary 3.2, we have the estimate

|∇
r Pϱ

r,t f 2
|r ≤ exp

(
−

∫ t

r
K (u) du

)
Pϱ

r,t |∇
t f 2

|t + Pϱ
r,t f 2

∫ t

r
κ(u) exp

(
−

∫ u

r
K (v) dv

)
du

≤ 2 exp
(
−

∫ t

r
K (u) du

)
Pϱ

r,t( f |∇
t f |t) + Pϱ

r,t f 2
∫ t

r
κ(u) exp

(
−

∫ u

r
K (v) dv

)
du

≤ 2 exp
(
−

∫ t

r
K (u) du

)√
Pϱ

r,t( f 2)Pϱ
r,t(|∇

t f |
2
t ) + Pϱ

r,t f 2
∫ t

r
κ(u) exp

(
−

∫ u

r
K (v) dv

)
du,

which gives

|∇
r Pϱ

r,t f 2
|
2
r

≤ 4 exp
(
−2

∫ t

r
K (u) du

)
(Pϱ

r,t f 2)Pϱ
r,t(|∇

t f |
2
t ) + 2(Pϱ

r,t f 2)2
(∫ t

r
κ(u) exp

(
−

∫ u

r
K (v) dv

)
du

)2

.
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Substituting back into (A-2), we obtain

d
(

exp
(
−

∫ r

s
ϱu(Xu)du

)
(Pϱ

r,t f 2) log(Pϱ
r,t f 2)(Xr )

)
≤ d Mr+4exp

(
−2

∫ t

r
K (u)du −

∫ r

s
ϱu(Xu)du

)
Pϱ

r,t |∇
t f |

2
t (Xr )dr

+2
(∫ t

r
κ(u)exp

(
−

∫ u

r
K (v)dv

)
du

)2

exp
(
−

∫ r

s
ϱu(Xu)du

)
Pϱ

r,t f 2(Xr )dr

+ϱr (Xr )exp
(
−

∫ r

s
ϱu(Xu)du

)
Pϱ

r,t f 2(Xr )dr, 0 ≤ s ≤ r ≤ τk∧t.

Integrating both sides from s to t ∧τk , taking the expectation, and letting k ↑ +∞, we obtain by dominated
convergence

Pϱ
s,t( f 2 log f 2) − Pϱ

s,t f 2 log(Pϱ
s,t f 2)

≤ 4
∫ t

s
exp

(
−2

∫ t

r
K (u) du

)
dr Pϱ

s,t |∇
t f |

2
t

+

∫ t

s

{
2
(∫ t

r
κ(u) exp

(
−

∫ u

r
K (v) dv

)
du

)2}
dr Pϱ

s,t f 2
+

∫ t

s
Pϱ

s,r (ϱr Pϱ
r,t f 2) dr,

or in other words,

Pϱ
s,t( f 2 log f 2) ≤ 4

(∫ t

s
exp

(
−2

∫ t

r
K (u)du

)
dr

)
Pϱ

s,t |∇
t f |

2
t +Pϱ

s,t f 2 log Pϱ
s,t f 2

+

∫ t

s

{
2
(∫ t

r
κ(u)exp

(
−

∫ u

r
K (v)dv

)
du

)2}
dr Pϱ

s,t f 2
+

∫ t

s
Pϱ

s,r (ϱr Pϱ
r,t f 2)dr, (A-3)

completing the proof. □

Proof of Theorem 7.1. Since

log+(Pϱ
s,t f 2) ≤ Pϱ

s,t f 2
≤ exp

(∫ t

s
sup ϱ−

u du
)

∥ f ∥
2
∞

,

we can integrate both sides of the log-Sobolev inequality (A-3) with respect to µs . Taking (1-3) into
account, we get

µt( f 2 log f 2) ≤ 4
(∫ t

s
exp

(
−2

∫ t

r
K (u)du

)
dr

)
µt(|∇

t f |
2
t )+µs(Pϱ

s,t f 2 log Pϱ
s,t f 2)

+

∫ t

s

{
2
(∫ t

r
κ(u)exp

(
−

∫ u

r
K (v)dv

)
du

)2}
dr µt( f 2)+

∫ t

s
µr (ϱr Pϱ

r,t f 2)dr. (A-4)

For the last term above, we have

∂r (µr (ϱr Pϱ
r,t f 2)) = µr (−ϱ2

r Pϱ
r,t f 2) + µr ((∂rϱr )Pϱ

r,t f 2) − µr (ϱr (Lr − ϱr )Pϱ
r,t f 2)

= µr ((∂rϱr − Lrϱr )Pϱ
r,t f 2) ≥ 0.
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It then follows that
µr (ϱr Pϱ

r,t f 2) ≤ µt(ϱt f 2).

Moreover,

µt( f 2 log f 2) ≤ 4
(∫ t

s
exp

(
−2

∫ t

r
K (u) du

)
∨ 1 dr

)
µt

(
|∇

t f |
2
t +

1
4ϱt f 2)

+ µs(Pϱ
s,t f 2 log Pϱ

s,t f 2)

+

∫ t

s

{
2
(∫ t

r
κ(u) exp

(
−

∫ u

r
K (v) dv

)
du

)2}
dr µt( f 2).

We deal first with the term µs(Pϱ
s,t f 2 log Pϱ

s,t f 2). Let 1 < p < q . For any h ∈ ]0, 1 − 1/p[ let

rh =
ph

p − 1
∈ ]0, 1[.

By the Riesz–Thorin interpolation theorem, we have

∥Pϱ
s,t f ∥qh ,s ≤ ∥Pϱ

s,t∥
rh
(p,t)→(q,s) ∥Pϱ

s,t∥
1−rh
(1,t)→(1,s) ∥ f ∥ph ,t , f ∈ L p(M, µs), (A-5)

where
1
ph

=
1 − rh

1
+

rh

p
and

1
qh

=
1 − rh

1
+

rh

q
.

Thus

ph =
1

1 − h
and qh =

(
1 −

p(q − 1)

q(p − 1)
h
)−1

.

Since ∥Pϱ
s,t∥(1,t)→(1,s) ≤ 1, we get from (A-5) that∫

(Pϱ
s,t | f |

2(1−h))qh dµs ≤ ∥Pϱ
s,t∥

rhqh
(p,t)→(q,s) ∥ f ∥

qh/ph
2,t .

Then, for f ∈ C∞

0 (M) satisfying ∥ f ∥2,t = 1, we have

1
h

(∫
(Pϱ

s,t | f |
2(1−h))qh dµs −

(∫
Pϱ

s,t | f |
2 dµs

)qh/ph
)

=
1
h

(∫
(Pϱ

s,t | f |
2(1−h))qh dµs − 1

)
≤

1
h
(∥Pϱ

s,t∥
rhqh
(p,t)→(q,s) − 1). (A-6)

Taking the limit as h → 0 in (A-6), as

lim
h→0

1
h
(∥Pϱ

s,t∥
rhqh
(p,t)→(q,s) − 1) =

p
p − 1

log ∥Pϱ
s,t∥(p,t)→(q,s),

we obtain by dominated convergence

p(q − 1)

q(p − 1)

∫
Pϱ

s,t f 2 log Pϱ
s,t f 2 dµs −

∫
Pϱ

s,t( f 2 log f 2) dµs ≤
p

p − 1
log ∥Pϱ

s,t∥(p,t)→(q,s),

or equivalently,

µs(Pϱ
s,t f 2 log Pϱ

s,t f 2) ≤
q(p − 1)

p(q − 1)
µt( f 2 log f 2) +

q
q − 1

log ∥Pϱ
s,t∥(p,t)→(q,s). (A-7)

Substituting (A-7) back into (A-4), we arrive at

µt( f 2 log f 2) ≤ γ (s, t) µt
(
|∇

t f |
2
t +

1
4ϱt f 2)

+ β̃(s, t) (A-8)
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for every f ∈ C∞

0 (M) satisfying ∥ f ∥2,t = 1, where

γ (s, t) =
4p(q − 1)

q − p

∫ t

s

[
exp

(
−2

∫ t

r
K (u) du

)
∨ 1

]
dr,

β̃(s, t) =
pq

q − p
log(∥Pϱ

s,t∥(p,t)→(q,s)) + 2
p(q − 1)

q − p

∫ t

s

(∫ t

r
κ(u) exp

(
−

∫ u

r
K (v) dv

)
du

)2

dr.

We complete the proof by letting
βt(r) = β̃(γ −1

t (r), t). □

Proof of Theorem 7.3. Let 0 ≤ s < t < T and f ∈ C∞

0 (M) such that f ≥ δ > 0. To calculate the derivative
of µs(Pϱ

s,t f )q(s) with respect to s, we start with some preparatory calculations:

(Ls + ∂s)(Pϱ
s,t f )q(s)

= Ls(Pϱ
s,t f )q(s)

+ q(s) (Pϱ
s,t f )q(s)−1(∂s Pϱ

s,t f ) + q ′(s)(Pϱ
s,t f )q(s) log Pϱ

s,t f

= q(s)(q(s) − 1)(Pϱ
s,t f )q(s)−2

|∇
s Pϱ

s,t f |
2
s + q ′(s)(Pϱ

s,t f )q(s) log Pϱ
s,t f + q(s)ϱs(Pϱ

s,t f )q(s). (A-9)

By Corollary 3.2, there exist positive constants c1(s, t) and c2(s, t) such that

∥|∇
s Pϱ

s,t f |
2
s∥∞

≤ c1(s, t) ∥ f ∥
2
∞

+ c2(s, t) ∥|∇
t f |t∥

2
∞

.

Moreover, ∥Pϱ
s,t f ∥∞ ≤ (Pϱ

s,t 1) ∥ f ∥∞ and

(Pϱ
s,t f )q(s) log+(Pϱ

s,t f ) ≤ (Pϱ
s,t f )q(s)+1

≤ (Pϱ
s,t 1)q(s)+1

∥ f ∥
q(s)+1
∞

.

Combining these estimates, we obtain

∥(Ls + ∂s)(Pϱ
s,t f )q(s)

∥
∞

< ∞.

Now, by Theorem 4.1, we see that

d
ds

µs((Pϱ
s,t f )q(s)) = −µs(ϱs(Pϱ

s,t f )q(s)) + µs(∂s(Pϱ
s,t f )q(s))

= −µs(ϱs(Pϱ
s,t f )q(s)) + µs((Ls + ∂s)(Pϱ

s,t f )q(s))

= q(s)(q(s) − 1) µs(|∇
s Pϱ

s,t f |
2
s (Pϱ

s,t f )q(s)−2) + q ′(s) µs((Pϱ
s,t f )q(s) log Pϱ

s,t f )

− (1 − q(s)) µs(ϱs(Pϱ
s,t f )q(s)).

For ∥Ps,t f ∥q(s),s , since ∥Pϱ
s,t f ∥

1−q(s)
q(s),s = (µs((Pϱ

s,t f )q(s)))1/q(s)−1, we thus find

d
ds

∥Pϱ
s,t f ∥q(s),s = (q(s) − 1)∥Pϱ

s,t f ∥
1−q(s)
q(s),s µs(|∇

s Pϱ
s,t f |

2
s (Pϱ

s,t f )q(s)−2)

+
q ′(s)
q(s)

∥Pϱ
s,t f ∥

1−q(s)
q(s),s µs((Pϱ

s,t f )q(s) log Pϱ
s,t f )

−
q ′(s)
q(s)

∥Pϱ
s,t f ∥q(s),s log ∥Pϱ

s,t f ∥q(s),s

+
q(s) − 1

q(s)
∥Pϱ

s,t f ∥
1−q(s)
q(s),s µs(ϱs(Pϱ

s,t f )q(s)).
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On the other hand, passing from f to f p/2/∥ f p/2
∥2,s in the log-Sobolev inequality (7-2), we obtain∫

f p log
(

f p

∥ f p/2∥2
2,s

)
dµs ≤ r

p2

4

∫
f p−2

|∇
s f |

2
s dµs +

r
4

∫
f pϱs dµs + βs(r)∥ f p/2

∥
2
2,s .

In this inequality, replacing f and p by Pϱ
s,t f and q(s) respectively, we obtain

µs((Pϱ
s,t f )q(s) log(Pϱ

s,t f )) − ∥Pϱ
s,t f ∥

q(s)
q(s),s log ∥Pϱ

s,t f ∥q(s),s

≤ r
q(s)

4

∫
(Pϱ

s,t f )q(s)−2
|∇

s Pϱ
s,t f |

2
s dµs +

r
4q(s)

∫
f q(s)ϱs dµs +

βs(r)

q(s)
∥Pϱ

s,t f ∥
q(s)
q(s),s . (A-10)

Now let
q(s) = e4r−1(t−s)(p − 1) + 1, q(t) = p.

Note that q is a decreasing function and q ′(s)r/4 + (q(s)− 1) ≡ 0. Thus, combining (A-10) with (A-10),
we arrive at

d
ds

∥Pϱ
s,t f ∥q(s),s ≥

βs(r)q ′(s)
q(s)2 ∥Pϱ

s,t f ∥q(s),s, 0 ≤ s ≤ t < T .

It follows that

∥Pϱ
s,t f ∥q(s),s ≤ exp

(
−

∫ t

s

βu(r)q ′(u)

q(u)2 du
)

∥ f ∥p,t . (A-11)

If we impose that q(s) = q , then

r = 4(t − s)
(

log
q − 1
p − 1

)−1

.

Substituting the value of r into (A-11) yields

∥Pϱ
s,t f ∥q,s ≤ exp

(
−

∫ t

s

βu(4(t − s)(log(q − 1)/(p − 1))−1) q ′(u)

q(u)2 du
)

∥ f ∥p,t . □

Proof of Theorem 7.5. By means of the Harnack inequality (4-1), the theorem can be proved along the
lines of [Wang 2005, Theorem 5.7.3] or [Cheng and Thalmaier 2018b]. For the reader’s convenience, we
include a proof here. We first prove that if µs(exp(λρ2

s )) < ∞ for all λ > 0, then Ps,t is supercontractive,
i.e., for any 1 < p < q < ∞, we have

∥Pϱ
s,t∥(p,t)→(q,s) < ∞.

Let p > 1 and f ∈ Cb(M). For 0 ≤ s ≤ t < T it follows from the Harnack inequality (4-1) that

|(Pϱ
s,t f )p(x)| ≤ (Pϱ

s,t | f |
p)(y) exp

(
(p − 1)

∫ t

s
sup ϱ−

r dr +
pρ2

s (x, y)

4(p − 1)α(s, t)
+

η(s, t)ρs(x, y)

α(s, t)

)
.

Thus, if µt(| f |
p) = 1, then

1 ≥ |Pϱ
s,t f (x)|p

∫
exp

(
(1−p)

∫ t

s
supϱ−

r dr−
pρ2

s (x, y)

4(p−1)α(s, t)
−

η(s, t)ρs(x, y)

α(s, t)

)
µs(dy)

≥ |Pϱ
s,t f (x)|p µs(Bs(o, R))exp

(
(1−p)

∫ t

s
supϱ−

r dr−
p(ρs(x)+R)2

4(p−1)α(s, t)
−

η(s, t)(ρs(x)+R)

α(s, t)

)
, (A-12)
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where Bs(o, R) = {y ∈ M : ρs(y) ≤ R} denotes the geodesic ball (with respect to the metric g(s)) of
radius R about o ∈ M and where ρt( · ) = ρt(o, · ). Since µt(exp(λρ2

t )) < ∞, the system of measures (µs)

is compact, i.e., there exists R = R(s) > 0, possibly depending on s, such that

µs(Bs(o, R(s))) = µs({x : ρs(x) ≤ R(s)}) ≥ 1 −
µs(ρ

2
s )

R(s)2 ≥ 2−p

(after normalizing µs to a probability measure). Combining the last estimate with (A-12), we arrive at

1 ≥ |Pϱ
s,t f (x)|p 2−p exp

(
(1 − p)

∫ t

s
sup ϱ−

r dr −
η(s, t)(ρs(x) + R)

α(s, t)
−

p(ρs(x) + R)2

4(p − 1)α(s, t)

)
,

which further implies

|Pϱ
s,t f (x)| ≤ 2 exp

(
p − 1

p

∫ t

s
sup ϱ−

r dr +
η(s, t)(ρs(x) + R)

pα(s, t)
+

(ρs(x) + R)2

4(p − 1)α(s, t)

)
, s < t. (A-13)

Therefore, we achieve
∥Pϱ

s,t f ∥q,s ≤
(
µs(exp(q(c1 + c2ρ

2
s )))

)1/q

for some positive constants c1, c2 depending on s and t . Hence, if µs(exp(λρ2
s )) < ∞ for any λ > 0 and

s ∈ [0, T [, then Ps,t is supercontractive.
Conversely, if the semigroup Pϱ

s,t is supercontractive, by Theorem 7.1 the super log-Sobolev inequalities
(7-2) holds. We first prove that µs(eλρs ) < ∞ for s ∈ [0, T [ and λ > 0. To this end, let ρs,k = ρs ∧ k and
hs,k(λ) = µs(exp (λρs,k)). Taking exp(λρs,k/2) in the super log-Sobolev inequality (7-1), we obtain

λh′

s,k(λ) − hs,k(λ) log hs,k(λ) ≤ hs,k(λ)λ2
(

r
4

+
βs(r)

λ2

)
.

This implies (1
λ

log hs,k(λ)
)′

=
λh′

s,k(λ) − hs,k(λ) log hs,k(λ)

λ2hs,k(λ)
≤

r
4

+
βs(r)

λ2 . (A-14)

Integrating both sides of (A-14) from λ to 2λ, we obtain

hs,k(2λ) ≤ h2
s,k(λ) exp

(r
2
λ2

+ βs(r)
)
. (A-15)

From this inequality, along with the fact that there exists a constant Ms such that

µs({λρs ≥ Ms}) ≤
1
4

exp
(
−

r
2
λ2

− βs(r)
)
,

we get

hs,k(λ) =

∫
{λρs≥Ms}

exp(λρs,k) dµs +

∫
{λρs<Ms}

exp(λρs,k) dµs

≤ µs({λρs ≥ Ms})
1/2 µs(e2λρs,k )1/2

+ eMs µs({λρs < Ms})

≤

(1
4

exp
(
−

r
2
λ2

− βs(r)
))1/2

exp
(r

4
λ2

+
1
2
βs(r)

)
hs,k(λ) + eMs µs({λρs < Ms})

≤
1
2

hs,k(λ) + eMs µs({λρs < Ms}),
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which implies hs,k(λ) ≤ 2eMs µs({λρs < Ms}) for s ∈ [0, T [. As Ms is independent of k, letting k tend to
infinity, we arrive at

µs(eλρs ) < ∞ for all s ∈ [0, T [.

To prove that moreover µs(eλρ2
s ) < ∞ for s ∈ [0, T [ and λ > 0, we can follow the argument in [Cheng

and Thalmaier 2018b, pp. 22–23]. □
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THE REGULARITY OF THE BOUNDARY OF VORTEX PATCHES
FOR SOME NONLINEAR TRANSPORT EQUATIONS

JUAN CARLOS CANTERO, JOAN MATEU, JOAN OROBITG AND JOAN VERDERA

We prove the persistence of boundary smoothness of vortex patches for a nonlinear transport equation
in Rn with velocity field given by convolution of the density with an odd kernel, homogeneous of
degree −(n −1) and of class C2(Rn

\{0}, Rn). This allows the velocity field to have nontrivial divergence.
The quasigeostrophic equation in R3 and the Cauchy transport equation in the plane are examples.

1. Introduction

The vorticity form of the Euler equation in the plane is

∂tω(x, t) + v(x, t) · ∇ω(x, t) = 0,

v(x, t) = (∇⊥N ∗ ω( · , t))(x),

ω(x, 0) = ω0(x),

(1)

where x ∈ R2, t ∈ R, N =
1

2π
log |x | is the fundamental solution of the laplacian in the plane, ∇

⊥N is a
rotation of ∇N of 90◦ in the counterclockwise direction and ω0 is the initial vorticity. A deep result of
Yudovich [1963] asserts that the vorticity equation is well-posed in L∞

c , the measurable bounded functions
with compact support. A vortex patch is the special weak solution of (1) when the initial condition is
the characteristic function of a bounded domain D0. Since the vorticity equation is a transport equation,
vorticity is conserved along trajectories and thus ω(x, t) = χDt (x) for some domain Dt . A challenging
problem, raised in the eighties, was to show that boundary smoothness persists for all times. Specifically, if
D0 has boundary of class C1+γ, 0 < γ < 1, then one would like Dt to have boundary of the same class for
all times. This was viewed as a 2-dimensional problem which featured some of the main difficulties of the
regularity problem for the Euler equation in R3. It was conjectured, on the basis of numerical simulations,
that the boundary of Dt could become of infinite length in finite time [Majda 1986]. Chemin [1993]
proved that boundary regularity persists for all times using paradifferential calculus, and Bertozzi and
Constantin [1993] found shortly after a minimal beautiful proof based on methods of classical analysis
with a geometric flavor.
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The vortex patch problem was considered for the aggregation equation with newtonian kernel in higher
dimensions in [Bertozzi et al. 2016]. The equation is

∂tρ(x, t) + div(ρ(x, t)v(x, t)) = 0,

v(x, t) = −(∇N ∗ ρ( · , t))(x),

ρ(x, 0) = ρ0(x),

(2)

x ∈ Rn and t ∈ R. In [Bertozzi et al. 2012] a well-posedness theory in L∞
c was developed, following the

path of [Yudovich 1963; 2002, Theorem 8.1]. When the initial condition is the characteristic function of
a bounded domain, one calls the unique weak solution a vortex patch, as for the vorticity equation. One
proves in [Bertozzi et al. 2016] that if the boundary of D0 is of class C1+γ, 0 < γ < 1, then the solution
of (2) with initial condition ρ0 = χD0 is of the form

ρ(x, t) =
1

1−t
χDt (x), x ∈ Rn, 0 ≤ t < 1,

where Dt is a C1+γ domain for all t < 1. The restriction to times less than 1 obeys a blow-up phenomenon
studied in [Bertozzi et al. 2012]. Hence the preceding result is the analog of Chemin’s theorem for the
aggregation equation. See [Bae and Kelliher 2021] for a more general result concerning striated regularity.

After a change in the time scale the aggregation equation for vortex patches becomes the nonlinear
transport equation

∂tρ(x, t) + v(x, t) · ∇ρ(x, t) = 0,

v(x, t) = −(∇N ∗ ρ( · , t))(x),

ρ(x, 0) = χD0(x),

(3)

x ∈ Rn , t ∈ R, where N is the fundamental solution of the laplacian in Rn and D0 is a bounded domain. In
this formulation one proves in [Bertozzi et al. 2016] that if D0 is of class C1+γ, then there is a solution of (3)
of the form χDt (x) with Dt a domain of class C1+γ. To the best of our knowledge there is no well-posedness
theory in L∞

c for (3), for a general initial condition in L∞
c . However, if the initial condition is the character-

istic function of a domain D0, not necessarily smooth, one has existence and uniqueness for the transport
equation (3). For existence, solve the equation (2) with initial condition ρ0(x) = χD0(x). Then the unique
solution has the form ρ(x, t) = (1/(1− t))χDt (x) and hence, after changing the time scale as in [Bertozzi
et al. 2012], one obtains a solution for (3) which is a vortex patch. For uniqueness, we resort to an argument
which combines results of [Clop et al. 2016a; 2016b] to prove that each weak solution of (3) in L∞

c is la-
grangian and so a vortex patch. Changing the time scale, one obtains a weak solution of (2), which is unique.

The proof follows the scheme of [Bertozzi and Constantin 1993] and overcomes difficulties related to
the fact that the velocity field has a nonzero divergence and to the higher-dimensional context. The reader
can consult [Bertozzi et al. 2016] for connections with the existing literature and for references to models
leading to various aggregation equations.

This paper originated from an attempt to deeply understand the role of the kernel that gives the velocity
field. For the aggregation equation the kernel is −∇N and for the vorticity equation in the plane the
kernel is a rotation of 90◦ of ∇N. These are odd kernels, smooth off the origin and homogeneous of
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degree −(n − 1). We wondered what would happen for the Cauchy kernel
1

2π z
= L(∇N ), with L(x, y) = (x, −y), z = (x, y) ∈ R2

= C.

Although apparently there is no model leading to the nonlinear transport equation given by the Cauchy
kernel, from the mathematical perspective the question makes sense. We then embarked in the study of
the nonlinear transport equation

∂tρ(z, t) + v(z, t) · ∇ρ(z, t) = 0,

v(z, t) =

( 1
2π z

∗ ρ( · , t)
)
(z),

ρ(z, 0) = χD0(z),

(4)

where z = (x, y) is the complex variable and D0 is a bounded domain with C1+γ boundary, 0 < γ < 1. A
first remark is that apparently there does not exist a well-posedness theory in L∞

c for the equation above,
but this does not prevent the study of smooth vortex patches, as a particular subclass of L∞

c enjoying a
bit of smoothness.

To grasp what could be expected we looked at an initial datum which is the characteristic function of
the domain enclosed by an ellipse

D0 =

{
(x, y) ∈ R2

:
x2

a2 +
y2

b2 < 1
}
.

We proved that there exists a weak solution of (4) of the form ρ(z, t) = χDt (z), with Dt the domain
enclosed by an ellipse with semiaxes a(t) and b(t) collapsing to a segment on the horizontal axis as t →∞.

A key remark is that (4) is not rotation invariant. Fix an angle 0 < θ < π
2 and consider as initial domain

the set enclosed by a tilted ellipse

D0 = eiθ
{
(x, y) ∈ R2

:
x2

a2 +
y2

b2 < 1
}
.

As before we find a weak solution of (4) of the form ρ(z, t) = χDt (z), with Dt the domain enclosed by
an ellipse with semiaxes a(t) and b(t) forming an angle θ(t) with the horizontal axis. The evolution is
different according to whether 0 < θ ≤

π
4 or π

4 < θ < π
2 . Under the assumption that a0 > b0, in the case

0 < θ ≤
π
4 the semiaxis a(t) increases as t → ∞ to a positive number a∞, b(t) decreases to 0 and θ(t)

decreases to a positive angle θ∞. Hence Dt collapses into an interval on a line forming a positive angle
with the horizontal axis. If π

4 < θ < π
2 , then for small times a(t) decreases and b(t) increases, so that

the ellipse at time t tends initially to become a circle. This happens until a critical time is reached after
which a(t) increases and b(t) decreases. The angle θ(t) decreases for all positive times and at some point
it becomes π

4 ; after that one falls into the regime of the first case and the domain Dt collapses as t → ∞,
into a segment on a line which forms a positive angle with the horizontal axis. The case a0 < b0 is similar
and can be reduced to the previous situation by conjugation (symmetry with respect to the horizontal axis).

Detailed proofs of the results just described can be found in Section 7. What they show is that the
behavior of vortex patches for the Cauchy transport equation can be much more complicated than for the
vorticity or aggregation equations. This is also easily understood if one looks at the divergence of the vector
field in (4). If ∂ and ∂̄ denote respectively the derivatives with respect to the z- and z̄-variables, then we get

2 ∂̄v(z, t) = ρ(z, t)
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and

2 ∂v(z, t) = −
1
π

p.v.

∫
1

(z − w)2 ρ(w, t) d A(w) = B(ρ( · , t))(z),

where B is the Beurling transform, one of the basic Calderón–Zygmund operators in the plane. Here d A
is 2-dimensional Lebesgue measure. The divergence of v is given by

div v = ℜ(2 ∂v) = − p.v.
1
π

∫
ℜ

(
1

(z − w)2

)
ρ(w, t) d A(w)

= − p.v.
1
π

(
x2

− y2

|z|4
⋆ ρ( · , t)

)
(z).

The last convolution is a Calderón–Zygmund operator (a second-order Riesz transform) and so it does not
map bounded functions into bounded functions. The most one can say a priori on the divergence of the
velocity field is that it is a BMO function in the plane, provided the density ρ( · , t) is a bounded function.
It is a well-known fact, already used in [Bertozzi and Constantin 1993; Chemin 1993], that if D is a domain
with boundary of class C1+γ, then an even Calderón–Zygmund operator applied to χD is a bounded
function. Thus we indeed expect div v to be bounded. Nevertheless, the expression of the divergence of
the field in terms of a Calderón–Zygmund operator applied to the density is potentially difficult to handle.

We have succeeded in proving that there exists a weak solution of (4) of the form χDt with Dt a domain
with boundary of class C1+γ for all times t ∈ R. This weak solution is unique in the class of characteristic
functions of C1+γ domains.

The Cauchy kernel belongs to a wider class for which the preceding well-posedness theorem holds.
We refer to the class of kernels in Rn which are odd, homogeneous of degree −(n − 1) and of class
C2(Rn

\ {0}, Rn). Interesting examples of such kernels are those of the form L(∇N ), where L is a linear
mapping from Rn into itself and N is the fundamental solution of the laplacian in Rn. They are harmonic
off the origin. In particular in R3 one can take L(x1, x2, x3) = (−x2, x1, 0). The corresponding field is
divergence-free and the associated equation is the well-known quasigeostrophic equation. See [García
et al. 2022] for recent results on rotating vortex patches for the quasigeostrophic equation.

Our main result is the following.

Theorem. Let k : Rn
\ {0} → Rn be an odd function, homogeneous of degree −(n − 1) and of class

C2(Rn
\ {0}, Rn). Let D0 be a bounded domain with boundary of class C1+γ, 0 < γ < 1. Then the

nonlinear transport equation
∂tρ(x, t) + v(x, t) · ∇ρ(x, t) = 0,

v(x, t) = (k ⋆ ρ( · , t))(x),

ρ(x, 0) = χD0(x),

(5)

x ∈ Rn, t ∈ R, has a weak solution of the form

ρ(x, t) = χDt (x), x ∈ Rn, t ∈ R,

with Dt a bounded domain with boundary of class C1+γ.
This solution is unique in the class of characteristic functions of domains with boundary of class C1+γ.

For the notion of weak solution see [Majda and Bertozzi 2002, Chapter 8].
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A remark on the special case in which the kernel k is divergence-free is in order. In this case, in
particular for the quasigeostrophic equation, one has well-posedness in L∞

c . Existence can be proved
following closely the argument in [Majda and Bertozzi 2002, Chapter 8] for the vorticity equation (for the
smooth case see [Cantero 2021]). For uniqueness one resorts to [Nieto et al. 2001] whenever the kernel
has the special form L(∇N ) with L a linear map from Rn into itself. Indeed, in that work uniqueness in
L∞

c is proven for the continuity equation in higher dimensions with velocity field given by convolution
with ±∇N. The changes needed to take care of the case L(∇N ) are straightforward. If k is divergence-free
and satisfies the general hypothesis stated in the theorem, then one appeals to [Crippa and Stefani 2021],
where uniqueness is proved for lagrangian solutions, and to [Clop et al. 2016a; 2016b], in which one
shows that a weak solution is lagrangian.

The paper is organized as follows. In the next section we present an outline of the proof, in which
only a few facts are proven. The other sections are devoted to presenting complete proofs of our results.
Section 3 is devoted to an auxiliary result. In Section 4 an appropriate defining function for the patch at
time t is constructed. Section 5 deals with the material derivative of the gradient of the defining function
and its expression in terms of differences of commutators. In Section 6 we estimate the differences of
commutators in the Hölder norm on the boundary via Whitney’s extension theorem. Domains enclosed by
ellipses as initial patches for the Cauchy transport equation are studied in Section 7 and the unexpected
phenomena that turn up along the vortex patch evolution are described in detail. Finally, there is an
Appendix on the existence of principal values of singular integrals in a very special context.

Constants will be denoted by C , mostly without an explicit reference to innocuous parameters, and may
be different at different occurrences. If D is a domain with smooth boundary σ = σ∂ D denotes the surface
measure on ∂ D and when there is no confusion possible we omit the subscript. The exterior unit normal vec-
tor to ∂ D at the point x is denoted by n⃗(x)= (n1(x), . . . , nn(x)), without explicit reference to the boundary.

2. Outline of the proof

The proof follows the general scheme devised in [Bertozzi and Constantin 1993]. There are serious
obstructions caused by the fact that the field is not divergence-free and we will explain below how to
confront them. The reader will find useful to consult [Bertozzi and Constantin 1993; Bertozzi et al. 2016].

2.1. The contour dynamics equation. Assume that one has a weak solution of (5) of the form ρ(x, t) =

χDt (x), Dt being a bounded domain of class C1+γ for t in some interval [0, T ]. The field v( · , t) is
Lipschitz. This is due to the fact that our kernel has homogeneity −(n −1) and so ∇v is given by a matrix
whose entries are even convolution Calderón–Zygmund operators applied to the characteristic function
of Dt plus, possibly, a constant multiple of such a characteristic function (coming from a delta function
at the origin). Since Dt has boundary of class C1+γ all entries of the matrix ∇v are functions in L∞(Rn)

[Bertozzi and Constantin 1993]. Thus the equation of particle trajectories (the flow mapping)

d X (α, t)
dt

= v(X (α, t), t), X (α, 0) = α, (6)
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has a unique solution and X ( · , t) is a bilipschitz mapping of Rn into itself, 0 ≤ t ≤ T. Indeed one has
the usual estimate

∥∇ X ( · , t)∥∞ ≤ exp
∫ t

0
∥∇v( · , s)∥∞ ds. (7)

Since k is homogeneous of degree −(n − 1) and smooth off the origin we have

k = ∂1(x1k) + ∂2(x2k) + · · · + ∂n(xnk), x = (x1, . . . , xn) ∈ Rn
\ {0}. (8)

This follows straightforwardly from Euler’s theorem on homogeneous functions.
Assume that ρ(x, t) = χDt (x) is a weak solution of the general equation (5). The velocity field is

v( · , t) = χDt ⋆ k = χDt ⋆ (∂1(x1k) + · · · + ∂n(xnk))

= ∂1χDt ⋆ (x1k) + · · · + ∂nχDt ⋆ (xnk)

= −n1 dσ∂ Dt ⋆ (x1k) − · · · − nn dσ∂ Dt ⋆ (xnk).

Thus

v(x, t) = −

n∑
j=1

∫
∂ Dt

(x j − yj )k(x − y)n j (y) dσ∂ Dt (y)

= −

∫
∂ Dt

k(x − y)⟨x − y, n⃗(y)⟩ dσ∂ Dt (y), x ∈ Rn. (9)

The next step is to set x = X (α, t) and to make the change of variables y = X (β, t) in the preceding
surface integral. To do this conveniently let T1(β), . . . , Tn−1(β) be an orthonormal basis of the tangent
space to ∂ D0 at the point β ∈ ∂ D0 and let DX ( · , t) be the differential of X ( · , t) as a differentiable
mapping from ∂ D0 into Rn . The vectors DX (β, t)(T j (β)) are tangent to ∂ Dt at the point X (β, t) for
1 ≤ j ≤ n − 1. Hence the vector ∧n−1

j=1 DX (β, t)(T j (β)) (10)

is orthogonal to ∂ Dt at the point X (β, t) and a different choice of the orthonormal basis Tj (β), 1≤ j ≤n−1,
has the effect of introducing a ± sign in front of (10). We may choose the Tj (β) so that n⃗(β), T1(β), . . . ,
Tn−1(β) gives the standard orientation of Rn. Substituting the expression (9) for the velocity field in (6)
and making the change of variables y = X (β, t) we get

d
dt

X (α, t) = v(X (α, t), t)

= −

∫
∂ D0

k(X (α, t) − X (β, t))
〈
X (α, t) − X (β, t),

∧n−1
j=1 DX (β, t)(T j (β))

〉
dσ∂ D0(β).

Let X : ∂ D0 → Rn be a mapping of class C1+γ such that for some constant µ > 0

|X (α) − X (β)| ≥
1
µ

|α − β|, α, β ∈ ∂ D0. (11)

In other words X ∈ C1+γ (∂ D0, Rn), X is bilipschitz onto the image and µ is a Lipschitz constant for the
inverse mapping.
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Define a mapping F(X) : ∂ D0 → Rn by

F(X)(α) = −

∫
∂ D0

k(X (α) − X (β))
〈
X (α) − X (β),

∧n−1
j=1 DX (β)(T j (β))

〉
dσ∂ D0(β). (12)

The contour dynamics equation (CDE) is

d X (α, t)
dt

= F(X ( · , t))(α), α ∈ ∂ D0,

X ( · , 0) = I,

where I denotes the identity mapping on ∂ D0.
We conclude that if there exists a weak solution of the type we are looking for, then the flow restricted

to ∂ D0 is a solution of the CDE.
To proceed in the reverse direction, we need some preparation. Let � be the open set in the Banach

space C1+γ (∂ D0, Rn) consisting of those X ∈ C1+γ (∂ D0, Rn) satisfying (11) for some µ > 0. The set �

is open in C1+γ (∂ D0, Rn) and the CDE can be thought of as an ODE in the open set �. We want to
show that a solution X ( · , t) to the CDE in an interval (−T, T ) provides a weak solution of the nonlinear
transport equation (5). Clearly X ( · , t) maps ∂ D0 onto a (n−1)-dimensional hypersurface St . The goal
now is to identify an open set Dt with boundary St . If we add the hypothesis that ∂ D0 is connected,
and hence a connected (n−1)-dimensional hypersurface of class C1+γ, then the analog of the Jordan
curve theorem holds [Guillemin and Pollack 1974, p. 89]. Then the complement of ∂ D0 in Rn has only
one bounded connected component which is D0. In the same vein, the complement of St has only one
bounded connected component, which we denote by Dt , so that the boundary of Dt is St . The definition
of Dt is less direct if we drop the assumption that ∂ D0 is connected. We proceed as follows. Let S j

t ,
1 ≤ j ≤ m, be the connected components of St . Denote by U j

t the bounded connected component of
the complement of S j

t in Rn . Among the U j
t there is one, say U 1

t , that contains all the others. This is
so at time t = 0 because D0 is connected and this property is preserved by the flow X ( · , t). We set
Dt = U 1

t \
(⋃m

j=2 U j
t
)
, so that the boundary of Dt is St .

Indeed, as the reader may have noticed, it is not necessary to assume that D0 is connected in our
theorem. It can be any bounded open set with C1+γ boundary. Then the argument we have just described
is applied to each connected component.

Define a velocity field by

v(x, t) = (k ⋆ χDt )(x), x ∈ Rn, t ∈ (−T, T ). (13)

Since Dt has boundary of class C1+γ, the field v( · , t) is Lipschitz for each t ∈ (−T, T ) and the equation
of the flow (6) has a unique solution which is a bilipschitz mapping of Rn onto itself whose restriction to
∂ D0 is the solution of the CDE we were given. Thus X (D0, t) = Dt and χDt is a weak solution of the
nonlinear transport equation (5).

2.2. The local theorem. As a first step we solve the CDE locally in time. For this we look at the CDE as
an ODE in the open set � of the Banach space C1+γ (∂ D0, Rn). To show local existence and uniqueness
we apply the Picard theorem. First one has to check that F(X) ∈ C1+γ (∂ D0, Rn) for each X ∈ �. After
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taking a derivative in α in (12) one gets a p.v. integral on ∂ D0, which defines a Calderón–Zygmund
operator (not of convolution type) with respect to the underlying measure dσ∂ D0 , acting on a function
satisfying a Hölder condition of order γ . The result is again a Hölder function of the same order, since one
shows that Calderón–Zygmund operators of the type one gets preserve Hölder spaces. In a second step
one needs to prove that F(X) is locally a Lipschitz function of the variable X or, equivalently, that the
differential DF(X) of F at the point X ∈ � is locally bounded in X . Again one has to estimate operators
of Calderón–Zygmund type with respect Hölder spaces of order γ . These estimates, subtle at some points,
are proved in full detail in [Bertozzi et al. 2016] for the kernel k = −∇N. The variations needed to cover
the present situation are minor and are left to the reader. It is important that, as in [Bertozzi et al. 2016],
the time interval on which the local solution exists depends continuously only on the dimension n, the
kernel k, the diameter of D0, the (n−1)-dimensional surface measure of ∂ D0 and the constant q(D0)

determining the C1+γ character of ∂ D0, whose definition we discuss below.
Let D be a bounded domain with boundary of class C1+γ. Then there exists a defining function of

class C1+γ, that is, a function ϕ ∈ C1+γ (Rn), such that D = {x ∈ Rn
: ϕ(x) < 0} and ∇ϕ(x) ̸= 0 if

ϕ(x) = 0. We set

q(D) = inf
{

∥∇ϕ∥γ,∂ D

|∇ϕ|inf
: ϕ a defining function of D of class C1+γ

}
, (14)

where |∇ϕ(x)| =

√∑n
j=1 ∂jϕ(x)2,

∥∇ϕ∥γ,∂ D = sup
{

|∇ϕ(x) − ∇ϕ(y)|

|x − y|γ
: x, y ∈ ∂ D, x ̸= y

}
,

|∇ϕ|inf = inf{|∇ϕ(x)| : ϕ(x) = 0}.

There is here an important variation with respect to [Bertozzi and Constantin 1993; Bertozzi et al.
2016]: the Hölder seminorm of order γ of ∇ϕ is taken in those papers in the whole of Rn . For reasons
that will become clear later on we need to restrict our attention to the boundary of D and this requires
finer estimates.

2.3. Global existence: a priori estimates. Assume that the maximal time of existence for the solution
X ( · , t) of the CDE is T. By this we mean that X ( · , t) is defined for t ∈ (−T, T ) but cannot be extended
to a larger interval. We want to prove that T = ∞. For that it suffices to prove that for some constant
C = C(T ) one has

diam(Dt) + σ(∂ Dt) + q(Dt) ≤ C, t ∈ (−T, T ). (15)

If the preceding inequality holds, then we take t0 < T close enough to T so that after the application of
the existence and uniqueness theorem for the CDE to the domain Dt0 at time t0 we get an interval of
existence for the solution which goes beyond T (the same argument applies to the lower extreme −T ).

To obtain (15) we look for a priori estimates in terms of ∥∇v∥∞. For diam(Dt) and σ(∂ Dt) this is
straightforward in view of (7). The core of the paper is the a priori estimate of q(Dt), which we get by
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constructing an appropriate defining function 8( · , t) for Dt satisfying

|∇8( · , t)|inf ≥ |∇ϕ0|inf exp
(
−Cn

∫ t

0
∥∇v( · , s)∥∞ ds

)
, t > 0, (16)

∥∇8( · , t)∥γ,∂ Dt ≤ ∥∇ϕ0∥γ,∂ D0 exp
(

Cn

∫ t

0
(1 + ∥∇v( · , s)∥∞) ds

)
, t > 0. (17)

As it was pointed out in [Bertozzi et al. 2016] if one transports a defining function ϕ0 of D0 by
ϕt = ϕ0 ◦ X−1( · , t), then ∇ϕt may have jumps at the boundary of Dt for t ̸= 0 and so ϕt is not necessarily
differentiable. In [Bertozzi et al. 2016] one shows that

lim
Dt∋y→x

∇ϕ(y, t) = lim
Dt∋y→x

det ∇ X−1(y, t)
|∇ϕ0(X−1(x, t))|

det D(x)
n⃗(x), x ∈ ∂ Dt , (18)

lim
Rn\Dt∋y→x

∇ϕ(y, t) = lim
Rn\Dt∋y→x

det ∇ X−1(y, t)
|∇ϕ0(X−1(x, t))|

det D(x)
n⃗(x), x ∈ ∂ Dt , (19)

where X−1( · , t) is the inverse mapping of X ( · , t) and D(x) is the differential at x of the restriction of
X−1( · , t) to ∂ Dt , as a differentiable mapping from ∂ Dt onto ∂ D0. Define

8(x, t) =

{
0, x ∈ ∂ Dt ,

det ∇ X (X−1(x, t), t)ϕ(x, t), x /∈ ∂ Dt .
(20)

We show in Section 4 that 8(x, t) is a defining function of Dt of class C1+γ.
The definition of 8 yields a formula for its material derivative D/(Dt) = ∂t + v · ∇, namely,

D8

Dt
= div(v) 8. (21)

Taking gradient in the preceding identity one gets

D(∇8)

Dt
= ∇(div(v)) 8+ div(v)∇8 − (∇v)t(∇8), (22)

where (∇v)t stands for the transpose of the matrix ∇v. The right-hand side of (22) can be split into two
terms which behave differently. The first is ∇(div(v)) 8 and the second div(v)∇8 − (∇v)t(∇8). We
prove that the second term is a finite sum of differences of commutators, which can be shown, with some
effort, to have the right estimates. The first term does not combine with others to yield a commutator
and because of that we call it the solitary term. A priori it is the most singular term on the right-hand side
of (22), since it contains second-order derivatives of v. We show that the solitary term extends continuously
to ∂ Dt by 0 and so it can be ignored at the price of working only on the boundary of Dt for all t .

To prove that the solitary term extends continuously to the boundary by 0 we need a recent result of
[Vasin 2017] whose statement is as follows. Let T be a convolution homogeneous even Calderón–Zygmund
operator of the type

T ( f )(x) = p.v.

∫
Rn

L(x − y) f (y) dy = lim
ϵ→0

∫
|y−x |>ϵ

L(x − y) f (y) dy, (23)
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where L is an even kernel, homogeneous of degree −n, satisfying the smoothness condition L ∈

C1(Rn
\{0}) and the cancellation property

∫
|x |=1 L(x) dσ(x)=0. The function f is in L p(Rn), 1≤ p <∞,

and the principal value integral (23) is defined a.e. on Rn. Vasin’s result states that if D is a bounded
domain with boundary of class C1+γ then

|∇T (χD)(x)| dist(x, ∂ D)1−γ
≤ C, x ∈ D ∪ (Rn

\ D), (24)

where the constant C depends only on n, γ and the constants giving the smoothness of ∂ D. We provide a
proof of (24) in Section 3 for completeness.

One applies (24) to the second derivatives of the velocity field v = k ⋆ χDt with t fixed. One has in the
distributions sense

∂j k = p.v. ∂j k + c⃗j δ0, with c⃗j =

∫
|ξ |=1

k(ξ)ξj dσ(ξ), (25)

and so
(∂jv)(x) = ( p.v. ∂j k ⋆ χDt )(x) + c⃗j χDt (x), x ∈ Dt ∪ (Rn

\ Dt),

and, taking a second derivative,

(∂l∂jv)(x) = ∂l( p.v. ∂j k ⋆ χDt )(x), x ∈ Dt ∪ (Rn
\ Dt), 1 ≤ l, j ≤ n. (26)

By (24) applied to the operator T associated with the kernel L = ∂j k

|(∂l∂jv)(x)| dist(x, ∂ Dt)
1−γ

≤ C(t), x ∈ Dt ∪ (Rn
\ Dt), 1 ≤ l, j ≤ n, (27)

where C(t) depends on n, γ and the constants related to the smoothness of ∂ Dt . This implies that the
solitary term has limit 0 at the boundary of ∂ Dt , coming from the complement, because |8(x, t)| is
comparable to dist(x, ∂ Dt) as x approaches ∂ Dt (8( · , t) is continuously differentiable and vanishes on
the boundary but the gradient does not).

It is worth remarking that if each component of the kernel k is harmonic off the origin, then (24) can
be obtained readily from the fact that T (χD) satisfies a Hölder condition of order γ in D, which is the
main lemma of [Mateu et al. 2009].

From (22) at boundary points, and thus without the solitary term, one gets straightforwardly (16). Thus
the a priori estimate of q(Dt) is reduced to (17).

We turn now our attention to the second term in (22). We prove that the i-th component of the vector
div(v)∇8−(∇v)t(∇8) evaluated at the point x ∈ Rn is a sum of n−1 terms, each of which is a difference
of two commutators. In fact, the i-th component is∑

j ̸=i

p.v.

∫
Dt

∂j kj (x − y)(∂i8(x) − ∂i8(y)) dy − p.v.

∫
Dt

∂i kj (x − y)(∂j8(x) − ∂j8(y)) dy. (28)

It is crucial here that we obtain differences of commutators, which provides eventually an extra cancellation.
In [Bertozzi and Constantin 1993] it was shown that the Hölder seminorm of order γ of each commutator

in (28) can be estimated by Cn (1 + ∥∇v( · , t)∥∞)∥∇8( · , t)∥γ,Rn . This is not enough in our situation,
because of the presence of the factor ∥∇8( · , t)∥γ,Rn , which should be replaced by a boundary quantity
like ∥∇8( · , t)∥γ,∂ Dt .
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To obtain the correct estimate we transform the j-the term in (28) into a difference of two boundary
commutators:

p.v.

∫
∂ Dt

kj (x − y)(∂i8(x) − ∂i8(y))n j (y) dσ(y)

− p.v.

∫
∂ Dt

kj (x − y)(∂j8(x) − ∂j8(y))ni (y) dσ(y). (29)

It is worth emphasizing here that it is not true that the commutator

p.v.

∫
Dt

∂j kj (x − y)(∂i8(x) − ∂i8(y)) dy

equals

p.v.

∫
∂ Dt

kj (x − y)(∂i8(x) − ∂i8(y))n j (y) dσ(y).

What is true is that the difference of two commutators in the j -th term of (28) equals the difference of two
commutators in (29). There is some magic here in arranging all terms so that certain hidden cancellation
takes place. To get the right estimates on the boundary commutators one cannot adapt [Bertozzi and
Constantin 1993, Lemma 7.3, p. 26] to the underlying measure dσ on ∂ Dt , because this would give a
constant of the type

Ct = sup
x∈∂ Dt

sup
r>0

σ(B(x, r))

rn−1 ,

which can be estimated by the Lipschitz constant of X ( · , t), namely, exp
∫ t

0 ∥∇v( · , s)∥∞ ds. This
exponential constant is by far too large.

One needs to replace the standard bound Cn (1+∥∇v( · , t)∥∞)∥∇8( · , t)∥γ,Rn for a “solid” commutator
of the type (28) by Cn (1+∥∇v( · , t)∥∞)∥∇8( · , t)∥γ,∂ Dt . Here we have used the term solid commutator
to indicate that the integration is on Dt with respect to n-dimensional Lebesgue measure as opposed
to a boundary commutator in which the integration is on the boundary of ∂ Dt with respect to surface
measure σ . To get the estimate in terms of ∥∇8( · , t)∥γ,∂ Dt we resort to the difference-of-commutators
structure, which allows us to appeal to Whitney’s extension theorem, the reason being that one can switch
between a difference of boundary commutators and a difference of solid commutators via the divergence
theorem. The final outcome is (17).

Of course for those cases in which the kernel is divergence-free, the quasigeostrophic equation in
particular, one does not need the boundary commutators and getting the commutator formula (28) suffices
to complete the proof as in [Bertozzi and Constantin 1993]. Indeed in these cases the transported defining
function is already a genuine defining function, since the gradient has no jump according (18) and (19),
or appealing to a regularization argument, as in [Radu 2022].

To complete the proof from the a priori estimates is a standard reasoning. One needs a logarithmic
inequality for ∥∇v( · , t)∥∞, which is a consequence of the boundedness of T (χD) for an even smooth
convolution Calderón–Zygmund operator T and a domain D with boundary of class C1+γ, and of the
particular form of the constant. One obtains

∥∇v( · , t)∥∞ ≤
Cn

γ

(
1 + log+

(
|Dt |

1/n ∥∇8∥γ,∂ Dt

|∇8|inf

))
, (30)
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where Cn is a dimensional constant and |D| stands for the n-dimensional Lebesgue measure of the
measurable set D. The novelty in inequality (30) is that ∥∇8∥γ,∂ Dt is now replacing the larger constant
∥∇8∥γ,Rn which appears in [Bertozzi and Constantin 1993; Bertozzi et al. 2016, Corollary 6.3] in dealing
with the corresponding inequality. This follows from a scrutiny of the constants that appear along the
proof and an application of the implicit differentiation formula.

Inserting (16) and (17) in (30) one gets, for a dimensional constant C ,

∥∇v( · , t)∥∞ ≤ C + C
∫ t

0
(1 + ∥∇v( · , s)∥∞) ds,

which yields, by Gronwall,
∥∇v(x, t)∥∞ ≤ C eCt , −T < t < T,

and this completes the proof of (15).
The reader may have observed that it is not strictly necessary for the proof to use the quantity q(Dt),

defined in (14). Nevertheless, it is the canonical quantity to take into consideration and helps to make
some statements clearer. We will use it again in Section 4.

3. An auxiliary result

The result we are referring to is the following and can be found in [Vasin 2017].

Lemma. Let D ⊂ Rn be a bounded domain with boundary of class C1+γ, 0 < γ < 1, and L an even
kernel in C1(Rn

\ 0), homogeneous of degree −n. Then

|∇(L ⋆ χD)(x)| dist(x, ∂ D)1−γ
≤ C, x ∈ Rn

\ ∂ D,

where C is a constant depending only on D.

Proof. Placing the gradient on the characteristic function of D we obtain

∇(L ⋆ χD) = L ⋆ (−n⃗ dσ∂ D).

Fix x ∈ D and set d = d(x) = dist(x, ∂ D). By the divergence theorem

(L ⋆ n⃗ dσ∂ D)(x) = (L ⋆ n⃗ dσ∂ B(x,d))(x) −

∫
D\B(x,d)

∇L(x − y) dy.

Now
(L ⋆ n⃗ dσ∂ B(x,d))(x) =

∫
|y−x |=d

L(x − y)n⃗(y) dσ(y) =

∫
|z|=d

L(z)n⃗(z) dσ(z)

and the last integral clearly vanishes, owing to the oddness of L(z)n⃗(z). Thus

∇(L ⋆ χD)(x) = −(L ⋆ n⃗ dσ∂ D)(x) =

∫
D\B(x,d)

∇L(x − y) dy,

and

dist(x, ∂ D) |∇(L ⋆ χD)(x)| = d
∣∣∣∣∫

D\B(x,d)

∇L(x − y) dy
∣∣∣∣ ≤ d

∫
D\B(x,d)

C
|y − x |n+1 dy ≤ C.
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Therefore in proving the lemma one can assume that d ≤
1
2r0, where r0 = r0(D) has the property that,

given a point p in the boundary of D, B(p, 2r0) ∩ D is the set of points in B(p, 2r0) lying below the
graph of a C1+γ function defined on the tangent hyperplane through p.

We assume, without loss of generality, that 0 is the closest point of ∂ D to x and that the tangent
hyperplane to ∂ D at 0 is {x ∈ Rn

: xn = 0}. We also assume that D ∩ B(0, 2r0) = {x ∈ Rn
: xn < ϕ(x ′)},

where x ′
= (x1, . . . , xn−1), ϕ ∈ C1+γ (B ′(0, 2r0)), B ′(0, 2r0) = {x ′

∈ Rn−1
: |x ′

| < 2r0}. In particular,

|ϕ(x ′)| ≤ ∥∇ϕ∥γ,B ′(0,2r0)|x
′
|
1+γ , x ′

∈ B ′(0, 2r0).

We clearly have∫
D\B(x,d)

∇L(x − y) dy =

∫
(D\B(x,d))∩B(0,r0)

∇L(x − y) dy +

∫
D∩Bc(0,r0)

∇L(x − y) dy.

The second term above is easy to estimate:∣∣∣∣∫
D∩Bc(0,r0)

∇L(x − y) dy
∣∣∣∣ ≤

∫
Bc(0,r0)

dy
|y|n+1 dy ≤

C
r0

.

For the first term one uses the fact that if H is a halfspace then L ⋆ χH vanishes on H. This follows
from the fact that the preceding statement is true for balls instead of halfspaces [Mateu et al. 2009] and a
straightforward limiting argument. Then one has∫

(D\B(x,d))∩B(0,r0)

∇L(x−y)dy =

∫
(D\B(x,d))∩B(0,r0)

∇L(x−y)dy−

∫
H−

∇L(x−y)dy

=

∫
(D\H−)∩B(0,r0)

∇L(x−y)dy

−

∫
(H−\(D∪B(x,d)))∩B(0,r0)

∇L(x−y)dy−

∫
H−∩Bc(0,r0)

∇L(x−y)dy,

and the last term is estimated as we did above with D in place of H−. The remaining two terms are
tangential and they are treated similarly. For the first we set∫

(D\H−)∩B(0,r0)

∇L(x − y) dy =

∫
(D\H−)∩B(0,2d)

∇L(x − y) dy +

∫
(D\H−)∩(B(0,r0)\B(0,2d))

∇L(x − y) dy.

Since for x ∈ D \ H− one has |y − x | ≥ d , we get∣∣∣∣∫
(D\H−)∩B(0,2d)

∇L(x − y) dy
∣∣∣∣ ≤

C
dn+1 |(D \ H−) ∩ B(0, 2d)|

≤
C

dn+1

∫ 2d

0
ρn−1 σ {θ ∈ Sn−1

: ρθ ∈ D \ H−} dρ

≤
C

dn+1

∫ 2d

0
ρn−1+γ dρ = C dγ−1.
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Finally ∣∣∣∣∫
(D\H−)∩(B(0,r0)\B(0,2d))

∇L(x − y) dy
∣∣∣∣ ≤ C

∫
(D\H−)∩(B(0,r0)\B(0,2d))

1
|y|n+1 dy

≤ C
∫ 2d

0

1
ρn+1 ρn−1+γ dρ = C dγ−1. □

It is an interesting fact that the preceding lemma implies the main lemma in [Mateu et al. 2009],
which states that under the hypothesis of Vasin’s lemma the function L ⋆ χD satisfies a Hölder condition
of order γ on D and on Rn

\ D. Incidentally, it is worth mentioning that this result has been proved
independently by various authors at different times and with various degrees of generality. We are grateful
to M. Lanza de Cristoforis for bringing to our attention the oldest reference we are aware of, namely, the
paper of Carlo Miranda [1965].

We give an account of the proof of this fact only for the statement concerning D. In the exterior of D
one applies similar arguments.

Take two points x and y in D. Let d = dist(x, ∂ D) be the distance from x to the boundary. As before,
we assume, without loss of generality, that 0 is the closest point of ∂ D to x and that the tangent hyperplane
to ∂ D at 0 is {x ∈ Rn

: xn = 0}. We can also assume that D ∩ B(0, 2r0) = {x ∈ Rn
: xn < ϕ(x ′)}, where

x ′
= (x1, . . . , xn−1), ϕ ∈ C1+γ (B ′(0, 2r0)), B ′(0, 2r0) = {x ′

∈ Rn−1
: |x ′

| < 2r0}. Then

|ϕ(x ′)| ≤ ∥∇ϕ∥γ,B ′(0,2r0)|x
′
|
1+γ , x ′

∈ B ′(0, 2r0). (31)

As in [Mateu et al. 2009] we can reduce matters to the case in which d ≤
1
2r0, because otherwise we

resort to the smoothness of L ⋆ χD on the domain
{
z ∈ D : dist(z, ∂ D) > 1

2r0
}
.

Let K be the closed cone with aperture 45◦ and axis the negative xn-axis. That is

K = {x ∈ Rn
: −

√
2 xn ≥ |x |}.

We say that x and y are in nontangential position if x, y ∈ K . Otherwise they are in tangential position.
Assume first that x, y ∈ D are in nontangential position and distinguish two cases. The first is

y ∈ B(0, 2d) \ B(0, d). Apply the mean value theorem on an arc contained in K ∩ (B(0, 2d) \ B(0, d))

of length comparable to |y − x |. One gets

| f (y) − f (x)| ≤ C sup{dist(ξ, ∂ D)γ−1
: ξ ∈ K ∩ (B(0, 2d) \ B(0, d))}|y − x |. (32)

We claim that there exists an absolute constant c0 with 0 < c0 < 1 satisfying

dist(ξ, ∂ D) ≥ c0 |ξn|, ξ ∈ K ∩ B(0, r0), (33)

provided r0 is small enough. Let p ∈ ∂ D be such that |ξ − p| = dist(ξ, ∂ D). Since p = (p′, pn) is on the
graph of ϕ we have, by (31), |pn| ≤ C |p′

|
1+ϵ

≤ C r ϵ
0 |p′

|. Thus

|ξn| ≤ |ξn − pn| + |pn| ≤ |ξ − p| + C r ϵ
0 |p′

|

≤ |ξ − p| + C r ϵ
0 (|p′

− ξ ′
| + |ξ ′

|)

≤ |ξ − p|(1 + C r ϵ
0 ) + C r ϵ

0 |ξn|,
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where in the last inequality we used that |ξ | ≤
√

2|ξn|, ξ ∈ K . Taking r0 so small that C r ϵ
0 ≤

1
2 we obtain

|ξn| ≤ 2(1 + C r ϵ
0 )|ξ − p| = 2(1 + C r ϵ

0 ) dist(ξ, ∂ D).

Indeed, the constant C is the previous string of inequalities is
√

2 ∥∇ϕ∥γ,B ′(0,2r0), which also depends
on r0. But this is not an obstruction because it decreases with r0.

Therefore, by (32),

| f (y) − f (x)| ≤ C (c0|ξn|)
γ−1

|y − x | ≤ C cγ−1
0 dγ−1

|y − x |
1−γ

|y − x |
γ

≤ C cγ−1
0 dγ−1(3d)1−γ

|y − x |
γ

= C |y − x |
γ .

Let us turn our attention to the case y ∈ K ∩ Bc(0, 2d). Note that there exists an absolute constant
C0 > 1 such that

|y − x | ≤ C0 |yn − xn|, y ∈ K ∩ Bc(0, 2d).

Apply the fundamental theorem of calculus on the interval with endpoints x and y and estimate the
gradient of f by a constant times the distance to the boundary raised to the power γ −1. By (33) we obtain

| f (y) − f (x)| ≤ C
∫ 1

0
dist(x + t (y − x), ∂ D)γ−1

|y − x | dt

≤ C cγ−1
0

∫ 1

0
|xn + t (yn − xn)|

γ−1
|y − x | dt

= C
|y − x |

|yn − xn|

∫
|yn−xn |

0
(d + τ)γ−1 dτ

= C C0 ((d + |yn − xn|)
γ

− dγ ) ≤ C |yn − xn|
γ

≤ C |y − x |
γ ,

as desired.
We are left with the case in which x and y are in tangential position, that is, y ∈ D ∩ (Rn

\ K ). In
[Mateu et al. 2009] there is a reduction argument to the nontangential case, which we now reproduce
for completeness. Take a point p ∈ ∂ D with |y − p| = dist(y, ∂ D) and let N⃗ be the exterior unit normal
vector to ∂ D at p. We will take r0 so small that N⃗ is very close to the exterior unit normal vector n⃗ to
∂ D at 0. Then the ray y − t N⃗ , t > 0, will intersect K at some point y0 and the pairs x, y0 and y, y0 will
be in tangential position. Let us seek a condition on t so that y − t N⃗ ∈ K , that is, so that

|y − t N⃗ | ≤
√

2|⟨y − t N⃗ , n⃗⟩|. (34)

Here ⟨ · , · ⟩ denotes the scalar product in Rn. Since |⟨y − t N⃗ , n⃗⟩| ≥ t⟨N⃗ , n⃗⟩− |y| and |y − t N⃗ | ≤ |y| + t ,
a sufficient condition for (34) is

(1 +
√

2)|y| ≤ t (
√

2⟨N⃗ , n⃗⟩ − 1).

Take r0 small enough so that
√

2⟨N⃗ , n⃗⟩ − 1 ≥ (
√

2 − 1)/2. A simpler sufficient condition for (34) is

|y| ≤ c0 t, with c0 =
1
2

√
2 − 1

√
2 + 1

.
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Define t0 by |y| = c0 t0 and then set y0 = y − t0 N⃗. By construction, y0 ∈ K ∩ D and the pairs x, y0 and
y, y0 are in nontangential position. Hence we only have to check that

|y − y0| ≤ C0 |x − y|. (35)

We have c0 |y − y0| = c0 t0 = |y|. On the other hand, the condition y /∈ K is exactly |y| <
√

2 |y′
|, and

clearly |x − y| ≥ |y′
|. Therefore (35) holds with an absolute constant C0.

4. The defining function for Dt

In this section we prove that the function 8 defined by (20) is a defining function of Dt of class C1+γ.
Our assumption now is that the CDE has a solution X ( · , t) for t in an interval (−T ; T ) and that Dt is
the domain with ∂ Dt = X (∂ D0, t) which has been defined in Section 2.1. The field defined by (13) has a
flow map (6) whose restriction to ∂ D0 is precisely the solution of the CDE.

Taking the gradient in (20) we get, for x /∈ ∂ Dt ,

∇8(x, t) = det ∇ X (X−1(x, t), t) ∇ϕ(x, t) + ∇(det ∇ X (X−1(x, t), t))ϕ(x, t). (36)

In [Bertozzi et al. 2016, Section 8] it was shown that ∇ X−1( · , t) satisfies a Hölder condition of order γ

on the open set Rn
\ ∂ Dt (but may have jumps at ∂ Dt ). What remains to be proved is that ∇8( · , t)

extends continuously to ∂ Dt . This is straightforward for the first term in the right-hand side of (36), just
by the jump formulas (18) and (19). We have

lim
Rn\∂ Dt∋y→x

det ∇ X (X−1(y, t), t) ∇ϕ(y, t) =
|∇ϕ0(X−1(x, t))|

det D(x)
n⃗(x),

where D(x) is the differential at x ∈ ∂ Dt of X−1( · , t) viewed as a differentiable mapping from ∂ Dt

into ∂ D0.
The second term in the right-hand side of (36) tends to 0 as x approaches a point in ∂ Dt . Proving this

requires some work. For the sake of simplicity of notation let us consider positive times t less than T. Since
X ( · , t) is a continuously differentiable function of t with values in the Banach space C1+γ (∂ D0, Rn),
the constants q(Ds) determining the C1+γ smoothness of the boundary of Ds are uniformly bounded for
0 ≤ s ≤ t . Hence

∥∇v( · , s)∥∞ ≤ C(t), 0 ≤ s ≤ t, (37)

∥∇v( · , s)∥γ,Ds + ∥∇v( · , s)∥γ,Rn\Ds
≤ C(t), 0 ≤ s ≤ t, (38)

where C(t) denotes here and in the sequel a positive constant depending on t but not on s ∈ [0, t].
Inequality (37) follows from the fact, already mentioned, that standard even convolution Calderón–
Zygmund operators are bounded on characteristic functions of C1+γ domains with bounds controlled by
the constants giving the smoothness of the domain (see, for instance, (30)). Inequality (38) has appeared
in the literature several times with various degrees of generality, as we mentioned in the previous section,
where a complete proof was presented. In [Mateu et al. 2009] the reader will find another accessible
proof independent of Vasin’s lemma. The constants are not logarithmic, but this is not relevant here. The
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statement is that if T is an even smooth (of class C1) convolution homogeneous Calderón–Zygmund
operator and D is a domain with boundary of class C1+γ, 0 < γ < 1, then T (χD) satisfies a Hölder
condition of order γ in D and in Rn

\ D.
As we said in Section 2 one applies (24) to the second-order derivatives of the field v to conclude that

|∂j∂kv(x, s)| ≤ C(t) dist(x, ∂ Ds)
γ−1, x /∈ ∂ Ds, 0 ≤ s ≤ t, 1 ≤ j, k ≤ n. (39)

See (26) and (27).
Combining (7), the analogous inequality with ∇ X ( · , t) replaced by ∇ X−1( · , t) and (37) we get

C(t)−1
≤ ∥∇ X ( · , s)∥∞ ≤ C(t), 0 ≤ s ≤ t. (40)

Therefore X ( · , s) is a bilipschitz homeomorphism of Rn and consequently, for all α ∈ Rn,

C(t)−1 dist(α, ∂ D0) ≤ dist(X (α, s), ∂ Ds) ≤ C(t) dist(α, ∂ D0), 0 ≤ s ≤ t. (41)

Now let us turn to the second term in the right-hand side of (36)

II (x) = ∇(det ∇ X (X−1(x, t), t))ϕ(x, t) = ϕ0(α) ∇x J (α, t), (42)

where we have set x = X (α, t) and J (α, t) = det ∇ X (α, t). The jacobian satisfies

d
dt

J (α, t) = div v(X (α, t), t) J (α, t)

and so

J (α, t) = exp
∫ t

0
div v(X (α, s), s) ds.

Hence ∇x J (α, t) is(
exp

∫ t

0
div v(X (α, s), s) ds

) (∫ t

0
div((∇v)t(X (α, s), s)) ∇ X (α, s) ds

)
∇ X−1(x, t), (43)

where the divergence of a matrix is the vector with components the divergence of rows. Combining (37),
(39), (40), (41), (42) and (43) we get

|II (x)| ≤ C(t) |ϕ0(α)|

∫ t

0
dist(X (α, s), ∂ Ds)

γ−1 ds

≤ C(t) |ϕ0(α)| dist(α, ∂ D0)
γ−1

≤ C(t) dist(α, ∂ D0)
γ .

If dist(x, ∂ Dt) → 0 then dist(α, ∂ D0) → 0 and thus II (x) → 0.

5. The commutators

The material derivative D/(Dt) = ∂t + v · ∇ of the defining function of the previous section is

D
Dt

8(x) =
d
dt

(J (α, t) ϕ0(α)) = div v(X (α, t), t) J (α, t) ϕ0(α) = div v(x, t) 8(x, t),

which proves (21). Taking derivatives in the equation above and rearranging terms one obtains

D
Dt

∇8 = ∇(div v)8 + (div v)∇8 − (∇v)t(∇8). (44)
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The first term tends to 0 at the boundary of Dt , by (39). This section is devoted to proving that the second
term in the right-hand side, namely (div v)∇8 − (∇v)t(∇8), is a sum of n − 1 terms, each of which
is a difference of boundary commutators. It clearly suffices to prove that each coordinate is a sum of
n − 1 differences of boundary commutators. We present the details for the first coordinate, which is

∂2v2 ∂18 − ∂1v2 ∂28 + · · · + ∂nvn ∂18 − ∂1vn ∂n8. (45)

Let us work with the first term ∂2v2 ∂18 − ∂1v2 ∂28. The others are treated similarly. The preceding
expression is evaluated at (x, t) with x ∈ ∂ Dt . To lighten the notation we set D = Dt , so that t is fixed,
and χ = χDt . Recall that v( · , t) = k ⋆ χ and so

vj ( · , t) = kj ⋆ χ, 1 ≤ j ≤ n.

By (25) we have in the distributions sense

∂jvj ( · , t) = ∂j kj ⋆ χ = p.v. ∂j kj ⋆ χ + cjχ, 1 ≤ j ≤ n,

where cj =
∫
|ξ |=1 kj (ξ)ξj dσ(ξ). Thus

∂2v2( · , t) ∂18( · , t) = (∂2k2 ⋆ χ)( · ) ∂18( · , t) = p.v.(∂2k2 ⋆ χ) ∂18 + c2χ∂18

and

∂2k2 ⋆ (χ∂18) = p.v. ∂2k2 ⋆ (χ∂18) + c2χ∂18,

which yields

∂2v2( · , t)∂18( · , t) = p.v.(∂2k2⋆χ)∂18− p.v. ∂2k2⋆(χ∂18)+∂2k2⋆(χ∂18). (46)

Similarly

∂1v2( · , t)∂28( · , t) = p.v.(∂1k2⋆χ)∂28− p.v. ∂1k2⋆(χ∂28)+∂1k2⋆(χ∂28). (47)

Since χ∂j8 = ∂j (χ8), 1 ≤ j ≤ n, we have

∂2k2 ⋆ (χ∂18) = ∂1k2 ⋆ (χ∂28),

and subtracting (47) from (46) yields

∂2v2( · , t) ∂18( · , t) − ∂1v2( · , t) ∂28( · , t)

= p.v.(∂2k2 ⋆ χ) ∂18 − p.v. ∂2k2 ⋆ (χ∂18) −
(
p.v.(∂1k2 ⋆ χ) ∂28 − p.v. ∂1k2 ⋆ (χ∂28)

)
, (48)

which is the difference of two solid commutators. Here we are using the term “solid” to indicate that the
integration is taken with respect to n-dimensional Lebesgue measure. Our next task is to bring the solid
commutators to the boundary.

Formula (48) is an identity between distributions and is not a priori obvious that the principal value
integrals exist at boundary points. The same can be said about the principal values on the boundary
which appear in the calculation below. That they do exist in our context is a routine argument, which we
postpone to the Appendix.



REGULARITY OF THE BOUNDARY OF VORTEX PATCHES FOR SOME NONLINEAR TRANSPORT EQUATIONS 1639

Let x ∈ ∂ D. Given ϵ > 0 set Dϵ = D \ B(x, ϵ). By the divergence theorem

( p.v. ∂2k2 ⋆ (χ∂18))(x) = lim
ϵ→0

∫
Dϵ

∂2k2(x − y)∂18(y) dy

= − lim
ϵ→0

∫
∂ Dϵ

k2(x − y)∂18(y)n2(y) dσ(y) +

∫
D

k2(x − y)∂218(y) dy

= − p.v.

∫
∂ D

k2(x − y)∂18(y)n2(y) dσ(y) +

∫
D

k2(x − y)∂128(y) dy

+ lim
ϵ→0

∫
∂ B(x,ϵ)∩D

k2(x − y)∂18(y)n2(y) dσϵ(y),

where σϵ is the surface measure on ∂ B(x, ϵ). We do not need to compute explicitly the term

lim
ϵ→0

∫
∂ B(x,ϵ)∩D

k2(x − y)∂18(y)n2(y) dσϵ(y),

nor to worry about the second-order derivative of 8 which has appeared, because they will eventually cancel
out (a routine regularization argument takes care of the actual presence of the second derivatives of 8).

We turn now to the computation of ( p.v. ∂12 N ⋆ χ)(x). We have

( p.v. ∂2k2 ⋆ χ)(x) = lim
ϵ→0

∫
Dϵ

∂2k2(x − y) dy

= − lim
ϵ→0

∫
∂ Dϵ

k2(x − y)n2(y) dσ(y)

= − p.v.

∫
∂ D

k2(x − y)n2(y) dσ(y) + lim
ϵ→0

∫
∂ B(x,ϵ)∩D

k2(x − y)n2(y) dσϵ(y).

Therefore
( p.v. ∂2k2 ⋆ (χ∂18))(x) − ( p.v. ∂2k2 ⋆ χ)(x)∂18(x)

= p.v.

∫
∂ D

k2(x − y)n2(y) dσ(y) ∂18(x) − p.v.

∫
∂ D

k2(x − y)∂18(y)n2(y) dσ(y)

+

∫
D

k2(x − y)∂218(y) dy, (49)

since
lim
ϵ→0

∫
∂ B(x,ϵ)∩D

k2(x − y)(∂18(y) − ∂18(x)) dσϵ(y) = 0,

because k2 is homogeneous of order −(n − 1) and ∂18 is continuous at x . The conclusion is that
the solid commutator in the left-hand side of (49) is a boundary commutator plus and additional term
involving second-order derivatives of 8. This term will disappear soon and in the final formulas no
second derivatives of 8 are present, so that the C1+γ condition on 8 is enough.

Proceeding in a similar way we find

( p.v. ∂1k2 ⋆ (χ∂28))(x) − ( p.v. ∂1k2 ⋆ χ)(x)∂28(x)

= p.v.

∫
∂ D

k2(x − y)n1(y) dσ(y) ∂28(x) − p.v.

∫
∂ D

k2(x − y)∂28(y)n1(y) dσ(y)

+

∫
D

k2(x − y)∂128(y) dy, (50)
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Subtracting (50) from (49) we see that the difference of the two solid commutators in (48) is exactly, on
the boundary of D, a difference of boundary commutators. Hence ((div v)I − (∇v)t)(∇8) is a sum of
n − 1 terms, each being a difference of two vector-valued boundary commutators.

6. Hölder estimate of differences of boundary commutators

We keep the notation of the previous section D = Dt , ∇8 = ∇8( · , t), with t fixed. Our goal is to
estimate the Hölder seminorm of order γ on ∂ D of the difference of two boundary commutators. For
instance,

DB(x) := p.v.

∫
∂ D

k2(x − y)∂28(y)n1(y) dσ(y) − p.v.

∫
∂ D

k2(x − y)n1(y) dσ(y) ∂28(x)

−

(
p.v.

∫
∂ D

k2(x − y)∂18(y)n2(y) dσ(y) − p.v.

∫
∂ D

k2(x − y)n2(y) dσ(y) ∂18(x)

)
.

The general case follows immediately by the same arguments. The strategy consists in exploiting the
fact that DB(x) is also, for x ∈ ∂ D, a difference DS(x) of two solid commutators, as we checked in the
previous section. That is, DB(x) for x ∈ ∂ D is identical to

DS(x) = DS(8)(x) :=
(

p.v. ∂2k2 ⋆ (χ∂18) − ( p.v. ∂2k2 ⋆ χ)∂18
)
−

(
∂1k2 ⋆ (χ∂28) − (∂1k2 ⋆ χ)∂28

)
.

By [Bertozzi and Constantin 1993, Corollary, p. 24, and Lemma, p. 26], estimating each commutator
separately, we have ∥DS∥γ,Rn ≤ Cn ∥∇v( · , t)∥∞ ∥∇8∥γ,Rn , which is not good enough, because we need
∥∇8∥γ,∂ D in place of ∥∇8∥γ,Rn .

We now consider the jet
(0, ∂18, . . . , ∂n8)

on ∂ D. By Whitney’s extension theorem [Stein 1970, Chapter VI, p. 177] there exists 9 of class C1+γ (Rn)

such that 9 = 0 and ∇9 = ∇8 on ∂ D, satisfying

∥∇9∥γ,Rn ≤ Cn

(
∥∇8∥γ,∂ D + sup

{
|∇8(x) · (y − x)|

|y − x |1+γ
: y ̸= x, y, x ∈ ∂ D

})
. (51)

This precise estimate is not stated explicitly in Stein’s book but it follows from the proof. We claim that

sup
{

|∇8(x) · (y − x)|

|y − x |1+γ
: y ̸= x, y, x ∈ ∂ D

}
≤ 2(1+γ )/2

∥∇8∥γ,∂ D. (52)

We postpone the proof of the claim and we complete the estimate of ∥DB∥γ,∂ D .
The extension 9 of the jet (0, ∂18, . . . , ∂n8) on ∂ D, given by Whitney’s extension theorem, satisfies,

in view of (51) and (52) ,
∥∇9∥γ,Rn ≤ Cn,γ ∥∇8∥γ,∂ D.

Since ∇9 = ∇8 on ∂ D, the differences of solid commutators DS(8) and DS(9) are equal on ∂ D. Thus

∥DB∥γ,∂ D = ∥DS(9)∥γ,∂ D ≤ ∥DS(9)∥γ,Rn

≤ Cn (∥∇v( · , t)∥∞ + 1) ∥∇9∥γ,Rn ≤ Cn (∥∇v( · , t)∥∞ + 1) ∥∇8∥γ,∂ D.

This can be used to prove the a priori estimate (17) as in [Bertozzi and Constantin 1993].
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We turn now to the proof of the claim (52). Fix a point x ∈ ∂ D. Assume without loss of generality
that x = 0 and ∇8(0) = (0, . . . , 0, ∂n8(0)), ∂n8(0) > 0. Define δ = δ(x) by

δ−γ
= 2

∥∇8∥γ,∂ D

|∇8(0)|
.

This choice of δ implies that the normal vector ∇8(y) remains for y ∈ B(0, δ) ∩ ∂ D in the ball
B(∇8(0), |∇8(0)|/2). Indeed

|∇8(y) − ∇8(0)| ≤ ∥∇8∥γ,∂ D δγ
=

|∇8(0)|

2
.

Then given y ∈ B(0, δ)∩ ∂ D, the tangent hyperplane to ∂ D at y forms an angle less than 30◦ with the
horizontal plane and thus ∂ D is the graph of a function yn = ϕ(y′

n) which satisfies a Lipschitz condition
with constant less than 1. Here we have used the standard notation y = (y′, yn), y′

= (y1, . . . , yn−1).
The function ϕ is defined in the open set U which is the projection of B(0, δ)∩ ∂ D into Rn−1 defined by
y → y′. By the implicit function theorem ϕ is of class C1+γ in its domain.

Note that for each y ∈ ∂ D ∩ B(0, δ), the segment {t y′
: 0 ≤ t ≤ 1} is contained in U, as an elementary

argument shows. The mean value theorem on that segment for the function t → ϕ(t y′) yields

|∇8(0) · y|

|y|1+γ
=

|∇8(0)||ϕ(y′)|

|y|1+γ
≤

|∇8(0)|

|y|1+γ
sup{|∇ϕ(z′)| : z′

∈ U, |z′
| ≤ |y′

|} |y′
|.

By implicit differentiation

∂jϕ(z′) = −
∂j8(z′, ϕ(z′))

∂n8(z′, ϕ(z′))
, 1 ≤ j ≤ n − 1,

and so, recalling that ∂j8(0) = 0, 1 ≤ j ≤ n − 1, and that z = (z′, ϕ(z′)),

|∇ϕ(z′)| ≤
∥∇8∥γ,∂ D |z|γ

|∂n8(z)|
≤

2
|∇8(0)|

∥∇8∥γ,∂ D 2γ /2
|z′

|
γ , |z′

| ≤ |y′
|,

because
|∂n8(z)| ≥ |∂n8(0)| − |∂n8(z) − ∂n8(0)|

≥ |∇8(0)| − ∥∇8∥γ,∂ D δγ
=

|∇8(0)|

2
and

|z| = (|z′
|
2
+ ϕ(z′)2)1/2

≤
√

2 |z′
|.

Thus
|∇8(0) · y|

|y|1+γ
≤ 21+γ /2

∥∇8∥γ,∂ D, y ∈ ∂ D ∩ B(0, δ).

If y ∈ ∂ D \ B(0, δ),
|∇8(0) · y|

|y|1+γ
≤

|∇8(0)|

|y|γ
≤

|∇8(0)|

δγ
= 2 ∥∇8∥γ,∂ D,

which completes the proof of (52).
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7. Domains enclosed by ellipses as Cauchy patches

In this section we consider the transport equation in the plane given by the Cauchy kernel

∂tρ(z, t) + v(z, t) · ∇ρ(z, t) = 0,

v(z, t) =

( 1
π z

∗ ρ( · , t)
)
(z),

ρ(z, 0) = χD0(z),

(53)

z = x + iy ∈ C = R2 and t ∈ R. Note that we have changed the normalization of the velocity field in (4)
by a factor of 2.

We take the initial patch to be the domain enclosed by an ellipse

E0 =

{
(x, y) ∈ R2

:
x2

a2
0

+
y2

b2
0

< 1
}
.

We will show that the solution provided by the theorem is of the form χEt (z), with

Et =

{
(x, y) ∈ R2

:
x2

a(t)2 +
y2

b(t)2 < 1
}

and

a(t) = a0
(a0 + b0) e2t

b0 + a0 e2t , t ∈ R, (54)

b(t) = b0
(a0 + b0)

b0 + a0 e2t , t ∈ R. (55)

As t → ∞, a(t) → a0 + b0 and b(t) → 0, so that the ellipse at time t degenerates into the segment
[−(a0+b0), a0+b0] as t →+∞ and into the segment i[−(a0+b0), a0+b0] on the vertical axis as t →−∞.

Since (53) is not rotation invariant, one has to consider also the case of an initial patch given by the
domain enclosed by a tilted ellipse

E(a, b, θ) = eiθ
{
(x, y) ∈ R2

:
x2

a2 +
y2

b2 < 1
}
.

In this case the straight line containing the semiaxis of length a makes an angle θ with the horizontal axis
and we take 0 < θ < π

2 .
Assume that the initial patch is E0 = E(a0, b0, θ0). Then we will show that the solution given by the

theorem is χEt with Et = E(a(t), b(t), θ(t)), where a(t), b(t) and θ(t) are the unique solutions of the
system

a′(t) =
2

a0 + b0
a(t) b(t) cos(2θ(t)),

b′(t) = −
2

a0 + b0
a(t) b(t) cos(2θ(t)),

θ ′(t) = −
2

a0 + b0

a(t) b(t)
a(t) − b(t)

sin(2θ(t)),

(56)

with initial conditions a(0) = a0, b(0) = b0, θ(0) = θ0.
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We start the proof by assuming that the patch Dt of the weak solution provided by the theorem is
indeed Et . Let z(t) be the trajectory of the particle that at time 0 is at z(0) ∈ ∂ E0. Then

dz
dt

= v(z(t), t), z(0) ∈ ∂ E0, (57)

and v is the velocity field of (53). It is a well-known fact that v can be explicitly computed [Hmidi et al.
2015]. One has

v(z, t) =

( 1
π z

⋆ χEt

)
(z) = z̄ − q(t) e−2θ(t)z, z ∈ Et , q(t) =

a(t) − b(t)
a(t) + b(t)

. (58)

Indeed in [Hmidi et al. 2015] only the case θ(t) = 0 is dealt with, but the general case follows easily from
the behavior under rotations of a convolution with the Cauchy kernel.

To lighten the notation we do not stress the dependence on t and write a = a(t), b = b(t), θ = θ(t),
q = q(t), z = z(t) = x(t) + iy(t) = x + iy. The condition z(t) ∈ ∂ Et is equivalent to e−iθ(t)z(t) ∈

∂ E(a(t), b(t), 0), which is

(x cos(θ) + y sin(θ))2

a2 +
(−x sin(θ) + y cos(θ))2

b2 = 1,

and can also be written more concisely as

⟨z, eiθ
⟩

2

a2 +
⟨z, i eiθ

⟩
2

b2 = 1. (59)

Here we have denoted by ⟨u, v⟩ the scalar product of the vectors u and v. Now proceed as follows. Take
the derivative in (59) with respect to t and then replace z′(t) by the expression of the field given by (58). We
get an equation containing a, b, θ and z, which determines z(t), the solution of the CDE. This equation is

0 =
⟨z, eiθ

⟩

a2 (⟨z, eiθ i θ ′
− q e3iθ

⟩ + ⟨z̄, eiθ
⟩) −

a′

a3 ⟨z, eiθ
⟩

2

+
⟨z, i eiθ

⟩

b2 (⟨z, −eiθ θ ′
− i q e3iθ

⟩ + ⟨z̄, i eiθ
⟩) −

b′

b3 ⟨z, i eiθ
⟩

2
. (60)

Evaluate at z = z(t) = a(t)eiθ(t) (which is a vertex of the ellipse at time t). One gets the equation

a′
= 2

a b
a + b

cos(2θ). (61)

Evaluating at the other vertex of the ellipse at time t , that is, at z = z(t) = b(t) i eiθ(t), yields

b′
= −2

a b
a + b

cos(2θ). (62)

Adding (61) and (62) we see that a + b is constant, then equal to a0 + b0. Thus we have the first two
equations in (56).

Before getting the third equation let us solve the case in which the initial ellipse has axes parallel to
the coordinate axes (θ0 = 0). In this case set θ(t) = 0, t ∈ R. Replacing in (62) a by a0 + b0 − b and
solving we get (55) and then (54).
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Now take the domain Et = E(a(t), b(t), 0), the vector field

v(z, t) =

( 1
π z

⋆ χEt

)
(z) = z̄ − q(t) z, z ∈ Et ,

and the flow
dz
dt

= z̄ − q(t) z, z(0) ∈ ∂ E0,

The preceding system is

dx(t)
dt

=
2b(t)

a0 + b0
x(t),

dy(t)
dt

= −
2a(t)

a0 + b0
y(t).

Then the flow map is linear on E0 and given by a diagonal matrix. Hence the flow preserves the coordinate
axes and maps ∂ E0 into an ellipse with axes parallel to the coordinate axes enclosing a domain Ẽt . But
(61) and (62) say exactly that the vertices of ∂ Et belong to ∂ Ẽt . Thus Ẽt = Et and so χEt is the unique
weak solution of the Cauchy transport equation in the class of characteristic functions of C1+γ domains.

Let us now go back to the general case and obtain a third equation involving θ ′. Impose that the
intersection of the ellipse ∂ Et with the positive real axis belongs to the image of ∂ E0 under the flow. In
other words replace z(t) in (60) by ((

cos2 θ

a2 +
sin2 θ

b2

)−1/2

, 0
)

.

After a lengthy computation one gets

θ ′
= −

2
a0 + b0

ab
a − b

sin(2θ), (63)

provided a ̸= b.
We know claim that the system (56) has a unique solution defined for all times t ∈ R provided a0 ̸= b0.

The case a0 = b0 corresponds to an initial disc and so to the case θ0 = 0, which has been discussed before.
Consider the open set

� =
{
(a, b, θ) ∈ R3

: a > 0, b > 0, a ̸= b and 0 < θ < π
2

}
.

Clearly a unique solution of the system exists locally in time for any initial condition (a0, b0, θ0) ∈ �,
because the function giving the system is C∞ in �. We claim that this solution exists for all times.
Assume that the maximal interval of existence is (−T, T ) for some 0 < T < ∞. By the first two equations
of the system (56) |a′

| and |b′
| are bounded above by 2(a0 +b0) and hence the limits limt→T a(t) = a(T )

and limt→T b(t) = b(T ) exist. We also have∣∣∣∣a′

a

∣∣∣∣ ≤ 2 and
∣∣∣∣b′

b

∣∣∣∣ ≤ 2

and so
0 < a0e−2T

≤ a(T ) ≤ a0e2T and 0 < b0e−2T
≤ b(T ) ≤ b0e2T .

Note that θ ′(t) cannot vanish. Otherwise, by (63), θ(t) = 0 for some t , and in this case we have already
checked that the system can be solved for all times. Hence θ ′ has constant sign. When a0 > b0, the
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function θ decreases, and if a0 < b0, the function θ increases. In any case we have that there exists

θ(T ) = lim
t→T

θ(t).

We cannot have θ(T ) = 0 or θ(T ) =
π
2 because we have solved the equation in these cases for all times.

For the same reason we cannot have a(T ) = b(T ). Therefore (a(T ), b(T ), θ(T )) ∈ � and we can solve
the system past T, which is a contradiction.

We proceed now to prove that the domain Et = E(a(t), b(t), θ(t)) enclosed by the ellipse provided
by the solution of (56) yields the weak solution χEt of the transport equation (53) with initial condition
D0 = E0. We consider the field (58) and the trajectory (57) of a particle initially at the boundary point
z(0) ∈ ∂ E0. Since the velocity field is linear in Et the flow is a linear function of z(0) ∈ E0. Thus the
initial ellipse ∂ E0 is mapped into an ellipse ∂ Ẽt enclosing Ẽt , the image of E0 under the flow map. To
show that χEt is a weak solution of the Cauchy transport equation we only need to ascertain that Et = Ẽt .
But the three equations of (56) simply mean that the vertices of Et and the intersection of Et with the
horizontal axis are in the image of ∂ E0 under the flow map. It is now a simple matter to realize that there
is only one ellipse centered at the origin containing those three points.

A surprising result arises when examining the asymptotic behavior as t → ∞ of the weak solution of
the Cauchy transport equation (53) when the initial condition is E(a0, b0, θ0), with a0 ̸= b0 and θ0 > 0.
We know that the solution of the system (56) never leaves the open set �. In particular a(t)− b(t) has
a definite sign determined by the initial condition. Assume for definiteness that a0 − b0 > 0, so that
a(t)− b(t) > 0, t ∈ R, and hence θ(t) is a decreasing function. Then the limit θ∞ = limt→∞ θ(t) exists.
The system (56) readily yields that the function (a − b) sin(2θ) has vanishing derivative, so that

(a(t) − b(t)) sin(2θ(t)) = (a0 − b0) sin(2θ0), t ∈ R. (64)

Thus (a0 + b0) sin(2θ(t)) ≥ (a(t) − b(t)) sin(2θ(t)) = (a0 − b0) sin(2θ0) and taking limits

sin(2θ∞) ≥
a0 − b0

a0 + b0
sin(2θ0) > 0,

which means that the limit angle θ∞ is positive. In other words, the axes of the ellipses at time t do not
approach the coordinate axes.

Assume that 0 < θ0 ≤
π
4 . Since θ(t) decreases, 0 < 2θ(t) < π

2 , t > 0, which implies that a(t) increases
and b(t) decreases. By (62)

b(t) = b0 exp
∫ t

0
−

2
a0 + b0

a(s) cos(2θ(s)) ds ≤ b0 exp
(
−

2a0

a0 + b0
cos(2θ0) t

)
,

and so b∞ = 0, provided θ0 < π
4 . If θ0 =

π
4 we break the integral above into two pieces, the first between

0 and 1 and the second between 1 and t . We get, for some constant C independent of t ,

b(t) ≤ C exp
(
−

2a0

a0 + b0
cos(2θ(1)) (t − 1)

)
, t > 1,
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a0 = 3, b0 = 1, θ0 =
π
3 a∞ = 4, b∞ = 0, θ∞ = 0.2239

Figure 1. The initial ellipse and the final segment.

which again yields b∞ = 0. By (64)

sin(2θ∞) =
a0 − b0

a0 + b0
sin(2θ0), (65)

which determines the limit angle in terms of the initial data.
Let us turn now to the case π

4 < θ0 < π
2 . In Figure 1 one can see the initial ellipse and the final segment.

In view of the first two equations of the system (56), at least for a short time a(t) decreases and b(t)
increases. If one has π

4 ≤ θ∞, then cos(2θ(t)) < 0 for t > 0 and a(t) decreases and b(t) increases for all
times. Integrating the third equation in (56) we obtain

tan(θ(t)) = tan(θ0) exp
(

−4
a0 + b0

∫ t

0

a(s)b(s)
a(s) − b(s)

ds
)

≤ tan(θ0) exp
(
−

−4b2
0

a2
0 − b2

0
t
)

.

Letting t → ∞ we get tan(θ∞) = 0, which is impossible. Hence θ∞ < π
4 . Then for some t0 we have

θ(t0) < π
4 , which brings us into the previous case, in particular to the expression (65) for the limiting

angle θ∞.
Arguing similarly with t → −∞ we get (65) with sin(2θ∞) replaced by sin(2θ−∞), where θ−∞ =

limt→−∞ θ(t). Thus θ−∞ =
π
2 − θ∞.

The case a0 < b0 is reduced to a0 > b0 by taking conjugates (symmetry with respect to the horizontal
axis). Indeed, (53) is invariant by taking conjugates, as a simple computation shows. If one has a0 < b0

and an angle θ0, the symmetric ellipse has semiaxes A0 = b0, B0 = a0 and angle θ ′

0 =
π
2 − θ0.

Appendix: Existence of principal values

The first fact we prove in this section is the following.

Lemma. Let D be a bounded domain with boundary of class C1+γ, 0 < γ < 1. Let L : Rn
\ {0} → R be

an even kernel, continuous on Rn
\ {0}, homogeneous of degree −n, which satisfies cancellation property
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|ξ |=1 L(ξ) dσ(ξ) = 0. Then for each x ∈ ∂ D the principal value

(p.v. L ⋆ χD)(x) = lim
ϵ→0

∫
{y∈D:|y−x |>ϵ}

L(x − y) dy

exists.

Proof. Without loss of generality assume that x = 0, that the tangent hyperplane to ∂ D at 0 is {y ∈ Rn
:

yn = 0} and that r0 > 0 is so small that there exists a function

ϕ ∈ C1+γ (B ′(0, 2r0)), B ′(0, 2r0) = {y ∈ Rn
: |y′

| < 2r0}, y′
= (y1, . . . , yn−1),

such that D ∩ B(0, r0) = {y ∈ B(0, r0) : yn < ϕ(y′)}.
For 0 < r set

Sr = {y ∈ Rn
: |y| = r}, S+

r = {y ∈ Sr : yn > 0} and S−

r = {y ∈ Sr : yn < 0}.

Since L is even,

0 =

∫
Sr

L(y) dσ(y) =

∫
S+

r

L(y) dσ(y) +

∫
S−

r

L(y) dσ(y) = 2
∫

S−
r

L(y) dσ(y).

Set H− = {y ∈ Rn
: yn < 0}. For 0 < δ < ϵ < r0 we then have

−

∫
{y∈D:|y|>ϵ}

L(y) dy +

∫
{y∈D:|y|>δ}

L(y) dy

=

∫
{y∈Rn :δ<|y|<ϵ}∩(D\H−)

L(y) dy −

∫
{y∈Rn :δ<|y|<ϵ}∩(H−\D)

L(y) dy.

The tangential domains (D \ H−) ∩ B(0, ϵ) and (H− \ D) ∩ B(0, ϵ) are very small. Indeed,∣∣∣∣∫
{y∈Rn :δ<|y|<ϵ}∩(D\H−)

L(y) dy
∣∣∣∣ ≤

∫ ϵ

δ

1
ρn ρn−1σ {θ ∈ Sn−1

: ρθ ∈ D \ H−} dρ

≤ C
∫ ϵ

δ

ρ−1+γ dρ ≤
C
γ

ϵγ .

One obtains in the same way ∣∣∣∣∫
{y∈Rn :δ<|y|<ϵ}∩(H−\D)

L(y) dy
∣∣∣∣ ≤

C
γ

ϵγ ,

and so the proof is complete. □

The second result is the following.

Lemma. Let D be a bounded domain with boundary of class C1+γ, 0 < γ < 1. Let K : Rn
\ {0} → R be

an odd kernel of class C1(Rn
\ {0}), homogeneous of degree −(n − 1). Let ϕ be a function defined on ∂ D

satisfying a Hölder condition of some positive order on ∂ D. Then for each x ∈ ∂ D and each 1 ≤ j ≤ n
the principal value

(p.v. K ⋆ ϕn j dσ)(x) = lim
ϵ→0

∫
{y∈∂ D:|y−x |>ϵ}

K (x − y) ϕ(y) n j (y) dσ(y)

exists.



1648 JUAN CARLOS CANTERO, JOAN MATEU, JOAN OROBITG AND JOAN VERDERA

Proof. It is easy to get rid of ϕ. Indeed∫
{y∈∂ D:ϵ<|y−x |}

K (x − y)ϕ(y)n j (y) dσ(y)

=

∫
{y∈∂ D:ϵ<|y−x |}

K (x − y)(ϕ(y) − ϕ(x))n j (y) dσ(y) + ϕ(x)

∫
{y∈∂ D:ϵ<|y−x |}

K (x − y)n j (y) dσ(y)

and the first integral in the right-hand side tends as ϵ → 0 to the absolutely convergent integral∫
∂ D

K (x − y)(ϕ(y) − ϕ(x))n j (y) dσ(y).

Hence we can assume that ϕ is identically 1.
We can also assume, as in the proof of the previous lemma, that x = 0, the tangent hyperplane to ∂ D

at 0 is {y ∈ Rn
: yn = 0} and the domain D inside B(0, ϵ) is exactly {y ∈ B(0, ϵ) : yn < ϕ(y′)}. By the

divergence theorem∫
{y∈∂ D:ϵ<|y|}

K (−y)n j (y) dσ(y) = −

∫
{y∈D:ϵ<|y|}

∂j K (y) dy +

∫
{y∈D:|y|=ϵ}

K (y)n j (y) dσ(y)

= −I + II,

where in the last identity one is defining I and II .
To apply the previous lemma to I we need to check that ∂j K (y), which is continuous off the origin,

even and homogeneous of degree −n, and has vanishing integral on the unit sphere. By the divergence
theorem ∫

1<|y|<2
∂j K (y) dy =

∫
|y|=2

K (y) n j (y) dσ(y) −

∫
|y|=1

K (y) n j (y) dσ(y),

which is 0, since the two integrals over the spheres are the same by homogeneity. Hence, changing to
polar coordinates,

0 =

∫
1<|y|<2

∂j K (y) dy = log 2
∫

|θ |=1
K (θ) dσ(θ),

which takes care of I .
For the term II , set, as before, H− = {y ∈ Rn

: yn < 0}. We then have∫
{y∈D:|y|=ϵ}

K (y)n j (y) dσ(y) =

∫
{y∈D\H−:|y|=ϵ}

K (y) n j (y) dσ(y)

+

∫
{y∈H−:|y|=ϵ}

K (y) n j (y) dσ(y) −

∫
{y∈H−\D:|y|=ϵ}

K (y) n j (y) dσ(y).

The first and third terms tend to 0 with ϵ, because the domains of integration are tangential. Indeed,

σ(∂ B(0, ϵ)∩ (D \ H−)) + σ(∂ B(0, ϵ)∩ (H− \ D)) ≤ C ϵn−1+γ

and so the absolute value of the first and third terms can be estimated by C ϵγ.
It only remains to note that the second term is independent of ϵ, by homogeneity. □
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Quantitative formulations of Fefferman’s counterexample for the ball multiplier are naturally linked
to square function estimates for conical and directional multipliers. We develop a novel framework
for these square function estimates, based on a directional embedding theorem for Carleson sequences
and multiparameter time-frequency analysis techniques. As applications we prove sharp or quantified
bounds for Rubio-de Francia-type square functions of conical multipliers and of multipliers adapted
to rectangles pointing along N directions. A suitable combination of these estimates yields a new and
currently best-known logarithmic bound for the Fourier restriction to an N -gon, improving on previous
results of A. Córdoba. Our directional Carleson embedding extends to the weighted setting, yielding
previously unknown weighted estimates for directional maximal functions and singular integrals.
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1. Motivation and main results

The celebrated theorem of Charles Fefferman [1971] shows that the ball multiplier is an unbounded
operator on Lp.Rn/ for all p¤ 2 whenever n� 2. A well-known argument, originally due to Yves Meyer
[de Guzmán 1981], exhibits the intimate relationship of the ball multiplier with vector-valued estimates
for directional singular integrals along all possible directions. Fefferman [1971] proved the impossibility
of such estimates by testing these vector-valued inequalities on a Kakeya set.

Besicovitch or Kakeya sets are compact sets in the Euclidean space that contain a line segment of
unit length in every direction. Sets of this type with zero Lebesgue measure do exist. However, in two
dimensions, Kakeya sets are necessarily of full Hausdorff dimension. The question of the Hausdorff
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dimension of Kakeya sets can be then formulated as a question of quantitative boundedness of the Kakeya
maximal function, which is a maximal directional average along rectangles of fixed eccentricity and
pointing along arbitrary directions.

The importance of the ball multiplier for the summation of higher dimensional Fourier series, as well as
its intimate connection to Kakeya sets, have motivated a host of problems in harmonic analysis which have
been driving relevant research since the 1970s. Finitary or smooth models of the ball multiplier such as the
polygon multiplier and the Bochner–Riesz means quantify the failure of boundedness of the ball multiplier
and formalize the close relation of these operators with directional maximal and singular averages.

This paper is dedicated to the study of a variety of operators in the plane that are all connected in one
way or another with the ball multiplier. Our point of view is through the analysis of directional operators
mapping into Lp.R2I `q/-spaces where the inner `q-norm is taken with respect to the set of directions.
Different values of q are relevant in our analysis but the cases q D 2 and q D1 are of particular interest.
On one hand, the case qD1 arises when considering maximal directional averages and the corresponding
differentiation theory along directions; see [Bateman 2013; Christ et al. 1986; Di Plinio and Parissis 2021;
Katz 1999] for classical and recent work on the subject. On the other hand, the case q D 2 is especially
relevant for Meyer’s argument that bounds the norm of a vector-valued directional Hilbert transform by
the norm of the ball multiplier. It also arises when dealing with square functions associated to conical or
directional Fourier multipliers of the type

f 7! fCjf W j D 1; : : : ; N g;

where each Cj is adapted to a different coordinate pair and the Cj have disjoint or well-separated Fourier
support. These estimates are directional analogues of the celebrated square function estimate for Fourier
restriction to families of disjoint cubes, due to Rubio de Francia [1985], and they appear naturally when
seeking quantitative estimates on the N -gon Fourier multiplier.

While such square function estimates have been considered previously in the literature, and usually
approached directly via weighted norm inequalities, our treatment is novel and leads to improved and
in certain cases sharp estimates in terms of the cardinality of the set of directions. It rests on a new
directional Carleson measure condition and corresponding embedding theorem, which is subsequently
applied to intrinsic directional square functions of time-frequency nature. The link between the abstract
Carleson embedding theorem and the applications is provided by directional, one- and two-parameter
time-frequency analysis models. The latter allow us to reduce estimates for directional operators to those
of the corresponding intrinsic square functions involving directional wave packet coefficients. We note
that in the fixed coordinate system case, related square functions have appeared in [Lacey 2007], while a
single-scale directional square function similar to those of Section 4 is present in [Di Plinio et al. 2018]
by Guo, Thiele, Zorin-Kranich and the second author.

Having clarified the context of our investigation, we turn to the detailed description of our main results
and techniques.

A new approach to directional square functions. While we address several types of square functions
associated to directional multipliers, our analysis of each relies on a common first step. This is an
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L4-square function inequality for abstract Carleson measures associated with one- and two-parameter
collections of rectangles in R2, pointing along a finite set of N directions; this setup is presented in
Section 2 and the central result is Theorem C. Section 2 builds upon the proof technique first introduced in
[Katz 1999] and revisited in [Bateman 2013] in the study of sharp weakL2-bounds for maximal directional
operators. Our main novel contributions are the formulation of an abstract directional Carleson condition
which is flexible enough to be applied in the context of time-frequency square functions, and the realization
that square functions in L4 can be treated in a T T �-like fashion. The advancements over [Bateman 2013;
Katz 1999] also include the possibility of handling two-parameter collections of rectangles.

In Section 4, we verify that the Carleson condition, which is a necessary assumption in the directional
embedding of Theorem C, is satisfied by the intrinsic directional wave packet coefficients associated with
certain time-frequency tile configurations, and Theorem C may be thus applied to obtain sharp estimates
for discrete time-frequency models of directional Rubio de Francia square functions (for instance).
Establishing the Carleson condition requires a precise control of spatial tails of the wave packets; this
control is obtained by a careful use of Journé’s product theory lemma.

The estimates obtained for the time-frequency model square functions are then applied to three main
families of operators described below. All of them are defined in terms of an underlying set ofN directions.
As in Fefferman’s counterexample for the ball multiplier, the Kakeya set is the main obstruction for
obtaining uniform estimates. Depending on the type of operator, the usable estimates will be restricted
in the range 2 < p < 4 for square function estimates or in the range 3

4
< p < 4 for the self-adjoint case of

the polygon multiplier. The fact that the estimates should be logarithmic in N in the Lp-ranges above is
directed by the Besicovitch construction of the Kakeya set. It is easy to see that for p outside this range
the only available estimates are essentially trivial polynomial estimates. Further obstructions deter any
estimates for Rubio-de-Francia-type square function in the range p<2 already in the one-directional case.

Sharp Rubio de Francia square function estimates in the directional setting. Section 5 concerns
quantitative estimates of Rubio de Francia type for the square function associated with N finitely
overlapping cone multipliers, of both rough and smooth type. Beginning with the seminal article of Nagel,
Stein and Wainger [Nagel et al. 1978], square functions of this type are crucial in the theory of maximal
operators, in particular along lacunary directions; see for instance [Parcet and Rogers 2015; Sjögren and
Sjölin 1981]. In the case ofN uniformly spaced cones, logarithmic estimates with unspecified dependence
were proved by A. Córdoba [1982] using weighted theory.

In order to make the discussion above more precise, and to give a flavor of the results of this paper, we
introduce some basic notation. Let � � Œ0; 2�/ be an interval and consider the corresponding smooth
restriction to the frequency cone subtended by � , namely

C ı� f .x/ WD
Z 2�

0

Z 1
0

Of .%ei#/ˇ� .#/eix�%ei#% d% d#; x 2 R2;

where ˇ� is a smooth indicator on � ; namely it is supported in � and is identically 1 on the middle half of � .
One of the main results of this paper is a quantitative estimate for a square function associated with the

smooth conical multipliers of a finite collection of intervals with bounded overlap. In the statement of the
theorem below `2� denotes the `2-norm on the finite set of directions �.
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Theorem A. Let � D f�g be a finite collection of intervals in Œ0; 2�/ with bounded overlap, namelyX
�2�

1�

1

. 1:

We then have the square function estimate

kfC ı� f gkLp.R2I`2� / .p .log #�/
1
2
� 1
p kf kp

for 2� p < 4, as well as the restricted-type analogue valid for all measurable sets E

kfC ı� .f 1E /gkL4.R2I`2� / . .log #�/
1
4 jEj

1
4 kf k1:

The dependence on #� in the estimates above is best possible.

The sharp estimate of Theorem A above can be suitably bootstrapped in order to provide an estimate
for rough conical frequency projections; the precise statement can be found in Theorem J of Section 5.
The sharpness of the estimates in Theorem A above is discussed in Section 8.6.

A similar square function estimate associated with disjoint rectangular directional frequency projections
is presented in Section 6. This is a square function that is very close in spirit to the one originally considered
in [Rubio de Francia 1985], and especially to the two-parameter version from [Journé 1985] and revisited
in [Lacey 2007]. The novel element is the directional aspect which comes from the fact that the frequency
rectangles are allowed to point along a set of N different directions. Our method of proof can deal equally
well with one-parameter rectangular projections or collections of arbitrary eccentricities. As before we
prove a sharp — in terms of the number of directions — estimate for the smooth square function associated
with rectangular frequency projections alongN directions; this is the content of Theorem K. The main term
in the upper bound of Theorem K matches the logarithmic lower bound associated with the Kakeya set.

The polygon multiplier. The square function estimates discussed above may be combined with suitable
vector-valued estimates in the directional setting in order to obtain a quantitative estimate for the operator
norm of the N -gon multiplier, namely the Fourier restriction to a regular N -gon PN ,

TPN f .x/ WD

Z
PN

Of .�/eix�� d�; x 2 R2: (1.1)

In Section 7 we give the details and proof of the following quantitative estimate for the polygon multiplier.

Theorem B. Let PN be a regularN -gon in R2 and TPN be the corresponding Fourier restriction operator
defined in (1.1). We have the estimate

kTPN W L
p.R2/k. .logN/4j

1
2
� 1
p
j; 4

3
< p < 4:

We limit ourselves to treating the regular N -gon case; however, it will be clear from the proof that this
restriction may be significantly weakened by requiring instead a well-distribution-type assumption on the
arcs defining the polygon, similar to the one that is implicit in Theorem A.

Precise Lp-bounds for the N -gon multiplier as a function of N quantify Fefferman’s counterexample
and so the failure of boundedness of the ball multiplier when p¤ 2. A logarithmic-type estimate for TPN
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was first obtained in [Córdoba 1977]. While the exact dependence in that work is not explicitly tracked,
the upper bound on the operator norm obtained there must be necessarily larger than O.logN/5=4 for p
close to the endpoints of the relevant interval; see Remark 7.12 and Section 8.4 for details. While
the dependence obtained in Theorem B is a significant improvement over previous results, it does not
match the currently best-known lower bound, which is the same as that for the Meyer lemma constant in
Lemma 7.21 and Section 8.1.

Remark. Let ı > 0 and Tj be a smooth frequency restriction to one of the O.ı�1/ tangential ı � ı2

boxes covering the ı2 neighborhood of S1. Unlike the sharp forward square function estimate we prove
in this article, the reverse square function estimate

kf kp � Cp;ıkfTjf W 1� j �O.1=ı/gkLp.R2W`2
j
/ (1.2)

holds with C4;ı D O.1/ at the endpoint p D 4. For the proof of this L4-decoupling estimate, see
[Córdoba 1977; Fefferman 1973]. An extension to the range 2 < p < 4 is at the moment only possible
via vector-valued methods, which introduce the loss Cp;ı D O.j log ıj1=2�1=p/. In fact (1.2) with the
loss Cp;ı claimed above follows easily from Lemma 7.18; the details are contained in Remark 7.22.

Reverse square function inequalities of the type (1.2) have been popularized by Wolff in his proof of
local smoothing estimates in the large p regime; see also [Garrigós and Seeger 2010; Łaba and Pramanik
2006; Łaba and Wolff 2002; Pramanik and Seeger 2007]. We refer to [Carbery 2015] for a proof that the
p D 2n=.n� 1/ case of the Sn�1 reverse square function estimate implies the corresponding Ln.Rn/
Kakeya maximal inequality, as well as the Bochner–Riesz conjecture. In [Carbery 2015], the author also
asks whether a ı-free estimate holds in the range 2 < p < 2n=.n� 1/. At the moment this is not known
in any dimension.

On a different but related note, weakening (1.2) by replacing the right-hand side with the larger
square function of kfj kp yields a sample (weak) decoupling inequality: a full range of sharp decoupling
inequalities for hypersurfaces with curvature have been established starting from the recent, seminal paper
[Bourgain and Demeter 2015]. In the case of S1, the weak decoupling inequality holds in the wider range
2� p � 6, with C"ı�"-type bounds outside of Œ2; 4�; our methods do not seem to provide insights on the
quantitative character of weak decoupling in this wider range.

Weighted estimates for the maximal directional function. The simplest example of an application of
the directional Carleson embedding theorem is the adjoint of the directional maximal function; this was
already noticed by Bateman [2013], re-elaborating on the approach of [Katz 1999]. By duality, the
L2-directional Carleson embedding theorem of Section 2 yields the sharp bound for the weak-.2; 2/-norm
of the maximal Hardy–Littlewood maximal function MN along N arbitrary directions

kMN W L
2.R2/! L2;1.R2/k �

p
logN I

this result first appeared in the quoted article [Katz 1999].
Theorem C may be extended to the directional weighted setting. We describe this extension in Section 3,

see Theorem D, and derive several novel weighted estimates for directional maximal and singular integrals
as an application.
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More specifically, our weighted Carleson embedding Theorem D yields a Fefferman–Stein-type
inequality for the operator MN with sharp dependence on the number of directions; this result is
the content of Theorem E. Specializing to A1-weights in the directional setting yields the first sharp
weighted result for the maximal function along arbitrary directions. Furthermore, Theorem F contains
an L2;1.w/-estimate for the maximal directional singular integrals along N directions, for suitable
directional weights w, with a quantified logarithmic dependence in N. This is a weighted counterpart of
the results of [Demeter 2010; Demeter and Di Plinio 2014].

2. An L2-inequality for directional Carleson sequences

In this section we prove an abstract L2-inequality for certain Carleson sequences adapted to sets of
directions: the main result is Theorem C below. The Carleson sequences we will consider are indexed by
parallelograms with long side pointing in a given set of directions in R2, and possessing certain natural
properties. The definitions below are motivated by the applications we have in mind, all of them lying in
the realm of directional singular and averaging operators.

2.1. Parallelograms and sheared grids. Fix a coordinate system and the associated horizontal and
vertical projections of A� R2:

�1.A/ WD fx 2 R W fxg �R\A¤¿g; �2.A/ WD fy 2 R W R� fyg\A¤¿g:

Fix a finite set of slopes S � Œ�1; 1�. Throughout, we indicate by N D #S the number of elements of S .
In general we will deal with sets of directions

V WD f.1; s/ W s 2 Sg; V ? WD f.�s; 1/ W s 2 Sg:

We will conflate the descriptions of directions in terms of slopes in S and in terms of vectors in V with
no particular mention.

For each s 2 S let �
1 0

s 1

�
be the corresponding shearing matrix. A parallelogram along s is the image P D As.I � J / of the
rectangular box I � J in the fixed coordinate system with jI j � jJ j. We denote the collection of
parallelograms along s by P2s and

P2S WD
[
s2S

P2s :

In order to describe the setup for our general result we introduce a collection of directional dyadic grids
of parallelograms. In order to define these grids we consider the two-parameter product dyadic grid

D20 WD fRD I �J W I; J 2 D.R/; jI j � jJ jg

obtained by taking the cartesian product of the standard dyadic grid D.R/ with itself; we note that we
only consider the rectangles in D�D whose horizontal side is longer than their vertical one. Define the
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RD I � Œ0; 1� 2 D20
AsR 2 D2s

1 1

0
tan � D s

As

0

I I

Figure 1. The axis-parallel rectangle R 2 D20 is mapped to the slanted parallelogram AsR 2 D2s .

sheared grids
D2s WD fAsR WR 2 D

2
0g; s 2 S; D2S WD

[
s2S

D2s :

We will also use the notation

D2s;k1;k2 WD fAsR WRD I �J 2 D
2
0; jI j D 2

�k1 ; jJ j D 2�k2g; s 2 S; k1; k2 2 Z; k1 � k2:

Note that D2s is a special subcollection of P2s . In particular, R 2 D2s is a parallelogram oriented along
v D .1; s/ with vertical sides parallel to the y-axis and such that �1.R/ is a standard dyadic interval.
Furthermore our assumptions on S and the definition of D20 imply that the parallelograms in D2S have
long side with slope jsj � 1 and a vertical short side. See Figure 1. With a slight abuse of language we
will continue referring to the rectangles in D2S as dyadic.

Several results in this paper will involve collections of parallelograms R�D2S . Writing Rs WDR\D2s
we have the natural decomposition of R into #S DN subcollections

RD
[
s2S

Rs:

In general for any collection R of parallelograms we will use the notation

sh.R/ WD
[
R2R

R

for the shadow of the collection. Finally, for any collection of parallelograms R we define the correspond-
ing maximal operator

MRf .x/ WD sup
R2R
hjf jiR1R.x/; f 2 L1loc.R

2/; x 2 R2: (2.2)

We will also use the following notation for directional maximal functions:

Mvf .x/ WD sup
r>0

1

2r

Z r

�r

jf .xC tv/j dt; Mjf .x/ WDMej f .x/; j 2 f1; 2g; x 2 R2: (2.3)

If V � R2 is a compact set of directions with 0 … V , we write

MV f WD sup
v2V

Mvf: (2.4)
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L

T 2T

T 02T

L

Figure 2. A collection L subordinate to a collection T � P20 .

In the definitions above and throughout the paper we use the notation

hgiE D�

Z
E

g WD
1

jEj

Z
E

g.x/ dx

whenever g is a locally integrable function in R2 and E � R2 has finite measure.

2.5. An embedding theorem for directional Carleson sequences. In this section we will be dealing with
Carleson-type sequences a D faRgR2D2S , indexed by dyadic parallelograms. In order to define them
precisely we need a preliminary notion.

Definition 2.6. Let L � P2S be a collection of parallelograms and let s 2 S . We will say that L is
subordinate to a collection T � P2s if for each L 2 L there exists T 2 T such that L� T ; see Figure 2.

It is important to stress that collections L are subordinate to rectangles T � P2s having a fixed slope s.
The Carleson sequences aD faRgR2R we will be considering will fall under the scope of the following
definition.

Definition 2.7. Let a D faRgR2D2S be a sequence of nonnegative numbers. Then a will be called an
L1-normalized Carleson sequence if for every L� D2S which is subordinate to some collection T � P2�
for some fixed � 2 S , we have X

L2L

aL � jsh.T /j

and the quantity
massa WD

X
R2D2S

aR

is finite. Given a Carleson sequence aDfaR WR2D2Sg and a collection R�D2S we define the corresponding
balayage

TR.a/.x/ WD
X
R2R

aR
1R.x/
jRj

; x 2 R2: (2.8)

We write T .a/ for TR.a/ when RD D2S . For 1� p � 2 we then define the balayage norms

massa;p.R/ WD kTR.a/kLp :

Note that massa;1.R/D
P
R2R aR �massa.
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Remark 2.9 (elementary properties of mass). Let R� D2� for some fixed � 2 S . Then R is subordinate
to itself and if a is an L1-normalized Carleson sequence we have

massa;1.R/D
X
R2R

aR � jsh.R/j; R� D2� for some fixed � 2 S:

Also, the very definition of mass and the log-convexity of the Lp-norm imply

massa;p.R/�massa;1.R/
1� 2

p0 massa;2.R/
2
p0 (2.10)

for all 1� p � 2, with p0 its dual exponent.

We are now ready to state the main result of this section. The result below should be interpreted as a
reverse Hölder-type bound for the balayages of directional Carleson sequences.

Theorem C. Let S � Œ�1; 1� be a finite set of N slopes and R�D2S . Suppose that the maximal operators
fMRs W s 2 Sg satisfy

sup
s2S

kMRs W L
p
! Lp;1k. .p0 / ; p! 1C;

for some  � 0. Then for every L1-normalized Carleson sequence aD faRgR2D2S

massa;2.R/. .logN/
1
2 ..1C / log logN/


2 massa;1.R/

1
2 :

The proof of Theorem C occupies the next subsection. The argument relies on several lemmas, whose
proof is postponed to Section 2.23.

Remark 2.11. There are essentially two cases in the assumption of Theorem C above. If for each s 2 S
the family Rs happens to be a one-parameter family, then the corresponding maximal operator MRs is of
weak-type-.1; 1/, whence the assumption holds with  D 0. In the generic case that RD D2S , for each s
the operator MRs DMD2s is a skewed copy of the strong maximal operator and the assumption holds
with  D 1.

2.12. Main line of proof of Theorem C. Throughout the proof, we use the following partial order
between parallelograms Q;R 2 D2S :

Q �R
def
() Q\R¤¿; �1.Q/� �1.R/: (2.13)

Notice that, since Q;R 2 D2S , we have that �1.R/; �1.Q/ belong to the standard dyadic grid D on R.
It is convenient to encode the main inequality of Theorem C by means of the following dimensionless

quantity associated with a collection R� D2S and a Carleson sequence aD faRgR2D2S :

Up.R/ WD sup
L�R
aDfaRg

massa;p.L/

massa;1.L/
1
p

;

where the supremum is taken over all finite subcollections L � R and all L1-normalized Carleson
sequences aD faRgR2D2S . There is an easy, albeit lossy, a priori estimate for Up.R/ for general R�D2S .



1660 N. ACCOMAZZO, F. DI PLINIO, P. HAGELSTEIN, I. PARISSIS AND L. RONCAL

Lemma 2.14. Let S � Œ�1; 1� be a finite set of N slopes and a D faRgR2R be a normalized Carleson
sequence as above. For every R� D2S we have the estimate

Up.R/.N
1
p0 sup
s2S

kMRs W L
p0
! Lp

0;1
k; 1 < p <1:

Theorem C is then an easy consequence of the following bootstrap-type estimate. For an arbitrary
finite collection of parallelograms R� D2S we will prove the estimate

U2.R/2 . .logU2.R// logN; (2.15)

with absolute implicit constant. Note also that the boundedness assumption on MRs for some p < 2 and
Lemma 2.14 yield the a priori estimate U2.R/.N 1=2. Inserting this a priori estimate into (2.15) and boot-
strapping will then complete the proof of Theorem C. It thus suffices to prove (2.15) to obtain Theorem C.

The remainder of the section is dedicated to the proof of (2.15). We begin by expanding the square of
the L2-norm of TR.a/ as follows:

massa;2.R/2 D kTR.a/k22 � 2
X
R2R

aR
1

jRj

Z
R

X
Q2R
Q�R

aQ
1Q
jQj
DW 2

X
R2R

aRB
R
R : (2.16)

For any L�R and R 2R we have implicitly defined

BL
R WD

1

jRj

Z
R

X
Q2L
Q�R

aQ
1Q
jQj

: (2.17)

Remark 2.18. Observe that for any L�R and every fixed s 2 S we have[
fR 2Rs W BL

R > �g �

�
x 2 R2 WMRs

�X
Q2L

aQ
1Q
jQj

�
.x/ > �

�
;

which by our assumption on the weak .p; p/ norm of MRs implies

sup
s2S

ˇ̌̌̌[�
R 2Rs W BL

R > �

�ˇ̌̌̌
. .p0 /

massa;p.L/p

�p
; p! 1C:

For a numerical constant �� 1, to be chosen at the end of the proof, a nonnegative integer k and s 2 S
we consider subcollections of Rs as follows:

Rs;k WD fR WR 2Rs; �k � BR
R < �.kC 1/g; k 2 N; s 2 S: (2.19)

Using (2.16) we have

kTR.a/k
2
2 .

X
s2S

NX
kD0

k�
X

R2Rs;k

aRCN sup
s2S

�X
k>N

k�
X

R2Rs;k

aR

�
. �.logN/massa;1.R/C�N

X
k>N

k sup
s2S

jsh.Rs;k/j: (2.20)

Here � > 0 is the constant used to define the collections Rs;k and in the last lines we used the definition
of a Carleson sequence and Remark 2.9.
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The following lemma encodes the exponential decay relation between mass and BL
R and is in fact the

main step of the proof of Theorem C.

Lemma 2.21. Let a D faR W R 2 D2Sg be an L1-normalized Carleson sequence, S � Œ�1; 1�, and
L;R� D2S with L�R. We assume that for some p 2 Œ1; 2/

Ap WD sup
s2S

kMRs W L
p
! Lp;1k<C1:

If ��C max.1; ApU2.L/2=p
0

/ for a sufficiently large numerical constant C > 1 then there exists L1 � L
such that

(i) massa;1.L1/� 1
2
massa;1.L/,

(ii) fixing s 2 S and denoting by R0s the collection of rectangles R in Rs with BL
R > �, see (2.17), we

have that
BL
R � �CB

L1
R for all R 2R0s:

The final lemma we make use of in the argument translates the exponential decay of the mass of each
Rs;k into exponential decay of the support size, which is what we need in the estimate (2.20).

Lemma 2.22. Let S � Œ�1; 1� and define the collections Rs;k by (2.19) with � defined as in Lemma 2.21
for LDR

� WD C max.1; ApU2.R/
2
p0 /:

We assume that the operators fMRs W s 2 Sg map Lp.R2/ to Lp;1.R2/ uniformly with constant Ap . For
k � 1 we then have the estimate

jsh.Rs;k/j. 2�k massa;1.R/;
with absolute implicit constant.

With these lemmas in hand we now return to the proof of (2.15). Substituting the estimate of Lemma 2.22
into (2.20) yields

kTR.a/k
2
2 . �massa;1.R/

�
.logN/CN

X
k�logN

k2�k
�
. �massa;1.R/.logN/:

This was proved for an arbitrary collection R and so also for every L�R. Thus the estimate above and
our assumption Ap . .p0 / imply

U2.R/2 . �.logN/; �&max.1; .p0 /U2.R/
2
p0 /:

Now observe that we can assume U2.R/& 1; otherwise there is nothing to prove. In this case we can take

�' .p0 /U2.R/
2
p0

for every p > 1. The choice p0 WD .logU2.R// guarantees that ŒU2.R/�1=p
0 . 1 and leads to

U2.R/2 . .logU2.R// logN:

This is the desired estimate (2.15) and so the proof of Theorem C is complete.
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2.23. Proofs of the lemmas.

Proof of Lemma 2.14. We follow the proof of [Lacey 2007, Lemma 3.11]. Take R to be some finite
collection and kgkp0 D 1 such thatX

R2R

aR
1R
jRj


p

D

Z X
R2R

aR
1R
jRj

g:

Define R0 WD fR 2 R W hgiR > ŒcN=massa;1.R/�1=p
0

g for some c > 1 and R0s WD R0 \D2s for s 2 S .
Then,Z X

R2R

aR
1R
jRj

g �
X

R2RnR0
aRhgiRC

X
R2R0

aR
1R
jRj


p

� .cN /
1
p0

�X
R2R

aR

�1
p

CN sup
s2S

 X
R2R0s

aR
1R
jRj


p

:

This meansX
R2R

aR
1R
jRj


p

. .cN /
1
p0

�
1C

N
1
p

c
1
p0

sup
s2S

P
R2R0s aR.1R=jRj/


p�P

R2R0s aR
� 1
p

�P
R2R0s aR

� 1
p�P

R2Rs aR
� 1
p

��X
R2R

aR

�1
p

:

We have proved that for an arbitrary collection R we have

Up.R/� .cN /
1
p0

�
1C

N
1
p

c
1
p0

sup
s

Up.R0s/
massa;1.R0s/

1
p

massa;1.R/
1
p

�
:

We claim that sups2S Up.R0s/ . sups2S kMRs W L
p0 ! Lp

0;1k. Assuming this for a moment and
using Remark 2.9 we can estimateX

R2R0s

aR � jsh.R0s/j � jfMRs .g/ > .cN=massa;1.R//1=p
0

gj

� sup
s2S

kMRs W L
p0
! Lp

0;1
k
p0massa;1.R/

cN
:

This proves the proposition upon choosing c & sups2S kMRs W L
p0 ! Lp

0;1kp
0

.
We have to prove the claim. Note that since R0s is a collection in a fixed direction, the inequality

UR0s . sups2S kMRs W L
p0 ! Lp

0;1k follows by the John–Nirenberg inequality in the product setting
and Remark 2.9; see [Lacey 2007, Lemma 3.11]. �

Proof of Lemma 2.21. By the invariance under shearing of our statement, we can work in the case s D 0.
Therefore, R00 will stand for the collection of rectangles in R0 such that BL

R >�, where ��C and C > 1
will be specified at the end of the proof. We write RD IR �LR for R 2R0.

Inside-outside splitting. For I 2 f�1.R/ WR 2R00g and any interval K we define

Lin
I;K WD fQ 2 L WQ � I �K; �2.Q/� 3Kg; Lout

I;K WD fQ 2 L WQ � I �K; �2.Q/ª 3Kg;

where we recall that the definition of partial order Q �R was given in (2.13). Set also

B in
I;K WD

�

Z
I�K

X
Q2Lin

I;K

aQ

jQj
1Q; Bout

I;K WD
�

Z
I�K

X
Q2Lout

I;K

aQ

jQj
1Q:
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˛0

�Q

Q

I

RD I�L

K

Q\.I�f˛0g/

3K

Q\.I�f˛g/
˛

Figure 3. A rectangle Q with angle �Q intersecting RD I�L� I�K.

We claim that if K � R is any interval then for all ˛ 2K we have

�

Z
I�f˛g

X
Q2Lout

I;K

aQ
1Q
jQj
D

X
Q2Lout

I;K

aQ
jQ\ .I � f˛g/j

jQj
. �
Z
I�3K

X
Q2Lout

I;K

aQ
1Q
jQj

: (2.24)

To see this note that in order for a Q-term appearing in the sum of the left-hand side above to be nonzero
we must have

�1.Q/� I; �2.Q/\K ¤¿; �2.Q/\R n 3K ¤¿:

Let us write �Q D arctan � if Q 2 D2� for some � 2 S . A computation then reveals that

jQ\ .I � f˛g/j Dmin.jJQj; dist.˛;R n�2.Q/// cot �Q:

We also observe that �2.Q/\ .3K nK/ contains an interval AD A.˛/ of length jKj=3, whence for all
˛0 2 A we have

dist.˛;Rn�2.Q//� dist.˛; ˛0 /Cdist.˛0;Rn�2.Q//. jKjCdist.˛0;Rn�2.Q//. dist.˛0;Rn�2.Q//I

see Figure 3. This clearly implies that for every ˛ 2K we have

jQ\ .I � f˛g/j. �
Z
A

jQ\ .I � f˛0g/j d˛0 . �
Z
3K

jQ\ .I � f˛0g/j d˛0;

which proves the claim.
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Smallness of the local average. We now use the previously obtained (2.24) to prove (ii). Let R?0 denote
the family of parallelograms RD IR �LR 2R00 such that Bout

IR;LR
> �. For each such R let KR be the

maximal interval K 2 fLR; 3LR; : : : ; 3kLR; : : : g such that Bout
IR;K

> �; the existence of the maximal
intervalKR is guaranteed for example by the a priori estimate of Lemma 2.14 and the assumption R 2R?0 .
Obviously KR � LR and Bout

IR;3KR
� �.

We show that for R 2R?0 we have

�

Z
R

X
Q2Lout

IR;KR

aQ
1Q
jQj
� �� (2.25)

for some numerical constant � � 1. Indeed it is a consequence of (2.24) that

�

Z
IR�f˛g

X
Q2Lout

IR;KR

aQ
1Q
jQj
. �
Z
IR�3KR

X
Q2Lout

IR;KR

aQ
1Q
jQj

� �

Z
IR�3KR

X
Q2Lout

IR;3KR

aQ
1Q
jQj
C�

Z
IR�3KR

X
Q2Lout

IR;KR
nLout
IR;3KR

aQ
1Q
jQj

:

The first summand is estimated using the maximality of KR:

�

Z
IR�3KR

X
Q2Lout

IR;3KR

aQ
1Q
jQj
D Bout

IR;3KR
� �:

The second summand can be further analyzed by observing that the cubes Q appearing in the sum above
satisfy �1.Q/� I and �2.Q/� 9KR since Q … Lout

IR;3KR
, that is, Lout

IR;3KR
nLout

IR;KR
is subordinate to

the singleton collection fIR � 9KRg. Applying the Carleson sequence property

�

Z
IR�3KR

X
Q2Lout

IR;KR
nLout
IR;3KR

aQ
1Q
jQj
�

X
Q2Lout

IR;KR
nLout
IR;3KR

aQ
jQ\ .IR � 3KR/j

jQjjIR � 3KRj
. 1� � (2.26)

by our assumption on �. Combining the estimates above shows that

�

Z
IR�f˛g

X
Q2Lout

IR;KR

aQ
1Q
jQj
. �

for all ˛ 2KR. Since �2.R/�K this implies (2.25).
Observe that if RD IR �LR 2R00 nR

?
0 then

Bout
IR;LR

D�

Z
IR�LR

X
Q2Lout

IR;LR

aQ
1Q
jQj
� �:

Defining the subcollection L1. We set

L10 WD
[
R2R?0

Lin
IR;KR

; L100 WD
[

R2R00nR?0

Lin
IR;LR

; L1 WD L10[L100:
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Now note that for each R 2R?0 and K DKR 2 K�1.R/ we have that

BL
R �
�

Z
R

X
Q2Lout

IR�KR

aQ
1Q
jQj
C �

Z
R

X
Q2Lin

IR�KR

aQ
1Q
jQj
� ��CB

L1
R ;

while for R 2R00 nR
?
0 the same estimate holds using LR in place of KR. It remains to show the desired

estimate for massa;1.L1/ in (i) of the lemma.

Smallness of massa;1.L1/. By the definition of the collections Lin
I;K we have that

sh.L1/�
[
R2R?0

IR � 3KR [
[

R2R00nR
?
0

IR � 3LR:

If K DKR for some R 2R?0 we have by definition that Bout
IR;KR

>�. On the other hand for R 2R00 nR
?
0

we have that BL
R D B

L
IR;LR

> �.
Define

E WD

�
.x; y/ 2 R2 WMv

�X
Q2L

aQ
1Q
jQj

�
.x; y/�

�

2

�
;

where Mv DM.1;s/ DM1 is the directional Hardy–Littlewood maximal operator acting in the direction
v D .1; s/D .1; 0/, see (2.3), since we have assumed s D 0. We will show that[

R2R?0

IR � 3KR � f.x; y/ 2 R2 WM2.1E /.x; y/� C g

for a sufficiently small constant C > 0, where M2 is as in (2.3). To this end let us define

 .˛/ WD
1

jIRj

Z
IR�f˛g

X
Q2Lout

IR;KR

aQ
1Q
jQj

:

Note that

� < Bout
IR;KR

D �

Z
KR

 .˛/ d˛ �
1

jKRj

Z
fKRW .˛/>�=2g

 .˛/ d˛C
�

2
�

c�

jKRj

ˇ̌̌̌�
KR W  .˛/ >

�

2

�ˇ̌̌̌
C
�

2
;

which readily yields the existence of K 0 �KR, with

jKRj. jK 0j; inf
x2IR

inf
y2K0

Mv

� X
Q2Lout

IR;KR

aQ
1Q
jQj

�
.x; y/ >

�

2
:

This in turn implies that M2.1E /& 1 on IR � 3KR. Now we can concludeˇ̌̌̌ [
R2R?0

IR � 3KR

ˇ̌̌̌
� jfM2.1E /& 1gj. jEj.

1

�
massa;1.L/

by the weak-.1; 1/ inequality of the directional Hardy–Littlewood maximal operator M.1;0/.
On the other hand we have for the rectangles R 2R00 nR

?
0 that[

R2R00nR
?
0

IR � 3LR �

�
MR0

�X
Q2L

aQ
1Q
jQj

�
>
�

3

�
:
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Thus we get by the weak .p; p/ assumption for MR0 thatˇ̌̌̌ [
R2R00nR

?
0

IR � 3LR

ˇ̌̌̌
�

ˇ̌̌̌�
MR0

�X
Q2L

aQ
1Q
jQj

>
�

3

��ˇ̌̌̌
.
A
p
p

�p
massa;p.L/.

A
p
p

�p
massa;1.L/U2.L/2.p�1/:

By the subordination property of L1 we get

massa;1.L1/�
ˇ̌̌̌ [
R2R?0

IR � 3KR [
[

R2R00nR
?
0

IR � 3LR

ˇ̌̌̌
�
1

2
massa;1.L/;

upon choosing �� C max.1; ApU2.L/2=p
0

/ with sufficiently large C > 1. �

Proof of Lemma 2.22. Fix s 2 S and choose � in the definition of Rs;k to be the value given by
Lemma 2.21 with LDRD

S
s2S Rs . Let j D 0 and L0 D Lj WDR. Construct L1 D LjC1 �R such

that massa;1.L1/� 1
2
massa;1.L0/. Since BL0

R > k� for all R 2Rs;k , we have

�k < B
L0
R � �CB

L1
R D) B

L1
R > �.k� 1/:

Repeat the procedure recursively with j C 1 in place of j . When j D k� 1, we have reached the collec-
tion Lk�1 with massa;1.Lk�1/. 2�k massa;1.L0/ and BLk�1

R > �. This last condition and Remark 2.18
imply that

sh.Rs;k/�
�

MRs

� X
Q2Lk�1

aQ
1Q
jQj

�
> �

�
and so, using (2.10),

jsh.Rs;k/j �
A
p
p

�p
massa;p.Lk�1/p �

A
p
p

�p
massa;1.Lk�1/

p� 2p
p0 massa;2.Lk�1/

2p

p0

� 2�k massa;1.L0/
CA

p
p

�p

�
massa;2.L0/2

massa;1.L0/

�p�1
D 2�k massa;1.L0/

CA
p
p

�p
U2.L0/2.p�1/

and the lemma follows by the definition of � since L0 DR. �

3. A weighted Carleson embedding and applications to directional maximal operators

In this section, we provide a weighted version of the directional Carleson embedding theorem. We then
derive, as applications, novel weighted norm inequalities for maximal and singular directional operators.

The proof of the weighted Carleson embedding follows the strategy used for Theorem C, with
suitable modifications. In order to simplify the presentation, we restrict our scope to collections of
parallelograms RD

˚S
Rs W s 2 S

	
with the property that the maximal operator MRs associated to each

collection Rs satisfies the appropriate weighted weak-.1; 1/ inequality. This is the case, for instance,
when the collections Rs are of the form

Rs � D2s;k; D2s;k WD
[
k1�k

D2s;k1;k (3.1)
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for a fixed k 2 Z. In other words, the parallelograms in direction s have fixed vertical sidelength and
arbitrary eccentricity.

3.2. Directional weights. Let S be a set of slopes and w; u 2 L1loc.R
2/ be nonnegative functions, which

we refer to as weights from now on. Our weight classes are related to the maximal operator

MS I2 WDMV ıM.0;1/;

recalling that MV DMf.1;s/Ws2Sg is the directional maximal operator defined in (2.4). We introduce the
two-weight directional constant

Œw; u�S WD sup
x2R2

MS I2w.x/

u.x/
:

We pause to point out some relevant examples of pairs w; u with Œw; u�S <1. Recall that, for p > 2,
kMS I2kp!p . .log #S/1=p; this is actually a special case of Theorem C and interpolation. Therefore, if
g � 0 belongs to the unit sphere of Lp.R2/,

w WD

1X
`D0

MŒ`�
S I2g

2`kMS I2k
`
p!p

satisfies Œw;w�S � 2kMS I2kp!p; here T Œ`� denotes `-fold composition of an operator T with itself. We
also highlight the relevance of Œw; u�S in Theorem D below by noticing that

sup
s2S

kMD2
s;k
W L1.u/! L1;1.w/k. Œw; u�S ;

with absolute implicit constant. This result is obtained via the classical Fefferman–Stein inequality in
direction s paired with the remark that MD2

s;k
w .MS I2w � Œw; u�Su.

3.3. Weighted Carleson sequences. We begin with the weighted analogue of Definition 2.7, which is
given with respect to a fixed weight w.

Definition 3.4. Let a D faRgR2D2S be a sequence of nonnegative numbers. Then a will be called an
L1-normalized w-Carleson sequence if for every L � D2S which is subordinate to some collection
T � P2� for some fixed � 2 S , we haveX

L2L

aL � w.sh.T //; massa WD
X
R2D2S

aR <1:

As before, if R� D2� for some fixed � 2 S then R is subordinate to itself and

massa;1.R/D
X
R2R

aR � w.sh.R//; R� D2� for some fixed � 2 S:

Throughout this section all Carleson sequences and related quantities are taken with respect to some fixed
weight w which is suppressed from the notation. We can now state our weighted Carleson embedding
theorem.
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Theorem D. Let S� Œ�1; 1� be a finite set ofN slopes and R�D2S . Letw; u be weights with Œw; u�S <1
and such that

sup
s2S

kMRs W L
1.u/! L1;1.w/k. Œw; u�S :

Then for every L1-normalized w-Carleson sequence aD faRgR2D2S we have�Z
jTR.a/.x/j

2 dx
MRu.x/

�1
2

. .logN/
1
2 Œw; u�S massa;1.R/

1
2 :

3.5. Proof of Theorem D. We follow the proof of Theorem C and only highlight the differences to
accommodate the weighted setting. Write � WD ŒMRu�

�1. Expanding the L2.�/-norm we have

kTR.a/k
2
L2.�/

� 2
X
R2R

aR
X
Q2R
Q�R

aQ
�.Q\R/

jQjjRj
:

From the definition of � we have that

�.Q\R/�
jQ\Rj

infQ MRu
�
jQj

u.Q/
jQ\Rj;

whence

kTR.a/k
2
L2.�/

� 2
X
R2R

aR �

Z
R

X
Q2R
Q�R

aQ
1Q
u.Q/

WD 2
X
R2R

aRB
R
R ;

where now for any L�R we have defined

BL
R WD

�

Z
R

X
Q2L
Q�R

aQ
1Q
u.Q/

:

Defining the families Rs;k for s 2 S and k 2 N as in (2.19) we then have the estimate

kTR.a/k
2
L2.�/

� 2�

�
.logN/massa;1.R/CN

X
k>logN

k sup
s2S

w.sh.Rs;k//
�
:

Again � > 0 is a constant that will be determined later in the proof and in the last line we used the
w-Carleson assumption for the sequence aD faRg for rectangles in a fixed direction.

We need the weighted version of Lemma 2.21, which is given under the standing assumptions of
Theorem D.

Lemma 3.6. Let aD faR WR 2 D2Sg be an L1-normalized w-Carleson sequence, s 2 S � Œ�1; 1�, and
L;R� D2S with L�R. For every � > C Œw; u�S , where C is a suitably chosen absolute constant, there
exists L1 � L such that

(i) massa;1.L1/� 1
2
massa;1.L/,

(ii) denoting by R0s the collection of rectangles R in Rs with BL
R > � we have that

BL
R � �CB

L1
R for all R 2R0s:
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Proof. We can assume that s D 0 and let R00 be the collection of rectangles in R0 such that BL
R > �,

where � is as in the statement of the lemma and C will be specified at the end of the proof. For
I 2 f�1.R/ WR 2R00g and any interval K � R we define Lin

I;K and Lout
I;K as in the proof of Theorem C,

but now we set

B in
I;K WD

�

Z
I�K

X
Q2Lin

I;K

aQ

u.Q/
1Q; Bout

I;K WD
�

Z
I�K

X
Q2Lout

I;K

aQ

u.Q/
1Q:

We define R000 to be the subcollection of those RD I �L 2R00 such that Bout
I;L � �. By linearity we

get for each R 2R000 that BL
R � �CB

in
I;L � �CB

L001
R , where

L100 WD
[

RDI�L2R000

Lin
I;L; sh.L001/�

[
RDI�L2R000

I � 3L:

Since R000 �R00 we conclude as before that

w.sh.L001//� w
� [
RDI�L2R000

I � 3L

�
� w

��
MR0

�X
Q2L

aQ1Q
u.Q/

�
>
�

3

��

.
Œw; u�S

�

Z
R2

X
Q2R

aQ
1Q
u.Q/

duD
Œw; u�S

�
massa;1.L/

by the two-weight weak-type-.1; 1/ inequality for MRs DMR0 . Now L001 is subordinate to the collection
fI � 3L W I �L 2R000g. Using the definition of a Carleson sequence we haveX

Q2L001

aQ � w

� [
RDI�L2R000

I � 3L

�
.
Œw; u�S

�
massa;1.L/;

and so massa;1.L001/. Œw; u�S massa;1.L/=�.
It remains to deal with parallelograms

RD I �L 2R?0 WDR00 nR
00
0; Bout

I;L > �:

We define the maximal KR such that Bout
I;KR

> � as before; the existence of this maximal interval can be
guaranteed for example by assuming the collection R is finite. We have for each RD I �L 2R?0 that
Bout
I;L > � so KR � L and Bout

I;3KR
� � by maximality.

Now using (2.24) we get that

� WD
X

Q2Lout
I;3KR

aQ
jQ\ .I � f˛g/j

u.Q/jI j
.

X
Q2Lout

I;3KR

aQ
jQ\ .I � 3KR/j

u.Q/j3KRjjI j
D �

Z
I�3KR

X
Q2Lout

I;3KR

aQ
1Q
u.Q/

. �

by the maximality of KR. On the other hand

„ WD
X

Q2Lout
I;KnL

out
I;3K

aQ �

Z
I�f˛g

1Q
u.Q/

.
X

Q�I�9K

aQ
jQ\ .I � 3K/j

jI � 3Kju.Q/
:
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Since MRsw �MVM2w � Œw; u�S u uniformly in s we get that for Q � I � 9K

u.Q/& Œw; u��1S
w.I � 9K/

jI � 9Kj
jQj

and by this and the w-Carleson property for all Q subordinate to I � 9K we get

„. Œw; u�S � �
provided �� Œw; u�S . We now define

L10 WD
[
R2R?0

Lin
�1.R/;KR

so that
sh.L01/�

[
R2R?0

�1.R/�KR:

Arguing as in the unweighted case of Theorem C we can estimate

w.sh.L01//� w
� [
R2R?0

�1.R/�KR

�
. w.fM2.1E /& 1g/;

where

E WD

�
.x; y/ 2 R2 WMv

�X
Q2L

aQ
1Q
u.Q/

�
.x; y/�

�

2

�
:

In the definition of E above we have that Mv D M.1;s/ D M1 since we have reduced to the case
v D .1; s/D .1; 0/. Using the subordination property of L01 and the Fefferman–Stein inequality once in
the direction e2 for M2 and once in the direction v D .1; s/D .1; 0/ for Mv we estimate

massa;1.L01/� w
� [
R2R?0

�1.R/�KR

�
.
1

�

X
Q2L

aQ
MVM2w.Q/

u.Q/
�
Œw; u�S

�
massa;1.L/:

We have thus proved the lemma upon setting L1 WDL001[L
0
1 and choosing ��C Œw; u�S for a sufficiently

large numerical constant C > 1. �

Repeating the steps in the proof of Lemma 2.22 for � as in the statement of Lemma 3.6 we get for the
sets Rs;k defined with respect to this � that

w.sh.Rs;k//. 2�k massa;1.R/;

and this completes the proof of Theorem D.

3.7. Applications of Theorem D. The first corollary of Theorem D is a two-weighted estimate for the
directional maximal operator MV from (2.4).

Theorem E. Let V � S1 be a finite set of N slopes and w be a weight on R2. Then

kMV W L
2. zMVw/! L2;1.w/k.

p
logN; zMV WDMV ıMV ımaxfM.1;0/;M.0;1/g:
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Remark 3.8. In the proof below, we argue for almost horizontal V , and in place of maxfM.1;0/;M.0;1/g

we use M.0;1/. The usage of maxfM.1;0/;M.0;1/g enables the statement of the theorem to be invariant
under rotation of V .

Proof of Theorem E. By standard limiting arguments, it suffices to prove that for each k 2 Z the estimate

kMR W L
2.z/! L2;1.w/k.

p
logN; z WDMR ıMV ıM.0;1/w; (3.9)

when R is a one-parameter collection as in (3.1), holds uniformly in k.
For a nonnegative function f 2 S.R2/ let Uf be a linearization of MRf , namely

MRf .x/D Uf .x/D
1

jR.x/j

Z
R.x/

f .y/ dy D
X
R2R

hf iR1FR.x/; FR WD fx 2R WR.x/DRg:

By duality, (3.9) turns into

kU �.w1E /kL2.z�1/ .
p

logN
p
w.E/ for all E � R2: (3.10)

We can easily calculate

U �.w1E /D
X
R2R

w.E \FR/
1R
jRj

and it is routine to check that fw.E \FR/gR2R is a w-Carleson sequence according to Definition 3.4.
The main point here is that the sets fE \FRgR2R are by definition pairwise disjoint and FR � R for
each R 2R.

Setting u WDMV ıM.0;1/w; if S are the slopes of V , it is clear that Œw; u�S . 1 and that z�1D .MRu/
�1.

Therefore (3.10) follows from an application of Theorem D. �

We may in turn use Theorem E to establish a weighted norm inequality for maximal directional singular
integrals with controlled dependence on the cardinality #V DN. Similar considerations may be used to
yield weighted bounds for directional singular integrals in Lp.R2/ for p > 2; we do not pursue this issue.

Theorem F. Let K be a standard Calderón–Zygmund convolution kernel on R and V � S1 be a finite set
of N slopes. For v 2 V we define

Tvf .x/D sup
">0

ˇ̌̌̌Z
"<t< 1

"

f .xC tv/K.t/ dt
ˇ̌̌̌
; TV f .x/D sup

v2V

jTvf .x/j:

Let w be a weight on R2 with Œw�AV1 WD kMVw=wk1 <1. Then

kTV W L
2.w/! L2;1.w/k. .logN/

3
2 Œw�

5
2

AV1
:

We sketch the proof, which is a weighted modification of the arguments for [Demeter and Di Plinio
2014, Theorem 1]. Hunt’s classical exponential good-� inequality, see [Demeter and Di Plinio 2014,
Proposition 2.2] for a proof, may be upgraded to

w.fx 2 R2 W Tvf .x/ > 2�;Mvf .x/� �g/. exp
�
�

c

Œw�AV1

�
w.fx 2 R2 W Tvf .x/ > �g/ (3.11)
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by using that Œw�AV1 dominates theA1 constant of the one-dimensional weight t 7!w.xCtv/ for all x2R2,
v 2 V , together with Fubini’s theorem. With (3.11) in hand, Theorem F follows from Theorem E via
standard good-� inequalities, selecting ./�1 � Œw�AV1

logN. Note that the right-hand side of the
estimate in the conclusion of Theorem E becomes Œw�3=2A1

p
logN when the estimate is specified to

AV1 weights as the ones we consider here.

4. Tiles, adapted families, and intrinsic square functions

We define here some general notions of tiles and adapted families of wave-packets: definitions in this
spirit have appeared in, among others [Barrionuevo and Lacey 2003; Demeter and Di Plinio 2014; Lacey
and Li 2006; 2010; Lacey 2007]. These will be essential for the time-frequency analysis square functions
we use in this paper in order to model the main operators of interest. After presenting these abstract
definitions we show some general orthogonality estimates for wave packet coefficients. We then detail
how these notions are specialized in three particular cases of interest.

4.1. Tiles and wavelet coefficients. Throughout this section we fix a finite set of slopes S � Œ�1; 1�.
Remember that alternatively we will refer to the set of vectors V WD f.1; s/ W s 2 Sg. A tile is a set
t WD Rt ��t � R2 � R2, where Rt 2 D2S and �t � R2 is a measurable set, and jRt jj�t j & 1. We
denote by s.t/ 2 S the slope such that Rt 2 D2s.t/, and then

Rt D As.t/.It �Jt /; with It �Jt 2 D20:

We also use the notation vt WD .1; s.t//. There are several different collections of tiles used in this paper,
they will generically be denoted by T ;T1;T 0 or similar. Given any collection of tiles T we will often
use the notation RT WD fRt W t 2 T g to denote the collection of spatial components of the tiles in T .
The exact geometry of these tiles will be clear from context; however, several estimates hold for generic
collections of tiles, as we will see in Section 4.3.

Let t DRt ��t be a tile and M � 2. We denote by AMt the collection of Schwartz functions � on R2

such that

(i) supp. O�/��t ,

(ii) there holds

sup
0�˛;ˇ�M

sup
x2R2
jRt j

1
2 jI j˛jJ jˇ

�
1C
jx � vt j

jI jjvt j

�M�
1C
jx � e2j

jJ j

�M
j@˛vt@

ˇ
e2
�.xC cRt /j � 1:

In the above display cRt refers to the center of Rt and

@vt . � / WD
vt

jvt j
� r. � /:

An immediate consequence of property (ii) is the normalization

sup
�2AMt

k�k2 . 1:

We thus refer to AMt as the collection of L2-normalized wave packets adapted to t of order M . For
our purposes, it will suffice to work with moderate values of M, say 23 �M � 250. In fact, we use
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M DM0 D 2
50 in the definition of the intrinsic wavelet coefficient associated with the tile t and the

Schwartz function f :
at .f / WD sup

�2AM0t

jhf; �ij2; M0 D 2
50: (4.2)

This section is dedicated to square functions involving wavelet coefficients associated with particular
collections of tiles which formally look like

�T .f /
2
WD

X
t2T

at .f /
1Rt
jRt j

; T is a collection of tiles:

We begin by proving some general global and local orthogonality estimates for collections of tiles with
finitely overlapping frequency components. These estimates will be essential in showing that the sequence
fat .f /gt2T is Carleson in the sense of Section 2, when jf j � 1E for some measurable set E � R2 with
0 < jEj<1. This in turn will allow us to use the directional Carleson embedding of Theorem C in order
to conclude corresponding estimates for intrinsic square functions defined on collections of tiles.

4.3. Orthogonality estimates for collections of tiles. We begin with an easy orthogonality estimate for
wave packet coefficients. For completeness we present a sketch of proof which has a T T � flavor. The
argument follows the lines of proof of [Lacey 2007, Proposition 3.3].

Lemma 4.4. Let T be a set of tiles such that
P
t2T 1�t . 1, let M � 23 and f�t W t 2 T g be such that

�t 2AMt for all t 2 T . We have the estimateX
t2T

jhf; �t ij
2 . kf k22; (4.5)

and as a consequence X
t2T

at .f /. kf k22:

Proof. Fix M � 23. It suffices to prove that for kf k2D 1 and an arbitrary adapted family of wave packets
f�t W �t 2AMt ; t 2 T g there holds

B WD
X
t2T

jhf; �t ij
2 . 1: (4.6)

Let us first fix some � 2�.T / WD f�t W t 2 T g and consider the family

T .f�g/ WD ft 2 T W�t D�g:

To prove (4.6), we introduce

B�.g/ WD
X

t2T .f�g/

jhg; �t ij
2; S�.g/ WD . Og1�/_:

We claim that B�.g/. kgk22 for all g, uniformly in � 2�.T /. Assuming the claim for a moment and
remembering the finite overlap assumption on the frequency components of the tiles we have

B D
X

�2�.T /

B�.S�f /.
X

�2�.T /

kS�.f /k
2
2 �

 X
�2�.T /

1�
2
1

kf k22 . 1
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as desired. It thus suffices to prove the claim. To this end let

P�.g/ WD
X

t2T .f�g/

hg; �t i�t :

Then for any g with kgk2 D 1 we have that B�.g/D hP�.g/; gi � kP�.g/k2 and it suffices to prove
that kP�.g/k22 . B�.g/. A direct computation reveals that

kP�.g/k
2
2 � B�.g/ sup

t 02T .f�g/

X
t2T .f�g/

jh�t ; �t 0ij. B;

where the second inequality in the last display above follows by the polynomial decay of the wave packets
f�t W�t D�g. This completes the proof of the lemma. �

We present below a localized orthogonality statement which is needed in order to verify that the
coefficients at .f / form a Carleson sequence in the sense of Section 2. Verifying this Carleson condition
relies on a variation of Journé’s lemma that can be found in [Cabrelli et al. 2006, Lemma 3.23]; we
rephrase it here adjusted to our notation. In the statement of the lemma below we denote by MP2s the
maximal operator corresponding to the collection P2s , where s 2 S is a fixed slope. Note that the proof in
[Cabrelli et al. 2006] corresponds to the case of slope s D 0 but the general case s 2 S follows easily by a
change of variables. Remember here that we have S � Œ�1; 1�.

In the statement of the lemma below two parallelograms are called incomparable if none of them is
contained in the other.

Lemma 4.7. Let s 2 S be a slope and T � D2s be a collection of pairwise incomparable parallelograms.
Define

sh?.T / WD fMP2s 1sh.T / > 2
�6
g

and for each R 2 T let uR be the least integer u such that 2uR 6� sh?.T /. ThenX
R2T
uRDu

jRj. 2ujsh.T /j:

With the suitable analogue of Journé’s lemma in hand we are ready to state and prove the localized
orthogonality condition for the coefficients at .f /.

Lemma 4.8. Let s 2 S be a slope, T � P2s be a given collection of parallelograms and T be a collection
of tiles such that

RT WD fRt W t 2 T g
is subordinate to T . Then we have X

t2T

at .f /. jsh.T /jkf k21:

Proof. We first make a standard reduction that allows us to pass to a collection of dyadic rectangles. To do
this we use that there exist at most 92 shifted dyadic grids D2s;j such that for each parallelogram T 2 T
there exists zT 2

S
j D

2
s;j with T � zT and jT j � j zT j. jT j; see for example [Hytönen et al. 2013]. Now
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note that for each zT 2 zT we have
jT \ zT j

j zT j
& 1; sh. zT /� fMP2S

.1sh.T //& 1g

and so jsh. zT /j. jsh.T /j. Now it is clear that we can replace T with the dyadic collection zT in the assump-
tion. Furthermore there is no loss in generality with assuming that T is a pairwise incomparable collection.
We do so in the rest of the proof and continue using the notation T assuming it is a dyadic collection.

Since RT is subordinate to T we have the decomposition

T D
[
T2T

T .T /; T .T / WD ft 2 T WRt � T g:

Now if f is supported on sh?.T / and �t 2AM0t for each t 2 T thenX
t2T

jhf; �t ij
2 . kf k22 � jsh

?.T /jkf k21 . jsh.T /jkf k
2
1

by Lemma 4.4. We may thus assume that f is supported outside sh?.T /. By Lemma 4.7 it then suffices
to prove that X

t2T .T /

jhf; �t ij
2 . 2�10ujT j

whenever u is the least integer such that 2uT 6� sh?.T / and kf k1 D 1. As f is supported off sh?.T /
we have for this choice of u that

f D
X
n�0

fn; fn WD f 12uCnT n2uCn�1T :

Let zT be the center of T and suppose that T D As.IT � JT /, with IT � JT 2 D20; remember that we
write vs WD .1; s/. Let

�T .x/ WD

�
1C

.x� zT / � vs

jIT jjvsj

��20
.1CjJT j

�1.x� zT / � e2/
�20:

Observe preliminarily that
kfn�T k1 . 2�20.uCn/

so that for any constant c > 0 we have� X
t2T .T /

jhf; �t ij
2

�1
2

�

X
n�0

� X
t2T .T /

jhfn; �t ij
2

�1
2

D

X
n�0

� X
t2T .T /

jhfnc
�1�T ; c�

�1
T �t ij

2

�1
2

.
X
n�0

kfn�T k2 .
X
n�0

kfn�T k1j2
uCnT j

1
2 . 2�5ujT j

1
2

as claimed. To pass to the second line we have used estimate (4.5) of Lemma 4.4 together with the easily
verifiable fact that for each t 2 T .T / the wave-packet c��1T �t is adapted to t with order M0� 20� 2

3

provided the absolute constant c is chosen small enough. �
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4.9. The intrinsic square function associated with rough frequency cones. Let s 2 S be our finite set of
slopes. As usual we write vs WD .1; s/ for s 2 S and V WD fvs W s 2 Sg and switch between the description
of directions as slopes or vectors as desired with no particular mention. Now assume we are given a
finitely overlapping collection of arcs f!sgs2S with each !s � S1 centered at .vs=jvsj/?. We will adopt
the notation

!s WD

��
vs�

jvs� j

�?
;

�
vsC

jvsC j

�?�
assuming that the positive direction on the circle is counterclockwise and s� < s < sC.

For s 2 S we define the conical sectors

�s;k WD

�
� 2 R2 W 2k�1 < j�j< 2kC1;

�

j�j
2 !s

�
; k 2 ZI (4.10)

these are an overlapping cover of the cone

Cs WD

�
� 2 R2 n f0g W

�

j�j
2 !s

�
;

with k 2 Z playing the role of the annular parameter. Each sector �s;k is strictly contained in the cone Cs .
For each s 2S let `s 2Z be chosen such that 2�`s < j!sj � 2�`sC1. We perform a further discretization

of each conical sector �s;k by considering Whitney-type decompositions with respect to the distance
to the lines determined by the boundary rays rs� and rsC ; here rsC denotes the ray emanating from the
origin in the direction of v?

sC
and similarly for rs� . For each sector �s;k a central piece which we call

�s;k;0 is left uncovered by these Whitney decompositions. This is merely a technical issue and we will
treat these central pieces separately in what follows.

To make this precise let s; k be fixed and define the regions

�s;k;m WD

�
� 2�s;k W

1

3
2�jmj�1 �

dist.�; rsC/
j!sj

�
1

3
2�jmjC1

�
; m > 0;

�s;k;m WD

�
� 2�s;k W

1

3
2�jmj�1 �

dist.�; rs�/
j!sj

�
1

3
2�jmjC1

�
; m < 0:

(4.11)

The central part that was left uncovered corresponds to mD 0 and is described as

�s;k;0 WD

�
� 2�s;k Wmin.dist.�; rs�/; dist.�; rsC//�

1

2

1

3
j!sj

�
: (4.12)

Notice that the collection f�s;k;mgm2N is a finitely overlapping cover of �s;k . Furthermore the family
f�s;k;mgs;k;m has finite overlap as the cones fCsgs2S have finite overlap and for fixed s the family
f�s;k;mgk;m is Whitney both in k and m.

These geometric considerations are depicted in Figure 4.
The collection of tiles T corresponding to this decomposition is obtained as

T WD
[
s2S

T �s [T
0
s [T

C
s (4.13)
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vsD.1;s/

Rt dual to�s;k;0

j�jD2kC1 j�jD2k�1

2kC1j!s jÅ2
k�`s

�s;k

r
sC

rs�

�s;k;0

v?s D.�s;1/

�s;k;m;m>0

Figure 4. The decomposition of the sector �s;k into Whitney regions, and the spatial
grid corresponding to the middle region �s;k;0.

where

T �s WD
[

k2Z;m<0

Ts�;k;m; Ts�; k;m WD ft DRt ��s;k;m WRt 2 Ds�;k;k�`sCjmjg; m < 0;

T 0s WD
[
k2Z

Ts;k;0; Ts;k;0 WD ft DRt ��s;k;0 WRt 2 Ds;k;k�`sg;

T Cs WD
[

k2Z;m>0

TsC;k;m; TsC; k;m WD ft DRt ��s;k;m WRt 2 DsC;k;k�`sCjmjg; m > 0:

(4.14)

We stress here that for each cone Cs we introduce tiles in three possible directions vs� ; vs; vsC . This
turns out to be a technical nuisance more than anything else as the total number of directions is still
comparable to #S , and our estimates will be uniform over all S with the same cardinality. However in
order to avoid confusion we set

S� WD S [fs� W s 2 Sg[ fsC W s 2 Sg DW S�[S [SC: (4.15)

Note also that for fixed s; k;m the choice of scales for Rt yields that the tile t DRt ��s;k;m obeys the
uncertainty principle in both radial and tangential directions.

We then define the associated intrinsic square function by

�T .f / WD

�X
t2T

at .f /
1Rt
jRt j

�1
2

; (4.16)

where the set of slopes S are kept implicit in the notation. Here we remember the notation at .f / that
was introduced in (4.2). Using the orthogonality estimates of Section 4.3 as input for Theorem C, we
readily obtain the estimates of the following theorem.
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Theorem G. We have the estimates

k�T W L
p.R2/k.p .log #S/

1
2
� 1
p .log log #S/

1
2
� 1
p ; 2� p < 4; (4.17)

sup
E;f

k�T .f 1E /k4
jEj

1
4

. .log #S/
1
4 .log log #S/

1
4 ; (4.18)

where the supremum in the last display is taken over all measurable sets E �R2 of finite positive measure
and all Schwartz functions f on R2 with kf k1 � 1.

Proof. First of all, observe that the case p D 2 of (4.17) is exactly the conclusion of Lemma 4.4. By
restricted weak-type interpolation it thus suffices to prove (4.18) to obtain the remaining cases of (4.17);
we turn to the former task.

For convenience define S� WD S [fs� W s 2 Sg[ fsC W s 2 Sg DW S�[S [SC; note that this is the
actual set of slopes of tiles in T . Let

RT WD fRt W t 2 T g � D2S� :

Observe that we can write

�T .f 1E /2 D
X
R2RT

� X
t2T WRtDR

at .f 1E /
�

1R
jRj
DW

X
R2RT

aR
1R
jRj

;

where

a WD

�
aR D

X
t2T WRtDR

at .f 1E / WR 2RT
�
:

We fix E and f as in the statement and we will obtain (4.18) from an application of Theorem C to the
Carleson sequence aD faRgR2RT .

First, massa . jEj as a consequence of Lemma 4.4 sinceX
R2RT

aR D
X
R2RT

X
t2T WRtDR

at .f 1E /D
X
t2T

at .f 1E /. kf 1Ek22 . jEj:

Further, the fact that a is (a constant multiple of) anL1-normalized Carleson sequence is a consequence
of the localized estimate of Lemma 4.8. To verify this we need to check the validity of Definition 2.7 for
the sequence a above. To that end let L� D2S� be a collection of parallelograms which is subordinate to
T � D2� for some fixed � 2 S�. ThenX

R2L

aR D
X
R2L

X
t2T WRtDR

at .f 1E /D
X
t2TL

at .f 1E /;

where TL WD ft 2 T WRt 2 Lg. By Lemma 4.8 the right-hand side of the display above can be estimated
by a constant multiple of jsh.T /jkf 1Ek21 � jsh.T /j. This shows the desired property in the definition
of a Carleson sequence.

Finally if T� WD ft 2 T W s.t/D �g for � 2 S�, we have that

sup
�2S�

kMRT� W L
p.R2/! Lp;1.R2/k. p0; p! 1C:
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Indeed note that for fixed direction � 2 S� each maximal operator appearing in the estimate above is
bounded by the strong maximal operator in the coordinates .v; e2/ with v D .1; �/.

Now Theorem C applies to the Carleson sequence aD faRgR2RT yielding

k�T .f 1E /k44 D kTRT .a/k
2
2 . .log #S�/.log log #S�/massa . .log #S/.log log #S/jEj;

which is the claimed estimate (4.18) as #S� ' #S . The proof of Theorem G is thus complete. �

4.19. The intrinsic square function associated with smooth frequency cones. The tiles in the previous
subsection were used to model rough frequency projections on a collection of essentially disjoint cones.
Indeed note that all decompositions were of Whitney type with respect to all the singular sets of the
corresponding rough multiplier. In the case of smooth frequency projections on cones we need a simplified
collection of tiles that we briefly describe below.

Assuming S is a finite set of slopes and the arcs f!sgs2S on S1 have finite overlap as before we now
define for s 2 S and k 2 Z the collections

Ts;k WD ft DRt ��s;k WRt 2 Ds;k�`s ;kg; Ts WD
[
k2Z

Ts;k; T WD
[
s2S

Ts; (4.20)

with �s;k given by (4.10). Here we also assume that 2�`s � j!sj � 2�`sC1. Notice that each conical
sector �s;k now generates exactly one frequency component of possible tiles in contrast with the previous
subsection where we need a whole Whitney collection for every s and every k; in fact the tiles Ts;k are for
all practical purposes the same as the tiles Ts;k;0 considered in Section 4.9. It is of some importance to note
here that for each fixed s 2 S the collection RT WD fRt W t 2 T g consists of parallelograms of fixed eccen-
tricity 2`s and thus the corresponding maximal operator MRTs is of weak-type-.1; 1/ uniformly in s 2 S :

sup
s2S

kMRTs W L
1.R2/! L1;1.R2/k. 1:

The intrinsic square function �T is formally given as in (4.16) but defined with respect to the new
collection of tiles defined in (4.20). A repetition of the arguments that led to the proof of Theorem G
yields the following.

Theorem H. For T defined by (4.20) we have the estimates

k�T W L
p.R2/k.p .log #S/

1
2
� 1
p ; 2� p < 4;

sup
E;f

k�T .f 1E /k4
jEj

1
4

. .log #S/
1
4 ;

where the supremum in the last display is taken over all measurable sets E �R2 of finite positive measure
and all Schwartz functions f on R2 with kf k1 � 1.

4.21. The intrinsic square function associated with rough frequency rectangles. The considerations in
this subsection aim at providing the appropriate time-frequency analysis in order to deal with a Rubio-
de-Francia-type square function, given by frequency projections on disjoint rectangles in finitely many
directions. The intrinsic setup is described by considering again a finite set of slopes S and corresponding
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directions V . Suppose that we are given a finitely overlapping collection of rectangles F D
S
s2S Fs ,

consisting of rectangles which are tensor products of intervals in the coordinates v; v?, v D .1; s/, for
some s 2 S . Namely a rectangle F 2 Fs is a rotation by s of an axis-parallel rectangle. We stress
that the rectangles in each collection Fs are generic two-parameter rectangles, namely their sides have
independent lengths (there is no restriction on their eccentricity).

We also note that Fs consists of rectangles rather than parallelograms and this difference is important
when one deals with rough frequency projections. Our techniques are sufficient to deal with the case
of parallelograms as well but we just choose to detail the setup for the rectangular case. The interested
reader will have no trouble adjusting the proof for variations of our main statement below for the case of
parallelograms, or for the case that the families Fs are in fact one-parameter families.

Given F 2Fs we define a two-parameter Whitney discretization as follows. Let F D rots.I �J /CyF
for some yF 2 R2, where rots denotes counterclockwise rotation by s about the origin and I �J is an
axis parallel rectangle centered at the origin. Note that I D .�jI j=2; jI j=2/ and similarly for J. Then we
define for .k1; k2/ 2 N2, k1; k2 ¤ 0,

Wk1;k2.F / WD

�
� 2 I �J W

1

3
2�k1�1 �

1

2
�
j�1j

jI j
�
1

3
2�k1C1;

1

3
2�k2�1 �

1

2
�
j�2j

jJ j
�
1

3
2�k2C1

�
:

The definition has to be adjusted for k1 D 0 or k2 D 0. For example we define for k2 ¤ 0

W0;k2.F / WD

�
� 2 I �J W

1

2
jI j � j�1j �

1

2

1

3
jI j;

1

3
2�k2�1jJ j �

1

2
jJ j � j�2j �

1

3
2�k2C1jJ j

�
and symmetrically for k1 ¤ 0 and k2 D 0. Finally

W0;0.F / WD

�
� 2 I �J W

1

2
jI j � j�1j �

1

2

1

3
jI j;

1

2
jJ j � j�2j �

1

2

1

3
jJ j

�
:

Then for k D .k1; k2/ 2 N2 we set �s;k1;k2.F / WD rots.Wk1;k2.F //CyF .
We can define tiles for this system as follows. If F 2 Fs for some s 2 S and F D rots.I �J /CyF

with I �J as above, then we choose `FI ; `
F
J 2 Z such that 2`

F
I < jI j � 2`

F
I C1 and 2`

F
J < jJ j � 2`

F
J C1.

We will have

T F
WD

[
s2S

T F
s ; T F

s WD

[
F 2Fs

Ts.F /; Ts.F / WD
[

.k1;k2/2N2

Ts;k1;k2.F /; F 2 Fs; (4.22)

where
Ts;k1;k2.F / WD ft DRt ��s;k1;k2.F / WRt 2 Ds;�k2C`FJ ;�k1C`FI g; F 2 Fs:

Note again that the tiles defined above obey the uncertainty principle in both v; v? for every fixed
v D .1; s/ with s 2 S .

The intrinsic square function associated with the collection F is denoted by �T F and formally has the
same definition as (4.16), where now the T are given by the collection T F of (4.22). The corresponding
theorem is the intrinsic analogue of a multiparameter directional Rubio de Francia square function
estimate.
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Theorem I. Let F be a finitely overlapping collection of two-parameter rectangles in directions given by SX
F 2F

1F

1

. 1:

Consider the collection of tiles T F defined in (4.22) and let �T F be the corresponding intrinsic square
function. We have the estimates

k�T F W Lp.R2/k.p .log #S/
1
2
� 1
p .log log #S/

1
2
� 1
p ; 2� p < 4;

sup
E;f

k�T F .f 1E /k4
jEj

1
4

. .log #S/
1
4 .log log #S/

1
4 ;

where the supremum in the last display is taken over all measurable sets E �R2 of finite positive measure
and all Schwartz functions f on R2 with kf k1 � 1.

Remark 4.23. As before, there is slight improvement in the case of one-parameter spatial components in
each direction. More precisely suppose that F D

S
s2S Fs is a given collection of disjoint rectangles

in directions given by S . If for each s 2 S the family RFs WD fRt W t 2 TFsg yields a weak-type-.1; 1/
maximal operator then the estimates of Theorem I hold without the log log-terms.

Remark 4.24. Suppose that RD
S
s2S Rs � P2S is a family of parallelograms in directions given by s;

namely we have that if R 2 Rs then R D As.I � J /C yR for some rectangle I � J in R2 with sides
parallel to the coordinate axes and centered at 0, and yR 2 R2. Now there is an obvious way to construct
a Whitney partition of each R 2R. Indeed we just define the frequency components

�s;k1;k2.R/ WD As.Wk1;k2.I �J //CyR;

with Wk1;k2.I �J / as constructed before. Then

Ts;k1;k2.R/ WD fRt ��s;k1;k2.R/ WRt 2 Ds;�k2C`FJ ;�k1C`FI g; R 2Rs;

and T are given as in (4.22). With this definition there is a corresponding intrinsic square function �TR

which satisfies the bounds of Theorem I. The improvement of Remark 4.23 is also valid if RD
S
s2S Rs

and each Rs consists of rectangles of fixed eccentricity.

The proof of Theorem I relies again on the global and local orthogonality estimates of Section 4.3 and
a subsequent application of the directional Carleson embedding theorem, Theorem C. We omit the details.

5. Sharp bounds for conical square functions

We begin this section by recalling the definition for the smooth conical frequency projections given in
Section 1. Let � � Œ0; 2�/ be an interval and consider the corresponding rough cone multiplier

C�f .x/ WD

Z 2�

0

Z 1
0

Of .%ei#/1� .#/eix�%ei#% d% d#; x 2 R2;
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and its smooth analogue

C ı� f .x/ WD

Z 2�

0

Z 1
0

Of .%ei#/ˇ
�
# � c�

j� j=2

�
eix�%ei#% d% d#; x 2 R2; (5.1)

where ˇ is a smooth function on R supported on Œ�1; 1� and equal to 1 on
�
�
1
2
; 1
2

�
and c� , j� j stand

respectively for the center and length of � .
This section is dedicated to the proofs of two related theorems concerning conical square functions.

The first is a quantitative estimate for a square function associated with the smooth conical multipliers of
a finite collection of intervals with bounded overlap given in Theorem A, namely the estimates

kfC ı� f gkLp.R2I`2� / .p .log #�/
1
2
� 1
p kf kp

for 2� p < 4, as well as the restricted-type analogue valid for all measurable sets E

kfC ı� .f 1E /gkL4.R2I`2� / . .log #�/
1
4 jEj

1
4 kf k1;

under the assumption of finite overlap X
�2�

1�

1
. 1: (5.2)

The second theorem concerns an estimate for the rough conical square function for a collection of
finitely overlapping cones �.

Theorem J. Let � be a finite collection intervals in Œ0; 2�/ with finite overlap as in (5.2). Then the square
function estimate

kfC�f gkLp.R2I`2� / .p .log #�/1�
2
p .log log #�/

1
2
� 1
p kf kp (5.3)

holds for each 2� p < 4.

Theorem A is sharp, in terms of log #!-dependence, for all 2�p < 4 and for pD 4 up to the restricted
type. Theorem J improves on [Córdoba 1982, Theorem 1], where the dependence on cardinality is
unspecified. Examples providing a lower bound of .log #!/1=2�1=pkf kp for the left-hand side of (5.3),
and showing the sharpness of Theorem A, are detailed in Section 8.

The remainder of the section is articulated as follows. In the upcoming Section 5.4 we show Theorem A.
The subsequent subsection is dedicated to the proof of Theorem J.

5.4. Proof of Theorem A. We are given a finite collection of intervals ! 2! having bounded overlap as
in (5.2). By finite splitting we may reduce to the case of ! 2! being pairwise disjoint; we treat this case
throughout.

The first step in the proof of Theorem A is a radial decoupling. Let  be a smooth radial function on
R2 with

1Œ1;2�.j�j/�  .�/� 1Œ2�1;22�.j�j/

and define the Littlewood–Paley projection

Skf .x/ WD

Z
 .2�k�/ Of .�/ eix�� d�; x 2 R2:
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The following weighted Littlewood–Paley inequality is contained in [Bennett and Harrison 2012, Proposi-
tion 4.1].

Proposition 5.5 [Bennett and Harrison 2012]. Let w be a nonnegative locally integrable function. ThenZ
R2
jf j2w .

Z
R2

X
k2Z

jSk.f /j
2MŒ3�w;

with implicit constant independent of w, f , where we recall that MŒ3� denotes the three-fold iteration of
the Hardy–Littlewood maximal operator M with itself.

We may easily deduce the next lemma from the proposition.

Lemma 5.6. For any p � 2 we have

kfC ı� f gkLp.R2I`2� / .
� X

k2Z; �2�

jC ı� Sk.f /j
2

�1
2

p

: (5.7)

Proof. The case p D 2 is trivial so we assume p > 2. Letting r WD p
2
> 1 there exists some w 2 Lr

0

.R2/

with kwkr 0 D 1 such that

kfC ı� f gk
2
Lp.R2I`2� /

D

X
�2�

Z
R2
jC ı� f j

2w .
X

k2Z; �2�

Z
R2
jC ı� Sk.f /j

2M Œ3�w

and the lemma follows by Hölder’s inequality and the boundedness of M Œ3� on Lr
0

.R2/. �

The second and final step of the proof of Theorem A is the reduction of the operator appearing in the
right-hand side of (5.7) to the model operator of Theorem H.

In order to match the notation of Section 4.9 we write f!sgs2S for the collection of arcs in S1

corresponding to the collection of intervals �, namely for � 2 � we implicitly define s D s� by means of
v?s =jv

?
s j WD eic� D .1; s/=j.1; s/j. We set S WD fs� W � 2 �g and define the corresponding arcs in S1 as

!s� WD fe
i�
W � 2 �g:

Now the cone C� is the same thing as the cone Cs and #S D #�. Similarly we write C ı� D C
ı
s�

so the
cones can now be indexed by s 2 S . Define `s such that 2�`s � j!sj � 2�`sC1.

By finite splitting and rotational invariance there is no loss in generality with assuming that S � Œ�1; 1�.
Notice that the support of the multiplier of C ıs Sk is contained in the frequency sector �s;k defined in
(4.10). By standard procedures of time-frequency analysis, as for example in [Demeter and Di Plinio
2014, Section 6], the operator C ıs Sk can be recovered by appropriate averages of operators

Cs;kf WD
X
t2Ts;k

hf; �t i�t ;

where �t 2 A8M0t for all t 2 Ts! ;k and Ts;k is defined in (4.20). Here M0 D 250 is as chosen
in (4.2). Fixing s; k for the moment we preliminarily observe that for each � � 1 the collection
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Rs;k WDRTs;k D fRt W t 2 Ts;kg can be partitioned into subcollections fRj
s;k;�

W 1 � j � 28�g with
the property that

R1; R2 2R
j

s;k;�
D) 22�C4R1\ 2

2�C4R2 D¿:

We will also use below the Schwartz decay of �t 2AM0t in the formp
jRt jj�t j. 1Rt C

X
��0

2�8M0�
X
�2Rs;k

� 6�2�Rt ; ��2
�C1Rt

1�:

Using Schwartz decay of �t twice, in particular to bound by an absolute constant the second factor
obtained by Cauchy–Schwarz after the first step, we get

jCs;kf j
2 .

� X
t2Ts;k

jhf; �t ij
2 j�t jp
jRt j

�� X
t2Ts;k

p
jRt jj�t j

�

.
X
t2Ts;k

jhf; �t ij
2 1Rt
jRt j
C

X
��0

2�8M0�
X
t2Ts;k

X
�2Rs;k

� 6�2�Rt ;��2
�C1Rt

jhf; �t ij
2 1�
j�j

�

X
t2Ts;k

jhf; �t ij
2 1Rt
jRt j
C

X
��0

2�8M0�
X

R2Rs;k

28�X
jD1

X
�2Rs;k

� 6�2�Rt ;��2
�C1Rt

jhf; �t ij
2 1�
j�j
:

Now for fixed !; k; �; j and t 2 Ts;k observe that there is at most one �D �j
s;k;�

.t/ 2Rj
!;k;�

such that
� 6� 2�Rt , � � 2�C1Rt . Thus the estimate above can be written in the form

jCs;kf j
2 .

X
t2Ts;k

jhf; �t ij
2 1Rt
jRt j
C

X
��0

2�8M0�
28�X
jD1

X
t2Ts;k

jhf; �t ij
2

1
�
j

s;k;�
.t/

j�
j

s;k;�
.t/j

:

Observe that if t 2 Ts;k ,

�t 2A8M0t ; � 2Rs;k; � � 2�C1Rt D) 2�4M� jhf; �t ij
2
� at�.f /;

where t� D � � �s;k 2 Ts;k is the unique tile with spatial localization given by �; this is because
2�4M��t 2AM0t� . We thus conclude that

jCs;kf j
2 .

X
t2Ts;k

at .f /
1Rt
jRt j

: (5.8)

Comparing with the definition of �T given in (4.16) we may summarize the discussion in the lemma
below.

Lemma 5.9. Let 1 < p <1. Then

sup
kf kpD1

� X
k2Z; �2�

jC ı� Sk.f /j
2

�1
2

p

. sup
kf kpD1

k�T .f /kp;



DIRECTIONAL SQUARE FUNCTIONS 1685

where
T WD

[
s2S

[
k2Z

Ts;k

and Ts;k is defined in (4.20).

The proof of the upper bound in Theorem A is then completed by juxtaposing the estimates of
Lemmas 5.6 and 5.9 with Theorem H. For the optimality of the estimate see Section 8.6.

5.10. Proof of Theorem J. The proof of Theorem J is necessarily more involved than its smooth
counterpart Theorem A. In particular we need to decompose each cone not only in the radial direction as
before, but also in the directions perpendicular to the singular boundary of each cone. We describe this
procedure below.

Consider a collection of intervals � D f�g as in the statement. By the same correspondence as in the
proof of Theorem A we pass to a family f!sgs2S consisting of finitely overlapping arcs on S1 centered
at v?s =jv

?
s j and corresponding cones Cs . Note that the sectors f�s;kgs2S;k2Z defined in (4.10) form a

finitely overlapping cover of
S
s2S Cs . We remember here that vs D .1; s/, that the interval !s is given

by .v?s� ; v
?

sC
/, and that the positive direction is counterclockwise.

Now, for each fixed s 2 S the cover f�s;k;mg.k;m/2Z2 defined in (4.11), (4.12), is a Whitney cover
of �s;k in the product sense: for each �s;k;m the distance from the origin is comparable to 2k and the
distance to the boundary is comparable to 2�jmjj!s j.

The radial decomposition in k will be taken care of by the Littlewood–Paley decomposition fSkgk2Z,
defined as in the proof of Theorem J. Now for fixed s; k we consider a smooth partition of unity
subordinated to the cover f�s;k;mgm2Z. Note that one can easily achieve that by choosing f's;mgm<0 to
be a one-sided (contained in Cs) Littlewood–Paley decomposition in the negative direction v� D vs� ,
and constant in the direction .v�/? when m< 0, and similarly one can define 's;m when m> 0, with
respect to the positive direction vC. The central piece �s;k;0 corresponds to 's0 defined implicitly as

's;0 D 1Cs �
X
m2Z

's;m:

Now the desired partition of unity is

�s;k;m.�/ WD 1Cs .�/'s;m.�/ k.�/D 's;m.�/ k.�/;

where k WD .2�k � /, with the constructed in the proof of Theorem A. Remember that Skf WD . k Of /_

and let us define ˆs;mf WD .'s;m Of /_.
An important step in the proof is the following square function estimate in Lp.R2/, with 2� p < 4,

that decouples the Whitney pieces in every cone Cs . It comes at a loss inN, which appears to be inevitable
because of the directional nature of the problem.

Lemma 5.11. Let fCsgs2S be a family of frequency cones, given by a family of finitely overlapping arcs
! WD f!sgs2S as above. For 2� p < 4 there holds

kfCsf gkLp.R2I`2!/ .
1

4�p
.log #S/

1
2
� 1
p kfSkˆs;mf gkLp.R2I`2

!�Z�Zg
/:
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Proof. Observe that the desired estimate is trivial for p D 2 so let us fix some p 2 .2; 4/. There exists
some g 2 Lq with q D .p=2/0 D p=.p� 2/ such that

A2 WD kfCsf gjk
2
Lp.R2I`2!/

D

Z
R2

X
s2S

jCsf j
2g

and so by Proposition 5.5 we get

A2 .
X
k2Z

X
s2S

Z
R2
jCsSkf j

2MŒ3�g;

where we recall that MŒ3� denotes three iterations of the Hardy–Littlewood maximal operator M. Fixing s
for a moment we use Proposition 5.5 in the directions vs� ; vs and vsC to further estimateZ

R2
jCsf j

2MŒ3�g .
X
m2Z

X
"2f�;0;Cg

Z
R2
jSkˆs;mf j

2MŒ3�
vs"

MŒ3�g;

where we adopted the convention s0 WD s for brevity, and Mv is given by (2.3). Remember also that
ˆs;m for m> 0 corresponds to directions sC, while ˆs;m corresponds to directions s� for m< 0, and to
directions s0 D s for mD 0. Now for any v 2 S1 and r > 1 we have that

MŒ3�
v G . .r

0 /2ŒMvG
r �
1
r I

see for example [Pérez 1994]. Thus MŒ3�
vs"MŒ3�g..r 0 /2ŒMV � ŒMŒ3�G�r �1=r, where MV �f WDsupv2V �Mvf ,

where here we use V � WD f.1; s/ W s 2 S�g with S� as in (4.15), and MV �f WD supw2V � Mw.f /.
It is known [Katz 1999] that MV � maps Lp.R2/ to Lp.R2/ with a bound .log #V �/1=p for p > 2. As

p < 4 there exists a choice of 1 < r < p=.2.p� 2// so that p=.r.p� 2// > 2 and a theorem from [Katz
1999] applies. Using this fact together with Hölder’s inequality proves the lemma. �

The proof of Theorem J can now be completed as follows. For each .s; k;m/ 2 S � Z � Z the
operator Skˆs;m is a smooth frequency projection adapted to the rectangular box �s;k;m. Following the
same procedure that led to (5.8) in the proof of Theorem A we can approximate each piece Skˆs;mf by
an operator of the form

Cs";k;mf WD
X

t2Ts";k;m

hf; �t i�t ; jCs";k;mf j
2 .

X
t2Ts";k;m

at .f /
1Rt
jRt j

;

where s" follows the sign of m and coincides with s if mD 0. The collections of tiles Ts";k;m are the ones
given in (4.14). Now Lemma 5.11 and Theorem G are combined to complete the proof of Theorem J.

6. Directional Rubio de Francia square functions

In his seminal paper Rubio de Francia [1985] proved a one-sided Littlewood–Paley inequality for arbitrary
intervals on the line. This estimate was later extended by Journé [1985] to the case of rectangles
(n-dimensional intervals) in Rn; a proof more akin to the arguments of the present paper appears in
[Lacey 2007]. The aim of this subsection is to present a generalization of the one-sided Littlewood–Paley
inequality to the case of rectangles in R2 with sides parallel to a given set of directions. The set of
directions is to be finite, necessarily, because of Kakeya counterexamples.



DIRECTIONAL SQUARE FUNCTIONS 1687

As in the case of cones of Section 5 we will present two versions, one associated with smooth frequency
projections and one with rough. To set things up let S be a finite set of slopes and V be the corresponding
directions. We consider a family of rotated rectangles F as in Section 4.21, where F D

S
s2S Fs . For

each s 2 S a rectangle F 2 Fs is a rotation by s of an axis parallel rectangle, so that the sides of R are
parallel to .v; v?/ with v D .1; s/. We will write F D rots.IF �JF /CyF for some yF 2 R2 in order
to identify the axes-parallel rectangle IF �JF producing F by an s-rotation; this writing assumes that
IF �JF is centered at the origin.

Now for each F 2 F we consider the rough frequency projection

PF f .x/ WD

Z
R2

Of .�/1F .�/eix�� d�; x 2 R2;

and its smooth analogue

P ıF f .x/ WD

Z
R2

Of .�/F .�/e
ix�� d�; x 2 R2;

where R is a smooth function on R2, supported in R, and identically 1 on rots
�
1
2
I � 1

2
J
�
.

We first state the smooth square function estimate.

Theorem K. Let F be a collection of rectangles in R2 with sides parallel to .v; v?/ for some v in a finite
set of directions V . Assume that F has finite overlap. Then

kfP ıF f gkLp.R2I`2F /
.p .log #V /

1
2
� 1
p .log log #V /

1
2
� 1
p kf kp

for 2� p < 4, as well as the restricted-type analogue valid for all measurable sets E

kfP ıF .f 1E /gkL4.R2I`2F / . .log #V /
1
4 .log log #V /

1
4 jEj

1
4 kf k1:

The dependence on #V in the estimates above is best possible up the doubly logarithmic term.

Remark 6.1. We record a small improvement of the estimates above in some special cases. Suppose that
for fixed s 2 S all the rectangles F 2 Fs have one side-length fixed, or that they have fixed eccentricity.
In both these cases the collections of spatial components of the tiles needed to discretize these operators,
RT F

s
WD fRt W t 2 T

F
s g, with T F

s as in (4.22), give rise to maximal operators that are of weak-type .1; 1/.
Then Remark 4.23 shows that the estimates of Theorem K hold without the doubly logarithmic terms,
and as shown in Section 8.2 this is best possible.

The rough version of this Rubio-de-Francia-type theorem is slightly worse in terms of the dependence
on the number of directions. The reason for that is that, as in the case of conical projections, passing
from rough to smooth in the directional setting incurs a loss of logarithmic terms, essentially originating
in the corresponding maximal function bound.

Theorem L. Let F be a collection of rectangles in R2 with sides parallel to .v; v?/ for some v in a finite
set of directions V . Assume that F has finite overlap. Then the following square function estimate holds
for 2� p < 4:

kfPF f gkLp.R2I`2F /
.p .log #V /

3
2
� 3
p .log log #V /

1
2
� 1
p kf kp:



1688 N. ACCOMAZZO, F. DI PLINIO, P. HAGELSTEIN, I. PARISSIS AND L. RONCAL

The proofs of these theorems follow the by now familiar path of introducing local Littlewood–Paley
decompositions on each multiplier, approximating with time-frequency analysis operators, establishing a
directional Carleson condition on the wave-packet coefficients and finally applying Theorem C. We will
very briefly comment on the proofs below.

Proof of Theorems L and K. We first sketch the proof of Theorem L, which is slightly more involved. The
first step here is a decoupling lemma which is completely analogous to Lemma 5.11 with the difference
that now we need to use two directional Littlewood–Paley decompositions, while in the case of cones
only one. This explains the extra logarithmic term of the statement.

Remember that F D
S
s Fs , with s D .1; v/ for some v 2 V ; here s gives the directions .v; v?/ of the

rectangles in Fs . Using the finitely overlapping Whitney decomposition of Section 4.21 we have for each
F 2 Fs a collection of tiles

Ts.F / WD
[

.k1;k2/2Z2

Ts;k1;k2.F /

as in (4.22). Let us for a moment fix s and F 2Fs . The frequency components of the tiles in Ts.F / form
a two-parameter Whitney decomposition of F , so let f�F;k1;k2g.k1;k2/2Z2 be a smooth partition of unity
subordinated to this cover and denote by ˆF;k1;k2 the Fourier multiplier with symbol �F;k1;k2 .

The promised analogue of Lemma 5.11 is the following estimate: for 2� p < 4 there holds

kfPF f gjkLp.R2I`2F /
.

1

.4�p/2
.log #V /1�

2
p kfˆs;k1;k2f gkLp.R2I`2F�Z�Zg

/: (6.2)

The proof of this estimate is a two-parameter repetition of the proof of Lemma 5.11, where one applies
Proposition 5.5 once in the direction of v and once in the direction of v?. Using the familiar scheme we
can approximate each ˆs;k1;k2f by time-frequency analysis operators

PF;k1;k2f WD
X

t2Ts;k1;k2 .F /

hf; �t i�t ; jPF;k1;k2f j
2 .

X
t2Ts;k1;k2 .F /

at .f /
1Rt
jRt j

and by (6.2) the proof of Theorem L follows by corresponding bounds for the intrinsic square function of
Theorem I, defined with respect to the tiles T F given by (4.22).

For Theorem K things are a bit simpler as the decoupling step of (6.2) is not needed. Apart from
that one needs to consider for each F a new set of tiles which is very easy to define: If F 2 Fs with
F D rots.IF �JF /CyF ,

T 0.F / WD ft DRt �F WRt 2 D2s;`J ;`I g;

and then T 0 WD
S
F 2F T

0.F /. One can recover P ıF by operators of the form

PıF f WD
X

t2Ts.F /

hf; �t i�t ; jP
ı
F f j

2 .
X

t2Ts.F /

at .f /
1Rt
jRt j

as before. Using the orthogonality estimates of Section 4.3 in Theorem C yields the upper bound in
Theorem K. The optimality of the estimates in the statement of Theorem K is discussed in Section 8.2. �
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7. The multiplier problem for the polygon

Let P D PN be a regular N -gon and TPN be the corresponding Fourier restriction operator on P

TPf .x/ WD

Z
R2

Of .�/1P.�/eix�� d�; x 2 R2:

In this subsection we prove Theorem B, namely we will prove the estimate

kTPN W L
p.R2/k. .logN/4j

1
2
� 1
p
j; 4

3
< p < 4:

The idea is to reduce the multiplier problem for the polygon to the directional square function estimates
of Theorem K and combine those with vector-valued inequalities for directional averages and directional
Hilbert transforms.

We introduce some notation. The large integer N is fixed throughout and left implicit in the notation.
By scaling, it will be enough to consider a regular polygon P with the following geometric properties:
First, P has vertices

fvj D ei#j W 1� j �N C 1g; vj WD exp.2�j=N/;

on the unit circle S1, with #1 D #NC1 D 0 and oriented counterclockwise so that #jC1�#j > 0. The
associated Fourier restriction operator is then defined by

TPf WD .1P Of /
_:

The proof of the estimate of Theorem B for TP occupies the remainder of this section; by self-duality of
the estimate it will suffice to consider the range 2� p < 4.

7.1. A preliminary decomposition. Let N be a large positive integer and take � such that 2��1 <N � 2�.
For each �2� � k � 0 consider a smooth radial multiplier mk which is supported on the annulus

Ak WD

�
� 2 R2 W 1�

2�k�1

22�
< j�j< 1�

2�k�5

22�

�
and is identically 1 on the smaller annulus

ak WD

�
� 2 R2 W 1�

2�k�2

22�
< j�j< 1�

2�k�4

22�

�
:

Now consider the corresponding radial multiplier operators Tk

Tkf WD .mk Of /
_; m� WD

0X
kD�2�

mk :

We note that m� is supported in the annulus�
� 2 R2 W

1

2
< j�j< 1�

2�5

22�

�
:

With this in mind let us consider radial functions m0; mP 2 S.R2/, with 0�m0; mP � 1, such that

.m0Cm� CmP/1P D 1P ; (7.2)
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with the additional requirement that

supp.mP/� AP WD f� 2 R2 W 1� 2�2��3 � j�j � 1C 2�2��3g: (7.3)

Defining
bT0f WD Of m0; bT�f WD Of m� ; 1OPf WD Of mP1P ;

identity (7.2) implies that TP D T0CT� COP . Observing that T0 is bounded on p for all 1 < p <1
with bounds Op.1/ we have

kTPkLp.R2/ .p 1CkT�kLp.R2/CkOPkLp.R2/; 1 < p <1: (7.4)

7.5. Estimating T�. We aim for the estimate

kT�f kp . �4.
1
2
� 1
p
/
kf kp; 2� p < 4: (7.6)

The case p D 2 is obvious, whence it suffices to prove the restricted-type version at the endpoint p D 4

kT�.f 1E /k4 . �jEj
1
4 kf k1: (7.7)

Now we have that for any g

jT�gj D

ˇ̌̌̌ 0X
kD�2�

Tkg

ˇ̌̌̌
.
� 0X
kD�2�

jTkgj
4

�1
4

�
3
4

and thus

kT�gk4 . �
3
4

� 0X
kD�2�

kTkgk
4
4

�1
4

: (7.8)

Let f!j Wj 2J g be the collection of intervals on S1 centered at vj WDexp.2�ij=N / and of length 2��. Note
that these intervals have finite overlap and their centers vj form a � 1=N -net on S1. Now let f ǰ W j 2 J g
be a smooth partition of unity subordinated to the finitely overlapping open cover f!j W j 2 J g so that
each ǰ is supported in !j . We can decompose each Tk as

1.Tkf /.�/D
X
j2J

mk.j�j/ ǰ

�
�

j�j

�
Of .�/DW

X
j2J

mj;k.�/ Of .�/;DW
X
j2J

2.Tj;kf /.�/; � 2 R2:

For sj 2 S and �2� � k � 0 we define the conical sectors

�j;k WD f� 2 R2 W � 2 Ak; �=j�j 2 !j g

and note that each one of the multipliers mj;k is supported in �j;k . Each �j;k is an annular sector around
the circle of radius 1� 2�k=22� of width � 2�k=22�, where �2� � k � 0. It is a known observation,
usually attributed to Córdoba [1977, Theorem 2] or C. Fefferman [1973], that for such parameters we haveX

j;j 02J

1�j;kC�j 0;k . 1: (7.9)
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This pointwise inequality and Plancherel’s theorem allow us to decouple the pieces Tj;k in L4; for each
fixed k as above we have

kTkf k4 .
�X
j2J

jTj;kf j
2

�1
2

4

I (7.10)

see also the proof of Lemma 7.18 below for a vector-valued version of this estimate. Combining the last
estimate with (7.8) and dominating the `2-norm by the `1-norm yields

kT�f k4 . �
3
4

�Z
R2

0X
kD�2�

�X
j2J

jTj;kf j
2

�2�1
4

. �
3
4

�Z
R2

� 0X
kD�2�

�X
j2J

jTj;kf j
2

�2� 1
2
2�1

4

� �
3
4

�Z
R2

� 0X
kD�2�

X
j2J

jTj;kf j
2

�2�1
4

DW �
3
4 k�J;�f k4;

with

�J;�f WD

� 0X
kD�2�

X
j2J

jTj;kf j
2

�1
2

:

But now note that fTj;kgj;k is a finitely overlapping family of smooth frequency projections on a family
of rectangles in at most �N directions. Furthermore all these rectangles have one side of fixed length
since j!j j D 2�� for all j 2 J. So Theorem K with the improvement of Remark 6.1 applies to yield

k�J;�f k4 . .log #N/
1
4 kf k1jEj

1
4 ' �

1
4 kf k1jEj

1
4 : (7.11)

The last two displays establish (7.7) and thus (7.6).

Remark 7.12. The term T� is also present in the argument of [Córdoba 1977]. Therein, an upper
estimate of order O.�5=4/ for p near 4 is obtained, by using the triangle inequality and the bound
sup fkTkkL4.R2/ W �2� � k � 0g � �

1=4 for the smooth restriction to a single annulus.

7.13. EstimatingOP . In this subsection we will prove the estimate

kOPf kp . �4.
1
2
� 1
p
/
kf kp: (7.14)

Letˆ be a smooth radial function with support in the annular region f� 2R2 W1�c2�2� < j�j<1Cc2�2�g,
where c is a fixed small constant, and satisfying 0�ˆ� 1. Let f ǰ W j 2 J g be a partition of unity on S1

relative to intervals !j as in Section 7.5. Define the Fourier multiplier operators on R2

bTjf .�/ WDˆ.�/ ǰ
�
�

j�j

�
Of .�/; � 2 R2: (7.15)

The operators Tj satisfy a square function estimate

kfTjf gkLp.R2I`2J /
. �

1
2
� 1
p kf kp; 2� p < 4;

kfTj .f 1E /gkL4.R2I`2J / . �
1
4 jEj

1
4 kf k1;

(7.16)
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which follows in the same way as (7.11), by using Theorem K with the improvement of Remark 6.1.
They also obey a vector-valued estimate

kfTjfj gkLp.R2I`2J /
. �

1
2
� 1
p kffj gkLp.R2I`2J /

; 2� p < 4;

kfTj .fj 1F /gkL4.R2I`2J / . �
1
4 jF j

1
4 kffj gkL1.R2I`2J /

:
(7.17)

These estimates are easy to prove. Indeed note that it suffices to prove the endpoint-restricted estimate at
p D 4. Using the Fefferman–Stein inequality for fixed j 2 J we can estimate for each function g with
kgk2 D 1 Z

R2

X
j2J

jTj .fj 1F /j2g .
X
j2J

Z
R2
jfj 1F j2Mjg � kffj gk

2
L1.R2I`2J /

Z
F

sup
j2J

Mjg

. jF j
1
2 k sup
j2J

MjgkL2;1.R2/;

where Mj is the Hardy–Littlewood maximal operator with respect to the collection of parallelograms in
D2sj ;�2�;�� with sj defined through .�sj ; 1/ WD vj . Now supj2J Mj is the maximal directional maximal
operator and the number of directions involved in its definition is comparable to N � 2�. Then the
maximal theorem from [Katz 1999] applies to give the estimate

k sup
j2J

MjgkL2;1.R2/ . �
1
2 :

This proves the second of the estimates (7.17) and thus both of them by interpolation.
In the estimate for OP we will also need the following decoupling result.

Lemma 7.18. Let 2� p < 4. ThenX
j

Tjfj


p

. �
1
2
� 1
p kffj gkLp.R2I`2J /

:

Proof. Note that the case p D 2 of the conclusion is trivial due to the finite overlap of the supports of the
multipliers of the operators Tj . Thus by vector-valued restricted-type interpolation of the operator

ffj g 7!O.ffj g/ WD
X
j2J

Tjfj

it suffices to prove a restricted type L4;1! L4 estimate:

kO.ffj g/k4 . �
1
4 jEj

1
4 (7.19)

for functions with kffj gk`2 � 1E . To do so note that the finite overlap of the supports of bTjfj �1Tkfk
over j; k, as in (7.9), gives

kO.ffj g/k4 . kfTjfj gkL4.R2I`2J /
and the restricted-type estimate (7.19) follows from (7.17). �

We come to the main argument for OP . Let mP be as in (7.2)–(7.3) and Tj be the multiplier operators
from (7.15) corresponding to the choice ˆDmP . Then obviously

mP Of D
X
j2J

bTjf :
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We may also tweak ˆ and the partition of unity on S1 to obtain further multiplier operators zTj as in
(7.15) and such that the Fourier transform of the symbol of zTj equals 1 on the support of the symbol
of Tj . With these definitions in hand we estimate for 2 < p < 4

kOPf kp D

X
j

zTj .TjTPf /


p

. �
1
2
� 1
p kfTP.Tjf /gkLp.R2I`2J /

D �
1
2
� 1
p kfHjHjC1.Tjf /gkLp.R2I`2J /

: (7.20)

The first inequality is an application of Lemma 7.18 for zTj . The last equality is obtained by observing
that the polygon multiplier TP on the support of each Tj may be written as a (sum of O.1/) directional
biparameter multipliers HjHjC1 of iterated Hilbert transform type, where Hj is a Hilbert transform
along the direction �j , which is the unit vector perpendicular to the j -th side of the polygon, and pointing
inside the polygon; these are at most �N such directions.

In order to complete our estimate for OP we need the following Meyer-type lemma for directional
Hilbert transforms of the form

Hvf .x/ WD

Z
R2

Of .�/1f��v>0geix�� d�; x 2 R2:

Lemma 7.21. Let V � S1 be a finite set of directions and Hv be the Hilbert transform in the direction v.
Then for 4

3
< p < 4 we have

kfHvfvgkLp.R2I`2V /
. .log #V /j

1
2
� 1
p
j
kffvgkLp.R2I`2V /

:

The dependence on #V is best possible.

Proof. It suffices to prove the estimate for 2<p<4. The proof is by way of duality and uses the following
inequality for the Hilbert transform: for r > 1 and w a nonnegative locally integrable function we haveZ

R2
jHvf j

2w .
Z

R2
jf j2.Mvjwj

r/
1
r ;

with Mv given by (2.3). See for example [Pérez 1994]. Using this we have for a suitable g 2 L.p=2/
0

of
norm 1 that

kfHvfvgk
2
Lp.R2I`2V /

D

Z
R2

X
v2V

jHvfvj
2g .

X
v2V

Z
R2
jfvj

2.Mvjgj
r/
1
r

. kffvgk2Lp.R2I`2V /
k.MV jgj

r/
1
r kL.p=2/0 .R2/;

with MV g WD supv2V Mvg. Now for 2 < p < 4 there is a choice of 1 < r < p=.2.p � 2// so that
p=.r.p� 2// > 2. This means that the maximal theorem from [Katz 1999] applies again to give

k.MV jgj
r/
1
r kL.p=2/0 .R2/ . .log #V /1�

2
p ;

and so the proof of the upper bound is complete. The optimality is discussed in Section 8.1. �
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Let us now go back to the estimate for OP . The left-hand side of (7.20) contains a double Hilbert
transform. By an iterated application of Lemma 7.21 we thus have

kfHjHjC1.Tjf /gkLp.R2I`2J /
. �1�

2
p kfTjf /gkLp.R2I`2J /

since the number of directions isN D2�. The final estimate for the right-hand side of the display above is a
direct application of (7.16), which together with (7.20) yields the estimate for kOPf kp claimed in (7.14).

Now the decomposition (7.4), together with the estimate of Section 7.5 for T� and the estimate (7.14)
for OP , completes the proof of Theorem B.

Remark 7.22. Consider a function f in R2 such that supp. Of /�Aı , where Aı is an annulus of width ı2

around S1. Decomposing Aı into a union of O.1=ı/ finitely overlapping annular boxes of radial width ı2

and tangential width ı, we can write f D
P
j2J Tjf , where each Tj is a smooth frequency projection

onto one of these annular boxes, indexed by j . Then if zTj is a multiplier operator whose symbol is
identically 1 on the frequency support of Tjf and supported on a slightly larger box, we can write
f D

P
j
zTjTjf , as in (7.20) above. Then Lemma 7.18 yields

kf kLp.R2/ . .log.1=ı//
1
2
� 1
p kfTjf gkLp.R2I`2J /

:

This is the inverse square function estimate claimed in the remark after Theorem B in Section 1.

8. Lower bounds and concluding remarks

8.1. Sharpness of Meyer’s lemma. We briefly sketch the quantitative form of Fefferman’s counterexample
[1971] proving the sharpness of Lemma 7.21. Let N be a large dyadic integer. Using a standard
Besicovitch-type construction we produce rectangles fRj W j D 1; : : : ; N g with sidelengths 1� 1=N, so
that the long side of Rj is oriented along vj WD exp.2�ij=N /. Now we consider the set E to be the union
of these rectangles and ˇ̌̌̌

E WD

N[
jD1

Rj

ˇ̌̌̌
.

1

logN
:

Denoting by zRj the 2-translate of Rj in the direction of vj we gather that f zRj W j D 1; : : : ; N g is a
pairwise disjoint collection. Furthermore if Hj is the Hilbert transform in direction vj , there holds

jHj 1Rj j � c1 zRj :
Therefore for all 1 < p <1 � NX

jD1

jHj 1Rj j
2

�1
2

p

� c

ˇ̌̌̌ N[
jD1

zRj

ˇ̌̌̌ 1
p

� c;

while for p � 2 � NX
jD1

j1Rj j
2

�1
2

p

�

� NX
jD1

jRj j

�1
2

jEj
1
p
� 1
2 . .logN/

1
2
� 1
p :

Self-duality of the square function estimate then gives the optimality of the estimate of Lemma 7.21.
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8.2. Sharpness of the directional square function bound. In this subsection we prove that the bound of
Theorem L is best possible, up to the doubly logarithmic terms. In particular we prove that the bound of
Remark 6.1 is best possible.

We begin by showing a lower bound for the rough square function estimate

kfPF ggkLp.R2I`2F /
� kfPF g W L

p.R2/! Lp.R2I `2F /kkgkp; 2� p < 4; (8.3)

where the notation is as in Section 6. Now as in [Fefferman 1971] one can easily show that the estimate
above implies the vector-valued inequality for directional averages, for directions corresponding to the
directions of rectangles in F . For this let #V DN, where V is the set of directions of rectangles in F .
Now consider functions fgF gF 2F with compact Fourier support; by modulating these functions we can
assume that supp. OgF / � B.cF ; A/ for some A > 1 and fcF gF 2F a 100AN -net in R2. Then if F is a
rectangle centered at cF with short side 1 parallel to a direction vF 2 V and long side of length N parallel
to v?F , then we have that jPF gF j D jAvF gF j, where AvF is the averaging operator

AvF f .x/ WD 2N

Z
jt j�1=2

Z
N jsj<1

f .x� tvF � sv
?
F / dt ds; x 2 R2:

Note that this is a single-scale average with respect to rectangles of dimensions 1� 1=N in the directions
vF ; v

?
F respectively. Since the frequency supports of these functions are well-separated we gather that

for all choices of signs "F 2 f�1; 1g we haveX
T2F

jPTGj
2
WD

X
T2F

ˇ̌̌̌
PT

�X
F 2F

"F gF

�ˇ̌̌̌2
D

X
T2F

jPT gT j
2:

Thus applying (8.3) with the function G as above and averaging over random signs we get

kfAvF gF gkLp.R2I`2F /
� kfPF g W L

p.R2/! Lp.R2I `2F /kkfgF gkLp.R2I`2F /
; 2� p < 4:

Now we just need to note that as in Section 8.1 we have that

AvF 1RF & 1QRF ;

where fRF gF 2F are the rectangles used in the Besicovitch construction in Section 8.1. As before we get

kfPF g W L
p.R2/! Lp.R2I `2F /k& .log #V /

1
2
� 1
p :

For p < 2 the square function estimate (8.3) is known to fail even in the case of a single directions; see
for example the counterexample in [Rubio de Francia 1985, §1.5].

One can use the same argument in order to show a lower bound for the norm of the smooth square
function

kfP ıF ggkLp.R2I`2F /
� kfP ıF g W L

p.R2/! Lp.R2I `2F /kkgkp; 2� p < 4:

Indeed, following the exact same steps we can deduce a vector-valued inequality for smooth averages

AıvF f .x/ WD

Z
R

Z
R

f .x� tvF � sv
?
F /F .t; s/ dt ds; x 2 R2;
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where F is the smooth product bump function used in the definition of P ıF in Section 6. By a direct
computation one easily shows the analogous lower bound AıvF 1RF & 1 zRF for the rectangles of the
Besicovitch construction and this completes the proof of the lower bound for smooth projections as well.

8.4. Sharpness of Córdoba’s bound for radial multipliers. Firstly we remember the definition of each
radial multiplier Pı : Let ˆ W R! R be a smooth function which is supported in Œ�1; 1� and define

Pıf .x/ WD

Z
R2

Of .�/ˆ.ı�1.1� j�j//eix�� d�; x 2 R2:

These smooth radial multipliers were used extensively in Section 7. Córdoba [1979] proved the bound

kPıf kp . .log 1=ı/j
1
2
� 1
p
j
kf kp;

3
4
� p � 4:

In fact the same bound is implicitly proved in Section 7 in a more refined form, but only in the open
range p 2

�
3
4
; 4
�

with weak-type analogues at the endpoints. More precisely we have discretized Pı into
a sum of pieces fPı;j gj2J , where each Pı;j is a smooth projection onto an annular box of width ı and
length

p
ı, pointing along one of N equispaced directions �j . Then it follows from the considerations in

Section 7 that
kfPı;jf gkLp.R2I`2J /

. log.1=ı/
1
2
� 1
p kf kp; 2 < p < 4;

kfPı;jf 1F gkL4.R2I`2J / . log.1=ı/
1
4 kf k1jF j

1
4 :

(8.5)

Obviously one gets the same bound by duality for 4
3
< p < 2, while the L2-bound is trivial. Now these

estimates imply Córdoba’s estimate for Pı in the open range
�
3
4
; 4
�

by the decoupling inequality (7.10),
also due to Córdoba. On the other hand Córdoba’s estimate is sharp. Indeed one uses the same rescaling
and modulation arguments as in the previous subsection in order to deduce a vector-valued inequality for
smooth averages starting by Córdoba’s estimate. Testing this vector-valued estimate against the rectangles
of the Besicovitch construction proves the familiar lower bound for Pı and thus also shows the optimality
of the estimates in (8.5). We omit the details.

8.6. Lower bounds for the conical square function. We conclude this section with a simple example
that provides a lower bound for the operator norm of the conical square function kC!.f / W `2!k of
Theorem J and the smooth conical square function kC ı! W `

2
!k of Theorem A. The considerations in this

subsection also rely on the Besicovitch construction so we adopt again the notation of Section 8.1 for the
rectangles fRj W 1� j �N g and their union E. Let HCj denote the frequency projection in the half-space
f� 2 R2 W � � vj > 0g, where vj WD exp.2�ij=N /. We begin by observing that

HCj f �H
C
jC1f D CjPCf �CjP�f; (8.7)

where PC; P� denote the rough frequency projections in the upper and lower half-space respectively and
Cvj is the multiplier associated with the cone bordered by vj ; vjC1. Since HCj is a linear combination of
the identity with the usual directional Hilbert transform Hj along vj we conclude that� NX

jD1

j.HjC1�Hj /f j
2

�1
2

p

. kfCj g W Lp.R2/! Lp.R2I `2j /kkf kp; 2� p < 4:
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Now note that for each fixed 1� k �N we have

1QRk
X
j

.Hj �HjC1/1Rj D 1QRkHk1Rk & 1QRk (8.8)

if zRk is a sufficiently large translation of Rk in the positive direction vk . Thusˇ̌̌̌Z
1S

k
QRk

NX
jD1

.HjC1�Hj /1Rj

ˇ̌̌̌
&
ˇ̌̌̌X
k

Z
QRk

1QRk

ˇ̌̌̌
' 1:

On the other hand the left-hand side of the display above is bounded by a constant multiple of

kfCj g W L
p.R2/! Lp.R2I `2j /k

�X
j

12Rj

�1
2

p0
. kCV W Lp.R2/! Lp.R2I `2/k.logN/

1
2
� 1
p0

for all 2� p < 4. We thus conclude that

kfCj g W L
p.R2/! Lp.R2I `2/k& .logN/

1
2
� 1
p ; 2� p < 4:

We explain how this counterexample can be modified to get a lower square function estimate for
the smooth cone multipliers C ı! from (5.1) matching the upper bound of Theorem A. For t 2 R write
vtj WD exp.2�i.jCt /=N / and letH t

j andH t;C
j be the directional Hilbert transform and analytic projection

along vtj , respectively. Let ı > 0 be a small parameter to be chosen later and for each 1� j �N let !j
be an interval of size ıN�1 centered around 2�j=N. Arguing as in (8.7),

C ı!jPCf �C
ı
!j
P�f D �

Z
N jt j<ı

˛

�
Nt

ı

�
.H

t;C
j f �H

t;C
jC1f / dt

for a suitable nonnegative averaging function ˛ which equals 1 on
�
�
1
4
; 1
4

�
. Now, if zRk is again a

sufficiently large translation of Rk in the positive direction vk and ı is chosen sufficiently small depending
only on the translation amount, the analogue of (8.8) is

1QRk inf
N jt j<ı

NX
jD1

.H t
j �H

t
jC1/1Rj D 1QRk inf

N jt j<ı
H t
kŒ1Rk �& 1QRk :

The lower bound for kfC!j g W L
p.R2/! Lp.R2I `2j /k then follows exactly as in the previous case.
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PARTIAL REGULARITY FOR NAVIER–STOKES AND
LIQUID CRYSTALS INEQUALITIES WITHOUT MAXIMUM PRINCIPLE

GABRIEL S. KOCH

In 1985, V. Scheffer discussed partial regularity results for what he called solutions to the Navier–Stokes
inequality. These maps essentially satisfy the incompressibility condition as well as the local and global
energy inequalities and the pressure equation which may be derived formally from the Navier–Stokes
system of equations, but they are not required to satisfy the Navier–Stokes system itself.

We extend this notion to a system considered by Fang-Hua Lin and Chun Liu in the mid 1990s related to
models of the flow of nematic liquid crystals, which include the Navier–Stokes system when the director
field d is taken to be zero. In addition to an extended Navier–Stokes system, the Lin–Liu model includes a
further parabolic system which implies an a priori maximum principle for d which they use to establish
partial regularity (specifically, P1(S)= 0) of solutions.

For the analogous inequality one loses this maximum principle, but here we nonetheless establish the
partial regularity result P9/2+δ(S) = 0, so that in particular the putative singular set S has space- time
Lebesgue measure zero. Under an additional assumption on d for any fixed value of a certain parameter
σ ∈ (5, 6)— which for σ = 6 reduces precisely to the boundedness of d used by Lin and Liu — we obtain
the same partial regularity (P1(S)= 0) as do Lin and Liu. In particular, we recover the partial regularity
result (P1(S)= 0) of Caffarelli–Kohn–Nirenberg [1982] for suitable weak solutions of the Navier–Stokes
system, and we verify Scheffer’s assertion that the same holds for solutions of the weaker inequality as well.

We remark that the proofs of partial regularity both here and in the work of Lin and Liu largely follow the
proof in Caffarelli–Kohn–Nirenberg, which in turn used many ideas from an earlier work of Scheffer [1975].

1. Introduction

Fang-Hua Lin and Chun Liu consider the following system in [Lin and Liu 1995; 1996], which reduces
to the classical Navier–Stokes system in the case d ≡ 0 (here we have set various parameters equal to one
for simplicity):

ut −1u + ∇
T

· [u ⊗ u + ∇d ⊙ ∇d] +∇ p = 0

∇ · u = 0

dt −1d + (u · ∇)d + f (d)= 0

 (1-1)

with f = ∇F for a scalar field F given by

F(x) := (|x |
2
− 1)2,

so that
f (x)= 4(|x |

2
− 1)x
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(and in particular f (0) = 0). We take the spatial dimension to be three, so that for some � ⊆ R3 and
T > 0, we are considering maps of the form

u, d :�× (0, T )→ R3, p :�× (0, T )→ R,

and here
F : R3

→ R, f : R3
→ R3

are fixed as above. As usual, u represents the velocity vector field of a fluid, p is the scalar pressure in the
fluid, and, as in nematic liquid crystals models, d corresponds roughly1 to the director field representing
the local orientation of rod-like molecules, with u also giving the velocities of the centers of mass of
those anisotropic molecules.

In (1-1), for vector fields v and w, the matrix fields v⊗w and ∇v⊙ ∇w are defined to be those with
entries

(v⊗w)i j = viw j and (∇v⊙ ∇w)i j = v,i ·w, j :=
∂vk

∂xi

∂wk

∂x j

(summing over the repeated index k as per the Einstein convention), and for a matrix field J = (Ji j ), we
define the vector field ∇

T
· J by2

(∇T
· J )i := Ji j, j :=

∂ Ji j

∂x j

(summing again over j ). We think formally of ∇ (as well as any vector field) as a column vector and ∇
T

as a row vector, so that each entry of (the column vector) ∇
T

· J is the divergence of the corresponding
row of J . In what follows, for a vector field v we similarly denote by ∇

T v the matrix field with i-th row
given by ∇

T vi := (∇vi )
T , i.e.,

(∇T v)i j = vi, j :=
∂vi

∂x j
,

so that for smooth vector fields v and w we always have

∇
T

· (v⊗w)= (∇T v)w+ v(∇ ·w)= (w · ∇)v+ v(∇ ·w). (1-2)

For a scalar field φ we set ∇
2φ := ∇

T (∇φ), and for matrix fields J = (Ji j ) and K = (Ki j ), we let
J : K := Ji j Ki j (summing over repeated indices) denote the (real) Frobenius inner product of the matrices;
that is, J : K = tr(J T K ). We set |J | :=

√
J : J and |v| :=

√
v · v, and to minimize cumbersome notation

will often abbreviate by writing ∇v := ∇
T v for a vector field v where the precise structure of the matrix

field ∇
T v is not crucial; for example, |∇v| := |∇

T v|.
We note that by formally taking the divergence ∇· of the first line in (1-1) we obtain the usual pressure

equation
−1p = ∇ · (∇T

· [u ⊗ u + ∇d ⊙ ∇d]). (1-3)

1In principle, for d to only represent a direction one should have |d| ≡ 1. As proposed in [Lin and Liu 1995], F(d) is used
to model a Ginzburg–Landau type of relaxation of the pointwise constraint |d| ≡ 1. For further discussions on the modeling
assumptions leading to systems such as the one above, see e.g., [Lin and Wang 2014] or the appendix of [Lin and Liu 1995].

2Many authors simply write ∇ · J , which is perhaps more standard.
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As in the Navier–Stokes (d ≡ 0) setting, one may formally deduce (see Section 2) from (1-1) the following
global and local energy inequalities which one may expect solutions of (1-1) (with appropriate boundary
conditions) to satisfy:3

d
dt

∫
�

[
|u|

2

2
+

|∇d|
2

2
+ F(d)

]
dx +

∫
�

[|∇u|
2
+ |1d − f (d)|2] dx ≤ 0 (1-4)

for each t ∈ (0, T ), as well as a localized version4

d
dt

∫
�

[(
|u|

2

2
+

|∇d|
2

2

)
φ

]
dx +

∫
�

(|∇u|
2
+ |∇

2d|
2)φ dx

≤

∫
�

[(
|u|

2

2
+

|∇d|
2

2

)
(φt +1φ)+

(
|u|

2

2
+

|∇d|
2

2
+ p

)
u · ∇φ

+ u ⊗ ∇φ : ∇d ⊙ ∇d −φ∇
T
[ f (d)] : ∇

T d︸ ︷︷ ︸
=:R f (d,φ)

]
dx (1-5)

for t ∈ (0, T ) and each smooth, compactly supported in � and nonnegative scalar field φ ≥ 0. (For
Navier–Stokes, i.e., when d ≡ 0, one may omit all terms involving d , even though 0 ̸= F(0) /∈ L1(R3).)

In [Lin and Liu 1995], for smooth and bounded�, the global energy inequality (1-4) is used to construct
global weak solutions to (1-1) for initial velocity in L2(�), along with a similarly appropriate condition
on the initial value of d which allows (1-4) to be integrated over 0< t < T . This is consistent with the
pioneering result of J. Leray [1934] for Navier–Stokes (treated later by many other authors using various
methods, but always relying on the natural energy as in [Leray 1934]).

In [Lin and Liu 1996], the authors establish a partial regularity result for weak solutions to (1-1)
belonging to the natural energy spaces which moreover satisfy the local energy inequality (1-5). The result
is of the same type as known partial regularity results for a class of solutions known as suitable weak
solutions to the Navier–Stokes equations. The program for such partial regularity results for Navier–Stokes
was initiated in a series of papers by V. Scheffer in the 1970s and 1980s (see, for example, [Scheffer 1977;
1980] and other works mentioned in [Caffarelli et al. 1982]), and subsequently improved by L. Caffarelli,
R. Kohn and L. Nirenberg in [Caffarelli et al. 1982].5 They show (as do Lin and Liu [1996]) that the
one-dimensional parabolic Hausdorff measure of the (potentially empty) singular set S is zero (P1(S)= 0,
see Definition 2 below), implying that singularities (if they exist) cannot for example contain any smooth
one-parameter curve in space-time. The method of proof in [Lin and Liu 1996] largely follows the method
of [Caffarelli et al. 1982].

Of course the general system (1-1) is (when d ̸≡ 0) substantially more complex than the Navier–Stokes
system, and one therefore could not expect a stronger result than the type in [Caffarelli et al. 1982],
i.e., P1(S)= 0; in fact, it is surprising that such a result still holds even when d ̸≡ 0. The explanation

3For sufficiently regular solutions one can show that equality holds.
4Note that in [Lin and Liu 1996], the term “−R f (d,φ)” in (1-5) actually appears incorrectly as “+R f (d,φ)”; see Section 2.
5Alternative proofs of slight variations of the main results in [Caffarelli et al. 1982] were given in later works such as [Lin

1998; Ladyzhenskaya and Seregin 1999; Vasseur 2007; Kukavica 2009].



1704 GABRIEL S. KOCH

for this seems to be that although (1-1) is more complex than Navier–Stokes in view of the additional
d components, one can derive an a priori maximum principle for d because of the third equation in
(1-1) which substantially offsets this complexity from the viewpoint of regularity. Therefore, under
suitable boundary and initial conditions on d , one may assume that d is in fact bounded, a fact which is
significantly exploited in [Lin and Liu 1996]. More recently, the authors of [Du et al. 2020] established
the same type of result for a related but more complex Q-tensor system; however there, as well, one may
obtain a maximum principle which is of crucial importance for proving partial regularity. One is therefore
led to the following natural question, which we will address below:

Can one deduce any partial regularity for systems similar in structure to (1-1) but which lack any
maximum principle?

In the Navier–Stokes setting, it was asserted by Scheffer [1985] that in fact the proof of the partial
regularity result in [Caffarelli et al. 1982] does not require the full set of equations in (1-1). He mentions
that the key ingredients are membership of the global energy spaces, the local energy inequality (1-5), the
divergence-free condition ∇ · u = 0 and the pressure equation (1-3) (with d ≡ 0 throughout). Scheffer
called vector fields satisfying these four requirements solutions to the Navier–Stokes inequality, equivalent
to solutions to the Navier–Stokes equations with a forcing f which satisfies f · u ≤ 0 everywhere. In
contrast, the results in [Lin and Liu 1996] do very strongly use the third equation in (1-1) in that it implies
a maximum principle for d .

In this paper, we explore what happens if one considers the analog of Scheffer’s Navier–Stokes
inequality for the system (1-1) when d ̸≡ 0. That is, we consider triples (u, d, p) with global regularities
implied — at least when � is bounded and under suitable assumptions on the initial data — by (1-4) which
satisfy (1-3) and ∇ · u = 0 weakly as well as (a formal consequence of) (1-5), but are not necessarily
weak solutions of the first and third equations (i.e., the two vector equations) in (1-1). In particular,
we will not assume that d ∈ L∞(�× (0, T )), which would have been reasonable in view of the third
equation in (1-1). We see that without further assumptions, the result is substantially weaker than the
P1(S)= 0 result for Navier–Stokes: following the methods of [Caffarelli et al. 1982; Lin and Liu 1996]
we obtain (see Theorem 1) P9/2+δ(S)= 0 for any δ > 0. This reinforces our intuition that the situation
here is substantially more complex than that of Navier–Stokes. On the other hand, we show that under a
suitable uniform local decay condition on |d|

σ (|u|
3
+ |∇d|

3)1−σ/6 with σ ∈ (5, 6)— see (1-14) below,
which in particular holds when d ≡ 0 as in [Caffarelli et al. 1982] — one in fact obtains P1(S)= 0 as in
[Caffarelli et al. 1982; Lin and Liu 1996]. In particular, we verify the above-mentioned assertion made by
Scheffer [1985] regarding partial regularity for the Navier–Stokes inequality.

Our key observation which allows us to work without any maximum principle is that, in view of the
global energy (1-4) and the particular forms of F and f , it is reasonable (see Section 2) to assume (1-9);
this implies that d ∈ L∞(0, T ; L6(�)) which is sufficient for our purposes.

As alluded to above, for our purposes we actually do not require all of the information which appears
in (1-5). In view of the fact that

|R f (d, φ)| = |φ∇
T
[ f (d)] : ∇

T d| ≤ 12|d|
2
|∇d|

2φ+ 8
(

|∇d|
2

2
φ

)
(1-6)
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(see (2-21) below), a consequence of (1-5) is that

A′(t)+B(t)≤ 8A(t)+ C(t) for 0< t < T, (1-7)

with A,B, C ≥ 0 defined as

A(t) :=

∫
�×{t}

(
|u|

2

2
+

|∇d|
2

2

)
φ, B(t) :=

∫
�×{t}

(|∇u|
2
+ |∇

2d|
2)φ

and

C(t) :=

∫
�×{t}

[(
|u|

2

2
+

|∇d|
2

2

)
|φt +1φ| + 12|d|

2
|∇d|

2φ

]
+

∣∣∣∣∫
�×{t}

[(
|u|

2

2
+

|∇d|
2

2
+ p

)
u · ∇φ+ u ⊗ ∇φ : ∇d ⊙ ∇d

]∣∣∣∣,
where

∫
�×{t} g :=

∫
�

g( · , t) dx . Equation (1-7) is nearly sufficient, with the term A(t) on the right-hand
side — in fact, even with u omitted, which cannot be avoided as “R f (d, φ)” appears on the right-hand side
of (1-5) with a minus sign (see footnote 4) — actually being, for technical reasons, the only6 troublesome
term. (Note that if R f (d, φ) had appeared with a plus sign in (1-5), one could have simply dropped
the troublesome φ|∇d|

2 term in (2-21) as a nonpositive quantity.) We therefore use a Grönwall-type
argument to hide this term on the left-hand side of (1-7) so that (if φ|t=0 ≡ 0)

A′(t)+B(t)≤ C(t)+ 8e8T
∫ t

0
C(τ ) dτ for 0< t < T . (1-8)

The (formally derived) local energy inequality (1-8) implies (1-13) below (for an appropriate constant
C ∼ 8T e8T

+ 1), which is sufficient for our purposes. (In fact, for all elements of the proof other than
Proposition 8, a weaker form as in (3-5) is sufficient.)

Our main result is the following.

Theorem 1. Fix any open set � ⊂ R3 and any T,C ∈ (0,∞). Set �T := � × (0, T ) and suppose
u, d :�T → R3 and p :�T → R satisfy the following four assumptions:

(1) u, d and p belong to the following spaces:7

u, d, ∇d ∈ L∞(0, T ; L2(�)), ∇u, ∇d, ∇
2d ∈ L2(�T ) (1-9)

and

p ∈ L3/2(�T ); (1-10)

6In fact, the appearance of |d|
2 on the right-hand side of (1-6), and hence of (1-7) as well, is handled precisely by the

assumption that d ∈ L∞(0, T ; L6(�)), and is the reason for the slightly weaker results compared to the Navier–Stokes setting
(i.e., when d ≡ 0).

7For a vector field f or matrix field J and scalar function space X , by f ∈ X or J ∈ X we mean that all components or
entries of f or J belong to X ; by ∇

2 f ∈ X we mean all second partial derivatives of all components of f belong to X ; etc.
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(2) u is weakly divergence-free:8

∇ · u = 0 in D′(�T ); (1-11)

(3) The following pressure equation holds weakly:9

−1p = ∇ · [∇
T

· (u ⊗ u + ∇d ⊙ ∇d)] in D′(�T ); (1-12)

(4) The following local energy inequality holds:10∫
�×{t}

(|u|
2
+ |∇d|

2)φ dx +

∫ t

0

∫
�

(|∇u|
2
+ |∇

2d|
2)φ dx dτ

≤ C
∫ t

0

{∫
�×{τ }

[(|u|
2
+ |∇d|

2)|φt +1φ| + |d|
2
|∇d|

2φ] dx

+

∣∣∣∣∫
�×{τ }

[(
|u|

2

2
+

|∇d|
2

2
+ p

)
u · ∇φ+ u ⊗ ∇φ : ∇d ⊙ ∇d

]
dx

∣∣∣∣
}

dτ

for a.e. t ∈ (0, T ) and for all φ ∈ C∞

0 (�× (0,∞)) such that φ ≥ 0. (1-13)

Let S ⊂�T be the (potentially empty) set of singular points where |u| + |∇d| is not essentially bounded
in any neighborhood of each z ∈ S, and let Pk be the k-dimensional parabolic Hausdorff outer measure
(see Definition 2). The following are then true:

(i) P9/2+δ(S)= 0, for any δ > 0 arbitrarily small.

(ii) If 11

gσ := sup
z0∈�T

(
lim sup

r↘0

1
r2+σ/2

∫∫
Qr (z0)

|d|
σ (|u|

3
+ |∇d|

3)1−σ/6 dz
)
<∞ (1-14)

for some σ ∈ (5, 6), then P1(S)= 0.

Note that in the case d ≡ 0, we regain the classical result of P1(S)= 0 for Navier–Stokes as obtained
in, for example, [Caffarelli et al. 1982], and more specifically for the (weaker) Navier–Stokes inequality
mentioned in [Scheffer 1985].

We recall that the definition of the outer parabolic Hausdorff measure Pk is given as follows, see
[Caffarelli et al. 1982, pp. 783–784]:

Definition 2 (parabolic Hausdorff measure). For any S ⊂ R3
× R and k ≥ 0, define

Pk(S) := lim
δ↘0

Pk
δ (S),

8Locally integrable functions will always be associated to the standard distribution whose action is integration against a
suitable test function so that, e.g., [∇ · u](ψ)= −[u](∇ψ) := −

∫
u · ∇ψ for ψ ∈ D(�T ).

9Note that u ⊗ u + ∇d ⊙ ∇d ∈ L5/3(�T )⊂ L1
loc(�T ), see (2-18)–(2-19).

10For brevity, for ω ⊂ R3, we set
∫
ω×{t} g dx :=

∫
ω g(x, t) dx .

11In general we set z = (x, t) ∈�T , dz := dx dt and recall from Definition 2 that Qr (x0, t0) := Br (x0)× (t0 − r2, t0).
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where

Pk
δ (S) := inf

{ ∞∑
j=1

r k
j

∣∣∣∣ S ⊂

∞⋃
j=1

Qr j , r j < δ, ∀ j ∈ N

}
and Qr is any parabolic cylinder of radius r > 0, i.e.,

Qr = Qr (x, t) := Br (x)× (t − r2, t)⊂ R3
× R

for some x ∈ R3 and t ∈ R. We note that Pk is an outer measure, and all Borel sets are Pk-measurable.

Remark 3. In the case � = R3, the condition (1-10) on the pressure follows (locally, at least) from
(1-9) and (1-12) if p is taken to be the potential-theoretic solution to (1-12), since (1-9) implies that
u,∇d ∈ L10/3(�T ) by interpolation (see (2-18) below) and Sobolev embeddings, and then (1-12) gives
p ∈ L5/3(�T )⊂ L3/2

loc (�T ) by Calderón–Zygmund estimates. For a more general �, the existence of such
a p can be derived from the motivating equation (1-1) (e.g., by estimates for the Stokes operator); see
[Lin and Liu 1996]. Here, however, we will not refer to (1-1) at all and simply assume p satisfies (1-10)
and address the partial regularity of such a hypothetical set of functions satisfying (1-9)–(1-13).

We note that Theorem 1 does not immediately recover the result of [Lin and Liu 1996] (which would
correspond to σ = 6 in (1-14), which holds when d ∈ L∞ as assumed in that paper). Heuristically,
however, one can argue as follows:12

If d were bounded, then taking for example D := 24∥d∥
2
L∞(�T )

+ 8<∞ one would be able to deduce
from (1-6) that

|R f (d, φ)| ≤ D
(

|∇d|
2

2

)
φ.

Adjusting the Grönwall-type argument leading to (1-8), one could then deduce from (1-5) that (if A(0)= 0)

A′(t)+B(t)≤ C̃(t)+ DeDT
∫ T

0
C̃(τ ) dτ for 0< t < T,

where

C̃(t) :=

∫
�×{t}

(
|u|

2

2
+

|∇d|
2

2

)
|φt +1φ| +

∣∣∣∣∫
�×{t}

[(
|u|

2

2
+

|∇d|
2

2
+ p

)
u · ∇φ+ u ⊗ ∇φ : ∇d ⊙ ∇d

]∣∣∣∣.
Using such an energy inequality, one would not need to include the |d|

6 term in E3,6 (see (3-6)) as one
would not need to consider the term coming from R f (d, φ) at all in Proposition 6, and — noting that
the L∞ norm is invariant under the rescaling on d in (3-25) — one could then adjust Lemmas 4 and 7
appropriately to recover the result in [Lin and Liu 1996] using the proof of Theorem 1 below.

Finally, we remark that the majority of the arguments in the proofs given below are not new, with
many essentially appearing in [Lin and Liu 1996] or [Caffarelli et al. 1982]. However we feel that our
presentation is particularly transparent and may be a helpful addition to the literature, and we include all
details so that our results are easily verifiable.

12We assume this is roughly the argument in [Lin and Liu 1996], although the details are not explicitly given; see, in particular,
[Lin and Liu 1996, (2.45)] which appears without the remainder term denoted in [Lin and Liu 1996] by R( f, φ), and here by
R f (d, φ).
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2. Motivation

We will show in this section that the assumptions in Theorem 1 are at least formally satisfied by smooth
solutions to the system (1-1).

2.1. Energy identities. As in [Lin and Liu 1996], let us assume that we have smooth solutions to (1-1)
which vanish or decay sufficiently at ∂� (assumed smooth, if nonempty) and at spatial infinity as
appropriate so that all boundary terms vanish in the following integrations by parts, and proceed to
establish smooth versions of (1-4) and (1-5). First, noting the simple identities

∇
T

· (∇d ⊙ ∇d)= ∇

(
|∇d|

2

2

)
+ (∇T d)T1d (2-1)

and
[(∇T d)T1d] · u = [(∇T d)u] ·1d = [(u · ∇)d] ·1d, (2-2)

at a fixed t one may perform various integrations by parts — keeping in mind that ∇ · u = 0 — to see that

0 =

∫
�

[ut −1u + ∇
T

· (u ⊗ u)+ ∇ p + ∇
T

· (∇d ⊙ ∇d)] · u dx

=

∫
�

[
∂

∂t

(
|u|

2

2

)
+ |∇u|

2
+ [(u · ∇)d] ·1d

]
dx (2-3)

and — recalling that f = ∇F so that [dt + (u · ∇)d] · f (d)=
(
∂
∂t + u · ∇

)
[F(d)] — that

0 = −

∫
�

[dt + (u · ∇)d − (1d − f (d))] · (1d − f (d)) dx

= −

∫
�

[
−
∂

∂t

(
|∇d|

2

2
+ F(d)

)
+ [(u · ∇)d] ·1d − |1d − f (d)|2

]
dx . (2-4)

Adding the two gives the global energy identity for (1-1):

d
dt

∫
�

[
|u|

2

2
+

|∇d|
2

2
+ F(d)

]
dx +

∫
�

[|∇u|
2
+ |1d − f (d)|2] dx = 0 (2-5)

in view of the cancellation of the terms in bold in (2-3) and (2-4).
It is not quite straightforward to localize the calculations in (2-3) and (2-4), for example replacing the

(global) multiplicative factor (1d − f (d)) by (1d − f (d))φ for a smooth and compactly supported φ.
Arguing as in [Lin and Liu 1996], one can deduce a local energy identity by instead replacing (1d − f (d))
by only a part of its localized version in divergence-form, namely by ∇

T
· (φ∇

T d), at the expense of the
appearance of |1d − f (d)|2 anywhere in the local energy.

Recalling (2-1) and (2-2) and noting further that

[(u · ∇)d] · [∇
T

· (φ∇
T d)] = [(u · ∇)d] · [φ1d] + [(u · ∇)d] · [(∇φ · ∇)d]

= [(u · ∇)d] · [φ1d] + u ⊗ ∇φ : ∇d ⊙ ∇d
and

[1(∇T d)] : ∇
T d =1

(
|∇d|

2

2

)
− |∇

2d|
2,
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one may perform various integrations by parts to deduce (as ∇ · u = 0) that

0 =

∫
�

[ut −1u +∇
T

· (u ⊗u)+∇ p +∇
T

· (∇d ⊙∇d)] ·uφ dx

=

∫
�

[
∂

∂t

(
|u|

2

2
φ

)
+|∇u|

2φ−
|u|

2

2
(φt +1φ)−

(
|u|

2

2
+

|∇d|
2

2
+ p

)
u ·∇φ+ [(u ·∇)d] · (1d)φ

]
dx

and

0 = −

∫
�

[dt + (u · ∇)d − (1d − f (d))] · [∇
T

· (φ∇
T d)] dx

= −

∫
�

[
−
∂

∂t

(
|∇d|

2

2
φ

)
− |∇

2d|
2φ+

|∇d|
2

2
(φt +1φ)

− ∇
T
[ f (d)] : φ∇

T d + [(u · ∇)d] · (1d)φ + u ⊗ ∇φ : ∇d ⊙ ∇d

]
dx

for smooth and compactly supported φ. Upon adding the two equations above and noting again the
cancellation of the terms in bold, we obtain the local energy identity for (1-1):

d
dt

∫
�

[(
|u|

2

2
+

|∇d|
2

2

)
φ

]
dx +

∫
�

(|∇u|
2
+ |∇

2d|
2)φ dx

=

∫
�

[(
|u|

2

2
+

|∇d|
2

2

)
(φt +1φ)+

(
|u|

2

2
+

|∇d|
2

2
+ p

)
u · ∇φ

+ u ⊗ ∇φ : ∇d ⊙ ∇d −φ∇
T
[ f (d)] : ∇

T d︸ ︷︷ ︸
=:R f (d,φ)

]
dx . (2-6)

Note that the term

u ⊗ ∇φ : ∇d ⊙ ∇d = [(∇d ⊙ ∇d)∇φ] · u = [(u · ∇)d] · [(∇φ · ∇)d]

in (2-6) is a more accurate version of what is described in [Lin and Liu 1996] as “((u · ∇)d ⊙ ∇d) · ∇φ”,
and that the term “−R f (d, φ)” in (2-6) appears incorrectly in that paper as “+R f (d, φ)”.

2.2. Global energy regularity heuristics. Let us first see where the global energy identity (2-5) leads us
to expect weak solutions to (1-1) to live (and hence why we assume (1-9) in Theorem 1).

To ease notation, in what follows let us fix �⊂ R3, and for T ∈ (0,∞] let us set �T :=�× (0, T ) and

Lr
t Lq

x (T ) := Lr (0, T ; Lq(�).

According to (2-5), we expect, so long as

M0 :=
1
2∥u( · , 0)∥2

L2(�)
+

1
2∥∇d( · , 0)∥2

L2(�)
+ ∥F(d( · , 0))∥L1(�) <∞,

(which we would assume as a requirement on the initial data), to construct solutions with u in the usual
Navier–Stokes spaces:

u ∈ L∞

t L2
x(∞) and ∇u ∈ L2

t L2
x(∞). (2-7)
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As for d we expect as well in view of (2-5) that

∇d ∈ L∞

t L2
x(∞), F(d) ∈ L∞

t L1
x(∞) and [1d − f (d)] ∈ L2

t L2
x(∞). (2-8)

The norms of all quantities in the spaces given in (2-7) and (2-8) are controlled by either M0 (the F(d)
term) or (M0)

1/2 (all other terms), by integrating (2-5) over t ∈ (0,∞). Recalling that

F(d) := (|d|
2
− 1)2 and f (d) := 4(|d|

2
− 1)d, (2-9)

one sees that | f (d)|2 = 16F(d)|d|
2, and one can easily confirm the following simple estimates:

∥d∥
2
L∞

t L4
x (∞)

≤ ∥F(d)∥1/2
L∞

t L1
x (∞)

+ ∥1∥L∞
t L2

x (∞), (2-10)

∥F(d)∥1/2
L∞

t L3/2
x (∞)

≤ ∥d∥
2
L∞

t L6
x (∞)

+ ∥1∥L∞
t L3

x (∞), (2-11)

∥ f (d)∥2
L∞

t L2
x (∞)

≤ 16∥F(d)∥L∞
t L3/2

x (∞)
∥d∥

2
L∞

t L6
x (∞)

, (2-12)

∥1d∥L2(�T ) ≤ ∥1d − f (d)∥L2(�T ) + T 1/2
∥ f (d)∥L∞

t L2
x (∞). (2-13)

Therefore, if we assume that

|�|<∞, (2-14)

and hence

1 ∈ L∞(0,∞; L2(�))∩ L∞(0,∞; L3(�)),

(2-8) along with (2-10) and (2-14) implies that

d ∈ L∞(0,∞; L4(�))⊂ L∞(0,∞; L2(�)). (2-15)

This, along with (2-8), then implies that

d ∈ L∞(0,∞; H 1(�)) ↪→ L∞(0,∞; L6(�)) (2-16)

by the Sobolev embedding, from which (2-11) implies that

F(d) ∈ L∞

t L3/2
x (∞)

which, along with (2-12) and (2-16), implies that

f (d) ∈ L∞

t L2
x(∞)

which, finally, in view of (2-13) and the last inclusion in (2-8), implies that

1d ∈ L2(�T ) for any T <∞, (2-17)

with the explicit estimate (2-13) which can then further be controlled by M0 via (2-8) and (2-10)–(2-12).
We therefore see that it is reasonable (in view of the usual elliptic regularity theory) to expect that

weak solutions to (1-1) should have the regularities in (1-9) of Theorem 1.
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Note further that various interpolations of Lebesgue spaces imply, for example, that for any interval
I ⊂ R one has

L∞(I ; L2(�))∩ L2(I ; L6(�))⊂ L2/α(I ; L6/(3−2α)(�)) for any α ∈ [0, 1]; (2-18)

for example, one may take α =
3
5 so that 2/α = 6/(3 − 2α) =

10
3 . Using this along with the Sobolev

embedding we expect (as mentioned in Remark 3) that

(u and) ∇d ∈ L2/α(0, T ; L6/(3−2α)(�)) for any α ∈ [0, 1], T <∞ (2-19)

with the explicit estimate13

∥∇d∥
2/α
L2/α

t L6/(3−2α)
x (T )

≲ T ∥∇d∥
2/α
L∞

t L2
x (∞)

+ ∥∇d∥
2/α−2
L∞

t L2
x (∞)

∥∇
2d∥

2
L2(�T )

.

Note that (2-19) along with (2-16), (2-14) and the Sobolev embedding implies that d ∈ Ls(0, T ; L∞(�))

as well for any T <∞ and s ∈ [2, 4).

2.3. Local energy regularity heuristics. Here, we will justify the well-posedness of the terms appearing
in the local energy equality (2-6), based on the expected global regularity discussed in the previous
section. In fact, all but the final term in (2-6) (where one can furthermore take the essential supremum
over t ∈ (0, T )) can be seen to be well defined by (2-19) under the assumptions in (1-9) and (1-10).

The R f (d, φ) term of (2-6) requires some further consideration: in view of (2-9) we see that

1
4∇

T
[ f (d)] = ∇

T
[(|d|

2
− 1)d] = 2d ⊗ [d · (∇T d)] + (|d|

2
− 1)∇T d. (2-20)

Recalling that
R f (d, φ) := φ∇

T
[ f (d)] : ∇

T d,

we therefore have
1
4R f (d, φ)= φ(2d ⊗ [d · (∇T d)] : ∇

T d + |d|
2
|∇d|

2)−φ|∇d|
2, (2-21)

where we have to be careful how we handle the appearance of, essentially, |d|
2 in the first term (the

second term is integrable in view of (2-8)). We have, for example, that

∥φ|d|
2
|∇d|

2
∥L1(�T ) ≤ ∥φ∥L∞(�T )∥d∥

2
L6(�T )

∥∇d∥
2
L3(�T )

and that
∥d∥L6(�T ) <∞ for any T ∈ (0,∞) (2-22)

by (2-16), and either

∥φ|∇d|
2
∥L1(�T ) ≤ ∥φ∥L∞(�T )∥∇d∥

2
L2(�T )

or ∥φ|∇d|
2
∥L1(�T ) ≤ ∥φ∥L3(�T )∥∇d∥

2
L3(�T )

,

(recall that φ is assumed to have compact support) and, for example, that

∥∇d∥L10/3(�T ) <∞ for any T ∈ (0,∞) (2-23)

by (2-19).

13 A ≲ B means that A ≤ C B for some suitably universal constant C > 0.
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3. Proof of Theorem 1

The first part of Theorem 1 will be a consequence of a certain local L3 ϵ-regularity criterion (Lemma 4),
while the second part will be a consequence of a certain local Ḣ 1 ϵ-regularity criterion (Lemma 7, which
is itself a consequence of Lemma 4). In the remainder of the paper, for a given z0 = (x0, t0) ∈ R3

× R

and r > 0, as in [Caffarelli et al. 1982] we will adopt the following notation for the standard parabolic
cylinder Qr (z0) with time interval Ir (t0), along with their centered versions (indicated with a star):

Ir (t0) := (t0 − r2, t0), I ∗

r (t0) :=
(
t0 −

7
8r2, t0 +

1
8r2),

Qr (z0) := Br (x0)× Ir (t0), Q∗

r (z0) := Br (x0)× I ∗

r (t0).
(3-1)

These are defined in such a way that Q∗
r (x0, t0)= Qr

(
x0, t0 +

1
8r2

)
, and subsequently that

Qr/2
(
x0, t0 +

1
8r2)

= Br/2(x0)×
(
t0 −

1
8r2, t0 +

1
8r2)

is a centered cylinder with center (x0, t0).

Lemma 4 (L3 ϵ-regularity; cf. [Lin and Liu 1996, Theorem 2.6; Caffarelli et al. 1982, Proposition 1]).
Fix any C ∈ (0,∞). For each q ∈ (5, 6], there exists a small14 constant ϵ̄q = ϵ̄q(C) ∈ (0, 1) such that for
any z̄ = (x̄, t̄ ) ∈ R3

× R and ρ̄ ∈ (0, 1], the following holds:
Suppose (see (3-1)) u, d : Q1(z̄)→ R3 and p : Q1(z̄)→ R with

u, d,∇d ∈ L∞(I1(t̄ ); L2(B1(x̄))), ∇u,∇d,∇2d ∈ L2(Q1(z̄)),

p ∈ L3/2(Q1(z̄))
(3-2)

satisfy

∇ · u = 0 in D′(Q1(z̄)), (3-3)

−1p = ∇ · (∇T
· [u ⊗ u + ∇d ⊙ ∇d]) in D′(Q1(z̄)), (3-4)

and the following local energy inequality holds:15∫
B1(x̄)×{t}

(|u|
2
+ |∇d|

2)φ dx +

∫ t

t̄−1

∫
B1(x̄)

(|∇u|
2
+ |∇

2d|
2)φ dx dτ

≤ C
∫ t

t̄−1

{∫
B1(x̄)×{τ }

[(|u|
2
+ |∇d|

2)|φt +1φ| + (|u|
3
+ |∇d|

3)|∇φ| + ρ̄|d|
2
|∇d|

2φ] dx

+

∣∣∣∣∫
B1(x̄)×{τ }

pu · ∇φ dx
∣∣∣∣
}

dτ

for a.e. t ∈ I1(t̄ ) and for all φ ∈ C∞

0 (B1(x̄)× (t̄ − 1,∞)) such that φ ≥ 0. (3-5)

14Roughly speaking, ϵ̄q ≲ (C̄)−9(2αq − 1)9 with αq := 2(q − 5)/(q − 2); in particular, ϵ̄q → 0 as q ↘ 5.
15Since

∣∣( 1
2 |u|

2
+

1
2 |∇d|

2)
u · ∇φ+ u ⊗ ∇φ : ∇d ⊙ ∇d

∣∣ ≤
( 1

2 |u|
3
+

3
2 |u||∇d|

2)
|∇φ| ≤ (|u|

3
+ |∇d|

3)|∇φ|, we note that
(1-13) implies (3-5) with ρ̄ = 1 if Q1(z̄)⊆�T . See also footnote 10.
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Set16

E3,q :=

∫∫
Q1(z̄)

(|u|
3
+ |∇d|

3
+ |p|

3/2
+ |d|

q
|∇d|

3(1−q/6)) dz. (3-6)

If E3,q ≤ ϵ̄q , then u,∇d ∈ L∞(Q1/2(z̄)) with

∥u∥L∞(Q1/2(z̄)), ∥∇d∥L∞(Q1/2(z̄)) ≤ ϵ̄2/9
q .

In order to prove Lemma 4, we will require the following two technical propositions. In order to state
them, let us fix (recalling (3-1)) for a given z0 = (x0, t0)— to be clear by the context — the abbreviated
notations

rk := 2−k, Bk
:= Brk (x0),

I k
:= Irk (t0), Qk

:= Bk
× I k

(3-7)

(so that Qk
= Q2−k (z0)) and, for each k ∈ N, we define the quantities

Lk = Lk(z0) and Rk = Rk(z0)

(again, the dependence on z0 = (x0, t0) will be clear by context) by17

Lk := ess sup
t∈I k

−

∫
Bk
(|u(t)|2 + |∇d(t)|2) dx +

∫
I k

−

∫
Bk
(|∇u|

2
+ |∇

2d|
2) dx dt (3-8)

and

Rk := −

∫
−

∫
Qk
(|u|

3
+ |∇d|

3) dz + r1/3
k −

∫
−

∫
Qk

|u||p − p̄k | dz, (3-9)

where

p̄k(t) := −

∫
Bk

p(x, t) dx .

The terms Lk and Rk correspond roughly to the left- and right-hand sides of the local energy inequality (3-5).
We now state the technical propositions, whose proofs we will give in Section 4.

Proposition 5 (cf. [Lin and Liu 1996, Lemma 2.7]). There exists a large universal constant CA > 0 such
that the following holds:

Fix any z̄ = (x̄, t̄ ) ∈ R3
× R, and suppose u, d and p satisfy (3-2) and (3-4). Then for any z0 ∈ Q1/2(z̄)

we have (see (3-7)–(3-9))

Rn+1(z0)≤ CA
(

max
1≤k≤n

L3/2
k (z0)+ ∥p∥

3/2
L3/2(Q1/2(z0))︸ ︷︷ ︸

≤E3,q ∀q≥0, cf. (3-6)

)
for all n ≥ 2. (3-10)

The proof of Proposition 5 uses only the Hölder and Poincaré inequalities, Sobolev embedding and
Calderón–Zygmund estimates along with a local decomposition of the pressure (see (4-20)) using the
pressure equation (3-4).

16Note that E3,q <∞ by (3-2) and standard embeddings; see Section 2 along with (3-22) with σ = 6.
17We use the standard notation for averages, e.g., −

∫
B f (x) dx :=

1
|B|

∫
B f (x) dx .
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Proposition 6 (cf. [Lin and Liu 1996, Lemma 2.8]). There exists a large universal constant CB > 0 such
that the following holds:

Fix any z̄ = (x̄, t̄ ) ∈ R3
× R, suppose u, d and p satisfy (3-2), (3-3) and (3-5), and set E3,q as in (3-6).

Then for any z0 ∈ Q1/2(z̄) and any q ∈ (5, 6], we have (see (3-7)–(3-9))

Ln(z0)≤ C · CB

(
1

2αq − 1
· max

k0≤k≤n
Rk(z0)+ E2/3

3,q + (1 + k025k0)E3,q

)
for all n ≥ 2 (3-11)

for any k0 ∈ {1, . . . , n − 1}, where C is the constant from (3-5) and

αq :=
2(q − 5)

q − 2
> 0.

The proof of Proposition 6 uses only the local energy inequality (3-5), the divergence-free condition (3-3)
on u and elementary estimates. The quantities on either side of (3-11) do not scale (in the sense of (3-25))
the same way (as do those in (3-10)), which is why the energy inequality is necessary.

Let us now prove Lemma 4 using Propositions 5 and 6.

Proof of Lemma 4. Let us fix some q ∈ (5, 6] and C ∈ (0,∞). We first note that for any φ ≥ 0 as in (3-5)
we have18 (recalling that ρ̄ ≤ 1)

ρ̄

∫∫
Q1

|d|
2
|∇d|

2φ ≤
2
q

∫∫
Q1

|d|
q
|∇d|

3(1−q/6)
+

(
1 −

2
q

)∫∫
Q1

|∇d|
3φ(5−αq )/3,

with αq := 2(q − 5)/(q − 2) ∈
(
0, 1

2

]
. Taking φ in particular such that φ ≡ 1 on Q1

= Q1/2(z0), we see
easily from this along with (3-5) that

L1

C
≲ E3,q + E2/3

3,q for all z0 ∈ Q1/2(z̄). (3-12)

It is also easy to see that
Ln+1 ≤ 8Ln for any n ∈ N. (3-13)

Hence we may pick C0 = C0(q,C)≫ 1 such that for any z0 ∈ Q1/2(z̄)— and suppressing the dependence
on z0 in what follows — we have

L1, L2, L3 ≤
1
2(C0)

2/3(E3,q + E2/3
3,q ) (by (3-12), (3-13)), (3-14)

CA ≤
1
2C0 and ((2αq − 1)−1

+ 2 + 3 · 215)C · CB ≤ (C0)
2/3

for CA and CB as in Propositions 5 and 6. Having fixed C0 — uniformly over z0 ∈ Q1/2(z̄)— we then
choose ϵ̄q ∈ (0, 1) so small that

ϵ̄q <
1

(C0)6
⇐⇒ C2

0 ϵ̄q < ϵ̄
2/3
q .

Noting first that ϵ̄q ≤ (ϵ̄q)
2/3, under the assumption E3,q ≤ ϵ̄q we in particular see from (3-14) that

L1, L2, L3 ≤ (C0ϵ̄q)
2/3.

18The inequality in fact holds for any q ∈ (2, 6].
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Then, by Proposition 5 with n ∈ {2, 3} we have

R3, R4 ≤
1
2C0(max{L3/2

1 , L3/2
2 , L3/2

3 } + ϵ̄q) (by (3-10))

≤
1
2C0(C0 + 1)ϵ̄q ≤ C2

0 ϵ̄q < ϵ̄
2/3
q

which implies due to Proposition 6 with n = 4 and k0 = 3 that

L4 ≤ CB((2αq − 1)−1 max{R3, R4} + E2/3
3,q + (1 + 3 · 215)E3,q) (by (3-11))

≤ (C0ϵ̄q)
2/3.

Then in turn, Proposition 5 with n = 4 gives

L1, L2, L3, L4 ≤ (C0ϵ̄q)
2/3

H⇒ R5 < ϵ̄
2/3
q (by (3-10)),

from which Proposition 6 with n = 5 and, again, k0 = 3 gives

R3, R4, R5 < ϵ̄
2/3
q H⇒ L5 ≤ (C0ϵ̄q)

2/3 (by (3-11)),

and continuing we see by induction that Proposition 5 and Proposition 6 (with k0 = 3 fixed throughout)
imply that

Rn(z0) < ϵ̄
2/3
q and Ln(z0)≤ (C0ϵ̄q)

2/3 for all n ≥ 3.

This, in turn, implies (for example) that (see, e.g., [Wheeden and Zygmund 1977, Theorem 7.16])

|u(z0)|
3
+ |∇d(z0)|

3
≤ ϵ̄2/3

q

for all Lebesgue points z0 ∈ Q1/2(z̄) of |u|
3
+ |∇d|

3 which implies the L∞ statement, and Lemma 4 is
proved. □

Lemma 4 will be used to prove the first assertion in Theorem 1 as well as the next lemma, which in
turn will be used to prove the second assertion in Theorem 1.

Lemma 7 (Ḣ 1 ϵ-regularity; cf. [Lin and Liu 1996, Theorem 3.1; Caffarelli et al. 1982, Proposition 2]).
Fix any C ∈ (0,∞) and ḡ ∈ [1,∞). For each σ ∈ (5, 6), there exists a small constant ϵσ = ϵσ (C, ḡ) > 0
such that the following holds. Fix �T := �× (0, T ) as in Theorem 1, and suppose u, d and p satisfy
assumptions (1-9)–(1-13). If (recall (3-1))

lim sup
r↘0

1
r2+σ/2

∫∫
Q∗

r (z0)

|d|
σ (|u|

3
+ |∇d|

3)1−σ/6 dz ≤ ḡ (3-15)

and

lim sup
r↘0

1
r

∫∫
Q∗

r (z0)

(|∇u|
2
+ |∇

2d|
2) dz ≤ ϵσ , (3-16)

for some z0 ∈�T , then z0 is a regular point, i.e., |u| and |∇d| are essentially bounded in some neighbor-
hood of z0.
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For the proof of Lemma 7, for z0 = (x0, t0) ∈ �T and for r > 0 sufficiently small, we define Az0 ,
Bz0 , Cz0 , Dz0 , Ez0 , Fz0 (cf. [Lin and Liu 1996, (3.3)]) and Gq,z0 using the cylinders Q∗

r (z0)— whose
centers z0 are in the interior, see (3-1) — by

Az0(r) :=
1
r

ess sup
t∈I ∗

r (t0)

∫
Br (x0)

(|u(t)|2 + |∇d(t)|2) dx, Bz0(r) :=
1
r

∫∫
Q∗

r (z0)

(|∇u|
2
+ |∇

2d|
2) dz,

Cz0(r) :=
1
r2

∫∫
Q∗

r (z0)

(|u|
3
+ |∇d|

3) dz, Dz0(r) :=
1
r2

∫∫
Q∗

r (z0)

|p|
3/2 dz,

Ez0(r) :=
1
r2

∫∫
Q∗

r (z0)

|u|
{∣∣|u|

2
− |u|2

r ∣∣ + ∣∣|∇d|
2
− |∇d|2

r ∣∣} dz

where ḡr (t) := −

∫
Br (x0)

g(y, t) dy,

Fz0(r) :=
1
r2

∫∫
Q∗

r (z0)

|u||p| dz, Gq,z0(r) :=
1

r2+q/2

∫∫
Q∗

r (z0)

|d|
q(|u|

3
+ |∇d|

3)1−q/6 dz

(3-17)

(note that G0,z0 ≡ Cz0) and, for q ∈ [0, 6), define

Mq,z0(r) :=
1
2 [Cz0(r)+ G6/(6−q)

q,z0
(r)] + D2

z0
(r)+ E3/2

z0
(r)+ F3/2

z0
(r). (3-18)

The statement in Lemma 7 will follow from Lemma 4 along with the following technical decay estimate
which will be proved in Section 4.

Proposition 8 (decay estimate; cf. [Lin and Liu 1996, Lemma 3.1; Caffarelli et al. 1982, Proposition 3]).
Fix any C ∈ (0,∞). There exists some constant c̄ = c̄(C) > 0 such that the following holds. Fix any
q, σ ∈ R with 2 ≤ q < σ < 6, and define

ασ,q :=
6
σ

·
σ − q
6 − q

∈ (0, 1). (3-19)

If u, d and p satisfy (1-9)–(1-13) for �T as in Theorem 1, and z0 ∈ �T and ρ0 ∈ (0, 1] are such that
Q∗
ρ0
(z0)⊆�T and furthermore

sup
ρ∈(0,ρ0]

Bz0(ρ)≤ 1 and sup
ρ∈(0,ρ0]

Gσ,z0(ρ)≤ ḡ (3-20)

for some finite ḡ ∈ [1,∞), then for any ρ ∈ (0, ρ0] and γ ∈
(
0, 1

4

]
we have

Mq,z0(γρ)≤ c̄ · ḡ6/(6−σ)

[
γ ασ,q/8(Mq,z0 + Mασ,q

q,z0 )+ γ
−15 B3ασ,q/4

z0

2∑
k=0

(M1/2k

q,z0
+ Mασ,q/2k

q,z0 )

]
(ρ). (3-21)

(In fact, in the sum over k in (3-21), one can omit the term with ασ,q when k = 0.)
The key new element in our statement and proof of Proposition 8 (and hence in achieving Lemma 7) is

the fact that, for certain q > 0 (so that Gq,z0 ̸= Cz0 and hence Mq,z0 is notably different from the quantity
found in the standard literature, namely M0,z0), we can still derive an estimate for Mq,z0 of the form (3-21),
with a constant depending only on C , σ and ḡ (and not on q). This is made possible (see Claim 4 and its
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applications in Section 4.4) by the following interpolation-type estimate for the range of the quantities
Gq,z0 (including G0,z0 = Cz0), a simple consequence of Hölder’s inequality:

0 ≤ q ≤ σ ≤ 6 =⇒ Gq,z0(r)≤ Gq/σ
σ,z0
(r)C1−q/σ

z0
(r) for all r > 0. (3-22)

The estimate (3-22) follows by writing

|d|
q(|u|

3
+ |∇d|

3)1−q/6
= [|d|

σ (|u|
3
+ |∇d|

3)1−σ/6
]
q/σ

· (|u|
3
+ |∇d|

3)(σ−q)/σ

and applying Hölder’s inequality with

1 =
q
σ

+
σ − q
σ

to Gq,z0 , and noting that r2+q/2
= [r2+σ/2

]
q/σ

· [r2
]
1−q/σ . In particular, if 0 ≤ q ≤ σ < 6, setting

ασ,q :=

(
1 −

q
σ

)
·

6
6 − q

and βσ,q :=
q
σ

·
6

6 − q
and noting that

βσ,q =
6

6 − σ
· (1 −ασ,q)≤

6
6 − σ

,

we see that

G6/(6−q)
q,z0

(r)
(3-22)
≤ Gβσ,q

σ,z0(r)C
ασ,q
z0 (r)

(3-15)
≤ ḡ6/(6−σ)

· [2Mασ,q
q,z0 (r)] for all r > 0 (3-23)

as long as ḡ ≥ 1; this leads to the constants appearing in (3-21).
Let us now use Proposition 8 and Lemma 4 to prove Lemma 7.

Proof of Lemma 7. Fix any C ∈ (0,∞), σ ∈ (5, 6) and ḡ ∈[1,∞), and fix19 any q = q(σ ) ∈
(
5,min

{
σ, 11

2

})
,

noting that 6/(6−q) < 12 and 2(6−q) > 1; for the chosen q , let ϵ̄q = ϵ̄q(C)∈ (0, 1) be the corresponding
small constant from Lemma 4.

Let us first note the following important consequence of Lemma 4. Fix �T as in Lemma 4 and
z0 := (x0, t0) ∈�T , and suppose that

Mq,z0(r)≤
1
2

(
ϵ̄q

3

)12

(3-24)

for some r ∈ (0, 1] such that Q∗
r (z0)⊆�T . Setting

uz0,r (x, t) := ru(x0 + r x, t0 + r2t),

pz0,r (x, t) := r2 p(x0 + r x, t0 + r2t),

dz0,r (x, t) := d(x0 + r x, t0 + r2t),

(3-25)

a change of variables from z = (x, t) to

(y, s) := (x0 + r x, t0 + r2t) (3-26)

19In the requirement that q ∈ (5,min{σ, q̄}), the choice of q̄ :=
11
2 is somewhat arbitrary and taken only for concreteness;

one could similarly choose any q̄ ∈ (5, 6) and adjust the subsequent constants accordingly.
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implies that∫
Q∗

1(0,0)
(|uz0,r |

3
+ |∇dz0,r |

3
+ |pz0,r |

3/2
+ |dz0,r |

q(|uz0,r |
3
+ |∇dz0,r |

3)1−q/6) dz

= Cz0(r)+ Dz0(r)+ Gq,z0(r)≤

(
ϵ̄q

3

)12

+

(
ϵ̄q

3

)6

+

(
ϵ̄q

3

)2(6−q)

< ϵ̄q .

Since Q∗

1(0, 0)= Q1
(
0, 1

8

)
, it follows20 from assumptions (1-9)–(1-13) that uz0,r , dz0,r and pz0,r satisfy

the assumptions of Lemma 4 with z̄ = (x̄, t̄ ) :=
(
0, 1

8

)
and ρ̄ := r2

∈ (0, 1], with the same constant C
(see footnote 15). Since we have just seen that

E3,q = E3,q(uz0,r , dz0,r , pz0,r , z̄) < ϵ̄q ,

we therefore conclude by Lemma 4 that

|uz0,r (z)|, |∇dz0,r (z)| ≤ ϵ̄2/9
q for a.e. z ∈ Q1/2

(
0, 1

8

)
= B1/2(0)×

(
−

1
8 ,

1
8

)
and hence

|u(y, s)|, |∇d(y, s)| ≤
ϵ̄

2/9
q

r
for a.e. (y, s) ∈ Br/2(x0)×

(
t0 −

1
8r2, t0 +

1
8r2).

In particular, by definition, z0 = (x0, t0) is a regular point, i.e., |u| and |∇d| are essentially bounded in a
neighborhood of z0, so long as (3-24) holds for some sufficiently small r > 0.

In view of this fact, setting

δσ :=
1
2

(
ϵ̄q(σ )

3

)12

and c̄σ := c̄ · ḡ6/(6−σ),

we choose γσ ∈
(
0, 1

4

]
so small that

c̄σγ
ασ,q/8
σ ≤

1
4

(
δ
[1−ασ,q ]

σ

2

)
, (3-27)

where c̄ = c̄(C) is the constant from Proposition 8 and ασ,q is defined as in (3-19); finally, we choose
ϵσ ∈ (0, 1] so small that

c̄σγ−15
σ ϵ

3ασ,q/4
σ ≤

1
4

(
δ
[1−ασ,q/4]

σ

6

)
. (3-28)

If z0 ∈�T is such that (3-15) and (3-16) hold, it implies in particular that there exists some ρ0 ∈ (0, 1]

such that Q∗
ρ0
(z0)⊆�T and, furthermore,

sup
ρ∈(0,ρ0]

Gσ,z0(ρ)≤ ḡ (3-29)

20For example, if one fixes an arbitrary φ ∈ C∞
0 (Q∗

1(0, 0)) and sets φz0,r (x, τ ) := φ((x − x0)/r, (τ − t0)/r2), then
φz0,r ∈ C∞

0 (Q∗
r (z0)) ⊂ C∞

0 (�T ). One can therefore use the test function φz0,r in (1-13), make the change of variables
(ξ, s) := ((x − x0)/r, (τ − t0)/r2), so (x, τ )= (x0 + rξ, t0 + r2s), and divide both sides of the result by r to obtain the local
energy inequality (3-5) for the rescaled functions with ρ̄ = r2 (as all terms scale the same way except for |d|

2
|∇d|

2φz0,r ) and
z̄ =

(
0, 1

8
)
. The other assumptions are straightforward.
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and

sup
ρ∈(0,ρ0]

Bz0(ρ) < ϵσ . (3-30)

It then follows from (3-27), (3-28) and (3-30) — and the facts that ασ,q , δσ ≤ 1 — that

c̄σγ
ασ,q/8
σ

(3-27)
≤

1
4

(
δ
[1−ασ,q ]

σ

2

)
=

1
4

(
min{1, δ[1−ασ,q ]

σ }

2

)
,

and that

c̄σγ−15
σ B3ασ,q/4

z0 (ρ)
(3-30)
≤ c̄σγ−15

σ ϵ
3ασ,q/4
σ

(3-28)
≤

1
4

(
δ
[1−ασ,q/4]

σ

6

)

=
1
4

(
mink∈{0,2}{min{δ

[1−1/2k
]

σ , δ
[1−ασ,q/2k

]

σ }}

6

)
for all ρ ≤ ρ0. Suppose now that z0 is not a regular point. Then we must have

δσ < Mq,z0(ρ) for all ρ ∈ (0, ρ0], (3-31)

or else (3-24) would hold for some r ∈ (0, ρ0] which would imply that z0 is a regular point as we
established above using Lemma 4.

In view of (3-29) and (3-30) — so that in particular (3-20) holds, as we chose ϵσ ≤ 1 — we conclude
by the estimate (3-21) of Proposition 8 (along with (3-27), (3-28), (3-30), (3-31) and our calculations
above) that

Mq,z0(γσρ)≤
1
2 Mq,z0(ρ) for all ρ ∈ (0, ρ0]

for any z0 which is not a regular point. However, since γ k
σ ρ0 ∈ (0, ρ0] for any k ∈ N, by iterating the

estimate above we would conclude for such z0 that

Mq,z0(γ
n
σ ρ0)≤

1
2

Mq,z0(γ
n−1
σ ρ0)≤

1
22 Mq,z0(γ

n−2
σ ρ0)≤ · · · ≤

1
2n Mq,z0(ρ0) < δσ

for a sufficiently large n ∈ N which contradicts (3-31) (with ρ = γ n
σ ρ0), and hence contradicts our

assumption that z0 is not a regular point. Therefore z0 must indeed be regular whenever (3-29) and (3-30)
hold for our choice of ϵσ , which proves Lemma 7. □

In order to prove Theorem 1, we now prove the following general lemma, from which Lemma 4
and Lemma 7 will have various consequences (including Theorem 1 as well as various other historical
results, which we point out for the reader’s interest). As a motivation, note first that, for r > 0 and
z1 := (x1, t1) ∈ R3

× R, according to the notation in (3-25) a change of variables gives∫
Q∗

1(0,0)
|uz1,r |

q
+ |pz1,r |

q/2
=

1
r5−q

∫
Q∗

r (x1,t1)
|u|

q
+ |p|

q/2,∫
Q∗

1(0,0)
|∇uz1,r |

q
=

1
r5−2q

∫
Q∗

r (x1,t1)
|∇u|

q
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and ∫
Q∗

1(0,0)
|dz1,r |

q
|∇dz1,r |

3(1−q/6)
=

1
r2+q/2

∫
Q∗

r (x1,t1)
|d|

q
|∇d|

3(1−q/6) (3-32)

for any q ∈ [1,∞).

Lemma 9. Fix any open and bounded �⋐ R3, T ∈ (0,∞), k ≥ 0 and Ck > 0, and suppose further that
S ⊆�T :=�× (0, T ) and that U :�T → [0,∞] is a nonnegative Lebesgue-measurable function such
that the following property holds in general:

(x0, t0) ∈ S =⇒ lim sup
r↘0

1
r k

∫
Q∗

r (x0,t0)
U dz ≥ Ck . (3-33)

If , furthermore,
U ∈ L1(�T ), (3-34)

then (recall Definition 2) Pk(S) <∞ (and hence the parabolic Hausdorff dimension of S is at most k)
with the explicit estimate

Pk(S)≤
55

Ck

∫
�T

U dz; (3-35)

moreover, if k = 5, then

µ(S)≤
4π
3

P5(S)≤
55

· 4π
3C5

∫
�T

U dz (3-36)

where µ is the Lebesgue outer measure, and if k < 5, then in fact Pk(S)= µ(S)= 0.

Before proving Lemma 9, let us first use it along with Lemma 4 and Lemma 7 to prove Theorem 1.

Proof of Theorem 1. First note that for any r > 0 and z1 := (x1, t1) ∈ R3
× R such that Qr (z1) ⊆ �T ,

it follows (as in the proof of Lemma 7) that, according to the definitions in (3-25), the rescaled triple
(uz1,r , dz1,r , pz1,r ) satisfies the conditions of Lemma 4 with z̄ := (0, 0) and ρ̄ := r2. Therefore if q ∈ (5, 6]

and
1
r2

∫
Qr (x1,t1)

|u|
3
+ |∇d|

3
+ |p|

3/2
+

1
r2+q/2

∫
Qr (x1,t1)

|d|
q
|∇d|

3(1−q/6)

=

∫
Q1(0,0)

|uz1,r |
3
+ |∇dz1,r |

3
+ |pz1,r |

3/2
+ |dz1,r |

q
|∇dz1,r |

3(1−q/6) < ϵ̄q (3-37)

(with ϵ̄q = ϵq(C) as in Lemma 4), it follows that |uz1,r |, |∇dz1,r | ≤ C on Q1/2(0, 0) for some C > 0,
and hence |u|, |∇d| ≤ C/r on Qr/2(x1, t1); in particular, every interior point of Qr/2(x1, t1) is a regular
point, assuming (3-37) holds. Therefore, taking z0 := (x0, t0) such that

Qr/2(x1, t1)= Q∗

r/2(x0, t0),

(so x0 = x1 and t0 is slightly lower than t1 so that (x0, t0) is in the interior of the cylinder Qr/2(x1, t1)) and
letting S ⊂�T be the singular set of the solution (u, d, p), we see (in particular) that, since r2+q/2 < r2

for r < 1,

(x0, t0) ∈ S
q ∈ (5, 6]

}
=⇒ lim sup

r↘0

1
r2+q/2

∫
Q∗

r (x0,t0)
|u|

3
+ |∇d|

3
+ |p|

3/2
+ |d|

q
|∇d|

3(1−q/6)
≥ ϵ̄q (3-38)
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(in fact, (3-38) must hold with lim inf instead of lim sup). Therefore, since (1-9) and (1-10) imply that

|u|
3
+ |∇d|

3
+ |p|

3/2
+ |d|

q
|∇d|

3(1−q/6)
∈ L1(�T ) (3-39)

(for T <∞), we may apply Lemma 9 — it is not hard to see, by using a suitable covering argument, that
without loss of generality we can assume� is bounded — with U :=|u|

3
+|∇d|

3
+|p|

3/2
+|d|

q
|∇d|

3(1−q/6),
k = 2 +

1
2q and Ck := ϵ̄q to see

(
setting δ :=

1
2(q − 5) ∈

(
0, 1

2

)
⇐⇒ 5< q < 6 with 2 +

1
2q =

9
2 + δ

)
that

P9/2+δ(S)= 0 for any δ ∈
(
0, 1

2

)
.

Before continuing with the proof of Theorem 1, we describe some intermediate results (using only
Lemma 4), with historical relevance, for the interest of the reader:

Suppose that (1-14) holds for some σ ∈ (5, 6) which we now fix. We further fix any q ∈ (5, σ ), and
choose γσ,q > 0 small enough that

γ 1−q/σ
σ,q (γ q/σ

σ,q + (gσ )q/σ ) < ϵ̄q .

As in the proof of (3-22), Hölder’s inequality (along with (3-32)) implies that∫
Q1(0,0)

|dz1,r |
q
|∇dz1,r |

3(1−q/6)
≤ (gσ )q/σ

(∫
Q1(0,0)

|∇dz1,r |
3
)1−q/σ

,

so that if

1
r2

∫
Qr (x1,t1)

|u|
3
+ |∇d|

3
+ |p|

3/2
=

∫
Q1(0,0)

|uz1,r |
3
+ |∇dz1,r |

3
+ |pz1,r |

3/2 < γσ,q , (3-40)

it follows that ∫
Q1(0,0)

|uz1,r |
3
+ |∇dz1,r |

3
+ |pz1,r |

3/2
+ |dz1,r |

q
|∇dz1,r |

3(1−q/6) < ϵ̄q

and hence (x0, t0) /∈ S for (x0, t0) as above.
Therefore under the general assumption (1-14) with σ ∈ (5, 6), there exists γσ >0 (e.g., γσ :=γσ,(5+σ)/2)

such that

(x0, t0) ∈ S =⇒ lim sup
r↘0

1
r2

∫
Q∗

r (x0,t0)
|u|

3
+ |∇d|

3
+ |p|

3/2
≥ γσ . (3-41)

Therefore, as long as
(u,∇d, p) ∈ L3(�T )× L3(�T )× L3/2(�T ), (3-42)

we may apply Lemma 9 with U := |u|
3
+|∇d|

3
+|p|

3/2, k = 2 and Ck := γσ to see (similar to Scheffer’s
result [1977]) that

P2(S)= 0.

On the other hand, we know slightly more than (3-42). The assumptions on u and d in (1-9) imply
(for example, by (2-18) with α =

3
5 , along with Sobolev embedding) that u, ∇d ∈ L10/3(�T ). Suppose

we also knew (as in the case when �= R3) that p ∈ L5/3(�T )— which essentially follows from (1-9)
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and (1-12), see [Lin and Liu 1996, Theorem 2.5]. Then (3-34) holds with U := |u|
10/3

+|∇d|
10/3

+|p|
5/3,

and moreover Hölder’s inequality implies that(
1
r2

∫
Q∗

r (z0)

|u|
3
+ |∇d|

3
+ |p|

3/2
)10/9

≤ 210/9
|Q1|

1/9
(

1
r5/3

∫
Q∗

r (z0)

|u|
10/3

+ |∇d|
10/3

+ |p|
5/3

)
(|Q1| is the Lebesgue measure of the unit parabolic cylinder). In view of (3-41), one could therefore
apply Lemma 9 with

U := |u|
10/3

+ |∇d|
10/3

+ |p|
5/3, k =

5
3 and Ck =

γσ
10/9

210/9|Q1|1/9

to deduce (similar to Scheffer’s result [1980]) that

P5/3(S)= 0.

All of the above follows from Lemma 4 alone. We will now show that Lemma 7 allows one — under
assumption (1-14) for some σ ∈ (5, 6), and even if p /∈ L5/3(�T )— to further decrease the dimension of
the parabolic Hausdorff measure, with respect to which the singular set has measure zero, from 5

3 to 1.
This was essentially the most significant contribution of [Caffarelli et al. 1982] in the Navier–Stokes
setting d ≡ 0.

Let us now proceed with the proof of the second assertion in Theorem 1. Suppose d satisfies (1-14)
for some σ ∈ (5, 6). Taking ϵσ = ϵσ (C, gσ ) > 0 as in Lemma 7 with ḡ := gσ , we see from (3-16) that

(x0, t0) ∈ S =⇒ lim sup
r↘0

1
r

∫
Q∗

r (x0,t0)
(|∇u|

2
+ |∇

2d|
2)≥ ϵσ ,

so that (3-33) holds with U := |∇u|
2
+ |∇

2d|
2 and k = 1. The second assumption in (1-9) implies that

(3-34) holds as well with U := |∇u|
2
+ |∇

2d|
2. Therefore Lemma 9 with U := |∇u|

2
+ |∇

2d|
2, k = 1

and Ck = ϵσ implies that

P1(S)= 0.

This completes the proof of Theorem 1 (assuming Lemma 9). □

Proof of Lemma 9. Fix any δ > 0, and any open set V such that

S ⊆ V ⊆�× (0, T ). (3-43)

For each z := (x, t) ∈ S, by (3-33) we can choose rz ∈ (0, δ) sufficiently small so that Q∗
rz
(z)⊂ V and

1
r k

z

∫
Q∗

rz (z)
U ≥ Ck . (3-44)

By a Vitalli covering argument, see [Caffarelli et al. 1982, Lemma 6.1], there exists a sequence (z j )
∞

j=1 ⊆S
such that

S ⊆

∞⋃
j=1

Q∗

5rz j
(z j ) (3-45)
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and such that the set of cylinders {Q∗
rz j
(z j )} j are pairwise disjoint. We therefore see from (3-44) that

∞∑
j=1

r k
z j

≤
1

Ck

∞∑
j=1

∫
Q∗

rz j
(z j )

U ≤
1

Ck

∫
V

U ≤
1

Ck

∫
�T

U (3-46)

which is finite (and uniformly bounded in δ) by (3-34). Note that according to Definition 2 of the parabolic
Hausdorff measure Pk, (3-46) implies

Pk(S)≤
5k

Ck

∫
V

U ≤
5k

Ck

∫
�T

U (3-47)

which establishes (3-35).
Let us now assume that k ≤ 5. Letting µ be the Lebesgue (outer) measure, note that

µ(Q∗

5rz j
)≤ |B1|(5rz j )

5

so that

µ(S)
(3-45)
≤ |B1|

∞∑
j=1

(5rz j )
5
≤ 55

|B1|δ
5−k

∞∑
j=1

r k
z j

(3-46)
≤ δ5−k 55

|B1|

Ck

∫
�T

U, (3-48)

since we have chosen rz < δ for all z ∈ S. If k = 5, (3-48) along with Definition 2 gives the explicit
estimate (3-36) on µ(S). If k < 5, since δ > 0 was arbitrary, sending δ → 0 we conclude (by (3-34)) that
µ(S)= 0 and hence S is Lebesgue measurable with Lebesgue measure zero. We may therefore take V to
be an open set such that µ(V ) is arbitrarily small but so that (3-43) still holds, and deduce that Pk(S)= 0
by (3-34) and (3-47). □

4. Proofs of technical propositions

In order to prove Proposition 5 as well as Proposition 8, we will require certain local decompositions of
the pressure (cf. [Caffarelli et al. 1982, (2.15)]) as follows:

4.1. Localization of the pressure.

Claim 1. Fix open sets �1 ⋐�2 ⋐�⊂ R3 and ψ ∈ C∞

0 (�2; R) with ψ ≡ 1 on �1. Let

Gx(y) :=
1

4π
1

|x − y|
(4-1)

be the fundamental solution of −1 in R3 so that, in particular,

∇Gx
∈ Lq(�2) for any q ∈

[
1, 3

2

)
for any fixed x ∈ R3, and set

Gx
ψ,1: = −Gx

∇ψ,

Gx
ψ,2: = 2∇Gx

· ∇ψ + Gx1ψ,

Gx
ψ,3: = ∇Gx

⊗ ∇ψ + ∇ψ ⊗ ∇Gx
+ Gx

∇
2ψ,
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so that
Gx
ψ,1,Gx

ψ,2,Gx
ψ,3 ∈ C∞

0 (�2) for any fixed x ∈�1.

Suppose 5 ∈ C2(�; R), v ∈ C1(�; R3) and K ∈ C2(�; R3×3). If

−15= ∇ · v in �, (4-2)

then for any x ∈�1,

5(x)= −

∫
∇Gx

· vψ +

∫
Gx
ψ,1 · v+

∫
Gx
ψ,25. (4-3)

Similarly, if
−15= ∇ · (∇T

· K ) in �, (4-4)

then for any x ∈�1,

5(x)= S[ψK ](x)+
∫

Gx
ψ,3 : K +

∫
Gx
ψ,25, (4-5)

where

S[K̃ ](x) := ∇x ·

(
∇

T
x ·

∫
Gx K̃

)
=

∫
Gx

∇ · (∇T
· K̃ ) for all K̃ ∈ C2

0(�2; R3×3);

in particular (noting ∇
2Gx /∈ L1

loc), S : [Lq(�2)]
3×3

→ Lq(�2) for any q ∈ (1,∞) is a bounded, linear
Calderón–Zygmund operator.

Remark 10. We note, therefore, that under the assumptions (1-9), (1-10) and (1-12), by suitable regu-
larizations one can see that for almost every fixed t ∈ (0, T ), (4-3) and (4-5) hold for a.e. x ∈�1 with
5 := p( · , t), K := J ( · , t) and v := ∇

T
· J ( · , t), where

J := u ⊗ u + ∇d ⊙ ∇d.

Indeed, under the assumptions (1-9), we have u,∇d ∈ L10/3(�T ) so that (omitting the x-dependence)

J (t) ∈ L5/3(�) for a.e. t ∈ (0, T ). (4-6)

Moreover, since u,∇d ∈ L∞(0, T ; L2(�))∩ L10/3(�T ) and ∇u,∇2d ∈ L2(�T ), we have

∇
T

· J ∈ L2(0, T ; L1(�))∩ L5/4(�T )

so that
∇

T
· J (t) ∈ L1(�)∩ L5/4(�) for a.e. t ∈ (0, T ). (4-7)

Finally, (1-10) implies that
p(t) ∈ L3/2(�) for a.e. t ∈ (0, T ). (4-8)

Fix now any t ∈ (0, T ) such that the inclusions in (4-6)–(4-8) hold. Since Gx
ψ, j ∈C∞

0 for x ∈�1, the terms in
(4-3) and (4-5) containing Gx

ψ, j are all well defined for every x ∈�1 since J (t), ∇T
· J (t), p(t)∈ L1

loc(�).
The term in (4-3) containing ∇Gx is in Lr

x(�2) for any r ∈
[
1, 15

7

)
by Young’s convolution inequality (since

�2 is bounded), so that term is well defined for a.e. x ∈�2. Indeed, for R > 0 such that �2 ⊆ BR/2(x0)
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for some x0 ∈ R3, we have x − y ∈ BR := BR(0) for all x, y ∈�2. Setting G(y) := G0(y) and letting χBR

be the indicator function of BR , since ψ is supported in �2 we therefore have

−

∫
∇Gx

· vψ = [([∇G]χBR ) ∗ (vψ)](x)

for all x ∈�2. Therefore∥∥∥∥∫
∇Gx

· vψ

∥∥∥∥
Lr

x (�2)

≤ ∥([∇G]χBR ) ∗ vψ∥Lr (R3)

≤ ∥[∇G]χBR ∥Lq (R3)∥vψ∥Ls(R3) = ∥∇G∥Lq (BR)∥vψ∥Ls(�2) <∞

by Young’s inequality for any q ∈
[
1, 3

2

)
, s ∈

[
1, 5

4

)
and r such that 1+

1
r =

1
q +

1
s

(
note that 2

3 +
4
5 −1 =

7
15

)
.

Finally, S[ψ J (t)] ∈ L5/3(�2) by the Calderón–Zygmund estimates
(
as 1< 5

3 <∞
)

so again that term is
defined for a.e. x ∈�2.

Regularizing the linear equation (1-12) using a standard spatial mollifier at any t ∈ (0, T ) where (1-12)
holds in D′(�) and where the inclusions in (4-6)–(4-8) hold, applying Claim 1 and passing to limits gives
the almost-everywhere convergence (after passing to a suitable subsequence) due, in particular, to the
boundedness of the linear operator S on L5/3(�2).

Proof of Claim 1. Since (extending 5 by zero outside of �) ψ5 ∈ C2
0(R

3), by the classical representation
formula, see, e.g., [Gilbarg and Trudinger 1983, (2.17)], for any x ∈ R3 we have

ψ(x)5(x)= −

∫
Gx1(ψ5)= −

∫
Gx(ψ15+ 2∇ψ · ∇5+51ψ). (4-9)

In particular, for a fixed x ∈ �1 where ψ ≡ 1, we have Gx
∇ψ ∈ C∞

0 (R
3) so that integrating by parts

in (4-9) we see that

5(x)=

∫
Gxψ(−15)+

∫
Gx
ψ,25. (4-10)

If (4-2) holds, then by (4-10) we have

5(x)=

∫
Gxψ∇ · v+

∫
Gx
ψ,25 (4-11)

for any x ∈�1. One can then carefully integrate by parts once in the first term of (4-11) as follows: for a
small ϵ > 0,∫

|y−x |>ϵ

Gxψ∇ · v dy = −

∫
|y−x |>ϵ

[∇(Gxψ)] · v dy +
1

4πϵ

∫
|y−x |=ϵ

ψv · νy d Sy︸ ︷︷ ︸
=O(ϵ2)

and since the second term vanishes as ϵ → 0 due to the fact that |∂Bϵ(x)| ≲ ϵ2, we conclude (since
∇Gx

∈ L1
loc) that ∫

Gxψ∇ · v = −

∫
[∇(Gxψ)] · v = −

∫
∇Gx

· vψ +

∫
Gx
ψ,1 · v

which, along with (4-11), implies (4-3) for any x ∈�1.
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On the other hand, if (4-4) holds, then by (4-10) we have

5(x)=

∫
Gxψ∇ · (∇T

· K )+
∫

Gx
ψ,25 (4-12)

and one can write

∇ · (∇T
· (ψK ))= [∇

2ψ]
T

: K + ∇
Tψ · [∇ · K ] +∇ψ · [∇

T
· K ] +ψ∇ · (∇T

· K )

so that (as ∇
2ψ = ∇

T (∇ψ)= ∇(∇Tψ)= [∇
2ψ]

T since ψ ∈ C2)∫
Gx

[ψ∇ · (∇T
· K )]

=

∫
Gx

[∇ · (∇T
· (ψK ))] −

∫
Gx

[∇
2ψ : K ] −

∫
([Gx

∇
Tψ] · [∇ · K ] + [Gx

∇ψ] · [∇
T

· K ]).

Since Gx
∇ψ ∈ C∞

0 for x ∈�1, one can again integrate by parts in the final term to obtain

5(x)=

∫
Gx

[∇ · (∇T
· (ψK ))] +

∫
Gx
ψ,3 : K +

∫
Gx
ψ,25

for x ∈�1 in view of (4-12). Moreover, since ψK ∈ C2
0 and Gx

∈ L1
loc, as usual for convolutions one can

change variables to obtain∫
Gx

∇ · (∇T
· (ψK ))=

[
∇x ·

(
∇

T
x ·

∫
GxψK

)]
(x)=: S[ψK ](x)

which gives us (4-5) for any x ∈�1, where S (see, e.g., [Gilbarg and Trudinger 1983, Theorem 9.9]) is
a singular integral operator as claimed. (Note that ∇

2Gx /∈ L1
loc so that one cannot simply integrate by

parts twice in this term putting all derivatives on Gx , but
∫

GxψK is the Newtonian potential of ψK
which can be twice differentiated in various senses depending on the regularity of K .) □

4.2. Proof of Proposition 5. In what follows, for O ⊆ R3 and I ⊆ R, we will use the notation

∥ · ∥q;O := ∥ · ∥Lq (O), ∥ · ∥s;I := ∥ · ∥Ls(I ), ∥ · ∥q,s;O×I := ∥ · ∥Ls(I ;Lq (O)) =
∥∥∥ · ∥Lq (O)

∥∥
Ls(I )

and we will abbreviate by writing

∥ · ∥q;O×I := ∥ · ∥q,q;O×I = ∥ · ∥Lq (O×I ).

We first note some simple inequalities. Letting Br ⊂ R3 be a ball of radius r > 0, from the embedding
W 1,2(B1) ↪→ L6(B1) applied to functions of the form gr (x)= g(r x)— or suitably shifted, if the ball is
not centered as zero — we obtain

∥gr∥6;B1 ≲ ∥gr∥2;B1 + ∥∇gr∥2;B1 = ∥gr∥2;B1 + r∥(∇g)r∥2;B1

whereupon — noting by a simple change of variables that

∥gr∥q;B1 = r−3/q
∥g∥q;Br
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for any q ∈ [1,∞)— we obtain for any ball Br of radius r > 0 and any g that

∥g∥6;Br ≲
1
r
∥g∥2;Br + ∥∇g∥2;Br (4-13)

where the constant is independent of r as well as the center of Br . Next, for any v(x, t), using Hölder’s
inequality to interpolate between L2 and L6 we have

∥v(t)∥3;Br ≤ ∥v(t)∥1/2
2;Br

∥v(t)∥1/2
6;Br

(4-13)
≲ r−1/2

∥v(t)∥2;Br + ∥v(t)∥1/2
2;Br

∥∇v(t)∥1/2
2;Br

. (4-14)

Then for Ir ⊂ R with |Ir | = r2 and Qr := Br × Ir , Hölder’s inequality in the t variable gives

∥v∥3;Qr ≲ r−1/2
|Ir |

1/3
∥v∥2,∞;Qr + ∥v∥

1/2
2,∞;Qr

(|Ir |
1/6

∥∇v∥2;Qr )
1/2

so that
r−1/6

∥v∥3;Qr ≲ ∥v∥2,∞;Qr + ∥v∥
1/2
2,∞;Qr

∥∇v∥
1/2
2;Qr

≲ ∥v∥2,∞;Qr + ∥∇v∥2;Qr

(the first of which is sometimes called the multiplicative inequality) with a constant independent of r .
From these, noting that |Br | ∼ r3 and |Qr | ∼ r5, it follows easily that, for example,

−

∫
−

∫
Qn

|v|3 dz ≲
(

ess sup
t∈I n

−

∫
Bn

|v(t)|2 dx
)3/2

+

(∫
I n

−

∫
Bn

|∇v|2 dx dt
)3/2

. (4-15)

Note also that a similar scaling argument applied to Poincaré’s inequality gives the estimate

∥g − gBr ∥q;Br ≲ r∥∇g∥q;Br ∼ |Br |
1/3

∥∇g∥q;Br (4-16)

for any r > 0 and q ∈ [1,∞], where gO is the average of g in O for any O ⊂ R3 with |O| <∞. Note
finally that a simple application of Hölder’s inequality gives

∥gO∥q;O ≤ ∥g∥q;O. (4-17)

Proceeding now with the proof, fix some φ̃ ∈ C∞

0 (R
3) such that

φ̃ ≡ 1 in Br2(0)= B1/4(0) and supp(φ̃)⊆ Br1(0)= B1/2(0).

Now fix z̄ = (x̄, t̄ ) ∈ R3
× R and z0 = (x0, t0) ∈ Q1/2(z̄), define Bk , I k and Qk by (3-7) for this z0 and

define φ by φ(x) := φ̃(x − x0). So

φ ≡ 1 in B2
= B1/4(x0) and supp(φ)⊆ B1

= B1/2(x0)⊂ B1(x̄),

since x0 ∈ B1/2(x̄). The following estimates will clearly depend only on φ̃, i.e., constants will be uniform
for all z0 ∈ Q1/2(z̄).

First, applying (4-15) to v ∈ {u,∇d} and recalling (3-8) we see that

1
r5

n
(∥u∥

3
3;Qn + ∥∇d∥

3
3;Qn )≲ −

∫
−

∫
Qn
(|u|

3
+ |∇d|

3) dz
(4-15)
≲ L3/2

n (4-18)

for any n, with a constant independent of n. In particular, for any n we have the estimate

∥u∥3;Qn + ∥∇d∥3;Qn ≲ r5/3
n L1/2

n . (4-19)
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Next, by Claim 1 and Remark 10 with ψ := φ, �2 := B1 and �1 := B2, noting that p ≡ φp on
Q2

= Q1/4(z0)= B1/4(x0)×
(
t0 −

(1
4

)2
, t0

)
, as in (4-5) we have

p(x, t)

= S[φ J (t)](x)+
∫

B1\B2
(2∇Gx

⊗σ∇φ+Gx
∇

2φ) : J (t) dy+

∫
B1\B2

(2∇Gx
·∇φ+Gx1φ)p(t) dy, (4-20)

at almost every (x, t) ∈ Q2, where
J := u ⊗ u + ∇d ⊙ ∇d, (4-21)

2a ⊗σ b := a ⊗ b + b ⊗ a and the operator S consisting of second derivatives of the Newtonian potential
given by

S[K̃ ](x) := ∇x ·

(
∇

T
x ·

∫
B1

Gx K̃
)

for K̃ ∈ Lq(B1) is a bounded linear Calderón–Zygmund operator on Lq(B1) for 1<q<∞. Hence for any
n ∈ N, denoting by χn the indicator function for the set Bn

= B2−n (x0) and splitting φ = χnφ+ (1−χn)φ

in the first term of (4-20), we can write

p = p1,n
+ p2,n

+ p3,n
≡ p1,n

+ p2,n
+ p3,

where, for almost every (x, t) ∈ Q2,

p(x, t)= S[χnφ J (t)](x)︸ ︷︷ ︸
=:p1,n(x,t)

+ S[(1 −χn)φ J (t)](x)︸ ︷︷ ︸
=:p2,n(x,t)

+

∫
B1\B2

(2∇Gx
⊗σ ∇φ+ Gx

∇
2φ) : J (t) dy +

∫
B1\B2

(2∇Gx
· ∇φ+ Gx1φ)p(t) dy︸ ︷︷ ︸

=:p3,n(x,t)≡p3(x,t)

(where the last term is clearly independent of n, but we keep the notation p3,n for convenience).
Note first that, by the classical Calderón–Zygmund estimates, there is a universal constant Ccz > 0

such that, for all n ∈ N, we have

∥p1,n(t)∥3/2;Bn+1 ≤ Ccz∥χnφ J (t)∥3/2;R3 ≤ Ccz∥φ̃∥∞;R3∥J (t)∥3/2;Bn . (4-22)

Next, since the appearance of ∇φ in p3 exactly cuts off a neighborhood of the singularity of Gx (see (4-1))
uniformly for all x ∈ B1/8(x0)— as we integrate over |x0 − y| ≥

1
4 , hence |x − y| ≥

1
8 — we see that

p3,n( · , t) ∈ C∞(B1/8(x0)) for t ∈ I1/8(t0) with, in particular,

∥∇x p3,n(t)∥∞;Bn+1
(n≥2)
≤ ∥∇x p3,n(t)∥∞;B1/8(x0) ≤ c(φ̃)(∥J (t)∥1;B1 + ∥p(t)∥1;B1). (4-23)

In the term p2,n, the singularity coming from Gx is also isolated due to the appearance of χn , but it is no
longer uniform in n so we must be more careful. As we are integrating over a region which avoids a neigh-
borhood of the singularity at y = x of Gx, we can pass the derivatives in S under the integral sign to write

∇x p2,n(x, t)=

∫
B1\Bn

∇x [(∇
2
x Gx)T : φ J (t)] dy =

n−1∑
k=1

∫
Bk\Bk+1

∇x [(∇
2
x Gx)T : φ J (t)] dy
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and note, in view of (4-1), that

|∇
3
x Gx(y)| ≲

1
|x − y|4

≤ (2k+2)4 ≲
2k

|Bk |
for all x ∈ Bk+2, y ∈ (Bk+1)c.

Therefore, since

Bn+1
= B(n−1)+2

⊆ Bk+2 for 1 ≤ k ≤ n − 1,

we see that

∥∇x p2,n( · , t)∥∞,Bn+1 ≲ c(φ̃)
n−1∑
k=1

2k
−

∫
Bk

|J (y, t)| dy (4-24)

for all t ∈ I1/8(t0).
Now, recalling the notation

f̄k(t) := −

∫
Bk

f (x, t) dx

for a function f (x, t) and k ∈ N, for any t ∈ I 2
=

(
t0 −

( 1
4

)2
, t0

)
and n ≥ 2, we estimate∫

Bn+1
|u(x, t)||p(x, t)− p̄n+1(t)| dx

≤

3∑
j=1

∫
Bn+1

|u(x, t)||p j,n(x, t)− p̄ j,n
n+1(t)| dx

≤ ∥u( · , t)∥3;Bn+1

3∑
j=1

∥p j,n( · , t)− p̄ j,n
n+1(t)∥3/2;Bn+1

≲ ∥u(t)∥3;Bn+1

(
∥p1,n(t)∥3/2;Bn+1 + |Bn+1

|

3∑
j=2

∥∇ p j,n(t)∥∞;Bn+1

)
(by (4-16), (4-17) and Hölder)

≲ ∥u(t)∥3;Bn+1

(
∥J (t)∥3/2;Bn + r3

n+1

{( n−1∑
k=1

2k
−

∫
Bk

|J (t)| dy
)

+ ∥J (t)∥3/2;B1 + ∥p(t)∥3/2;B1

})
, (4-25)

where the last inequality follows from (4-22)–(4-24) and Hölder’s inequality. Note further that, setting

LJ,k :=

∥∥∥∥−

∫
Bk

|J (t)| dy
∥∥∥∥

L∞
t (I k)

, (4-26)

we have ∥∥∥∥n−1∑
k=1

2k
−

∫
Bk

|J (t)| dy
∥∥∥∥

L3/2
t (I n+1)

≤ |I n+1
|
2/3( max

1≤k≤n−1
LJ,k

) n−1∑
k=1

2k

≤ r1/3
n+1 max

1≤k≤n−1
LJ,k,

since |I n+1
| = r2

n+1 and
n−1∑
k=1

2k
=

2n
− 2

2 − 1
< 2n

= r−1
n .
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Integrating over t ∈ I n+1 in (4-25), applying Hölder’s inequality in the variable t and recalling by (4-19)
that ∥u∥3;Qn+1 ≲ r5/3

n+1L1/2
n+1, we obtain∫∫

Qn+1
|u||p − pn+1| dz

≲ r5/3
n+1L1/2

n+1

{
∥J∥3/2;Qn + r10/3

n+1 max
1≤k≤n−1

LJ,k + r3
n+1(∥J∥3/2;Q1 + ∥p∥3/2;Q1)

}
. (4-27)

It follows now from (4-21) that

∥J∥3/2;Qk ≤ ∥u∥
2
3;Qk + ∥∇d∥

2
3;Qk

(4-19)
≲ (r5/3

k L1/2
k )2 = r10/3

k Lk (4-28)

and

LJ,k
(4-26)
≤

∥∥∥∥−

∫
Bk
(|u( · )|2 + |∇d( · )|2) dy

∥∥∥∥
∞;I k

≤ Lk . (4-29)

Now from (4-21), (4-27)–(4-29) and the simple fact that 1
2rn = rn+1 ≤ 1 we obtain

r1/3
n+1 −

∫
−

∫
Qn+1

|u||p − p̄n+1| dz ≲ L1/2
n+1

{
r1/3

n+1Ln + r1/3
n+1 max

1≤k≤n−1
Lk + r10/3

1︸︷︷︸
≤1

L1 + ∥p∥3/2;Q1
}

≲ L1/2
n+1

{
max

1≤k≤n
Lk + ∥p∥3/2;Q1

}
.

Since

−

∫
−

∫
Qn+1

(|u|
3
+ |∇d|

3) dz
(4-18)
≲ L3/2

n+1,

adding the previous estimates and recalling (3-8) and (3-9) we have

Rn+1 ≲ L3/2
n+1 + L1/2

n+1

(
max

1≤k≤n
Lk + ∥p∥3/2;Q1

)
(where the constant is universal). This along with (3-13) implies (3-10) and proves Proposition 5. □

4.3. Proof of Proposition 6. For simplicity, take z̄ = z0 = (0, 0), so that (recall (3-7)) Qk
= Qk(0, 0),

etc., as the rest can be obtained by appropriate shifts.
We want to take the test function φ in (3-5) such that φ = φn

:= χψn , where (recall that here
Q1

= Q1(0, 0)= B1/2(0)×
(
−

1
4 , 0

)
so χ will be zero in a neighborhood of the parabolic boundary of Q1)

χ ∈ C∞

0
(
B1/2(0)×

(
−

1
4 ,∞

))
, χ ≡ 1 in Q2, 0 ≤ χ ≤ 1 (4-30)

and

ψn(x, t) :=
1

(r2
n − t)3/2

e−|x |
2/(4(r2

n −t)) for t ≤ 0. (4-31)

Note that the singularity of ψn would naturally be at (x, t)= (0, r2
n ) /∈ Q1, so ψn

∈ C∞(Q1) and we may
extend ψn smoothly to t > 0 (where its values will actually be irrelevant) for each n so that, in particular,
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φn
∈ C∞

0 (B1(0)× (−1,∞)) as required21 in (3-5) with (x̄, t̄ )= (0, 0). Furthermore, we have

∇ψn(x, t)= −
x

2(r2
n − t)

ψn(x, t) and ψn
t +1ψn

≡ 0 in Q1. (4-32)

Note first that for (x, t) ∈ Qn (n ≥ 2), we have

0 ≤ |x | ≤ rn and r2
n ≤ [r2

n − t] ≤ 2r2
n

so that
r3

n = (r2
n )

3/2e0/(8r2
n ) ≤ (r2

n − t)3/2e|x |
2/(4(r2

n −t))
≤ (2r2

n )
3/2er2

n /(4r2
n ) = 23/2e1/4r3

n .

Hence
1

23/2e1/4 ·
1
r3

n
≤ ψn(x, t)≤

1
r3

n
for all (x, t) ∈ Qn (4-33)

and therefore (as r2
n − t > 0)

|∇xψ
n(x, t)| =

|x |

2(r2
n − t)

|ψn(x, t)| ≲
rn

r2
n

·
1
r3

n
=

1
r4

n
for all (x, t) ∈ Qn. (4-34)

Next, note similarly that for 2 ≤ k ≤ n and (x, t) ∈ Qk−1
\ Qk , we have

rk ≤ |x | ≤ rk−1 = 2rk and r2
k ≤ r2

n + r2
k ≤ [r2

n − t] ≤ r2
n + r2

k−1 ≤ 2r2
k−1 = 8r2

k ,

so that

e1/32r3
k = (r2

k )
3/2er2

k /(32r2
k ) ≤ (r2

n − t)3/2e|x |
2/(4(r2

n −t))
≤ (8r2

k )
3/2e(2rk)

2/(4r2
k ) = 29/2er3

k .

Therefore
1

29/2e
·

1
r3

k

≤ ψn(x, t)≤
1

e1/32 ·
1
r3

k

for all (x, t) ∈ Qk−1
\Qk (2 ≤ k ≤ n) (4-35)

and hence, as in (4-34),

|∇xψ
n(x, t)| ≲

rk

r2
k

·
1
r3

k

=
1
r4

k
for all (x, t) ∈ Qk−1

\Qk (2 ≤ k ≤ n). (4-36)

We can therefore estimate (for n ≥ 2 where φn
= ψn in Qn):

1
23/2e1/4 ·

1
r3

n

[
ess sup

I n

∫
Bn
(|u|

2
+|∇d|

2)+

∫∫
Qn
(|∇u|

2
+|∇

2d|
2)

]
(4-33)
≤ ess sup

I n

∫
Bn
(|u|

2
+|∇d|

2)φn
+

∫∫
Qn
(|∇u|

2
+|∇

2d|
2)φn

≤ C
{∫∫

Q1
[(|u|

2
+|∇d|

2)|φn
t +1φn

|+(|u|
3
+|∇d|

3)|∇φn
|+ ρ̄|d|

2
|∇d|

2φn
]+

∫
I 1

∣∣∣∣∫
B1

pu ·∇φn
∣∣∣∣},

where the last inequality follows from (3-5). Note that

φn
t +1φn (4-32)

= ψn(χt +1χ)+ 2∇χ · ∇ψn (4-30)
≡ 0 in Q2

21In (3-5) as well, the values of φ for t > t̄ are actually irrelevant.
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and hence, taking k = 2 in (4-35) and (4-36), we see that

|φn
t +1φn

| ≲
1
r3

2

+
1
r4

2
≲ 1 on Q1, (4-37)

so that ∫∫
Q1
(|u|

2
+ |∇d|

2)|φn
t +1φn

|

(4-37)
≲

∫∫
Q1
(|u|

2
+ |∇d|

2)
(3-6)
≲ E2/3

3,q

by Hölder’s inequality. Note similarly that

|∇φn
| = |χ∇ψn

+ψn
∇χ |

(4-30)
≲ |∇ψn

| + |ψn
| on Q1

so that (since r4
n < r3

n ) (4-33), (4-34) and (4-35), (4-36), respectively, give

|∇φn
| ≲

1
r4

n
on Qn and |∇φn

| ≲
1
r4

k
on Qk−1

\Qk (4-38)

for any n ≥ 2 and 2 ≤ k ≤ n. Therefore

n∑
k=2

∫∫
Qk−1\Qk

(|u|
3
+ |∇d|

3)|∇φn
|

(4-38)
≲

[
max

1≤k≤n−1
(rk)

1−α
−

∫
−

∫
Qk
(|u|

3
+ |∇d|

3)

] n∑
k=2

(rk)
α

and similarly ∫∫
Qn
(|u|

3
+ |∇d|

3)|∇φn
|

(4-38)
≲

[
(rn)

1−α
−

∫
−

∫
Qn
(|u|

3
+ |∇d|

3)

]
(rn)

α

for any α ∈ (0, 1], and we note that

∞∑
k=1

(rk)
α

=

∞∑
k=1

(2−α)k =
1

2α − 1
<∞ for any α > 0. (4-39)

Hence in view of the disjoint union

Q1
=

( n⋃
k=2

Qk−1
\Qk

)
∪ Qn (4-40)

we have, taking α = 1 in (4-39),∫∫
Q1
(|u|

3
+ |∇d|

3)|∇φn
| ≲ max

1≤k≤n
−

∫
−

∫
Qk
(|u|

3
+ |∇d|

3).

Similarly, setting

αq :=
2(q − 5)

q − 2

and noting that αq ∈
(
0, 1

2

]
for q ∈ (5, 6], we have

ρ̄

∫∫
Q1

|d|
2
|∇d|

2φn
≤

2
q

∫∫
Q1

|d|
q
|∇d|

3(1−q/6)︸ ︷︷ ︸
≤E3,q

+

(
1 −

2
q

)∫∫
Q1

|∇d|
3(φn)(5−αq )/3
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uniformly, of course, over ρ̄ ∈ (0, 1]. Since∫∫
Qn

|∇d|
3(φn)(5−αq )/3

(4-33)
≲ (rn)

αq−5
∫∫

Qn
|∇d|

3 ≲ (rn)
αq −

∫
−

∫
Qn

|∇d|
3

(as φn ≲ r−3
n on Qn) for n ≥ 2 and similarly∫∫

Qk\Qk+1
|∇d|

3(φn)(5−αq )/3
(4-35)
≲ (rk)

αq−5
∫∫

Qk
|∇d|

3 ≲ (rk)
αq −

∫
−

∫
Qk

|∇d|
3

(as φn ≲ r−3
k on Qk

\ Qk+1 ) for 1 ≤ k ≤ n − 1, we see that (4-39) with α = αq and (4-40) again give∫∫
Q1

|∇d|
3(φn)(5−αq )/3 ≤ (2αq − 1)−1 max

1≤k≤n
−

∫
−

∫
Qk

|∇d|
3.

We therefore see that

ρ̄

∫∫
Q1

|d|
2
|∇d|

2φn ≲ 2
5

E3,q +
2
3
(2αq − 1)−1 max

1≤k≤n
−

∫
−

∫
Qk

|∇d|
3 with αq :=

2(q − 5)
q − 2

,

uniformly for any ρ̄ ∈ (0, 1] and q ∈ (5, 6].
Putting all of the above together and recalling (3-8), we see that for n ≥ 2 we have

Ln

C
=

1

C

[
ess sup

I n
−

∫
Bn
(|u|

2
+ |∇d|

2)+

∫
I n

−

∫
Bn
(|∇u|

2
+ |∇

2d|
2)

]
≲ E3,q + E2/3

3,q + (2αq − 1)−1 max
1≤k≤n

−

∫
−

∫
Qk
(|u|

3
+ |∇d|

3)+

∫
I 1

∣∣∣∣∫
B1

pu · ∇φn
∣∣∣∣. (4-41)

Furthermore, we claim that for 1 ≤ k0 ≤ n − 1 we have∫
I 1

∣∣∣∣∫
B1

pu · ∇φn
∣∣∣∣ ≲ max

k0≤k≤n

(
r1/3

k −

∫
−

∫
Qk

|p − p̄k ||u|

)
+ k024k0

∫∫
Q1

|p||u|. (4-42)

Assuming this for the moment and continuing, for n ≥ 2, (4-41), (4-42) and Young’s convexity inequality
along with the fact that, for any k1 ≥ 1, we can estimate

max
1≤k≤k1

−

∫
−

∫
Qk
(|u|

3
+ |∇d|

3)≲ k125k1

∫∫
Q1
(|u|

3
+ |∇d|

3)

imply (recalling (3-9)) that

Ln

C
≲ E3,q + E2/3

3,q + (2αq − 1)−1 max
k0≤k≤n

Rk + k025k0

∫∫
Q1

|u|
3
+ |∇d|

3
+ |p|

3/2︸ ︷︷ ︸
≤E3,q

for any k0 ∈ {1, . . . , n − 1}, which proves Proposition 6.
To prove (4-42), we consider additional functions χk (so that χkφ

n
= χkχψ

n) satisfying (recall that
Qk

= Qk(0, 0)= Brk (0)×(−r2
k , 0), so χk will be zero in a neighborhood of the parabolic boundary of Qk)

χk ∈ C∞

0 (Q̃rk ) with Q̃r := Br (0)× (−r2, r2) for r > 0,

χk ≡ 1 in Q̃7rk/8, 0 ≤ χk ≤ 1 and |∇χk | ≲
1
rk

(4-43)
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(χk |{t>0} will again actually be irrelevant) so that in particular (as Q̃rk+2 ⊂ Q̃7rk+1/8 where χk ≡ χk+1 ≡ 1)

supp(χk −χk+1)⊂ Q̃rk \Q̃rk+2 . (4-44)

Then, fixing any n ≥ 2, writing

χ0 = χn +

n−1∑
k=0

(χk −χk+1)

and noting that χ0 ≡ 1 on Q1
= Q1/2(0, 0) ⊂ Q7/8(0, 0) = Q7r0/8(0, 0), we see that for any fixed

k0 ∈ N ∩ [1, n − 1] and at each fixed τ ∈ I 1, we have∫
B1

pu · ∇φn
=

∫
B1

pu · ∇[χ0φ
n
] (by (4-43))

=

∫
B1

pu · ∇[χnφ
n
] +

n−1∑
k=0

∫
B1

pu · ∇[(χk −χk+1)φ
n
]

=

∫
Bn

pu · ∇[χnφ
n
] +

n−1∑
k=0

∫
[Bk\Bk+2]

pu · ∇[(χk −χk+1)φ
n
] (by (4-43), (4-44))

=

∫
Bn
(p − p̄n)u · ∇[χnφ

n
] +

k0−1∑
k=0

∫
[Bk\Bk+2]

pu · ∇[(χk −χk+1)φ
n
]

+

n−1∑
k=k0

∫
[Bk\Bk+2]

(p − p̄k)u · ∇[(χk −χk+1)φ
n
], (4-45)

where the final equality is due to (3-3), and where

p̄k = p̄k(τ )= −

∫
Bk

p(x, τ ) dx .

Note first that (4-35), (4-36) and (4-44) imply (since r j+1 = 2r j for any j) that

|∇[(χk −χk+1)φ
n
]| ≤ |χk −χk+1||∇φ

n
| + |φn

||∇(χk −χk+1)| ≲ r−4
k

on Qk
\ Qk+2

= (Qk
\ Qk+1)∪ (Qk+1

\ Qk+2)

for any k, and similarly

|∇[χnφ
n
]| ≤ |χn||∇φ

n
| + |φn

||∇χn| ≲ r−4
n on Qn.

Therefore we can estimate (recalling again (4-43) and (4-44) when integrating |(4-45)| over τ ∈ I 1)∫
τ∈I 1

∣∣∣∣∫
B1×{τ }

pu · ∇φn
∣∣∣∣ ≲ k024k0

∫∫
Q1

|p||u| +

n∑
k=k0

rk −

∫
−

∫
Qk

|p − p̄k ||u|

which, along with (4-39) with q =
3
2 implies (4-42) for any k0 ∈ [1, n − 1] as desired. □

4.4. Proof of Proposition 8. In this section we prove the technical decay estimate (Proposition 8) used to
prove Lemma 7. In all of what follows, recall the definitions in (3-17) and (3-18) of Az0 , Bz0 , Cz0 , Dz0 ,
Ez0 , Fz0 , Gq,z0 and Mq,z0 . We will require the following three claims which essentially appear in [Lin and
Liu 1996] and which generalize certain lemmas in [Caffarelli et al. 1982]; however we include full proofs
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in order to clarify certain details, and to highlight the role of Gq,z0 (not utilized in [Lin and Liu 1996]) in
Claim 4 which is therefore22 a slightly refined version of what appears in [Lin and Liu 1996].

Claim 2 (general estimates; cf. [Caffarelli et al. 1982, Lemmas 5.1 and 5.2]). There exist constants
c1, c2 > 0 such that for any u and d which have the regularities in (1-9) for �T := �× (0, T ) as in
Theorem 1, the estimates

Cz0(γρ)≤ c1[γ
3 A3/2

z0
+ γ−3 A3/4

z0
B3/4

z0
](ρ) (4-46)

and
Ez0(γρ)≤ c2[C1/3

z0
A1/2

z0
B1/2

z0
](γρ) (4-47)

hold for any z0 ∈ R3+1 and ρ > 0 such that Q∗
ρ(z0)⊆�T and any γ ∈ (0, 1].

Claim 3 (estimates requiring the pressure equation; cf. [Caffarelli et al. 1982, Lemmas 5.3 and 5.4]).
There exist constants c3, c4> 0 such that for any u, d and p which have the regularities in (1-9) and (1-10)
for �T :=�× (0, T ) as in Theorem 1 and which satisfy the pressure equation (1-12), the estimates

Dz0(γρ)≤ c3[γ (Dz0 + A3/4
z0

B3/4
z0

+ C1/2
z0
)+ γ−5 A3/4

z0
B3/2

z0
](ρ) (4-48)

and
Fz0(γρ)≤ c4[γ

1/12(Az0 + D4/3
z0

+ C2/3
z0
)+ γ−10 Az0(B

1/2
z0

+ B2
z0
)](ρ). (4-49)

hold for any z0 ∈ R3+1 and ρ > 0 such that Q∗
ρ(z0)⊆�T and any γ ∈

(
0, 1

2

]
.

The crucial aspect of the estimates (4-46)–(4-49) — which control Mq,z0(γρ)— in proving Lemma 7
(through Proposition 8) is that whenever a negative power of γ appears, there is always a factor of Bz0 as
well, which will be small when proving Lemma 7. Positive powers of γ will similarly be small; in each
term evaluated at ρ (see also (4-52) below), we must have either γ α or Bαz0

for some α > 0.
To complete the proof of Proposition 8, we require the following.

Claim 4 (estimate requiring the local energy inequality; cf. [Caffarelli et al. 1982, Lemma 5.5]). There
exists a constant c5 > 0 such that for any u, d and p which have the regularities in (1-9) and (1-10) for
�T :=�× (0, T ) as in Theorem 1 and such that u satisfies the weak divergence-free property (1-11) and
the local energy inequality (1-13) holds for some constant C ∈ (0,∞), the estimate

Az0

(
ρ

2

)
≤ c5 · C[C2/3

+ E + Fz0 + (1 + [ · ]
2)G4/(6−q)

q + (G2/(6−q)
q + C1/3)B1/2

](ρ) (4-50)

holds for any q ∈ [2, 6) and any z0 ∈ R3+1 and ρ > 0 such that Q∗
ρ(z0)⊆�T .

Postponing the proof of the claims, let us use them to prove the proposition. In all of what follows, we
note the simple facts that, for any ρ > 0 and α ∈ (0, 1],

K ∈ {Az0, Bz0} =⇒ K(αρ)≤ α−1K(ρ),

K ∈ {Cz0, Dz0, Ez0, Fz0} =⇒ K(αρ)≤ α−2K(ρ),

Gq,z0(αρ)≤ α−2−q/2Gq,z0(ρ).

(4-51)

22Note that Gz0(r)≲ ∥d∥∞ uniformly in r (and z0), though in our setting we may have d /∈ L∞.
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Proof of Proposition 8. Fixing z0 and ρ0 as in Proposition 8, under the assumptions in the proposition we
see that estimates (4-46)–(4-50) hold for all ρ ∈ (0, ρ0], γ ∈

(
0, 1

2

]
and q ∈ [2, 6) by Claims 2, 3 and 4.

Note first that (4-46), (4-47) and (4-51) imply that

Ez0(γρ)≲ [Az0 B1/2
z0

+ γ−2 A3/4
z0

B3/4
z0

](ρ)

and hence, for example, there exists some c6 > 0 such that

Ez0(γρ)≤ c6[γ
2 Az0 + γ−2(A1/2

z0
B1/2

z0
+ Az0 Bz0)](ρ), (4-52)

for ρ ∈ (0, ρ0] and γ ∈
(
0, 1

2

]
(in fact, for γ ∈ (0, 1]) and that it follows from (4-50), assumption (3-20)

and the assumption that ρ0 ≤ 1 that there exists some c7 > 0 such that

(C)−1 Az0

(
ρ

2

)
≤ c7[C2/3

z0
+ Ez0 + Fz0 + G4/(6−q)

q,z0
+ (G2/(6−q)

q,z0
+ Cz0

1/3)B1/2
z0

](ρ),

and hence, recalling (3-18), we have that, for some c8 > 0,

(C)−3/2 A3/2
z0

(
ρ

2

)
≤ c8[Mq,z0(ρ)+ M1/2

q,z0
(ρ)B3/4

z0
(ρ)] (4-53)

for ρ ∈ (0, ρ0]. We note as well that, as in (3-23), if σ ∈ [q, 6) and if (3-20) holds for some ḡ ≥ 1, then

G6/(6−q)
q,z0

(γρ)
(3-22)
≤ ḡ6/(6−σ)

· Cασ,q
z0 (γρ)

(4-46)
≤ ḡ6/(6−σ)

· [γ 3 A3/2
z0

+ γ−3 A3/4
z0

B3/4
z0

]
ασ,q (ρ) (4-54)

for ρ ∈ (0, ρ0]. Now, writing γρ = 2γ ·
(1

2ρ
)

for 2γ ≤
1
2 , it follows from (4-46), (4-48), (4-49), (4-52),

(4-54) and (3-18) followed by an application of (4-51)
(
with α =

1
2

)
to all terms except for Az0 along

with the facts that γ, Bz0(ρ)≤ 1 (so that you can always estimate positive powers by 1) as well as the
fact that ασ,q ∈ (0, 1) that

Mq,z0(γρ)≤ [Cz0 + G6/(6−q)
q,z0

+ D2
z0

+ E3/2
z0

+ F3/2
z0

](γρ)

≲
[
γ 3 A3/2

z0

(
ρ

2

)
+ γ−3 A3/4

z0

(
ρ

2

)
B3/4

z0
(ρ)

]
+ḡ6/(6−σ)

·

[
γ 3 A3/2

z0

(
ρ

2

)
+ γ−3 A3/4

z0

(
ρ

2

)
B3/4

z0
(ρ)

]ασ,q
+

[
γM1/2

q,z0
(ρ)+ γ−5 A3/4

z0

(
ρ

2

)
(B3/4

z0
(ρ)+ B3/2

z0
(ρ))

]2

+

[
γ 2 Az0

(
ρ

2

)
+ γ−2

(
A1/2

z0

(
ρ

2

)
B1/2

z0
(ρ)+ Az0

(
ρ

2

)
Bz0(ρ)

)]3/2

+

[
γ 1/12

(
Az0

(
ρ

2

)
+ M2/3

q,z0
(ρ)

)
+ γ−10 Az0

(
ρ

2

)
(B1/2

z0
(ρ)+ B2

z0
(ρ))

]3/2

≲ (1 + ḡ6/(6−σ))

[
γ ασ,q/8

(
Mq,z0(ρ)+

[
A3/2

z0

(
ρ

2

)]ασ,q
+

[
A3/2

z0

(
ρ

2

)])
+ γ−15

([
A3/2

z0

(
ρ

2

)]ασ,q/2
+

[
A3/2

z0

(
ρ

2

)]1/2
+

[
A3/2

z0

(
ρ

2

)])
B3ασ,q/4

z0 (ρ)

]
so long as γ ∈

(
0, 1

4

]
. Noting that 1 ≤ ḡ6/(6−σ), the estimate (3-21) for such γ and for ρ ∈ (0, ρ0] now

follows from the estimate above along with (4-53) as, in particular, (4-53) implies — as γ, Bz0(ρ)≤ 1
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and ασ,q ∈ (0, 1)— that

(C)−3/2 A3/2
z0

(
ρ

2

)
≲ Mq,z0(ρ)+ γ

−15−ασ,q/8 M1/2
q,z0
(ρ)B3ασ,q/4

z0 (ρ)

which we apply to the terms above with a positive power of γ , and that

(C)−3/2 A3/2
z0

(
ρ

2

)
≲ Mq,z0(ρ)+ M1/2

q,z0
(ρ),

which we apply to the terms above with a negative power of γ , completing the proof. □

Let us now prove the claims.

Proof of Claim 2. For simplicity, we will suppress the dependence on z0 = (x0, t0) in what follows.
Let us first prove (4-46). Note that for any r ≤ ρ, at any fixed t ∈ I ∗

r , taking v ∈ {u,∇d} we have∫
Br

|v|2 dx ≤

∫
Bρ

∣∣|v|2 − |v|2
ρ∣∣ dx + |Br ||v|2

ρ

≲ ρ
∫

Bρ

∣∣∇|v|2
∣∣ dx +

(r
ρ

)3
∫

Bρ
|v|2 dx

due to Poincaré’s inequality (4-16). Since
∣∣∇|v|2

∣∣ ≤ |v||∇v| almost everywhere, Hölder’s inequality then
implies that

∥v∥2
2;Br

≲ ρ∥v∥2;Bρ∥∇v∥2;Bρ +

(r
ρ

)3
∥v∥2

2;Bρ . (4-55)

Therefore

∥v∥3
3;Br

≲
1

r3/2 (∥v∥
2
2;Br

)3/2 + ∥v∥
3/2
2;Br

∥∇v∥
3/2
2;Br

(by (4-14))

≲
(
1 +

(
ρ

r

)3/2)
∥v∥

3/2
2;Bρ∥∇v∥

3/2
2;Bρ +

1
r3/2

(r
ρ

)9/2
∥v∥3

2;Bρ (by (4-55)).

Summing over v ∈ {u,∇d}, we see that

∥u∥
3
3;Br

+ ∥∇d∥
3
3;Br

≲
(
1 +

(
ρ

r

)3/2)
(∥u∥

2
2;Bρ + ∥∇d∥

2
2;Bρ )

3/4(∥∇u∥
2
2;Bρ + ∥∇

2d∥
2
2;Bρ )

3/4
+

r3

ρ9/2 (∥u∥
2
2;Bρ + ∥∇d∥

2
2;Bρ )

3/2.

Now integrating over t ∈ I ∗
r (where |I ∗

r | = r2), Hölder’s inequality implies that

r2C(r)≲ |I ∗

r |
1/4

(
1 +

(
ρ

r

)3/2)∥∥∥u∥
2
2;Bρ + ∥∇d∥

2
2;Bρ

∥∥3/4
∞;I ∗

r
(∥∇u∥

2
2;Q∗

ρ
+ ∥∇

2d∥
2
2;Q∗

ρ
)3/4

+ |I ∗

r |
r3

ρ9/2

∥∥∥u∥
2
2;Bρ + ∥∇d∥

2
2;Bρ

∥∥3/2
∞;I ∗

r

≲ r1/2
(
1 +

(
ρ

r

)3/2)
(ρA(ρ))3/4(ρB(ρ))3/4 +

r5

ρ9/2 (ρA(ρ))3/2,

which, upon dividing both sides by r2, setting γ := r/ρ and noting that 1 ≤ γ−3/2, precisely gives (4-46).
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Next, to prove (4-47), we use the Poincaré–Sobolev inequality

∥g − ḡr
∥q∗;Br ≤ cq∥∇g∥q;Br

(the constant is independent of r due to the relationship between q and q∗) corresponding to the embedding
W 1,q ↪→ Lq∗

for q < 3 (in R3) and q∗
= 3q/(3 − q). Taking q = 1, at any t ∈ I ∗

r and for v ∈ {u,∇d} the
Hölder and Poincaré–Sobolev inequalities give us∫

Br

|u|
∣∣|v|2−|v|2

r∣∣ dx ≤ ∥u∥3;Br ∥|v|
2
−|v|2

r
∥3/2;Br ≲ ∥u∥3;Br ∥∇(|v|

2)∥1;Br ≲ ∥u∥3;Br ∥v∥2;Br ∥∇v∥2;Br .

Summing this first over v ∈ {u,∇d} at a fixed t and then integrating over t ∈ I ∗
r , we see that

r2 E(r)≲
∫

I ∗
r

∥u∥3;Br (∥u∥
2
2;Br

+ ∥∇d∥
2
2;Br

)1/2(∥∇d∥
2
2;Br

+ ∥∇
2d∥

2
2;Br

)1/2 dt

≲ ∥u∥3;Q∗
r

∥∥(∥u∥
2
2;Br

+ ∥∇d∥
2
2;Br

)1/2
∥∥

6;I ∗
r
(∥∇u∥

2
2;Q∗

r
+ ∥∇

2d∥
2
2;Q∗

r
)1/2

≲ |I ∗

r |
1/6(∥u∥

3
3;Q∗

r
)1/3

∥∥∥u∥
2
2;Br

+ ∥∇d∥
2
2;Br

∥∥1/2
∞;I ∗

r
(∥∇u∥

2
2;Q∗

r
+ ∥∇

2d∥
2
2;Q∗

r
)1/2

≲ r1/3(r2C(r))1/3(r A(r))1/2(r B(r))1/2 = r2
[C1/3 A1/2 B1/2

](r)

which proves (4-47) and completes the proof of Claim 2. □

Proof of Claim 3. As in (4-3) of Claim 1, for any t ∈ I ∗
r (z0) and almost every x ∈ B3ρ/4(x0) (with r ≤ ρ),

using a smooth cut-off function ψ equal to one in �1 := B3ρ/4(x0) and supported in �2 := Bρ(x0) so that

|∇ψ | ≲ ρ−1 and |1ψ | ≲ ρ−2, (4-56)

we use Remark 10 to write 5 := p( · , t) as

p(x, t)= −

∫
∇Gx

· v(t)ψ dy︸ ︷︷ ︸
=:p1(x,t)

+

∫
Gx
ψ,1 · v(t) dy︸ ︷︷ ︸
=:p2(x,t)

+

∫
Gx
ψ,2 p( · , t) dy︸ ︷︷ ︸
=:p3(x,t)

with

Gx
ψ,1 := −Gx

∇ψ, Gx
ψ,2 := 2∇Gx

· ∇ψ + Gx1ψ and v(t) := [∇
T

· (u ⊗ u + ∇d ⊙ ∇d)]( · , t).

Our goal is to estimate p(x, t) for x ∈ Bρ/2(x0).
Both p2 and p3 contain derivatives of ψ in each term so that the integrand can only be nonzero when

|y − x0|>
3
4ρ, and hence for x ∈ Bρ/2(x0) one has

|x − y| ≥
1
4ρ =⇒ |Gx(y)| ≲ ρ−1 and |∇Gx(y)| ≲ ρ−2. (4-57)

From (4-56) and (4-57) and the fact that ψ is supported in Bρ(x0), we have (omitting the dependence on t ,
and noting that the constants in the inequalities are independent of t as they come only from Gx and ψ)

sup
x∈Bρ/2(x0)

|p2(x)| ≲ ρ−2
∫

Bρ(x0)

(|u||∇u| + |∇d||∇
2d|) dy

≲ ρ−2
(∫

Bρ(x0)

(|u|
2
+ |∇d|

2) dy
)1/2(∫

Bρ(x0)

(|∇u|
2
+ |∇

2d|
2) dy

)1/2

(4-58)
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and similarly

sup
x∈Bρ/2(x0)

|p3(x)| ≲ ρ−3
∫

Bρ(x0)

|p| dy. (4-59)

For p1, Young’s inequality for convolutions (setting R := 2ρ as in Remark 10) with 2
3 + 1 =

3
4 +

11
12 gives

∥p1∥3/2;Bρ(x0) ≲

∥∥∥∥ 1
| · |2

∥∥∥∥
4/3;B2ρ(0)

∥(|u| + |∇d|)(|∇u| + |∇
2d|)∥12/11;Bρ(x0)

≲ ρ1/4
∥(|u| + |∇d|)(|∇u| + |∇

2d|)∥12/11;Bρ(x0)

and then Hölder’s inequality with 11
12 =

1
4 +

1
6 +

1
2 gives

∥p1∥
3/2
3/2;Bρ(x0)

≲ (ρ1/4
∥(|u| + |∇d|)1/2∥4;Bρ(x0)∥(|u| + |∇d|)1/2∥6;Bρ(x0)∥|∇u| + |∇

2d|∥2;Bρ(x0))
3/2

≲ ρ3/8(ρA(ρ))3/8∥|u| + |∇d|∥
3/4
3;Bρ(x0)

∥|∇u| + |∇
2d|∥

3/2
2;Bρ(x0)

. (4-60)

For the following, we fix now any r ∈
(
0, ρ2

]
and omit the dependence on x0, t0 and z0 in Br (x0), Bρ(x0),

I ∗(t0), Az0 , Bz0 , Cz0 and Dz0 (we will retain z0 in the notation for Fz0 to distinguish it from F = ∇ f ).
To first prove (4-48), we note that (4-58) implies — since r ≤

1
2ρ— that∫

Br

|p2|
3/2 dx ≲ r3ρ−3

(∫
Bρ
(|u|

2
+ |∇d|

2) dy
)3/4(∫

Bρ
(|∇u|

2
+ |∇

2d|
2) dy

)3/4

≤ r3ρ−3(ρA(ρ))3/4
(∫

Bρ
(|∇u|

2
+ |∇

2d|
2) dy

)3/4

so that, integrating over t ∈ I ∗
r and using Hölder’s inequality, we have

r−2
∫∫

Q∗
r

|p2|
3/2 dz ≲ r−2r3ρ−9/4 A3/4(ρ) · |I ∗

ρ |
1/4(ρB(ρ))3/4 =

r
ρ

· [(AB)3/4](ρ), (4-61)

and that (4-59) similarly implies that

r−2
∫∫

Q∗
r

|p3|
3/2 dz ≲ rρ−9/2

∫
I ∗
r

(∫
Bρ

|p| dy
)3/2

≲ r
ρ

· D(ρ). (4-62)

Finally, integrating (4-60) over t ∈ I ∗
r , Hölder’s inequality with 1 =

1
4 +

3
4 gives

r−2
∥p1∥

3/2
3/2;Q∗

r
≲ r−2ρ3/4 A3/8(ρ)∥|u| + |∇d|∥

3/4
3;Q∗

ρ
∥|∇u| + |∇

2d|∥
3/2
2;Q∗

ρ

≲ r−2ρ3/4 A3/8(ρ)(ρ2C(ρ))1/4(ρB(ρ))3/4 = (C1/4(ρ)) ·
((r
ρ

)−2
A3/8(ρ)B3/4(ρ)

)
.

Multiplying and dividing by (r/ρ)α/2 for any α ∈ R, Cauchy’s inequality gives

r−2
∥p1∥

3/2
3/2;Q∗

r
≲

(r
ρ

)α
C1/2(ρ)+

(r
ρ

)−α−4
A3/4(ρ)B3/2(ρ). (4-63)

Since we want a positive power of γ = r/ρ in the first term and a negative one in the second (because it
contains B which will be small), we want to take α > 0. Choosing α = 1 purely to make the following
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expression simpler, since p = p3 + p2 + p1, we see from (4-61)–(4-63) that

D(r)≲ r
ρ

· [D + (AB)3/4 + C1/2
](ρ)+

(r
ρ

)−5
[A3/4 B3/2

](ρ)

which implies (4-48) for γ := r/ρ ≤
1
2 .

To prove (4-49), we note that Fz0(r)≤ F1(r)+ F2(r)+ F3(r), where we set

F j (r) :=
1
r2

∫∫
Qr

|p j ||u| dz.

To estimate F1 we use Hölder’s inequality and (4-60) to see that (in fact, for r ≤ ρ)∫
Br

|p1||u| dx ≤ ∥u∥3;Bρ∥p1∥3/2;Bρ

≲ ∥u∥3;Bρ · ρ1/4(ρA(ρ))1/4∥|u| + |∇d|∥
1/2
3;Bρ∥|∇u| + |∇

2d|∥2;Bρ

≤ ρ1/2 A1/4(ρ)∥|u| + |∇d|∥
3/2
3;Bρ∥|∇u| + |∇

2d|∥2;Bρ

and hence the Cauchy–Schwarz inequality in time gives

F1(r)≲ r−2ρ1/2 A1/4(ρ)∥|u| + |∇d|∥
3/2
3;Q∗

ρ
∥|∇u| + |∇

2d|∥2;Q∗
ρ

≲ r−2ρ1/2 A1/4(ρ)(ρ2C(ρ))1/2(ρB(ρ))1/2

=

((r
ρ

)α
C1/2(ρ)

)
·

((r
ρ

)−2−α

[A1/4 B1/2
](ρ)

)
≲

((r
ρ

)α
C1/2(ρ)

)4/3
+

((r
ρ

)−2−α

[A1/4 B1/2
](ρ)

)4

for any α ∈ R. Taking, say, α =
1
2 , we have

F1(r)≲
(r
ρ

)2/3
C2/3(ρ)+

(r
ρ

)−10
[AB2

](ρ). (4-64)

Now for F2 note that, using (4-58), we have
(
since r ≤

1
2ρ

)
∫

Br

|p2||u| dx ≲ ρ−2
∫

Bρ
(|u||∇u| + |∇d||∇

2d|) dy
∫

Br

|u| dx

≲ ρ−2
∥|u| + |∇d|∥2;Bρ∥|∇u| + |∇

2d|∥2;Bρ (r
3)1/2∥u∥2;Br

≲ ρ−2r3/2(ρA(ρ))∥|∇u| + |∇
2d|∥2;Bρ

so that integrating over t ∈ I ∗
r and using Hölder’s inequality in time we have

F2(r)≲
1
r2

r3/2

ρ2 (ρA(ρ))(ρB(ρ))1/2(r2)1/2 =

(r
ρ

)1/2
[AB1/2

](ρ). (4-65)
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For F3, using (4-59) and Hölder’s inequality, we see that

1
r2

∫
Br

|p3||u| dx ≤
1

r2ρ3

(∫
Bρ

|p| dy
)(∫

Br

|u| dx
)

≤
1

r2ρ3

(∫
Bρ

|p|
3/2 dx

)2/3

(ρ3)1/3
(∫

Br

(|u|
1/2)4 dx

)1/4(∫
Br

(|u|
1/2)6 dx

)1/6

(r3)7/12

which gives us (setting γ := r/ρ)

F3(r)≲
1

r1/4ρ2 (r A(r))1/4
(∫∫

Q∗
ρ

|p|
3/2 dx

)2/3(∫∫
Q∗

r

|u|
3 dx

)1/6

(r2)1/6

≤
1

r1/4ρ2 (r A(r))1/4(ρ2 D(ρ))2/3(r2C(r))1/6(r2)1/6

≤

(r
ρ

)2/3
(γ−1 A)1/4(ρ)D2/3(ρ)(γ−2C)1/6(ρ)=

(r
ρ

)1/12
A1/4(ρ)D2/3(ρ)C1/6(ρ)

by (4-51). Hence Young’s inequality implies

F3(r)≲
(r
ρ

)1/12
(A(ρ)+ D4/3(ρ)+ C2/3(ρ)). (4-66)

Adding (4-64)–(4-66) and passing to the smallest powers of γ = r/ρ(< 1) we see that

Fz0(r)≲
(r
ρ

)1/12
(A + D4/3

+ C2/3)(ρ)+
(r
ρ

)−10
[A(B1/2

+ B2)](ρ)

which implies (4-49), and completes the proof of Claim 3. □

Proof of Claim 4. We will again omit the dependence on z0 (except in Fz0).
To estimate A(ρ/2), we use the local energy inequality (1-13) with a nonnegative cut-off function

φ ∈ C∞

0 (Q
∗
ρ) which is equal to 1 in Q∗

ρ/2, with

|∇φ| ≲ ρ−1 and |φt |, |∇
2φ| ≲ ρ−2.

We’ll need to estimate terms which control those that appear on the right-hand side of the local energy
inequality (1-13), which we’ll call I –V (all of which depend on ρ) as follows.

I :=

∫∫
Q∗
ρ

(|u|
2
+ |∇d|

2)|φt +1φ| dz ≲ ρ−2
∥|u|

2
+ |∇d|

2
∥3/2;Q∗

ρ
(ρ5)1/3

≲ ρ−2(ρ2C(ρ))2/3(ρ5)1/3 = ρC2/3(ρ). (4-67)

Using the assumption (1-11) that ∇ ·u = 0 weakly and indicating by ḡρ the average of a function g in Bρ ,
we have

II :=

∫
I ∗
ρ

∣∣∣∣∫
Bρ
(|u|

2
+ |∇d|

2)u · ∇φ dx
∣∣∣∣ dt =

∫
I ∗
ρ

∣∣∣∣∫
Bρ

[(|u|
2
− |u|2

ρ
)+ (|∇d|

2
− |∇d|2

ρ
)]u · ∇φ dx

∣∣∣∣ dt,

hence
II ≲ ρ−1(ρ2 E(ρ))= ρE(ρ). (4-68)
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Clearly we have

III :=

∫∫
Q∗
ρ

|pu · ∇φ| dz ≲ ρ−1(ρ2 Fz0(ρ))= ρFz0(ρ). (4-69)

Using the weak divergence-free condition ∇ · u = 0 in (1-11) to write (see (1-2))

(u · ∇)d = ∇
T

· (d ⊗ u)

(at almost every x) and integrating by parts we have

IV :=

∫
I ∗
ρ

∣∣∣∣∫
Bρ

u ⊗ ∇φ : ∇d ⊙ ∇d dx
∣∣∣∣ dt

=

∫
I ∗
ρ

∣∣∣∣∫
Bρ

[(u · ∇)d] · [(∇φ · ∇)d] dx
∣∣∣∣ dt

=

∫
I ∗
ρ

∣∣∣∣∫
Bρ

[∇
T

· (d ⊗ u)] · [(∇φ · ∇)d] dx
∣∣∣∣ dt

=

∫
I ∗
ρ

∣∣∣∣− ∫
Bρ

d ⊗ u : ∇
T
[(∇φ · ∇)d] dx

∣∣∣∣ dt,

and clearly
|∇

T
[(∇φ · ∇)d]| ≲ |∇

2φ||∇d| + |∇φ||∇
2d|.

Therefore, for q ∈ [2, 6] we have23

IV ≲
∫∫

Q∗
ρ

|d||u|(ρ−2
|∇d| + ρ−1

|∇
2d|) dz

≤ ∥|d||u|∥2;Q∗
ρ
(ρ−2

∥∇d∥2;Q∗
ρ
+ ρ−1

∥∇
2d∥2;Q∗

ρ
)

≲ ∥|d||u|∥2;Q∗
ρ
(ρ−2

· ρ5/6
∥∇d∥3;Q∗

ρ
+ ρ−1

∥∇
2d∥2;Q∗

ρ
)

≤ (ρ3G2(ρ))
1/2(ρ−2

· ρ5/6(ρ2C(ρ))1/3 + ρ−1(ρB(ρ))1/2)

= ρ(G2(ρ))
1/2(C1/3(ρ)+ B1/2(ρ))

≤ ρ(G2/q
q (ρ)C1−2/q(ρ))1/2(C1/3(ρ)+ B1/2(ρ)) (by (3-22)),

so that
IV ≲ ρ[G1/q

q (C5/6−1/q
+ C1/2−1/q B1/2)](ρ). (4-70)

Similarly, for q ∈ [2, 6] we have

V :=

∫∫
Q∗
ρ

|d|
2
|∇d|

2φ dz ≲ ρ3G2(ρ)
(3-22)
≤ ρ3G2/q

q (ρ)C1−2/q(ρ). (4-71)

23Note that it is only the appearance of ∇
2d in the estimate of term IV which forces us to include u in the definition of Gq,z0 .

Indeed, switching the roles of u (which appears in Cz0 along with ∇d) and ∇d (which appears in Gq,z0 even with u omitted),
one could otherwise control the term IV in precisely the same way. If u is omitted in Gq,z0 , one could still obtain the same
estimate of IV if one takes q = 6, but this would dramatically weaken the statement of Theorem 1. The remainder of the proof of
Theorem 1 does not require (but is not harmed by) the inclusion of u in Gq,z0 .
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Finally, using (4-67)–(4-71), the local energy inequality (1-13) (with constant C) gives

(C)−1ρ

2
A
(
ρ

2

)
≲ I + II + III + IV + V

≲ ρ[C2/3
+ E + Fz0 + G1/q

q (C5/6−1/q
+ C1/2−1/q B1/2)+ [ · ]

2G2/q
q C1−2/q

](ρ)

≲ ρ[C2/3
+ E + Fz0 + (1 + [ · ]

2)G4/(6−q)
q + (G2/(6−q)

q + C1/3)B1/2
](ρ)

as long as 2 ≤ q < 6, as in that case we have

G1/q
q C5/6−1/q

= (G4/(6−q)
q )(6−q)/(4q)(C2/3)(5q−6)/(4q)

≤

(
6 − q

4q

)
G4/(6−q)

q +

(
5q − 6

4q

)
C2/3

≤
3
4

G4/(6−q)
q +

5
4

C2/3,

G1/q
q C1/2−1/q

= (G2/(6−q)
q )(6−q)/(2q)(C1/3)(3q−6)/(2q)

≤

(
6 − q

2q

)
G2/(6−q)

q +

(
3q − 6

2q

)
C1/3

≤
3
2

G2/(6−q)
q +

3
2

C1/3,

G2/q
q C1−2/q

= (G4/(6−q)
q )(6−q)/(2q)(C2/3)(3q−6)/(2q)

≤

(
6 − q

2q

)
G4/(6−q)

q +

(
3q − 6

2q

)
C2/3

≤
3
2

G4/(6−q)
q +

3
2

C2/3.

This implies (4-50) and proves Claim 4. □

Acknowledgements

The author would like to offer his sincere thanks to Prof. Arghir Zarnescu for many insightful discussions,
for introducing him to the field of liquid crystals models, and for suggesting a problem which led to this
publication. The author would also like to thank Prof. Camillo De Lellis for introducing him to Scheffer’s
notion of Navier–Stokes inequalities. Finally, the author would like to thank the anonymous referee for
insightful comments about a previous draft of this article.

References

[Caffarelli et al. 1982] L. Caffarelli, R. Kohn, and L. Nirenberg, “Partial regularity of suitable weak solutions of the Navier–Stokes
equations”, Comm. Pure Appl. Math. 35:6 (1982), 771–831. MR Zbl

[Du et al. 2020] H. Du, X. Hu, and C. Wang, “Suitable weak solutions for the co-rotational Beris–Edwards system in dimension
three”, Arch. Ration. Mech. Anal. 238:2 (2020), 749–803. MR Zbl

[Gilbarg and Trudinger 1983] D. Gilbarg and N. S. Trudinger, Elliptic partial differential equations of second order, 2nd ed.,
Grundl. Math. Wissen. 224, Springer, 1983. MR Zbl

[Kukavica 2009] I. Kukavica, “Partial regularity results for solutions of the Navier–Stokes system”, pp. 121–145 in Partial
differential equations and fluid mechanics, edited by J. C. Robinson and J. L. Rodrigo, London Math. Soc. Lecture Note Ser.
364, Cambridge Univ. Press, 2009. MR Zbl

[Ladyzhenskaya and Seregin 1999] O. A. Ladyzhenskaya and G. A. Seregin, “On partial regularity of suitable weak solutions to
the three-dimensional Navier–Stokes equations”, J. Math. Fluid Mech. 1:4 (1999), 356–387. MR Zbl

[Leray 1934] J. Leray, “Sur le mouvement d’un liquide visqueux emplissant l’espace”, Acta Math. 63:1 (1934), 193–248. MR
Zbl

http://dx.doi.org/10.1002/cpa.3160350604
http://dx.doi.org/10.1002/cpa.3160350604
http://msp.org/idx/mr/673830
http://msp.org/idx/zbl/0509.35067
http://dx.doi.org/10.1007/s00205-020-01554-y
http://dx.doi.org/10.1007/s00205-020-01554-y
http://msp.org/idx/mr/4134151
http://msp.org/idx/zbl/1446.35123
http://dx.doi.org/10.1007/978-3-642-61798-0
http://msp.org/idx/mr/737190
http://msp.org/idx/zbl/0562.35001
http://dx.doi.org/10.1017/CBO9781139107112.007
http://msp.org/idx/mr/2605760
http://msp.org/idx/zbl/1185.35169
http://dx.doi.org/10.1007/s000210050015
http://dx.doi.org/10.1007/s000210050015
http://msp.org/idx/mr/1738171
http://msp.org/idx/zbl/0954.35129
http://dx.doi.org/10.1007/BF02547354
http://msp.org/idx/mr/1555394
http://msp.org/idx/zbl/60.0726.05


1744 GABRIEL S. KOCH

[Lin 1998] F. Lin, “A new proof of the Caffarelli–Kohn–Nirenberg theorem”, Comm. Pure Appl. Math. 51:3 (1998), 241–257.
MR Zbl

[Lin and Liu 1995] F.-H. Lin and C. Liu, “Nonparabolic dissipative systems modeling the flow of liquid crystals”, Comm. Pure
Appl. Math. 48:5 (1995), 501–537. MR Zbl

[Lin and Liu 1996] F.-H. Lin and C. Liu, “Partial regularity of the dynamic system modeling the flow of liquid crystals”, Discrete
Contin. Dynam. Systems 2:1 (1996), 1–22. MR Zbl

[Lin and Wang 2014] F. Lin and C. Wang, “Recent developments of analysis for hydrodynamic flow of nematic liquid crystals”,
Philos. Trans. R. Soc. Lond. Ser. A Math. Phys. Eng. Sci. 372:2029 (2014), art. id. 20130361. MR Zbl

[Scheffer 1977] V. Scheffer, “Hausdorff measure and the Navier–Stokes equations”, Comm. Math. Phys. 55:2 (1977), 97–112.
MR Zbl

[Scheffer 1980] V. Scheffer, “The Navier–Stokes equations on a bounded domain”, Comm. Math. Phys. 73:1 (1980), 1–42. MR
Zbl

[Scheffer 1985] V. Scheffer, “A solution to the Navier–Stokes inequality with an internal singularity”, Comm. Math. Phys. 101:1
(1985), 47–85. MR Zbl

[Vasseur 2007] A. F. Vasseur, “A new proof of partial regularity of solutions to Navier–Stokes equations”, Nonlinear Differential
Equations Appl. 14:5-6 (2007), 753–785. MR Zbl

[Wheeden and Zygmund 1977] R. L. Wheeden and A. Zygmund, Measure and integral: an introduction to real analysis, Pure
Appl. Math. 43, Dekker, New York, 1977. MR Zbl

Received 28 Oct 2021. Accepted 7 Jan 2022.

GABRIEL S. KOCH: g.koch@sussex.ac.uk
Department of Mathematics, University of Sussex, Brighton, United Kingdom

mathematical sciences publishers msp

https://doi.org/10.1002/(SICI)1097-0312(199803)51:3%3C241::AID-CPA2%3E3.0.CO;2-A
http://msp.org/idx/mr/1488514
http://msp.org/idx/zbl/0958.35102
http://dx.doi.org/10.1002/cpa.3160480503
http://msp.org/idx/mr/1329830
http://msp.org/idx/zbl/0842.35084
http://dx.doi.org/10.3934/dcds.1996.2.1
http://msp.org/idx/mr/1367385
http://msp.org/idx/zbl/0948.35098
http://dx.doi.org/10.1098/rsta.2013.0361
http://msp.org/idx/mr/3273501
http://msp.org/idx/zbl/1353.76004
http://dx.doi.org/10.1007/BF01626512
http://msp.org/idx/mr/510154
http://msp.org/idx/zbl/0357.35071
http://dx.doi.org/10.1007/BF01942692
http://msp.org/idx/mr/573611
http://msp.org/idx/zbl/0451.35048
http://dx.doi.org/10.1007/BF01212356
http://msp.org/idx/mr/814542
http://msp.org/idx/zbl/0578.76025
http://dx.doi.org/10.1007/s00030-007-6001-4
http://msp.org/idx/mr/2374209
http://msp.org/idx/zbl/1142.35066
http://dx.doi.org/10.1201/b18361
http://msp.org/idx/mr/0492146
http://msp.org/idx/zbl/0362.26004
mailto:g.koch@sussex.ac.uk
http://msp.org


Guidelines for Authors

Authors may submit manuscripts in PDF format on-line at the Submission
page at msp.org/apde.

Originality. Submission of a manuscript acknowledges that the manu-
script is original and and is not, in whole or in part, published or under
consideration for publication elsewhere. It is understood also that the
manuscript will not be submitted elsewhere while under consideration
for publication in this journal.

Language. Articles in APDE are usually in English, but articles written
in other languages are welcome.

Required items. A brief abstract of about 150 words or less must be
included. It should be self-contained and not make any reference to the
bibliography. If the article is not in English, two versions of the abstract
must be included, one in the language of the article and one in English.
Also required are keywords and subject classifications for the article,
and, for each author, postal address, affiliation (if appropriate), and email
address.

Format. Authors are encouraged to use LATEX but submissions in other
varieties of TEX, and exceptionally in other formats, are acceptable. Ini-
tial uploads should be in PDF format; after the refereeing process we will
ask you to submit all source material.

References. Bibliographical references should be complete, including
article titles and page ranges. All references in the bibliography should
be cited in the text. The use of BibTEX is preferred but not required. Tags
will be converted to the house format, however, for submission you may
use the format of your choice. Links will be provided to all literature
with known web locations and authors are encouraged to provide their
own links in addition to those supplied in the editorial process.

Figures. Figures must be of publication quality. After acceptance, you
will need to submit the original source files in vector graphics format for
all diagrams in your manuscript: vector EPS or vector PDF files are the
most useful.

Most drawing and graphing packages (Mathematica, Adobe Illustrator,
Corel Draw, MATLAB, etc.) allow the user to save files in one of these
formats. Make sure that what you are saving is vector graphics and not a
bitmap. If you need help, please write to graphics@msp.org with details
about how your graphics were generated.

White space. Forced line breaks or page breaks should not be inserted in
the document. There is no point in your trying to optimize line and page
breaks in the original manuscript. The manuscript will be reformatted to
use the journal’s preferred fonts and layout.

Proofs. Page proofs will be made available to authors (or to the des-
ignated corresponding author) at a Web site in PDF format. Failure to
acknowledge the receipt of proofs or to return corrections within the re-
quested deadline may cause publication to be postponed.

http://msp.org/apde
mailto:graphics@msp.org


ANALYSIS & PDE
Volume 16 No. 7 2023

1485Simplices in thin subsets of Euclidean spaces
ALEX IOSEVICH and ÁKOS MAGYAR

1497Resonances for Schrödinger operators on infinite cylinders and other products
T. J. CHRISTIANSEN

1547A structure theorem for elliptic and parabolic operators with applications to homogenization
of operators of Kolmogorov type

MALTE LITSGÅRD and KAJ NYSTRÖM

1589Dimension-free Harnack inequalities for conjugate heat equations and their applications to
geometric flows

LI-JUAN CHENG and ANTON THALMAIER

1621The regularity of the boundary of vortex patches for some nonlinear transport equations
JUAN CARLOS CANTERO, JOAN MATEU, JOAN OROBITG and JOAN VERDERA

1651Directional square functions
NATALIA ACCOMAZZO, FRANCESCO DI PLINIO, PAUL HAGELSTEIN,
IOANNIS PARISSIS and LUZ RONCAL

1701Partial regularity for Navier–Stokes and liquid crystals inequalities without maximum
principle

GABRIEL S. KOCH

A
N

A
LY

SIS
&

PD
E

Vol.16,
N

o.7
2023


	 vol. 16, no. 7, 2023
	Masthead and Copyright
	01
	1. Introduction
	2. Main results
	3. Proof of Theorem 1
	3.1. Upper bounds
	3.2. Lower bounds

	4. The configuration space of isometric distance graphs
	5. Proof of Theorem 2
	6. Measures on real algebraic sets
	References

	02
	1. Introduction
	1A. Relation to previous work
	1B. Comments regarding other product manifolds
	1C. Ideas from the proofs
	1D. Organization

	2. Notation and conventions
	3. Odd-dimensional Euclidean scattering and continuation of the resolvent
	3A. The Euclidean resolvent
	3B. The resolvent of -Delta+V on X and the Riemann surface Z-hat

	4. Multiplicities of poles and results of [Gohberg and Sigal 1971]
	5. A resolvent estimate and localizing the resonances in the L^infinity case: Proofs of Theorem 1.1, Theorem 1.2, and Theorem 1.3
	5A. Proofs of Theorems 1.1 and 1.2 for V in L_c^infinity(X)
	5B. Approximating the resolvent R_V
	5C. Proof of Theorem 1.3

	6. Resonance-free regions, poles of R_V and R_(V-bar), and the proofs of 1.4 and 1.9
	7. Larger neighborhoods of the threshold l^2
	8. Expansion of P_l(I+V^#R_(V_0)^(reg) chi)^(-1)V^#P_l for smooth V
	9. Proofs of the smooth case of Theorem 1.2 and Theorem 1.3
	10. Proofs of Theorems Theorem 1.6 and Theorem 1.7
	11. Proof of Theorem Theorem 1.8, the resonant uniqueness of V equiv 0 when d=1
	12. The potential V(x,theta) = 2 chi_(I_0)(x) cos(theta) on R x S^1
	12A. Resonances near the threshold tau_l for V(x,theta) = 2 chi_(I_0)(x) cos(theta)
	12B. Existence of poles of R_V within approx log l of the l-th threshold, for V(x,theta) = 2 chi_(I_0) cos(theta)

	Acknowledgments
	References

	03
	1. Introduction
	2. Preliminaries
	2A. Group law and metric
	2B. Surface cubes and reference points
	2C. Qualitative assumptions on the coefficients
	2D. Function spaces
	2E. Weak solutions
	2F. The Dirichlet problem and associated boundary measures
	2G. The nontangential maximal operator
	2H. Conventions

	3. Statements of the structural theorems
	4. Local regularity and boundary estimates
	4A. Energy estimates and local regularity
	4B. Estimates for (nonnegative) solutions
	4C. Estimates of Green's functions and parabolic measures

	5. Proof of the structural theorems: Theorem 3.1 and Theorem 3.2
	5A. Proof of Theorem 3.1
	5B. Proof of Theorem 3.2

	6. The Lp Dirichlet problem for LK: Theorem 3.3
	6A. Proof of the uniqueness statement in Theorem 3.3

	7. An alternative proof of Theorem 1.1 along the lines of [Fabes and Salsa 1983]
	8. Applications to homogenization: Theorem 1.3
	Acknowledgement
	References

	04
	1. Introduction
	2. Brownian motion with respect to evolving manifolds
	3. Derivative formula
	4. Dimension-free Harnack inequalities
	5. On-diagonal heat kernel estimates
	6. Gaussian-type heat kernel estimates
	7. Super log-Sobolev inequalities and conjugate semigroup properties
	Appendix
	References

	05
	1. Introduction
	2. Outline of the proof
	2.1. The contour dynamics equation
	2.2. The local theorem
	2.3. Global existence: a priori estimates

	3. An auxiliary result
	4. The defining function for D_t
	5. The commutators
	6. Hölder estimate of differences of boundary commutators
	7. Domains enclosed by ellipses as Cauchy patches
	Appendix: Existence of principal values
	Acknowledgements
	References

	06
	1. Motivation and main results
	2. An L^2-inequality for directional Carleson sequences
	2.1. Parallelograms and sheared grids
	2.5. An embedding theorem for directional Carleson sequences
	2.12. Main line of proof of Theorem C
	2.23. Proofs of the lemmas

	3. A weighted Carleson embedding and applications to directional maximal operators
	3.2. Directional weights
	3.3. Weighted Carleson sequences
	3.5. Proof of Theorem D
	3.7. Applications of Theorem D

	4. Tiles, adapted families, and intrinsic square functions
	4.1. Tiles and wavelet coefficients
	4.3. Orthogonality estimates for collections of tiles
	4.9. The intrinsic square function associated with rough frequency cones
	4.19. The intrinsic square function associated with smooth frequency cones
	4.21. The intrinsic square function associated with rough frequency rectangles

	5. Sharp bounds for conical square functions
	5.4. Proof of Theorem A
	5.10. Proof of Theorem J

	6. Directional Rubio de Francia square functions
	7. The multiplier problem for the polygon
	7.1. A preliminary decomposition
	7.5. Estimating T_kappa
	7.13. Estimating O_P

	8. Lower bounds and concluding remarks
	8.1. Sharpness of Meyer's lemma
	8.2. Sharpness of the directional square function bound
	8.4. Sharpness of Córdoba's bound for radial multipliers
	8.6. Lower bounds for the conical square function

	Acknowledgements
	References

	07
	1. Introduction
	2. Motivation
	2.1. Energy identities
	2.2. Global energy regularity heuristics
	2.3. Local energy regularity heuristics

	3. Proof of Theorem 1
	4. Proofs of technical propositions
	4.1. Localization of the pressure
	4.2. Proof of Proposition 5
	4.3. Proof of Proposition 6
	4.4. Proof of Proposition 8

	Acknowledgements
	References

	Guidelines for Authors
	Table of Contents

