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NONCOMMUTATIVE MAXIMAL OPERATORS WITH ROUGH KERNELS

XUDONG LAI

This paper is devoted to the study of noncommutative maximal operators with rough kernels. More
precisely, we prove the weak-type (1, 1) boundedness for noncommutative maximal operators with rough
kernels. The proof of the weak-type (1, 1) estimate is based on the noncommutative Calderón–Zygmund
decomposition. To deal with the rough kernel, we use the microlocal decomposition in the proofs of both
the bad and good functions.

1. Introduction and state of main result

In recent years, there has been extensive research on noncommutative harmonic analysis, especially on
noncommutative Calderón–Zygmund theory; see, e.g., [Parcet 2009; Mei and Parcet 2009; Cadilhac
2018; Chen et al. 2013]. The main content of this topic is focused on investigating the boundedness
property of various operators in harmonic analysis on the noncommutative L p space. Due to the lack of
commutativity (i.e., ab =ba may not hold in general case), many problems in the study of noncommutative
Calderón–Zygmund theory seem to be more difficult, for instance the weak-type (1, 1) bound of integral
operators.

It is well known that the real-variable theory of classical harmonic analysis was initiated by
A. P. Calderón and A. Zygmund [1952]. One of the remarkable techniques in [Calderón and Zygmund
1952] is the so-called Calderón–Zygmund decomposition, which is now a widely used method in harmonic
analysis. This technique not only gives a real-variable method to show weak-type (1, 1) bounds of
singular integrals, but also provides a basic idea of stopping-time arguments for many topics in harmonic
analysis, such as the theory of Hardy and BMO spaces; see, e.g., [Grafakos 2014a; 2014b; Stein 1993].
The noncommutative Calderón–Zygmund decomposition was recently established in [Parcet 2009] via
the theory of noncommutative martingales. With this tool, the weak-type (1, 1) bound theory of the
standard Calderón–Zygmund operator was developed there. It was pointed out in [Parcet 2009] that the
noncommutative Calderón–Zygmund decomposition and the related method should open a door to work
for a more general class of operators. For the subsequent works related to weak-type (1, 1) problem and
noncommutative Calderón–Zygmund decomposition, see [Mei and Parcet 2009; Cadilhac 2018; Caspers
et al. 2018; 2019; Hong and Xu 2021; Hong et al. 2023; Cadilhac et al. 2022].
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On the other hand, the classical theory of singular integral operators tells us that to ensure the weak-type
(1, 1) bound of the Calderón–Zygmund operator, the regularity condition of kernel can be relaxed to the
so-called Hörmander condition; see, e.g., [Hörmander 1960; Grafakos 2014a]. Moreover, Calderón and
Zygmund [1956] further studied the singular integral operator with a rough homogeneous kernel defined by

p.v.
∫

Rd

�(x − y)
|x − y|d

f (y) dy (1-1)

and established its L p boundedness for all 1< p<∞. For its weak-type (1, 1) boundedness, it was quite
later showed by S. Hofmann [1988] (and independently by M. Christ and Rubio de Francia [1988]) in two
dimensions and by A. Seeger [1996] in higher dimensions (see further results in [Tao 1999]). Therefore
a natural question inspired by [Parcet 2009] is whether can we weaken the Lipschitz regularity of kernel
to the Hörmander condition or even rough homogeneous kernel. This problem has been open since then.
The purpose of this paper is to develop some theory in this aspect for a class of rough operators. We
consider the most fundamental operator: the maximal operator with a rough kernel which is defined by
(in the sense of classical harmonic analysis)

M� f (x)= sup
r>0

|Mr f (x)|, Mr f (x)=
1

|B(x, r)|

∫
B(x,r)

�(x − y) f (y) dy, (1-2)

where B(x, r) is a ball in Rd with center x and radius r , the kernel � is a homogeneous function defined
on Rd

\ {0} with degree zero, that is,

�(r x ′)=�(x ′) for any r > 0 and x ′
∈ Sd−1. (1-3)

Notice that the maximal operator M� is a generalization of the Hardy–Littlewood maximal operator
(by setting � as a constant, M� is exactly the Hardy–Littlewood maximal operator). M� is very important
in the theory of rough singular integrals since it could be used to control many operators with rough
kernels, just like the Hardy–Littlewood maximal operator plays an important role in analysis. By the
method of rotation, it is easy to see that M� is bounded on L p(R

d) for all 1< p ≤ ∞ if � ∈ L1(Sd−1);
see, e.g., [Grafakos 2014a]. However, the weak-type (1, 1) boundedness of M� is quite challenging.
It was proved by Christ [1988] that M� is of weak-type (1, 1) if � ∈ Lq(S1) with 1 < q ≤ ∞ in two
dimensions. Later Christ and Rubio de Francia [1988] showed in higher dimensions M� is weak-type
(1, 1) bounded if � ∈ L log+ L(Sd−1) by a depth investigation of the geometry in Euclidean space. For
more topics, including open problems related to the maximal operator M�, we refer to the reader to [Stein
1998; Grafakos and Stefanov 1999; Grafakos et al. 2017].

The noncommutative version of M� should be important in the theory of noncommutative rough
singular integral operators as expected. For instance, the noncommutative M� will play a crucial role
in the study of the noncommutative maximal operator of truncated operator in (1-1). In this paper, we
will study the boundedness of M� on the noncommutative L p space for 1 ≤ p ≤ ∞. In a special case
� is a constant (i.e., M� is the Hardy–Littlewood maximal operator), T. Mei [2007] investigated its
noncommutative L p, 1< p ≤ ∞, and weak-type (1, 1) boundedness. For general kernel �, there is no
proper theory for the noncommutative M�. To illustrate our noncommutative result of M�, we should
first give some basic notation.
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Let us first introduce the noncommutative L p space. Let M be a semifinite von Neumann algebra
equipped with a normal semifinite faithful (n.s.f. for short) trace τ . We consider the algebra AB of
essentially bounded M-valued functions

AB =
{

f : Rd
→ M | f is strong measurable such that ess sup

x∈Rd
∥ f (x)∥M <∞

}
.

equipped with the n.s.f. trace ϕ( f )=
∫

Rd τ( f (x)) dx . Let A be the weak-operator closure of AB . Then
A is a von Neumann algebra. For 1 ≤ p<∞, define L p(M) as the noncommutative L p space associated
to the pairs (M, τ ) with the L p norm given by ∥x∥L p(M) = (τ (|x |

p))1/p. The space L p(A) is defined as
the closure of AB with respect to the norm

∥ f ∥L p(A) =

(∫
Rd
τ(| f (x)|p) dx

)1/p

, (1-4)

which means that L p(A) is the noncommutative L p space associated to the pairs (A, ϕ). On the other hand,
from (1-4) we see that L p(A) is isometric to the Bochner L p space with values in L p(M). For convenience,
we set L∞(M)= M and L∞(A)= A equipped with the operator norm. The lattices of projections are
written as Mπ and Aπ , while 1M and 1A stand for the unit elements. Let L+

p (A) be the positive part of
L p(A). A lot of basic properties of classical L p spaces, such as Minkowski’s inequality, Hölder’s inequality,
the dual property, real and complex interpolation, etc., have been transferred to this noncommutative
setting. We refer to the very detailed introduction in [Parcet 2009] or the survey article [Pisier and Xu
2003] for more about the noncommutative L p space, the noncommutative L1,∞ space and related topics.

We next define a noncommutative analogue of M�. For two general elements belong to a von Neumann
algebra, they may not be comparable (i.e., neither a < b nor a ≥ b holds for a, b ∈ A). Hence it is
difficult to define the noncommutative maximal function directly. This obstacle could be overcome by
straightforwardly defining the maximal weak-type (1, 1) norm or L p norm. We adopt the definition of
the noncommutative maximal norm introduced by G. Pisier [1998] and M. Junge [2002].

Definition 1.1. For any index set I, we define L p(M; ℓ∞(I )), the space of all sequences x = {xn}n∈I

in L p(M) which admit a factorization of the following form: there exist a, b ∈ L2p(M) and a bounded
sequence y = {yn}n∈I in L∞(M) such that xn = aynb for all n ∈ I. The norm of x in L p(M; ℓ∞(I )) is
given by

∥{xk}k∈I ∥L p(M;ℓ∞(I )) = inf
{
∥a∥L2p(M) sup

n∈I
∥yn∥L∞(M) ∥b∥L2p(M)

}
,

where the infimum is taken over all factorizations of x as above. We define a sequence x = {xk}k∈I in
L1,∞(M) with quasinorm given by

∥{xk}k∈I ∥31,∞(M;ℓ∞(I )) = sup
λ>0

λ inf
e∈Mπ

{τ(e⊥) : ∥exke∥∞ ≤ λ for all k ∈ I }.

If x = {xn}n∈I is a sequence of positive elements, then x ∈ L p(M; ℓ∞(I )) if and only if there exists a
positive element a ∈ L p(M) such that 0< xn ≤ a, and

∥x∥L p(M;ℓ∞(I )) = inf{∥a∥L p(M) : 0< xn ≤ a for all n ∈ I }, (1-5)

∥(xk)k∈I ∥31,∞(M;ℓ∞(I )) = sup
λ>0

λ inf
e∈Mπ

{τ(e⊥) : exne ≤ λ for all n}. (1-6)
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Now we can state our main result as follows.

Theorem 1.2. Suppose that � satisfies (1-3) and � ∈ L(log+ L)2(Sd−1). Then the operator sequence
{Mr }r>0 is of maximal weak-type (1, 1), i.e.,

∥{Mr f }r>0∥31,∞(A,ℓ∞(0,∞)) ≲ C�∥ f ∥L1(A),

where C� is a constant depending only on the dimension d and �. Equivalently, for every f ∈ L1(A) and
λ > 0, there exists a projection e ∈ Aπ such that

sup
r>0

∥eMr f e∥L∞(A) ≤ λ and λϕ(1A − e)≲ C�∥ f ∥L1(A).

It is very easy to show that {Mr }r>0 is of maximal strong type (p, p) for 1< p ≤ ∞ by the method of
rotation. For completeness, we give a proof in the Appendix for this result.

The strategy in the proof of Theorem 1.2 is as follows. Firstly we convert the study of the maximal
operator to a linearized singular integral operator T with a rough kernel (see Section 2). Secondly,
to prove the weak-type (1, 1) bound of this singular integral operator T, we use the noncommutative
Calderón–Zygmund decomposition to split the function f into two parts: good functions and bad functions
(see Section 3A). Roughly speaking, the proof is reduced to obtain some decay estimates for the good
and bad functions separately. For the proof related to the bad functions, since the kernel � is rough, we
will use a further decomposition, the so-called microlocal decomposition, to the operator Tj . Then we
apply the L2 norm and the L1 norm to control the weak-type estimate (see Lemmas 3.4 and 3.5), where
vector-valued Plancherel’s theorem and an orthogonal geometric argument are involved in the proof of the
L2 estimate and the stationary phase method is used in the L1 estimate (see Section 3B and the proofs in
Section 4). For the proof of good functions we use the so-called pseudolocalization arguments to obtain
some decay estimate for the L2 norm of the singular integral operator T outside the support of functions
on which it acts. To get such decay estimates, we adopt a similar method (the microlocal decomposition)
from the proof of bad functions (see Section 3C).

In the classical Calderón–Zygmund decomposition, one can easily deal with the good function by the
L2 estimate. However, the proof of good functions from the noncommutative Calderón–Zygmund is
much elaborated as showed in the case of smooth kernel by J. Parcet [2009]. In this paper, to overcome
the nonsmoothness of kernel, we use the microlocal decomposition in the proofs of both bad and good
functions. To the best knowledge of the author, this method seems to be new in the noncommutative
Calderón–Zygmund theory. We should point out that the proof of bad functions is quite different from
that in the classical case of[Christ and Rubio de Francia 1988], where they used the T T ∗ argument
to obtain some regularity of the kernel Tj T ∗

j by some depth geometry but without using the Fourier
transform. However, our method presented in this paper heavily depends on the Fourier transform where
Plancherel’s theorem and the stationary phase method are involved. These ideas are mainly inspired by
[Seeger 1996]. Recall the following important pointwise property is crucial in the classical T T ∗ argument:
|Q|

−1
∫

Q |bQ(y)| dy ≲ λ, where bQ is a bad function from the Calderón–Zygmund decomposition which
is supported in a cube Q. Since in the noncommutative setting such kind of inequality may not hold for the
off-diagonal terms of bad functions, our noncommutative T T ∗ argument is more complicated than that of
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the classical case. In fact only one pointwise property holds in the noncommutative Calderón–Zygmund
decomposition: qk fkqk ≲ C−1

� λqk (see Lemma 3.1) and all pointwise estimates in the proof should finally
be transferred to this property (see Section 4B for the details in the proof of the L2 estimate).

This paper is organized as follows. First the study for maximal operator of Mr is reduced to a linearized
singular integral operator in Section 2. In Section 3, by the noncommutative Calderón–Zygmund
decomposition and microlocal decomposition, we finish the proof of our main theorem based on the
estimates of bad and good functions. The proofs of lemmas related to the bad functions are all presented
in Section 4. In Section 5, we give all proofs of lemmas related to the good functions. Finally in the
Appendix, we give a proof of strong type (p, p), 1< p ≤ ∞, for {Mr }r>0.

Further remark. After we finished this manuscript, L. Cadilhac [2022] found a more efficient noncom-
mutative Calderón–Zygmund decomposition (see also [Hong et al. 2023]) so that the off-diagonal terms
of the good functions vanish and the argument for the pseudolocalization can be avoided. Of course
using this new Calderón–Zygmund decomposition, we only need to apply the L2 estimate to deal with
the good function and the proof related to the good functions in this paper can be greatly shortened.
However, we point out that using this new method, the proof for the bad functions will be significantly
more complicated than our arguments presented in this paper. So our proof in this paper still has its own
interest. Nevertheless, we hope to show this in the study of weak-type (1, 1) boundedness for singular
integral operators with rough kernels (1-1) which is our ongoing work.

Notation. Throughout this paper, we only consider the dimension d ≥ 2 and the letter C stands for a
positive finite constant which is independent of the essential variables, not necessarily the same one in
each occurrence. A ≲ B means A ≤ C B for some constant C . By the notation Cε we mean that the
constant depends on the parameter ε, A ≈ B means that A ≲ B and B ≲ A, Z+ denotes the set of all
nonnegative integers and

Zd
+

= Z+ × · · · × Z+︸ ︷︷ ︸
d

.

For α ∈ Zd
+

and x ∈ Rd, we define xα = xα1
1 xα2

2 · · · xαd
d and |x | denotes the ℓ2 norm. For all s ∈ R+, [s]

denotes the integer part of s. For any set A with finite elements, we define card(A) or #(A) as the number
of elements in A. Let s ≥ 0, we define

∥�∥L(log+L)s :=

∫
Sd−1

|�(θ)|[log(2 + |�(θ)|)]s dσ(θ),

where dσ(θ) denotes the sphere measure of Sd−1. When s = 0, we use the standard notation ∥�∥1 :=

∥�∥L(log+L)0 .
Define F f (or f̂ ) and F−1 f (or f̌ ) the Fourier transform and the inverse Fourier transform of f by

F f (ξ)=

∫
Rd

e−i⟨x,ξ⟩ f (x) dx, F−1 f (ξ)=
1

(2π)d

∫
Rd

ei⟨x,ξ⟩ f (x) dx .

Let Q be the set of all dyadic cubes in Rd. For any Q ∈ Q, denote by ℓ(Q) the side length of the
cube Q. Let s Q be the cube with the same center of Q such that ℓ(s Q)= sℓ(Q). Given an integer k ∈ Z,
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Qk will be defined as the set of dyadic cubes of side length 2−k. Let |Q| be the volume of the cube Q. If
Q ∈ Q and f : Rd

→ M is integrable on Q, we define its average as fQ = |Q|
−1

∫
Q f (y) dy.

For k ∈ Z, set σk as the k-th dyadic σ -algebra, i.e., σk is generated by the dyadic cubes with side
lengths equal to 2−k. Let Ek be the conditional expectation which is associated to the classical dyadic
filtration σk on Rd. We also use Ek for the tensor product Ek ⊗ idM acting on A. Then for 1 ≤ p <∞

and f ∈ L p(A), we get

Ek( f )=

∑
Q∈Qk

fQχQ,

where χQ is the characteristic function of Q. Similarly, {Ak}k∈Z will stand for the corresponding filtration,
i.e., Ak =Ek(A). For simplicity, we will define the conditional expectation fk :=Ek( f ) and the martingale
difference 1k( f ) := fk − fk−1 =: d fk .

2. Reduction to singular integral operator

In this section, we reduce the study of maximal operator of Mr to a singular integral operator with a
rough kernel. This will be done by several steps as follows.

Step 1: By decomposing the functions � and f into four parts (i.e., real positive part, real negative part,
imaginary positive part, imaginary negative part), together with the quasitriangle inequality for the quasi-
norm ∥·∥31,∞(A,ℓ∞(0,∞)), we only consider the case that� is a positive function and f is positive in A. Then
by (1-6), it is enough to show that for any f ∈ L+

1 (A) and λ> 0 there exists a projection e ∈Aπ such that

eMr f e ≤ λ for all r > 0 and λϕ(1A − e)≲ C�∥ f ∥L1(A). (2-1)

Step 2: Next we show that the study of Mr can be reduced to a dyadic smooth operator. More precisely, let
φ be a C∞

c (R
d), radial, positive function which is supported in

{
x ∈ Rd

:
1
2 ≤ |x | ≤ 2

}
and

∑
i∈Z φj (x)= 1

for all x ∈ Rd
\ {0}, where φj (x)= φ(2− j x). Define an operator Mj by

Mj f (x)=

∫
Rd

�(x − y)
|x − y|d

φj (x − y) f (y) dy.

We will prove that the maximal operator of Mj is of weak-type (1, 1) below and (2-1) follows from it.

Theorem 2.1. Let � be a positive function satisfying (1-3) and � ∈ L(log+ L)2(Sd−1). For any f ∈

L+

1 (A), λ > 0, there exists a projection e ∈ Aπ such that

sup
j∈Z

∥eMj f e∥L∞(A) ≲ λ, λϕ(1A − e)≲ C�∥ f ∥L1(A),

where the constant C� only depends on � and the dimension.

The proof of Theorem 2.1 will be given later. We apply Theorem 2.1 to show (2-1). Let � be a positive
function and f be positive in L+

1 (A). Then by our choice of φj , for any r > 0, we have

Mr f (x)=
1

|B(x, r)|

∫
B(x,r)

�(x − y) f (y) dy

=
Cd

rd

∑
j≤[log r ]+1

∫
|x−y|≤r

φj (x − y)�(x − y) f (y) dy ≲
1
rd

∑
j≤[log r ]+1

2 jdMj f (x).
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Notice that � is positive and f ∈ L+

1 (A); thus the inequality eMj f e ≤ λ is equivalent to ∥eMj f e∥A =

∥eMj f e∥L∞(A) ≤ λ. By Theorem 2.1, there exists a projection e ∈ Aπ such that

eMj f e ≲ λ for all j ∈ Z, λϕ(1A − e)≲ C�∥ f ∥L1(A).

Then it is easy to see that, for any r > 0,

eMr f e ≲
1
rd

∑
j≤[log r ]+1

2 jdeMj f e ≲ λ.

Step 3: We will reduce the study of the maximal operator of Mj to a class of square functions. Notice that
the kernel � of Mj has no cancellation. Formally we cannot study the operator

(∑
j |Mj |

2
)1/2 directly

since it may not even be L2 bounded. To avoid such case, we define a new operator Tj which is a modified
version of the operator Mj

Tj f (x)=

∫
Rd
φj (x − y)

�̃(x − y)
|x − y|d

f (y) dy, (2-2)

where
�̃(x)=�(x)−

1
σd−1

∫
Sd−1

�(θ) dσ(θ)

and σd−1 is measure of the unit sphere. Then it is easy to see that �̃ has mean value zero over Sd−1.
Then formally the study of the maximal operator of Mj may follow from that of the square function(∑

j |Tj |
2
)1/2 and the maximal operator. In the following we use rigorous noncommutative language to

explain how to do it. To define a noncommutative square function, we should first introduce the so-called
column and row function space. Let { f j }j be a finite sequence in L p(A), 1 ≤ p ≤ ∞. Define

∥{ f j }j∥L p(A;ℓr
2)

=

∥∥∥∥(∑
| f ∗

j |
2
)1/2∥∥∥∥

L p(A)
, ∥( f j )∥L p(A;ℓc

2)
=

∥∥∥∥(∑
| f j |

2
)1/2∥∥∥∥

L p(A)
.

This procedure is also used to define the spaces L1,∞(A; ℓr
2) and L1,∞(A; ℓc

2); i.e.,

∥{ f j }j∥L1,∞(A;ℓr
2)

=

∥∥∥∥(∑
| f ∗

j |
2
)1/2∥∥∥∥

L1,∞(A)
, ∥{ f j }∥L1,∞(A;ℓc

2)
=

∥∥∥∥(∑
| f j |

2
)1/2∥∥∥∥

L1,∞(A)
.

Let L1,∞(A, ℓrc
2 ) space be the weak-type square function of {Tj }j defined as

∥{Tj }j∥L1,∞(A,ℓrc
2 )

= inf
Tj f =gj +h j

{∥{gj }j∥L1,∞(A,ℓc
2)

+ ∥{h j }j∥L1,∞(A;ℓr
2)
}.

We have the following weak-type (1, 1) estimate of square function of {Tj }j .

Theorem 2.2. Suppose that � satisfies (1-3) and � ∈ L(log+ L)2(Sd−1). Let Tj be defined in (2-2). Then
we have

∥{Tj }j∥L1,∞(A,ℓrc
2 )

≲ C�∥ f ∥L1(A),

where the constant C� only depends on � and the dimension.

In the following we use Theorem 2.2 to prove Theorem 2.1. Our goal is to find a projection e ∈ Aπ
such that

sup
j∈Z

∥eMj f e∥L∞(A) ≲ λ, λϕ(1A − e)≲ C�∥ f ∥L1(A).
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We first decompose Mj f into two parts

Tj f (x)+
1

σd−1

∫
Sd−1

�(θ) dσ(θ)
∫

Rd

φj (x − y)
|x − y|d

f (y) dy =: Tj f (x)+ M̃j f (x).

Notice that (1/σd−1)
∫

Sd−1 �(θ) dσ(θ) is a harmless constant which is bounded by ∥�∥1. By using the
fact that the noncommutative Hardy–Littlewood maximal operator is of weak-type (1, 1) (see, e.g., [Mei
2007]), it is not difficult to see that the maximal operator of M̃j is of weak-type (1, 1). Thus we can find
a projection e1 ∈ Aπ such that

sup
j∈Z

∥e1 M̃ j f e1∥L∞(A) ≤ λ and λϕ(1A − e1)≲ ∥�∥1∥ f ∥L1(A).

Next we utilize Theorem 2.2 to construct other projection. By the definition of infimum, there exists a
decomposition T j f = g j + h j satisfying

∥{g j }∥L1,∞(A;ℓc
2)

+ ∥{h j }∥L1,∞(A;ℓr
2)

≤
1
2C�∥ f ∥L1(A).

We now take e2 = χ(0,λ]
((∑

j∈Z |g j |
2
)1/2) and e3 = χ(0,λ]

((∑
j∈Z |h∗

j |
2
)1/2). Then∥∥∥∥((∑

j∈Z

|g j |
2
)1/2)

e2

∥∥∥∥
L∞(A)

≤ λ and λϕ(1A − e2)≲ C�∥ f ∥L1(A).

Also for e3, we have∥∥∥∥((∑
j∈Z

|h∗

j |
2
)1/2)

e3

∥∥∥∥
L∞(A)

≤ λ and λϕ(1A − e3)≲ C�∥ f ∥L1(A).

Let e = e1 ∧ e2 ∧ e3. Then it is easy to see that

sup
j∈Z

∥eM̃ j f e∥L∞(A) ≤ λ, λϕ(1A − e)≲ C�∥ f ∥L1(A).

Hence to finish the proof of Theorem 2.1, it is sufficient to show

sup
j∈Z

∥eTj f e∥L∞(A) ≲ λ.

Recall the definition of L∞(A), ∥ f ∥L∞(A) = ∥ f ∥A. Then we get

∥eTj f e∥L∞(A) ≤ ∥eg j e∥A + ∥eh j e∥A = ∥eg j e∥A + ∥eh∗

j e∥A.

Now using polar decomposition gj = u j |gj | and h∗

j = vj |h∗

j |, we continue to estimate the above term as
follows:

∥eu j |g j |e∥A + ∥ev j |h∗

j |e∥A ≤ ∥|g j |e∥A + ∥|h∗

j |e∥A = ∥e|g j |
2e∥1/2

A + ∥e|h∗

j |
2e∥1/2

A

≤

∥∥∥∥e
∑
j∈Z

|g j |
2e

∥∥∥∥1/2

A
+

∥∥∥∥e
∑
j∈Z

|h∗

j |
2e

∥∥∥∥1/2

A

=

∥∥∥∥(∑
j∈Z

|g j |
2
)1/2

e2e
∥∥∥∥
A

+

∥∥∥∥(∑
j∈Z

|h∗

j |
2
)1/2

e3e
∥∥∥∥
A
≲ λ.

Hence we finish the proof of Theorem 2.1.
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Step 4: We reduce the study of the square function to a linear operator. To simplify the notation, we still
use � in (2-2), i.e.,

Tj f (x)=

∫
Rd

K j (x − y)�(x − y) f (y) dy, with K j (x)= φj (x)|x |
−d , (2-3)

but we suppose that � satisfies the cancellation property
∫

Sd−1 �(θ) dσ(θ)= 0. To linearize the square
function, we use the following noncommutative Khintchine’s inequality in L1,∞(A, ℓrc

2 ) which was
recently established in [Cadilhac 2019].

Lemma 2.3. Let {εj }j be a Rademacher sequence on a probability space (m, P). Suppose that f = { f j }j

is a finite sequence in L1,∞(A). Then we have∥∥∥∥∑
j∈Z

f jεj

∥∥∥∥
L1,∞(L∞(m)⊗A)

≈ ∥{ f j }j∥L1,∞(A;ℓrc
2 )
.

Now by the preceding lemma, Theorem 2.2 immediately follows from the result below.

Theorem 2.4. Suppose that � satisfies (1-3), � ∈ L(log+ L)2(Sd−1) and the cancellation property∫
Sd−1 �(θ) dσ(θ) = 0. Let Tj be defined in (2-3). Assume {εj }j is the Rademacher sequence on a

probability space (m, P). Define T f (x, z)=
∑

j Tj f (x)εj (z) and the tensor trace ϕ̃ =
∫
m ⊗ϕ. Then T

maps L1(A) to L1,∞(L∞(m)⊗A), i.e., for any λ > 0, f ∈ L1(A),

λϕ̃{|T f |> λ} ≲ C�∥ f ∥L1(A),

where the constant C� only depends on � and the dimension.

At present our main result Theorem 1.2 is reduced to Theorem 2.4. In the rest of this paper, we give
effort to the proof of Theorem 2.4.

3. Proof of Theorem 2.4

In this section we give the proof of Theorem 2.4 based on some lemmas; their proofs will be given in
Sections 4 and 5. We first introduce the noncommutative Calderón–Zygmund decomposition.

3A. Noncommutative Calderón–Zygmund decomposition. By the standard density argument, we only
need to consider the following dense class of L1(A):

Ac,+ = { f : Rd
→ M | f ∈ A+,

−−→supp f is compact}.

Here −−→supp f represents the support of f as an operator-valued function in Rd , which means that −−→supp f =

{x ∈ Rd
: ∥ f (x)∥M ̸= 0}. Let � ∈ L(log+ L)2(Sd−1). Set a constant

C� = ∥�∥L(log+ L)2 +

∫
Sd−1

|�(θ)|

(
1 +

[
log+

(
|�(θ)|

∥�∥1

)]2)
dσ(θ), (3-1)

where log+ a = 0 if 0 < a < 1 and log+ a = log a if a ≥ 1. Since ∥�∥L(log+ L)2 < +∞, one can easily
check that C� is a finite constant. Now we fix f ∈ Ac,+, and set fk = Ek f for all k ∈ Z. Then the



1448 XUDONG LAI

sequence { fk}k∈Z is a positive dyadic martingale in L1(A). Applying the so-called Cuculescu construction
introduced in [Parcet 2009, Lemma 3.1] at level λC�−1, we get the following result.

Lemma 3.1. There exists a decreasing sequence {qk}k∈Z depending on f and λC�−1, where qk is a
projection in Aπ satisfying the following conditions:

(i) qk commutes with qk−1 fkqk−1 for every k ∈ Z.

(ii) qk belongs to Ak for every k ∈ Z and qk fkqk ≤ λC�−1qk .

(iii) Set q =
∧

k∈Z qk . We have the inequality

ϕ(1A − q)≤ λ−1C�∥ f ∥L1(A).

(iv) The expression of qk can be written as follows: for some negative integer m ∈ Z

qk =


1A if k < m,
χ(0,λC−1

� ]
( fk) if k = m,

χ(0,λC−1
� ]
(qk−1 fkqk−1) if k > m.

Below we introduce another expression of the projection qk given in the previous lemma as done
in [Parcet 2009]. We point out that such kind of expression will be quite helpful when we give some
estimates to the terms related to qk . In fact we can write qk =

∑
Q∈Qk

ξQχQ for all k ∈ Z, where ξQ is a
projection in M which satisfies the following conditions:

(i) ξQ has the following explicit expression: Q̂ below is the father dyadic cube of Q,

ξQ =


1M if k < m,
χ(0,λC−1

� ]
( fQ) if k = m,

χ(0,λC−1
� ]
(ξQ̂ fQξQ̂) if k > m.

(ii) ξQ ∈ Mπ and ξQ ≤ ξQ̂ .

(iii) ξQ commutes with ξQ̂ fQξQ̂ and ξQ fQξQ ≤ C−1
� λξQ .

Define the projection pk = qk−1 − qk . By applying the above more explicit expression, we see that pk

equals
∑

Q∈Qk
(ξQ̂ − ξQ)χQ =:

∑
Q∈Qk

πQχQ , where πQ = ξQ̂ − ξQ . Then it is easy to see that all pk’s
are pairwise disjoint and

∑
k∈Z pk = 1A − q.

Now we define the associated good functions and bad functions related to f as follows:

f = g + b, g =

∑
i, j∈Ẑ

pi fi∨ j pj , b =

∑
i, j∈Ẑ

pi ( f − fi∨ j )pj ,

where we set p∞ = q , Ẑ = Z∪{∞} and i ∨ j = max(i, j). If i or j is infinite, i ∨ j is just ∞ and f∞ = f
by definition. We further decompose g as the diagonal terms and the off-diagonal terms:

gd = q f q +

∑
k∈Z

pk fk pk, goff =

∑
i ̸= j

pi fi∨ j pj + q f (1A − q)+ (1A − q) f q.

The proofs for diagonal terms gd and off-diagonal terms goff will be different as we shall see below. For
the bad function b, we can deal with the diagonal and off-diagonal terms uniformly. So it is unnecessary



NONCOMMUTATIVE MAXIMAL OPERATORS WITH ROUGH KERNELS 1449

for us to decompose it as we did for the good functions. By the linearity of T, we get

ϕ̃(|T f |> λ)≤ ϕ̃
(
|T g|>

λ

2

)
+ ϕ̃

(
|T b|>

λ

2

)
.

In the following we give estimates for the good and bad functions, respectively. Before that we state a
lemma to construct a projection in A such that the proof can be reduced to the case that the operators are
restricted on this projection.

Lemma 3.2. There exists a projection ζ ∈ Aπ which satisfies the following conditions:

(i) λϕ(1A − ζ )≲ C�∥ f ∥L1(A).

(ii) If Q0 ∈ Q and x ∈ (2101
+ 1)Q0, then ζ(x)≤ 1M − ξQ̂0

+ ξQ0 and ζ(x)≤ ξQ0 .

The proof of this lemma can be easily modified from that of [Parcet 2009, Lemma 4.2]. Here the exact
value of 2101

+ 1 above is not essential and the reason we choose this value is just for convenience in a
later calculation (see (3-3)). Now let us consider the bad functions first since our method presented here
is also needed for the good functions.

3B. Estimates for the bad functions. We first use Lemma 3.2 to reduce the study of the operator T to
that of ζT ζ . Split T b into four terms as follows:

(1A − ζ )T b(1A − ζ )+ ζT b(1 − ζ )+ (1 − ζ )T bζ + ζT bζ.

By the property (i) in Lemma 3.2, we get

ϕ̃
(
|T b|>

λ

2

)
≲ ϕ(1A − ζ )+ ϕ̃

(
|ζT bζ |> λ

4

)
≲ λ−1C�∥ f ∥L1(A) + ϕ̃

(
|ζT bζ |> λ

4

)
.

Therefore it is enough to show that the term ϕ̃(|ζT bζ |> λ/4) satisfies our desired estimate. Recall the
bad function

b =

∑
k∈Z

pk( f − fk)pk +

∑
s≥1

∑
k∈Z

pk( f − fk+s)pk+s + pk+s( f − fk+s)pk =:

∑
s=0

∑
k∈Z

bk,s,

where
bk,0 = pk( f − fk)pk, bk,s = pk( f − fk+s)pk+s + pk+s( f − fk+s)pk . (3-2)

By the definition of T, we further rewrite T b as follows: for any x ∈ Rd and z ∈ m,

T b(x, z)=

∑
j∈Z

Tj

[∑
s≥0

∑
n∈Z

bn− j,s

]
(x)εj (z)=

∑
s≥0

∑
n∈Z

∑
j∈Z

Tj bn− j,s(x)εj (z).

For any Q ∈ Qn− j+s , set Qn− j ∈ Qn− j as the s-th ancestor of Q. Consider x in the support of ζ (i.e.,
ζ(x) ̸= 0) and let n < 100. Then we get that, for all s, ζ(x)Tj bn− j,s(x)ζ(x) equals∑
Q∈Qn− j+s

ζ(x)
∫

Q
K j (x−y)bn− j,s(y)dyζ(x)

=

∑
Q∈Qn− j+s

ζ(x)χ((2101+1)Qn− j )c(x)
∫

Q
K j (x−y)[πQn− j ( f (y)− fQ)πQ+πQ( f (y)− fQ)πQn− j ]dyζ(x)

= 0, (3-3)
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where in the first equality we apply ζ(x)πQn− j = 0 if x ∈ (2101
+ 1)Qn− j by the property (ii) of ζ in

Lemma 3.2 and the second inequality follows from the fact x ∈ ((2101
+ 1)Qn− j )

c and y ∈ Q implies
that |x − y| ≥ 2100+ j−n, which is a contradiction with the support of K j and n < 100. Therefore we get

ζT bζ = ζ
∑

n≥100

∑
s≥0

∑
j∈Z

Tj bn− j,sεjζ.

Hence, to finish the proof related to the bad functions, it suffices to verify the following estimate:

ϕ̃

(∣∣∣∣ζ ∑
n≥100

∑
s≥0

∑
j∈Z

Tj bn− j,sεjζ

∣∣∣∣> λ

4

)
≲ λ−1C�∥ f ∥L1(A). (3-4)

Some important decompositions play key roles in the proof of (3-4). We present them by some lemmas,
which will be proved in Section 4. It should be pointed out that the methods used here also work for the
good functions, which will be clear in the next subsection.

The first lemma shows that (3-4) holds if � is restricted in some subset of Sd−1. More precisely, for
fixed n ≥ 100 and s ≥ 0, define

Dι
= {θ ∈ Sd−1

: |�(θ)| ≥ 2ι(n+s)
∥�∥1},

where ι > 0 will be chosen later. Let T n,s
j,ι be defined by

T n,s
j,ι h(x)=

∫
Rd
�χDι

(
x − y
|x − y|

)
K j (x − y) · h(y) dy. (3-5)

Lemma 3.3. Suppose � ∈ L(log+ L)2(Sd−1). With all the notation above, we get

ϕ̃

(∣∣∣∣ζ ∑
n≥100

∑
s≥0

∑
j∈Z

T n,s
j,ι bn− j,sεjζ

∣∣∣∣> λ

8

)
≲ λ−1C�∥ f ∥L1(A).

Thus, by Lemma 3.3, to finish the proof for bad functions, it suffices to verify (3-4) under the condition
that for fixed n ≥ 100 and s ≥ 0 the kernel function � satisfies ∥�∥∞ ≤ 2ι(n+s)

∥�∥1 in each Tj .
In the following, we introduce the microlocal decomposition of kernel. To do this, we give a partition

of unity on the unit surface Sd−1. Let k ≥ 100. Choose {ek
v}v∈2k be a collection of unit vectors on Sd−1

which satisfies the following two conditions:

(a) |ek
v − ek

v′ | ≥ 2−kγ−4 if v ̸= v′.

(b) If θ ∈ Sd−1, there exists an ek
v such that |ek

v − θ | ≤ 2−kγ−3.

The constant 0< γ < 1 in (a) and (b) will be chosen later. To choose such an {ek
v}v∈2k , we simply take a

maximal collection {ek
v}v for which (a) holds and then (b) holds automatically by the maximality. Notice

that there are C2kγ (d−1) elements in the collection {ek
v}v . For every θ ∈ Sd−1, there only exist finite ek

v such
that |ek

v − θ | ≤ 2−kγ−4. Now we can construct an associated partition of unity on the unit surface Sd−1.
Let η be a smooth, nonnegative, radial function with η(u)= 1 for |u| ≤

1
2 and η(u)= 0 for |u|> 1. Define

0̃k
v(u)= η

(
2kγ

(
u
|u|

− ek
v

))
, 0k

v(u)= 0̃k
v(u)

( ∑
v∈2k

0̃k
v(u)

)−1

.
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Then it is easy to see that 0k
v is homogeneous of degree 0 with

∑
v∈2k

0k
v(u)= 1 for all u ̸= 0 and all k.

Now we define the operator T n,s,v
j by

T n,s,v
j h(x)=

∫
Rd
�(x − y)0n+s

v (x − y) · K j (x − y) · h(y) dy. (3-6)

Then it is easy to see that Tj =
∑

v∈2n+s
T n,s,v

j .
In the sequel, we will use the Fourier transform since we need to separate the phase in frequency space

into different directions. Hence we define a Fourier multiplier operator by

Ĝk,vh(ξ)=8

(
2kγ

〈
ek
v,
ξ

|ξ |

〉)
ĥ(ξ),

where ĥ is the Fourier transform of h and 8 is a smooth, nonnegative, radial function such that 0 ≤

8(x) ≤ 1 and 8(x) = 1 on |x | ≤ 2, 8(x) = 0 on |x | > 4. Now we can split T n,s,v
j into two parts:

T n,s,v
j = Gn+s,vT n,s,v

j + (I − Gn+s,v)T
n,s,v
j .

The following lemma gives the L2 estimate involving Gn+s,vT n,s,v
j , which will be proved in Section 4.

Lemma 3.4. Let n ≥ 100 and s ≥ 0. Suppose ∥�∥∞ ≤ 2ι(n+s)
∥�∥1 in each Tj . With all the notation

above, we get the estimate∑
j

∥∥∥∥ ∑
v∈2n+s

Gn+s,vT n,s,v
j bn− j,s

∥∥∥∥2

L2(A)
≲ 2−(n+s)γ+2(n+s)ιλC�∥ f ∥L1(A).

The terms involving (I − Gn+s,v)T
n,s,v
j are more complicated. For convenience, we set Ln,s,v

j =

(I − Gn+s,v)T
n,s,v
j . In Section 4, we shall prove the following lemma.

Lemma 3.5. Let n ≥ 100 and s ≥ 0. Suppose ∥�∥∞ ≤ 2ι(n+s)
∥�∥1 in each Tj . With all the notation

above, then there exists a positive constant α such that∑
j

∑
v∈2n+s

∥Ln,s,v
j bn− j,s∥L1(A) ≲ 2−(n+s)αC�∥ f ∥L1(A).

We now complete the proof of (3-4). It is sufficient to prove (3-4) under the condition that for all
fixed n ≥ 100 and s ≥ 0 we have ∥�∥∞ ≤ 2ι(n+s)

∥�∥1 in Tj . By Chebyshev’s inequality and the triangle
inequality, we get

ϕ̃

(∣∣∣∣ζ ∑
n≥100

∑
s≥0

∑
j∈Z

Tj bn− j,sεjζ

∣∣∣∣> λ

8

)

≲ λ−2
∥∥∥∥ζ ∑

n≥100

∑
s≥0

∑
j

∑
v∈2n+s

Gn+s,vT n,s,v
j bn− j,sεjζ

∥∥∥∥2

L2(L∞m⊗A)

+ λ−1
∑

n≥100

∑
s≥0

∑
j

∑
v∈2n+s

∥ζ Ln,s,v
j bn− j,sεjζ∥L1(L∞(m)⊗A)

=: I + II.

First we consider the term I. Recall that {εj }j is a Rademacher sequence on a probability space (m, P).
So we have the orthogonal equality∥∥∥∥∑

j∈Z

εj aj

∥∥∥∥2

L2(L∞(m)⊗A)
=

∑
j

∥aj∥
2
L2(A). (3-7)
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Choose 0< ι< γ

2 <
1
2 . By the triangle inequality, the above orthogonal equality, using Hölder’s inequality

to remove ζ since ζ is a projection in A, and finally by Lemma 3.4, we get

I ≲ λ−2
( ∑

n≥100

∑
s≥0

∥∥∥∥∑
j

εjζ
∑

v∈2n+s

Gn+s,vT n,s,v
j bn− j,sζ

∥∥∥∥
L2(L∞(m)⊗A)

)2

≲ λ−2
( ∑

n≥100

∑
s≥0

(∑
j

∥∥∥∥ζ ∑
v∈2n+s

Gn+s,vT n,s,v
j bn− j,sζ

∥∥∥∥2

L2(A)

)1/2)2

≲ λ−2
( ∑

n≥100

∑
s≥0

(2−(n+s)γ+2(n+s)ιC�λ∥ f ∥L1())
1
2

)2

≲ λ−1C�∥ f ∥L1(A).

For the term II, by the fact that {εj } j∈Z is a bounded sequence, using Hölder’s inequality to remove ζ
and by Lemma 3.5, we get

II ≲ λ−1
∑

n≥100

∑
s≥0

∑
j

∑
v∈2n+s

∥Ln,s,v
j bn− j,s∥L1(A)

≲ λ−1
∑

n≥100

∑
s≥0

2−(n+s)αC�∥ f ∥L1(A) ≲ C�λ−1
∥ f ∥L1(A).

Hence we complete the proof of (3-4) based on Lemmas 3.3–3.5. Their proofs will be given in Section 4.

3C. Estimates for the good functions. Now we turn to the estimates for good functions. The proofs
of diagonal terms and off-diagonal terms will be quite different. We first consider the diagonal terms,
which are simpler since they behave similar to those in the classical Calderón–Zygmund decomposition.
Following the classical strategy, we should first establish the L2 boundedness of T. In this situation, the
condition for the kernel � in fact can be relaxed to � ∈ L(log+ L)1/2(Sd−1).

Lemma 3.6. Suppose that � satisfy (1-3), � ∈ L(log+ L)1/2(Sd−1) and the cancellation property∫
Sd−1 �(θ) dσ(θ)= 0. Then we have

∥T f ∥L2(L∞(m)⊗A) ≲ ∥ f ∥L2(A),

where the implicit constant above depends only on the dimension and �.

Remark. It should be pointed out that the cancellation condition
∫

Sd−1 �(θ) dθ = 0 in Theorem 2.4 is
only used in this lemma to guarantee the L2 boundedness of T.

The proof of Lemma 3.6 will be given in Section 5. Based on this lemma, we could prove required
bound for the diagonal term gd of good functions as follows. By using the property of qk’s in Lemma 3.1,
Parcet [2009] obtained the following basic property of gd :

∥gd∥L1(A) ≲ ∥ f ∥L1(A), ∥gd∥L∞(A) ≲ λC
−1
� . (3-8)

By Lemma 3.6, it is not difficult to see that the L2 norm of T is bounded by C� (see the details in
Section 5A for its proof). Therefore we get the estimate for gd as follows:

ϕ̃
(
|T gd |>

λ

4

)
≲ λ−2

∥T gd∥
2
L2(L∞(m)⊗A) ≲ λ

−2C2
�∥gd∥

2
L2(A)

≲ λ−2C2
�∥gd∥L1(A)∥gd∥L∞(A) ≲ λ

−1C�∥ f ∥L1(A),
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where in the first inequality we use Chebyshev’s inequality, the second inequality follows from Lemma 3.6,
the third and fourth inequalities just follow from (3-8).

In the remaining parts of this subsection, we give effort to the estimate of goff. We first use Lemma 3.2
to reduce the proof to the case ζT goffζ . In fact

T goff = (1A − ζ )T goff(1A − ζ )+ ζT goff(1 − ζ )+ (1 − ζ )T goffζ + ζT goffζ.

By Lemma 3.2 and the same argument as used for the bad functions, it is sufficient to consider the last
term ζT goffζ above. Thus our goal is to prove

ϕ̃
(
|ζT goffζ |>

λ

8

)
≲ λ−1C�∥ f ∥L1(A). (3-9)

Next we introduce another expression of the off-diagonal terms goff and related estimates which were
proved in [Parcet 2009].

Lemma 3.7. Let d fs be martingale difference. We can rewrite goff as

goff =

∑
s≥1

∑
k∈Z

pkd fk+sqk+s−1 + qk+s−1d fk+s pk =:

∑
s≥1

∑
k∈Z

gk,s =:

∑
s≥1

g(s).

The martingale difference sequence of g(s) satisfies dg(s)k+s = gk,s and supp∗ gk,s ≤ pk ≤ 1A − qk , where
supp∗ is weak support projection defined by supp∗ a = 1A − q, with q is the greatest projection satisfying
qaq = 0. Meanwhile, we have the estimates

sup
s≥1

∥g(s)∥2
L2(A) = sup

s≥1

∑
k∈Z

∥gk,s∥
2
L2(A) ≲ λC

−1
� ∥ f ∥L1(A).

The strategy to deal with the off-diagonal terms goff is similar to that we use in the proof for the bad
functions, although the technical proofs may be different. By the expression of goff in Lemma 3.7 and the
formula f =

∑
n∈Z d fn , we can write

ζT goffζ = ζ
∑
s≥1

∑
j∈Z

εj Tj g(s)ζ = ζ
∑
s≥1

∑
j∈Z

∑
n∈Z

εj Tj d(g(s))n− j+sζ

= ζ
∑
s≥1

∑
j∈Z

∑
n∈Z

εj Tj gn− j,sζ = ζ
∑
s≥1

∑
n≥100

∑
j∈Z

εj Tj gn− j,sζ,

where the last equality follows from the fact if ζ(x) ̸=0 and n<100, we get Tj gn− j,s(x)=0 for all s ≥1 by
property in (ii) of Lemma 3.2, supp∗ gk,s ≤ pk ≤ 1A−qk in Lemma 3.7 and the similar arguments in (3-3).

By Chebyshev’s inequality, the triangle inequality, ζ is a projection in A and the orthogonal equality
(3-7), we then get

ϕ̃(|ζT goffζ |> λ)≲ λ
−2

∥ζT goffζ∥
2
L2(L∞(m)⊗A)

≲ λ−2
(∑

s≥1

∑
n≥100

(∑
j

∥Tj gn− j,s∥
2
L2(A)

)1/2)2

.

Hence to finish the proof for the off-diagonal terms goff, it is sufficient to show that∑
s≥1

∑
n≥100

(∑
j

∥Tj gn− j,s∥
2
L2(A)

)1/2

≲ (C�λ∥ f ∥L1(A))
1/2. (3-10)
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As done in the proof for the bad functions, we first show that (3-10) holds if � is restricted in
Dι

= {θ ∈ Sd−1
: |�(θ)| ≥ 2ι(n+s)

∥�∥1}, where ι ∈ (0, 1). Recall the definition of T n,s
j,ι in (3-5). Then we

have the following lemma.

Lemma 3.8. Suppose � ∈ L(log+ L)2(Sd−1). With all the notation above, we get∑
s≥1

∑
n≥100

(∑
j

∥T n,s
j,ι gn− j,s∥

2
L2(A)

)1/2

≲ (C�λ∥ f ∥L1(A))
1/2.

The proof of Lemma 3.8 will be given in Section 5. By Lemma 3.8, to prove (3-10), we only need to
show (3-10) under the condition that the kernel function � satisfies ∥�∥∞ ≤ 2ι(n+s)

∥�∥1 in each Tj . For
each fixed s ≥ 1 and n ≥ 100, we make a microlocal decomposition of Tj as follows:

Tj =

∑
v∈2n+s

T n,s,v
j , T n,s,v

j = Gn+s,vT n,s,v
j + (I − Gn+s,v)T

n,s,v
j .

Here the notation T n,s,v
j , Gn+s,v is the same as those in the proof of the bad functions.

Lemma 3.9. Let n ≥ 100 and s ≥ 1. Suppose that ∥�∥∞ ≤ 2ι(n+s)
∥�∥1 in each Tj . Then we get the

estimate ∥∥∥∥ ∑
v∈2n+s

Gn+s,vT n,s,v
j gn− j,s

∥∥∥∥2

L2(A)
≲ 2−(n+s)(γ−2ι)

∥�∥
2
1∥gn− j,s∥

2
L2(A).

Lemma 3.10. Let n ≥ 100 and s ≥ 1. Suppose ∥�∥∞ ≤ 2ι(n+s)
∥�∥1 in each Tj . There exists a constant

κ > 0 such that ∑
v∈2n+s

∥(I − Gn+s,v)T
n,s,v
j gn− j,s∥L2(A) ≲ 2−(n+s)κ

∥�∥1∥gn− j,s∥L2(A).

The proofs of Lemmas 3.9 and 3.10 will be given in Section 5. Now we use Lemmas 3.9 and 3.10 to
prove (3-10) as follows:∑
s≥1

∑
n≥100

(∑
j

∥Tj gn− j,s∥
2
L2(A)

)1/2

≤

∑
s≥1

∑
n≥100

(∑
j

( ∑
v∈2n+s

∥(I − Gn+s,v)T
n,s,v
j gn− j,s∥L2(A)

)2)1/2

+

∑
s≥1

∑
n≥100

(∑
j

∥∥∥∥ ∑
v∈2n+s

Gn+s,vT n,s,v
j gn− j,s

∥∥∥∥2

L2(A)

)1/2

≲ (C�λ∥ f ∥L1(A))
1/2,

where in the second inequality we use Lemmas 3.9 and 3.10, with the fact that
∑

j ∥gn− j,s∥
2
L2(A) ≲

λC−1
� ∥ f ∥L1(A) for all s ≥ 1 in Lemma 3.7. Thus to finish the proof for good functions, it remains to show

Lemmas 3.6, 3.8, 3.9 and 3.10, which are all given in Section 5.

Remark 3.11. At present, it is easy to see that the proofs for off-diagonal terms of good functions are
similar to that of bad functions. Notice that for the bad functions, we can deal with the diagonal terms
(i.e., s = 0) and the off-diagonals terms (i.e., s > 1) in a unified way. However this cannot be done for
the good functions; thus we prove the diagonal terms gd and the off-diagonal terms goff using different
methods. The main reason comes from the fact that goff has the following property: for all Q ∈Qn− j+s−1,
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Q gn− j,s(y) dy = 0. Such kind of cancellation property is crucial in the proof of Lemma 3.10. But the

diagonal terms gd do not have this cancellation property.

4. Proofs of lemmas related to the bad functions

In this section, we begin to prove all the lemmas for the bad functions in Section 3B. Before that we
introduce some lemmas needed in our proof. We first state Schur’s Lemma which will be used later.

Lemma 4.1 (Schur’s lemma). Suppose that T is an operator with the kernel K (x, y). Thus

T f (x)=

∫
Rd

K (x, y) f (y) dy.

Then T is bounded on L2(A) with bound
√

c1c2, where

c1 = sup
x∈Rd

∫
Rd

|K (x, y)| dy, c2 = sup
y∈Rd

∫
Rd

|K (x, y)| dx .

The proof of this lemma could be found in [Parcet 2009; Grafakos 2014a]. We also need the following
convexity inequality (or the Cauchy–Schwarz-type inequality) for the operator-valued function; see [Mei
2007, page 9]. Let (m, µ) be a measure space. Suppose that f : m → M is a weak-* integrable function
and g : m → C is an integrable function. Then∣∣∣∣∫

m
f (x)g(x) dµ(x)

∣∣∣∣2

≤

∫
m

| f (x)|2 dµ(x)
∫
m

|g(x)|2 dµ(x). (4-1)

Below we introduce some basic properties of the bad functions that we will use in our proof.

Lemma 4.2. Let bk,s be defined in (3-2). Fix any s ≥ 0. Then we have the following properties for the
bad functions bk,s :

(i) The L1 estimate
∑

k∈Z ∥bk,s∥L1(A) ≲ ∥ f ∥L1(A) holds.

(ii) For all k ∈ Z and Q ∈ Qk+s , the cancellation property
∫

Q bk,s(y) dy = 0 holds.

The proof of Lemma 4.2 can be found in [Cadilhac 2018; Parcet 2009]. Now we start to prove
Lemmas 3.3, 3.4 and 3.5.

4A. Proof of Lemma 3.3. Denote the kernel of the operator T n,s
j,ι by

K n,s
j,ι (x − y) :=�χDι

(
x − y
|x − y|

)
K j (x − y). (4-2)

By the support of K j , it is easy to see that

∥K n,s
j,ι ∥L1(Rd ) ≲

∫
Dι

∫ 2 j+1

2 j−1
|�(θ)|rd−12− jd dr dσ(θ)≲

∫
Dι

|�(θ)| dσ(θ).
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Therefore by Chebyshev’s inequality and the triangle inequality, using Hölder’s inequality to remove the
projection ζ , we get

ϕ̃

(∣∣∣∣ζ ∑
n≥100

∑
s≥0

∑
j∈Z

T n,s
j,ι bn− j,sεjζ

∣∣∣∣> λ) ≤ λ−1
∑

n≥100

∑
s≥0

∑
j∈Z

∥T n,s
j,ι bn− j,sεj∥L1(L∞(m)⊗A).

Since {εj }j is the Rademacher sequence, {εj }j is a bounded sequence. Then from above we have

λ−1
∑

n≥100

∑
s≥0

∑
j∈Z

∥T n,s
j,ι bn− j,s∥L1(A) ≲ λ

−1
∑

n≥100

∑
s≥0

∑
j∈Z

∥K n,s
j,ι ∥L1(Rd )∥bn− j,s∥L1(A)

≲ λ−1
∑

n≥100

∑
s≥0

∫
Dι

|�(θ)| dσ(θ)
∑

j

∥bn− j,s∥L1(A).

Now applying the property (i) in Lemma 4.2, the above estimate is bounded by

λ−1
∥ f ∥L1(A)

∫
Sd−1

#
{
(n, s) : n ≥ 100, s ≥ 0, 2ι(n+s)

≤
|�(θ)|

∥�∥1

}
|�(θ)| dσ(θ)

≲ λ−1
∥ f ∥L1(A)

∫
Sd−1

|�(θ)|

((
log+

|�(θ)|

∥�∥1

)2)
dσ(θ)≲ λ−1C�∥ f ∥L1(A). □

4B. Proof of Lemma 3.4. The proof of Lemma 3.4 is based on the following observation of some
orthogonality of the support of F(Gk,v): For a fixed k ≥ 100, we have

sup
ξ ̸=0

∑
v∈2k

∣∣∣∣82
(

2kγ
〈
ek
v,
ξ

|ξ |

)∣∣∣∣ ≲ 2kγ (d−2). (4-3)

In fact, by the homogeneity of 82(2kγ
⟨ek
v, ξ/|ξ |⟩), it suffices to take the supremum over the surface Sd−1.

For |ξ | = 1 and ξ ∈ supp82(2kγ
⟨ek
v, ξ/|ξ |⟩), denote by ξ⊥ the hyperplane perpendicular to ξ . Then it

is easy to see that
dist(ek

v, ξ
⊥)≲ 2−kγ . (4-4)

Since the mutual distance of ek
v’s is bounded by 2−kγ−4, there are at most 2kγ (d−2) vectors satisfying (4-4).

We hence get (4-3).
Notice that L2(M) is a Hilbert space; then the following vector-valued Plancherel’s theorem holds:

∥F f ∥L2(A) = (2π)d/2∥ f ∥L2(A) = (2π)d∥F−1 f ∥L2(A).

By applying this Plancherel’s theorem, the convex inequality for the operator-valued function (4-1), the
fact (4-3) and finally Plancherel’s theorem again, we get∥∥∥∥ ∑
v∈2n+s

Gn+s,vT n,s,v
j bn− j,s

∥∥∥∥2

L2(A)

= (2π)−d/2
∫

Rd
τ

(∣∣∣∣ ∑
v∈2n+s

8

(
2(n+s)γ

〈
en+s
v ,

ξ

|ξ |

〉)
F(T n,s,v

j bn− j,s)(ξ)

∣∣∣∣2)
dξ

≲
∫

Rd

∑
v∈2n+s

82
(

2(n+s)γ
〈
en+s
v ,

ξ

|ξ |

〉)
τ

( ∑
v∈2n+s

|F(T n,s,v
j bn− j,s)(ξ)|

2
)

dξ

≲ 2(n+s)γ (d−2)
∑

v∈2n+s

∥T n,s,v
j bn− j,s∥

2
L2(A). (4-5)
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Once it is showed that, for a fixed en+s
v ,∑

j

∥T n,s,v
j bn− j,s∥

2
L2(A) ≲ 2−2(n+s)γ (d−1)+2(n+s)ιλ∥�∥1∥ f ∥L1(A), (4-6)

by card(2n+s)≲ 2(n+s)γ (d−1), and applying (4-5) and (4-6) we get

∑
j

∥∥∥∥ ∑
v∈2n+s

Gn+s,vT n,s,v
j bn− j,s

∥∥∥∥2

L2(A)
≲ 2−(n+s)γ+2(n+s)ιλC�∥ f ∥L1(A),

which is the asserted bound of Lemma 3.4. Thus, to finish the proof of Lemma 3.4, it is sufficient to
show (4-6).

Recall the definition of bn− j,s in (3-2). By using triangle inequality, to prove (4-6), it is enough to
prove the four terms∑

j

∥T n,s,v
j pn− j f pn− j+s∥

2
L2(A),

∑
j

∥T n,s,v
j pn− j fn− j+s pn− j+s∥

2
L2(A),∑

j

∥T n,s,v
j pn− j+s f pn− j∥

2
L2(A),

∑
j

∥T n,s,v
j pn− j+s fn− j+s pn− j∥

2
L2(A)

satisfy the desired bound in (4-6). In the following we will only give the detailed proofs of the first and
the second terms above, since the proofs of the third and the fourth terms are similar.

We first consider the second term, which involves pn− j fn− j+s pn− j+s . Set the kernel of T n,s,v
j as

K n,s,v
j (x)= 0n+s

v (x)�(x)φj (x)|x |
−d.

By Young’s inequality, we get

∥T n,s,v
j pn− j fn− j+s pn− j+s∥

2
L2(A) ≲ ∥K n,s,v

j ∥
2
L1(Rd )

∥pn− j fn− j+s pn− j+s∥
2
L2(A). (4-7)

Below we give some estimates for the bound in (4-7). Recall that |�(θ)| ≤ 2(n+s)ι
∥�∥1 and the

definition of 0n+s
v in Section 3B. Then by some elementary calculation, we get

∥K n,s,v
j ∥L1(Rd ) ≲ 2−(n+s)γ (d−1)+(n+s)ι

∥�∥1. (4-8)

Notice that f is positive in A. By some basic properties of trace ϕ, we write

∥pn− j fn− j+s pn− j+s∥
2
L2(A) = ϕ(|pn− j fn− j+s pn− j+s |

2)

= ϕ(|pn− j+s fn− j+s pn− j |
2)= ϕ(pn− j fn− j+s pn− j+s fn− j+s pn− j )

≤ ϕ(pn− j f 1/2
n− j+s f 1/2

n− j+s pn− j ) · ∥ f 1/2
n− j+s pn− j+s f 1/2

n− j+s∥A. (4-9)

By the trace invariance and modularity of conditional expectations, the first term in the last line above
has the trace-preserving property

ϕ(pn− j fn− j+s pn− j )= ϕ(pn− j f pn− j )= ϕ(pn− j f ). (4-10)
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Applying the basic property of C∗ algebra, ∥aa∗
∥A = ∥a∗a∥A, we get

∥ f 1/2
n− j+s pn− j+s f 1/2

n− j+s∥A = ∥pn− j+s fn− j+s pn− j+s∥A

= ∥pn− j+sqn− j+s−1 fn− j+sqn− j+s−1 pn− j+s∥A

≤ 2d
∥pn− j+sqn− j+s−1 fn− j+s−1qn− j+s−1 pn− j+s∥A

≲ λC−1
� , (4-11)

where the second equality follows from the identity pk = pkqk−1 by the definition of pk and the last
inequality follows from qk fkqk ≤λC−1

� qk , property (ii) in Lemma 3.1. Now combining (4-7)–(4-11), we get∑
j

∥T n,s,v
j pn− j fn− j+s pn− j+s∥

2
L2(A) ≲ C−1

� λ2−2(n+s)γ (d−1)+2(n+s)ι
∥�∥

2
1

∑
j

ϕ(pn− j f )

≲ λ2−2(n+s)γ (d−1)+2(n+s)ι
∥�∥1∥ f ∥L1(A),

which is the required estimate in (4-6).
Next we give an estimate of the term corresponding to pn− j f pn− j+s . Notice that there is no average

of f in this case and the crucial property qk fkqk ≤ λC−1
� qk cannot be applied in the estimate (4-11). Our

strategy here is to add an average of f . In the following we first reduce the proof to the case that the
kernel is positive. To do that, we first take the decomposition

K n,s,v
j = (K n,s,v

j )+ − (K n,s,v
j )−,

where (K n,s,v
j )+ and (K n,s,v

j )− are positive functions. Then by using triangle inequality, we get∑
j

∥T n,s,v
j pn− j f pn− j+s∥

2
L2(A) ≲

∑
j

∥∥∥∥∫
(K n,s,v

j ( · − y))+ pn− j f pn− j+s(y) dy
∥∥∥∥2

L2(A)

+

∑
j

∥∥∥∥∫
(K n,s,v

j ( · − y))− pn− j f pn− j+s(y) dy
∥∥∥∥2

L2(A)
.

Therefore we need to consider the terms related to (K n,s,v
j )+ and (K n,s,v

j )−, respectively. We only consider
the term related to (K n,s,v

j )+ since the proof of the other term is similar. For convenience, in the remaining
part of this section we still use the abused notation K n,s,v

j to represent (K n,s,v
j )+.

Denote the support of K n,s,v
j by En,s,v

j . Then it is not difficult to see

En,s,v
j ⊂

{
x ∈ Rd

:

∣∣∣∣ x
|x |

− en+s
v

∣∣∣∣ ≤ 2−(n+s)γ , 2 j−1
≤ |x | ≤ 2 j+1

}
⊂ {x ∈ Rd

: |⟨x, en+s
v ⟩| ≤ 2 j+1, |x − ⟨x, en+s

v ⟩en+s
v | ≤ 2 j+1−(n+s)γ

}.

For any Q ∈Qn− j+s , let Qn− j ∈Qn− j be the s-th ancestor of Q. By the definition of pk , we may write

T n,s,v
j (pn− j f pn− j+s)(x)=

∫
Rd

K n,s,v
j (x − y)(pn− j f pn− j+s)(y) dy

=

∑
Q∈Qn− j+s

Q∩{x−En,s,v
j }̸=∅

πQn− j

(∫
Q

K n,s,v
j (x − y) f (y) dy

)
πQ
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=

∑
Q∈Qn− j+s

Q∩{x−En,s,v
j }̸=∅

∫
Q
[pn− j (K

n,s,v
j (x − · ) f ( · ))n− j+s pn− j+s](z) dz

=

∫
En,s,v

j (x)
[pn− j (K

n,s,v
j (x − · ) f ( · ))n− j+s pn− j+s](z) dz,

where we use the notation
En,s,v

j (x)=

⋃
Q∈Qn− j+s

Q∩{x−En,s,v
j }̸=∅

Q.

By the support of En,s,v
j , we see that En,s,v

j is contained in a rectangle with one sidelength at most 2 j+1 and
d−1 sidelength at most 2 j+1−(n+s)γ. Since for any Q ∈Qn− j+s , the sidelength satisfies l(Q)= 2 j−(n+s)

≤

2 j+1−(n+s)γ. So we get En,s,v
j (x) is contained in a rectangle with one sidelength at most 2 j+2 and d − 1

sidelength at most 2 j+2−(n+s)γ . Therefore we have the estimate

|En,s,v
j (x)| ≲ 2 jd−(n+s)γ (d−1).

Next by using the convexity inequality for the operator-valued function (4-1) and the preceding
inequality, we get

|T n,s,v
j (pn− j f pn− j+s)(x)|2 ≲ 2 jd−(n+s)γ (d−1)

∫
En,s,v

j (x)
|pn− j (K

n,s,v
j (x − · ) f ( · ))n− j+s pn− j+s(z)|2 dz.

Combining the above estimates, we get

∥T n,s,v
j pn− j f pn− j+s∥

2
L2(A)

≲ 2 jd−(n+s)γ (d−1)
∫

Rd

∫
En,s,v

j (x)
τ
(
|pn− j (K

n,s,v
j (x − · ) f ( · ))n− j+s pn− j+s(z)|2

)
dz dx . (4-12)

Since K n,s,v
j is a positive function and f is a positive operator-valued function in A, we see that

K (x − · ) f ( · ) is positive in A. Therefore

(K n,s,v
j (x − · ) f ( · ))n− j+s =

∑
Q∈Qn− j+s

1
|Q|

∫
Q

K n,s,v
j (x − y) f (y) dyχQ

≲
∑

Q∈Qn− j+s

1
|Q|

∫
Q

f (y) dyχQ2− jd+(n+s)ι
∥�∥1

= 2− jd+(n+s)ι
∥�∥1 fn− j+s .

Now applying the above estimate and using the same idea in the estimates of (4-9) and (4-11), we get

τ
(
|pn− j (K

n,s,v
j (x − · ) f ( · ))n− j+s pn− j+s(z)|2

)
= τ

(
pn− j (K

n,s,v
j (x − · ) f ( · ))n− j+s pn− j+s(K

n,s,v
j (x − · ) f ( · ))n− j+s pn− j (z)

)
≤ τ

(
pn− j (K

n,s,v
j (x − · ) f ( · ))n− j+s pn− j (z)

)
∥pn− j+s(K

n,s,v
j (x − · ) f ( · ))n− j+s pn− j+s(z)∥M

≲ 2−2 jd+2(n+s)ι
∥�∥

2
1τ(pn− j fn− j+s pn− j (z))∥pn− j+s fn− j+s pn− j+s∥A

≲ 2−2 jd+2(n+s)ι
∥�∥1λτ(pn− j fn− j+s pn− j (z)). (4-13)
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By the definition of En,s,v
j (x), for any fixed z ∈ Rd , we have the estimate∣∣∣∣∫

{x : En,s,v
j (x)∋z}

dx
∣∣∣∣ ≲ 2 jd−(n+s)γ (d−1). (4-14)

Plugging (4-13) into (4-12), then applying Fubini’s theorem with (4-14), and finally using the trace-
preserving property (4-10), we get∑

j

∥T n,s,v
j pn− j f pn− j+s∥

2
L2(A) ≲ 2−2(n+s)γ (d−1)+2(n+s)ι

∥�∥1λ
∑
j∈Z

ϕ(pn− j fn− j+s pn− j )

≲ 2−2(n+s)γ (d−1)+2(n+s)ι
∥�∥1λ∥ f ∥L1(A).

Hence, we complete the proof of Lemma 3.4. □

4C. Proof of Lemma 3.5. To prove Lemma 3.5, we have to face some oscillatory integrals which come
from Ln,s,v

j . Before stating the proof of Lemma 3.5, let us first give some notation. We introduce the
Littlewood–Paley decomposition. Let ψ be a radial C∞ function such that ψ(ξ)= 1 for |ξ | ≤ 1, ψ(ξ)= 0
for |ξ | ≥ 2 and 0 ≤ ψ(ξ)≤ 1 for all ξ ∈ Rd . Define βk(ξ)= ψ(2kξ)−ψ(2k+1ξ). Then βk is supported
in {ξ : 2−k−1

≤ |ξ | ≤ 2−k+1
}. Choose β̃ be a radial C∞ function such that β̃(ξ)= 1 for 1

2 ≤ |ξ | ≤ 2, β̃ is
supported in

{
ξ :

1
4 ≤ |ξ | ≤ 4

}
and 0 ≤ β̃(ξ) ≤ 1 for all ξ ∈ Rd. Set β̃k(ξ) = β̃(2kξ). Then it is easy

to see βk = β̃kβk . Define the convolution operators 3k and 3̃k with the Fourier multipliers βk and β̃k ,
respectively. That is,

3̂k f (ξ)= βk(ξ) f̂ (ξ), ̂̃
3k f (ξ)= β̃k(ξ) f̂ (ξ).

Then by the construction of βk and β̃k , we have 3k = 3̃k3k , I =
∑

k∈Z3k .
Write

Ln,s,v
j =

∑
k

(I − Gn+s,v)3k T n,s,v
j .

Then triangle inequality gives us

∥Ln,s,v
j bn− j,s∥L1(A) ≤

∑
k∈Z

∥(I − Gn+s,v)3k T n,s,v
j bn− j,s∥L1(A).

In the remaining part of this subsection, we show that two different estimates can be established for
∥(I − Gn+s,v)3k T n,s,v

j bn− j,s∥L1(A), which will give Lemma 3.5 by taking a sum over k ∈ Z with these
two different estimates.

Lemma 4.3. With all the notation above. Then there exists N > 0 such that the following estimate holds:

∥(I−Gn+s,v)3k T n,s,v
j bn− j,s∥L1(A)≲2−(n+s)γ (d−1)+(n+s)ι+(k− j)+(n+s)γ (1+2N )

∥�∥1∥bn− j,s∥L1(A). (4-15)

Proof. Applying Fubini’s theorem, we may write

(I − Gn+s,v)3k T n,s,v
j bn− j,s(x)=:

∫
Rd

Dn,s,v
k (x − y)bn− j,s(y) dy, (4-16)
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where Dn,s,v
k (x) is defined as the kernel of the operator (I −Gn+s,v)3k T n,s,v

j . More precisely, Dn,s,v
k can be

written as

Dn,s,v
k (x)=

1
(2π)d

∫
Rd

ei x ·ξhk,n,s,v(ξ)

∫
Rd

e−iξ ·ω�(ω)0n+s
v (ω)K j (ω) dω dξ, (4-17)

where hk,n,s,v(ξ)= (1 −8(2(n+s)γ
⟨en+s
v , ξ/|ξ |⟩))βk(ξ). Using Young’s inequality, we get

∥(I − Gn+s,v)3k T n,s,v
j bn− j,s∥L1(A) ≤ ∥Dn,s,v

k ∥L1(Rd )∥bn− j,s∥L1(A).

Hence in the following we only need to give an L1 estimate of Dn,s,v
k . In order to separate the rough

kernel, we make a change of variable ω = rθ . By Fubini’s theorem, Dn,s,v
k (x) can be written as

1
(2π)d

∫
Sd−1

�(θ)0n+s
v (θ)

{∫
Rd

∫
∞

0
ei⟨x−rθ,ξ⟩hk,n,s,v(ξ)K j (r)rd−1 dr dξ

}
dσ(θ). (4-18)

Concerning the support of K j , we have 2 j−1
≤ r ≤2 j+1. Integrating by parts with r , the integral involving r

can be rewritten as ∫
∞

0
e−i⟨rθ,ξ⟩(i⟨θ, ξ⟩)−1∂r [K j (r)rd−1

] dr.

Since θ ∈ supp0n+s
v , we have |θ − en+s

v | ≤ 2−(n+s)γ. By the support of 8, we see |⟨en+s
v , ξ/|ξ |⟩| ≥

21−(n+s)γ. Thus, ∣∣∣∣〈θ, ξ|ξ |
〉∣∣∣∣ ≥

∣∣∣∣〈en+s
v ,

ξ

|ξ |

〉∣∣∣∣ − ∣∣∣∣〈en+s
v − θ,

ξ

|ξ |

〉∣∣∣∣ ≥ 2−(n+s)γ . (4-19)

After integrating by parts with r , integrating by parts N times with ξ , the integral in (4-18) can be rewritten
as

1
(2π)d

∫
Sd−1

�(θ)0n+s
v (θ)

∫
Rd

∫
∞

0
ei⟨x−rθ,ξ⟩∂r [K j (r)rd−1

]

×
(I − 2−2k1ξ )

N

(1 + 2−2k |x − rθ |2)N (hk,n,s,v(ξ)(i⟨θ, ξ⟩)−1) dr dξ dσ(θ). (4-20)

In the following, we give explicit estimates of all terms in (4-20). We show that the following estimate
holds:

|(I − 2−2k1ξ )
N
[⟨θ, ξ⟩−1hk,n,s,v(ξ)]| ≲ 2(n+s)γ+k+2(n+s)γ N . (4-21)

Firstly we prove (4-21) when N = 0. By (4-19), we have

|(−i⟨θ, ξ⟩)−1
· hk,n,s,v(ξ)| ≲ |⟨θ, ξ⟩|−1 ≲ 2(n+s)γ+k .

Next we consider N = 1 in (4-21). By using product rule and some elementary calculation, we get

|∂ξi hk,n,s,v(ξ)| ≤

∣∣∣∣−∂ξi

[
8

(
2(n+s)γ

〈
en+s
v ,

ξ

|ξ |

〉)]
·βk(ξ)

∣∣∣∣ + |∂ξiβk(ξ) ·

(
1 −8

(
2(n+s)γ

〈
en+s
v ,

ξ

|ξ |

〉))∣∣∣∣
≲ 2(n+s)γ+k .
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Therefore by induction, we have |∂αξ hk,n,s,v(ξ)| ≲ 2((n+s)γ+k)|α| for any multi-indices α ∈ Zn
+

. By using
product rule again and (4-19), we have

|∂2
ξi
(⟨θ,ξ⟩)−1hk,n,s,v(ξ))| ≤ |2⟨θ,ξ⟩−3

·θ2
i ·hk,n,s,v(ξ)|+|2⟨θ,ξ⟩−2

·θi∂ξi hk,n,s,v(ξ)|+|⟨θ,ξ⟩−1∂2
ξi

hk,n,s,v(ξ)|

≲ 23((n+s)γ+k).

Hence we conclude that 2−2k
|1ξ [(⟨θ, ξ⟩)

−1hk,n,s,v(ξ)]| ≲ 2(n+s)γ+k+2(n+s)γ. Proceeding by induction,
we get (4-21).

By the definition of K j and using product rule, it is not difficult to get

|∂r (K j (r)rd−1)| ≲ 2−2 j . (4-22)

Now we choose N = [d/2] + 1. Since we need to get the L1 estimate of (4-20), by the support of
hk,n,s,v, |ξ | ≈ 2−k, ∫

|ξ |≈2−k

∫
Rd
(1 + 2−2k

|x − rθ |2)−N dx dξ ≤ C.

Now combine (4-22), (4-21) and above estimates. Next integrating with r , we get a bound 2 j. Note that
we suppose that ∥�∥∞ ≤ 2(n+s)ι

∥�∥1. Then integrating with θ , we get a bound 2−(n+s)γ (d−1)+(n+s)ι
∥�∥1.

So we finally get

∥Dn,s,v
k ∥L1(Rd ) ≲ 2−2 j+(n+s)γ+k+2(n+s)γ N+ j−(n+s)γ (d−1)+(n+s)ι

∥�∥1

= 2−(n+s)γ (d−1)+(n+s)ι− j+k+(n+s)γ (1+2N )
∥�∥1. (4-23)

Hence we complete the proof of Lemma 4.3 with N = [d/2] + 1. □

Lemma 4.4. With all the notation above, the following estimate holds:

∥(I − Gn+s,v)3k T n,s,v
j bn− j,s∥L1(A) ≲ 2−(n+s)γ (d−1)−(n+s)+ j−k+(n+s)ι

∥�∥1∥bn− j,s∥L1(A).

Proof. Using 3k =3k3̃k , we write

∥(I − Gn+s,v)3k T n,s,v
j bn− j,s∥L1(A) = ∥(I − Gn+s,v)3̃k3k T n,s,v

j bn− j,s∥L1(A)

≲ ∥(I − Gn+s,v)3̃k∥L1(A)→L1(A)∥3k T n,s,v
j bn− j,s∥L1(A).

Then it is easy to see that the proof of this lemma follows from the two estimates

∥(I − Gn+s,v)3̃k∥L1(A)→L1(A) ≲ 1 (4-24)

and

∥3k T n,s,v
j bn− j,s∥L1(A) ≲ 2−(n+s)γ (d−1)−(n+s)+ j−k+(n+s)ι

∥�∥1∥bn− j,s∥L1(A). (4-25)

We first consider the estimate (4-24). The kernel of (I − Gn+s,v)3̃k is the inverse Fourier transform of
h̃k,n,s,v(ξ)= [1 −8(2(n+s)γ

⟨en+s
v , ξ/|ξ |⟩)]β̃k(ξ). So

∥(I − Gn+s,v)3̃k∥L1(A)→L1(A) ≲ ∥F(h̃k,n,s,v)∥L1(Rd ) = ∥F [h̃k,n,s,v(A
n,s,v
k · )]∥L1(Rd ),
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where An,s,v
k is an invertible linear transform such that An,s,v

k en+s
v = 2−(n+s)γ−ken+s

v and An,s,v
k y = 2−k y

if ⟨y, en+s
v ⟩ = 0. For all α ∈ Zd

+
, it is straightforward to check that

∥∂α[h̃k,n,s,v(A
n,s,v
k · )]∥L2(Rd ) ≲ Cα

uniformly with k, n, s, v; see [Seeger 1996, page 100]. Therefore splitting the following integral into two
parts and using Plancherel’s theorem, we get

∥F [h̃k,n,s,v(A
n,s,v
k ·)]∥L1(Rd )

=

(∫
|ξ |≥1

+

∫
|ξ |<1

)
|F [h̃k,n,s,v(A

n,s,v
k ·)](ξ)|dξ

≲

(∫
|ξ |≥1

dξ
|ξ |2([d/2]+1)

)1/2 ∑
|α|=[d/2]+1

(∫
Rd

|ξαF [h̃k,n,s,v(A
n,s,v
k ·)](ξ)|2 dξ

)1/2

+∥F [h̃k,n,s,v(A
n,s,v
k )]∥L2(Rd )

≲
∑

|α|=[d/2]+1

∥∂α[h̃k,n,s,v(A
n,s,v
k ·)]∥L2(Rd )+∥h̃k,n,s,v(A

n,s,v
k ·)∥L2(Rd )≲ 1,

which completes the proof of (4-24).
Now we turn to another estimate (4-25). Write

3k T n,s,v
j bn− j,s = β̌k ∗ K n,s,v

j ∗ bn− j,s = K n,s,v
j ∗ β̌k ∗ bn− j,s .

Then by the estimate (4-8) of K n,s,v
j , we get

∥3k T n,s,v
j bn− j,s∥L1(A) ≤ ∥K n,s,v

j ∥L1(Rd )∥β̌k ∗ bn− j,s∥L1(A)

≲ 2−(n+s)(γ (d−1)−ι)
∥�∥1∥β̌k ∗ bn− j,s∥L1(A). (4-26)

Note that βk(ξ)= β(2kξ); we get β̌k(x)= 2−kd β̌(2−k x). Therefore we see∫
Rd

|∇[β̌k](x)| dx = 2−k(d+1)
∫

Rd
|∇(β̌)(2−k x)| dx = 2−k

∫
Rd

|∇(β̌)(x)| dx . (4-27)

Using the cancellation property (ii) in Lemma 4.2, we see that, for all Q ∈Qn− j+s ,
∫

Q bn− j,s(y) dy = 0.
Let yQ be the center of Q. Notice that, for all y ∈ Q, |y − yQ |≲ 2 j−n−s . Using this cancellation property,
we then get

∥β̌k ∗ bn− j,s∥L1(A) =

∫
Rd
τ

(∣∣∣∣ ∑
Q∈Qn− j+s

∫
Q
[β̌k(x − y)− β̌k(x − yQ)]bn− j,s(y) dy

∣∣∣∣) dx

≤

∫
Rd

∑
Q∈Qn− j+s

∫
Q

∣∣∣∣∫ 1

0
⟨y − yQ,∇[β̌k](x − ρy − (1 − ρ)yQ)⟩dρ

∣∣∣∣τ(|bn− j,s(y)|) dy dx

≲ 2 j−n−s−k
∥bn− j,s∥L1(A),

where in the second inequality we just use the mean value formula. Combining this inequality with (4-26)
yields the estimate (4-25). Hence we finish the proof of this lemma. □
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Now we conclude the proof of Lemma 3.5 as follows. Let ε0 ∈ (0, 1) be a constant which will be
chosen later. Notice that card(2n+s)≲ 2(n+s)γ (d−1). Then by Lemma 4.3 with N = [d/2] + 1, Lemma 4.4
and the property

∑
j ∥bn− j,s∥L1(A) ≲ ∥ f ∥L1(A) in Lemma 4.2, we get∑

j

∑
v∈2n+s

∥Ln,s,v
j bn− j,s∥L1(A)

≤

∑
j

∑
v∈2n+s

( ∑
k≤ j−[(n+s)ε0]

+

∑
k≥ j−[(n+s)ε0]

)
∥(I − Gn+s,v)3k T n,s,v

j bn− j,s∥L1(A)

≲
∑

j

(2−(n+s)(ε0−γ (3+2[d/2])−ι)
+ 2−(n+s)(1−ε0−ι))∥bn− j,s∥L1(A) ≲ 2−(n+s)α

∥ f ∥L1(A),

where we choose the constants 0< ι≪ γ ≪ ε0 ≪ 1 such that the constant α is defined by

α = min
{
ε0 − γ

(
3 + 2

[d
2

])
− ι, 1 − ε0 − ι

}
> 0. □

5. Proofs of lemmas related to the good functions

In this section, we begin to prove all lemmas for the good functions in Section 3C. The proofs for
off-diagonal terms are similar to those for bad functions in Section 4, so we shall be brief and only indicate
necessary changes in the proofs of off-diagonal terms. We first consider the proofs of diagonal terms.

5A. Proof of Lemma 3.6. Recall the definition of T. Let K j be the kernel of the operator Tj , i.e.,
K j (x) = �(x)φj (x)|x |

−d. Notice that {εj }j is a Rademacher sequence on a probability space (m, P);
then applying the equality (3-7), we can write

∥T f ∥
2
L2(L∞(m⊗A)) =

∑
j∈Z

∥Tj f ∥
2
L2(A) = (2π)−d/2

∫
Rd

∑
j∈Z

|K̂ j (ξ)|
2τ(| f̂ (ξ)|2) dξ,

where the second equality follows from Plancherel’s theorem since L2(M) is a Hilbert space. In the
following we show that ∑

j∈Z

|K̂ j (ξ)|
2 <∞ (5-1)

holds for almost every ξ ∈ Rd . Once we prove the inequality (5-1), Lemma 3.6 follows from Plancherel’s
theorem. Now we fix ξ ̸= 0. By the cancellation property of �,

∫
Sd−1 �(θ) dσ(θ)= 0, we get

|K̂ j (ξ)| =

∣∣∣∣∫
Rd

K j (x)(e−iξ x
− 1) dx

∣∣∣∣ ≲ 2 j
|ξ |∥�∥1.

Therefore the sum over all j’s satisfying 2 j
|ξ | ≤ 1 is convergent.

Now we turn to the case 2 j
|ξ |> 1. We split the kernel �(θ) into two parts:

�1(θ)=�(θ)χ{θ∈Sd−1:|�(θ)|≤2 jν |ξ |ν∥�∥1} and 1 −�1(θ)

for some constant ν ∈
(
0, 1

2

)
. We first consider �1. By making a change of variable x = rθ , we get

|K̂ j (ξ)| ≤

∫
Sd−1

|�1(θ)|

∣∣∣∣∫
R

e−ir⟨θ,ξ⟩φj (r)r−1 dr
∣∣∣∣ dσ(θ). (5-2)
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It is easy to see that
∣∣∫

R
e−ir⟨θ,ξ⟩φj (r)r−1 dr

∣∣ is finite. By integrating by parts with the variable r , we get∣∣∣∣∫
R

e−ir⟨θ,ξ⟩φj (r)r−1 dr
∣∣∣∣ =

∣∣∣∣∫
R

e−ir⟨θ,ξ⟩
⟨θ, ξ⟩−1∂r [φj (r)r−1

] dr
∣∣∣∣ ≲ (2 j

|ξ |)−1
|⟨θ, ξ ′

⟩|
−1,

where ξ ′
= ξ/|ξ |. Interpolating these two estimates we get, that, for any δ ∈

( 1
2 , 1

)
,∣∣∣∣∫

R

e−ir⟨θ,ξ⟩φj (r)r−1 dr
∣∣∣∣ ≲ (2 j

|ξ |)−δ|⟨θ, ξ ′
⟩|

−δ.

Plugging the above estimate into (5-2) with the fact
∫

Sd−1 |⟨θ, ξ ′
⟩|

−δ dσ(θ) <∞, we hence get

|K̂ j (ξ)| ≲ (2 j
|ξ |)−δ+ν∥�∥1,

which is sufficient for us taking a sum over all j’s satisfying 2 j
|ξ |> 1. Consider the other term 1 −�1.

Then we get∑
j :2 j |ξ |>1

|K̂ j (ξ)|
2

≲
∑

j :2 j |ξ |>1

(∫
{θ∈Sd−1:|�(θ)|≥(2 j |ξ |)ν∥�∥1}

|�(θ)|dσ(θ)
)2

=

∫
Sd−1×Sd−1

#
{

j : 1< 2 j
|ξ | ≤ min

{(
|�(θ)|

∥�∥1

)1/ν

,

(
|�(α)|

∥�∥1

)1/ν}}
|�(θ)||�(α)|dσ(θ)dσ(α)

≲

(∫
Sd−1

|�(θ)|

(
1+

[
log+

|�(θ)

∥�∥1

]1/2)
dσ(θ)

)2

<∞,

where the last inequality just follows from � ∈ L(log+ L)1/2(Sd−1). Hence we complete the proof. □

5B. Proof of Lemma 3.8. Recall the definition of the kernel K n,s
j,ι in (4-2). By Young’s inequality, it is

easy to see that

∥T n,s
j,ι gn− j,s∥L2(A) ≤ ∥K n,s

j,ι ∥L1(Rd )∥gn− j,s∥L2(A) ≲
∫

Dι

|�(θ)| dσ(θ)∥gn− j,s∥L2(A).

Now applying
∑

j ∥gn− j,s∥
2
L2(A) ≲ λC

−1
� ∥ f ∥L1(A) in Lemma 3.7 and the above estimate, we get

∑
s≥1

∑
n≥100

(∑
j

∥T n,s
j,ι gn− j,s∥

2
L2(A)

)1/2

≲
∑
s≥1

∑
n≥100

∫
Dι

|�(θ)| dσ(θ)(λC−1
� ∥ f ∥L1(A))

1/2

≲
∫

Sd−1
#{(s, n) : s ≥ 1, n ≥ 100, |�(θ)| ≥ 2(n+s)ι

∥�∥1}|�(θ)| dσ(θ)(λC−1
� ∥ f ∥L1(A))

1/2

≲ (C�λ∥ f ∥L1(A))
1/2,

which is our desired estimate. Hence we complete the proof. □
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5C. Proof of Lemma 3.9. By applying Plancherel’s theorem, the convex inequality for the operator-valued
function (4-1), the fact (4-3) and finally Plancherel’s theorem again, we get∥∥∥∥ ∑
v∈2n+s

Gn+s,vT n,s,v
j gn− j,s

∥∥∥∥2

L2(A)

= (2π)−d/2
∫

Rd
τ

(∣∣∣∣ ∑
v∈2n+s

8

(
2(n+s)γ

〈
en+s
v ,

ξ

|ξ |

〉)
F(T n,s,v

j gn− j,s)(ξ)

∣∣∣∣2)
dξ

≲
∫

Rd

∑
v∈2n+s

82
(

2(n+s)γ
〈
en+s
v ,

ξ

|ξ |

〉) ∑
v∈2n+s

τ(|F(T n,s,v
j gn− j,s)(ξ)|

2) dξ

≲ 2(n+s)γ (d−2)
∑

v∈2n+s

∥T n,s,v
j gn− j,s∥

2
L2(A). (5-3)

Using Young’s inequality and (4-8), we get that ∥T n,s,v
j gn− j,s∥

2
L2(A) is bounded by

∥K n,s,v
j ∥

2
L1(Rd )

∥gn− j,s∥
2
L2(A) ≲ 22(n+s)(−γ (d−1)+ι)

∥�∥
2
1∥gn− j,s∥

2
L2(A). (5-4)

Now plugging (5-4) into (5-3) and using the fact card(2n+s)≲ 2(n+s)γ (d−1), we get∥∥∥∥ ∑
v∈2n+s

Gn+s,vT n,s,v
j gn− j,s

∥∥∥∥2

L2(A)
≲ 2(n+s)(−γ+2ι)

∥�∥
2
1∥gn− j,s∥

2
L2(A),

which is just our desired estimate. □

5D. Proof of Lemma 3.10. Using I =
∑

k 3k and the triangle inequality, we get

∥(I − Gn+s,v)T
n,s,v
j gn− j,s∥L2(A) ≤

∑
k

∥(I − Gn+s,v)3k T n,s,v
j gn− j,s∥L2(A).

Let ε0 ∈ (0, 1) be a constant which will be chosen later. Separating the above sum into two parts, we will
prove that∑
k≤ j−[(n+s)ε0]

∥(I − Gn+s,v)3k T n,s,v
j gn− j,s∥L2(A)

≲ 2−(n+s)(γ (d−1)+ε0−γ (3+2[d/2])−ι)
∥�∥1∥gn− j,s∥L2(A) (5-5)

and ∑
k> j−[(n+s)ε0]

∥(I − Gn+s,v)3k T n,s,v
j gn− j,s∥L2(A) ≲ 2−(n+s)(γ (d−1)+1−ε0−ι)∥�∥1∥gn− j,s∥L2(A). (5-6)

Based on (5-5), (5-6) and the fact card(2n+s) ≲ 2(n+s)γ (d−1), we finish the proof of this lemma by
choosing the constants 0< ι≪ γ ≪ ε0 ≪ 1 such that the constant κ is defined by

κ = min
{
ε0 − γ

(
3 + 2

[d
2

])
− ι, 1 − ε0 − ι

}
> 0.

Now we give the proof of (5-5) and (5-6). Consider (5-5) first. Recall that Dn,s,v
k (x) is defined as the

kernel of the operator (I − Gn+s,v)3k T n,s,v
j in (4-17). Applying Young’s inequality and the estimate
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of Dn,s,v
k in (4-23), we get

∥(I − Gn+s,v)3k T n,s,v
j gn− j,s∥L2(A) ≤ ∥Dn,s,v

k ∥L1(Rd )∥gn− j,s∥L2(A)

≲ 2−(n+s)(γ (d−1)−ι−(3+2[d/2])γ )− j+k
∥�∥1∥gn− j,s∥L2(A).

Taking a sum over k ≤ j − [(n + s)ε0] yields (5-5).
Next we turn to the proof of (5-6). By Plancherel’s theorem, we see that

∥(I − Gn+s,v)3k T n,s,v
j gn− j,s∥L2(A) ≲ ∥3k T n,s,v

j gn− j,s∥L2(A). (5-7)

Write
3k T n,s,v

j gn− j,s = β̌k ∗ K n,s,v
j ∗ gn− j,s = K n,s,v

j ∗ β̌k ∗ gn− j,s .

Then by Young’s inequality and (4-8), we get

∥3k T n,s,v
j gn− j,s∥L2(A) ≤ ∥K n,s,v

j ∥L1(Rd )∥β̌k ∗ gn− j,s∥L2(A)

≲ 2−(n+s)(γ (d−1)−ι)
∥�∥1∥β̌k ∗ gn− j,s∥L2(A). (5-8)

Recall the definition of gn− j,s ; we have the following cancellation property: for all s ≥ 1 and Q ∈

Qn− j+s−1, we have
∫

Q gn− j,s(y) dy = 0. Let yQ be the center of Q. Using this cancellation property,
we get

β̌k ∗ gn− j,s(x)=

∫
Rd

∑
Q∈Qn− j+s−1

[β̌k(x − y)− β̌k(x − yQ)]χQ(y)gn− j,s(y) dy

=:

∫
Rd

Kk(x, y)gn− j,s(y) dy,

with Kk(x, y) =
∑

Q∈Qn− j+s−1
[β̌k(x − y)− β̌k(x − yQ)]χQ(y). Below we will apply Schur’s lemma to

give an estimate of ∥β̌k ∗ gn− j,s∥L2(A). We first consider Kk(x, y) as follows: For any y, there exists a
unique cube Q ∈ Qn− j+s−1 such that y ∈ Q. Then by (4-27),∫

Rd
|Kk(x, y)| dx ≤

∫
Rd

|y − yQ |

∫ 1

0
|∇[β̌k](x − ρy − (1 − ρ)yQ)| dρ dx ≲ 2 j−n−s−k . (5-9)

For any x ∈ Rd , we have the estimate∫
Rd

|Kk(x, y)| dy ≤

∑
Q∈Qn− j+s−1

∫
Q

|y − yQ |

∫ 1

0
|∇[β̌k](x − ρy − (1 − ρ)yQ)| dρ dy

≲ 2 j−n−s−k
∫ 1

0

∑
Q∈Qn− j+s−1

2−kd
∫

Q
|∇[β̌](2−k(x − ρy − (1 − ρ)yQ))| dy dρ

≲ 2 j−n−s−k (5-10)

once we can show that the estimate below holds uniformly in x, ρ, k∑
Q∈Qn− j+s−1

2−kd
∫

Q
|∇[β̌](2−k(x − ρy − (1 − ρ)yQ))| dy ≲ 1. (5-11)
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In the following we prove (5-11). Making a change of variables ỹ = 2−k y, the integral now integrates
over all cubes Q ∈ Qn− j+s−1+k with ỹQ = 2−k yQ the center of this cube Q, which is rewritten as∑
Q∈Qn− j+s−1+k

∫
Q

|∇[β̌](2−k x − ρ ỹ − (1 − ρ)ỹQ)| d ỹ

=

( ∑
dist(Q,2−k x)≤2

+

∞∑
l=1

∑
2l<dist(Q,2−k x)≤2l+1

) ∫
Q

|∇[β̌](2−k x − ρ ỹ − (1 − ρ)ỹQ)| d ỹ

=: I + II,

where in the second line we split the sum
∑

Q∈Qn− j+s−1+k
into two parts. Notice that the sidelength of Q ∈

Qn− j+s−1+k is 2−n+ j−s+1−k , which is less than 1 since we only consider the sum over k > j −[(n +s)ε0]

and 0<ε0 ≪ 1. For I, note that the cubes belonging in Qn− j+s−1+k are disjoint with interior; therefore the
sum

∑
dist(Q,2−k x)≤2 over these cubes is supported in B(2−k x, 2+

√
d), a ball with center 2−k x and radius

2 +
√

d . Thus we get
|I | ≲

∑
dist(Q,2−k x)≤2

|Q| ≤ |B(2−k x, 2 +
√

d)| ≤ C.

Consider II. Since ỹ lies in a cube Q ∈Qn− j+s−1+k and ỹQ is the center of this cube, we get ρ ỹ+(1−ρ)ỹQ

lies in a line segment which is started at ỹQ and ended at ỹ. So we have ρ ỹ + (1 − ρ)ỹQ ∈ Q for any
ρ ∈ [0, 1]. Because of 2l < dist(Q, 2−k x) ≤ 2l+1 and l(Q) ≤ 1, we get |2−k x − ρ ỹ − (1 − ρ)ỹQ | ≈ 2l.
Combining the above estimates, we get

|II | ≲
∞∑

l=1

∑
2l<dist(Q,2−k x)≤2l+1

|Q|2−(d+1)l ≲
∞∑

l=1

2−l
≤ C,

where in the first inequality we also use the fact ∇[β̌] is a Schwartz function which decays fast away
from the origin, while the second inequality follows from the fact that the sum over all cubes 2l <

dist(Q, 2−k x)≤ 2l+1 is supported in a ball with center 2−k x and approximate radius 2l. Hence we finish
the proof of (5-11).

Now utilizing Schur’s lemma in Lemma 4.1 with (5-9) and (5-10), we get

∥β̌k ∗ gn− j,s∥L2(A) ≲ 2 j−n−s−k
∥gn− j,s∥L2(A).

Plugging this inequality into (5-8) and later (5-7) , we get

∥(I − Gn+s,v)3k T n,s,v
j gn− j,s∥L2(A) ≲ 2 j−k−(n+s)(γ (d−1)+1−ι)

∥�∥1∥gn− j,s∥L2(A).

Taking a sum of the above estimate over k > j −[(n +s)ε0] yields (5-6). Hence we complete the proof. □

Appendix: Strong ( p, p) bound for {Mr}r>0

Theorem A.1. Suppose that � satisfies (1-3) and � ∈ L1(Sd−1). Then the operator sequence {Mr }r>0 is
of maximal strong type (p, p) for 1< p ≤ ∞, i.e.,

∥{Mr f }r>0∥L p(A,ℓ∞(0,∞)) ≲ ∥�∥1∥ f ∥L p(A).
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Proof. By decomposing the functions � and f into four parts (i.e., real positive part, real negative
part, imaginary positive part, imaginary negative part), together with triangle inequality for the norm
∥ · ∥L p(A,ℓ∞(0,∞)), we only consider the case that � is a positive function and f is positive in A. Then by
(1-5), it is enough to show that for any f ∈ L+

p (A) there exists a positive function F ∈ L+
p (A) such that

Mr f ≤ F for all r > 0 and ∥F∥L p(A) ≲ ∥�∥1∥ f ∥L p(A). (A-1)

We will use the method of rotation. Let f ∈ L+
p (A), by making a change of variables x − y = rθ , we get

Mr f (x)=
1

|B(x, r)|

∫
B(x,r)

�(x − y) f (y) dy

=
1
vn

∫
Sd−1

�(θ)
1
rd

∫ r

0
f (x − sθ)sd−1 ds dσ(θ)

≲
∫

Sd−1
�(θ)

(
1
r

∫ r

0
f (x − sθ) ds

)
dσ(θ).

For a fixed θ ∈ Sd−1, we define the directional Hardy–Littlewood average operator as

Mθ
r f (x)=

1
r

∫ r

0
f (x − sθ) ds.

We will prove at the end of this section the result

∥{Mθ
r f }r>0∥L p(A,ℓ∞(0,∞) ≲ ∥ f ∥L p(A). (A-2)

Assuming (A-2) and using (1-5), there exists a positive function Fθ ∈ L+
p (A) such that

Mθ
r f ≤ Fθ for all r > 0 and ∥Fθ∥L p(A) ≲ ∥ f ∥L p(A).

Now if set F(x)=
∫

Sd−1 �(θ)Fθ (x) dσ(θ), then Mr f (x)≲ F(x) and

∥F∥L p(A) ≲
∫

Sd−1
�(θ)∥Fθ∥L p(A) dσ(θ)≲ ∥�∥1∥ f ∥L p(A).

Thus F is the desired function satisfying (A-1).
It remains to show (A-2). Let e1 = (1, 0, . . . , 0) be the unit vector. Now, for any orthogonal matrix A,

we have

MA(e1)
r f (x)= Me1

r ( f ◦ A)(A−1x), (A-3)

which implies that the L p boundedness of {Mθ
r }r>0 can be reduced to that of {Me1

r }r>0. Let f ∈

L p(L∞(R
d)⊗M). Without loss of generality, we may assume that f is positive. Fixing x2, . . . , xd ∈ R,

we consider f ( · , x2, . . . , xd) as a function in L p(L∞(R)⊗M)+. By the strong-type (p, p) boundedness
of noncommutative Hardy–Littlewood maximal operator (see [Mei 2007]), we know that, for 1< p ≤ ∞,

∥{Me1
r f ( · , x2, . . . , xd)}r>0∥L p(L∞(R)⊗M,ℓ∞(0,∞)) ≲ ∥ f ( · , x2, . . . , xd)∥L p(L∞(R)⊗M).
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By (1-5), there exists a positive function F( · , x2, . . . , xd) ∈ L p(L∞(R)⊗M) such that, for any r > 0,
Me1

r f (x)≤ F(x) and

∥F( · , x2, . . . , xd)∥L p(L∞(R)⊗M) ≲ ∥ f ( · , x2, . . . , xd)∥L p(L∞(R)⊗M).

Then it is easy to see that

∥F∥L p(L∞(Rd )⊗M) ≲ ∥ f ∥L p(L∞(Rd )⊗M).

Therefore, we conclude that {Me1
r }r>0 is of strong-type (p, p). □
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