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STRONG COSMIC CENSORSHIP IN THE PRESENCE OF MATTER:
THE DECISIVE EFFECT OF HORIZON OSCILLATIONS ON

THE BLACK HOLE INTERIOR GEOMETRY

CHRISTOPH KEHLE AND MAXIME VAN DE MOORTEL

Motivated by the strong cosmic censorship conjecture in the presence of matter, we study the Einstein
equations coupled with a charged/massive scalar field with spherically symmetric characteristic data
relaxing to a Reissner–Nordström event horizon. Contrary to the vacuum case, the relaxation rate is
conjectured to be slow (nonintegrable), opening the possibility that the matter fields and the metric
coefficients blow up in amplitude at the Cauchy horizon, not just in energy. We show that whether this
blow-up in amplitude occurs or not depends on a novel oscillation condition on the event horizon which
determines whether or not a resonance is excited dynamically:

• If the oscillation condition is satisfied, then the resonance is not excited and we show boundedness
and continuous extendibility of the matter fields and the metric across the Cauchy horizon.

• If the oscillation condition is violated, then by the combined effect of slow decay and the resonance
being excited, we show that the massive uncharged scalar field blows up in amplitude.
In a companion paper, we will show that in that case a novel null contraction singularity forms at the
Cauchy horizon, across which the metric is not continuously extendible in the usual sense.

Heuristic arguments in the physics literature indicate that the oscillation condition should be satisfied
generically on the event horizon. If these heuristics are true, then our result falsifies the C0-formulation of
strong cosmic censorship by means of oscillation.

1. Introduction

Is general relativity a deterministic theory? This fundamental question can only be addressed in the
context of the initial value problem for the Einstein equations (see (1-1)), which govern the dynamics of
spacetime in general relativity. Well-posedness for the initial value problem was established in [Choquet-
Bruhat and Geroch 1969] (see also [Fourès-Bruhat 1952]), proving that any suitably regular Cauchy data
admit a unique maximal future development, the so-called maximal globally hyperbolic development
(MGHD). With this dynamical formulation at hand, general relativity can be considered deterministic if
the MGHD of generic Cauchy data for the Einstein equations is inextendible. The genericity stipulation is
clearly necessary because the MGHD of Kerr Cauchy data [1963] (rotating black holes) and of Reissner–
Nordström Cauchy data [Reissner 1916; Nordström 1918] (their charged analogs) admit a future boundary,
the Cauchy horizon, across which the metric is smoothly extendible. Heuristics of Penrose [1968] however
suggest the instability of the Kerr/Reissner–Nordström Cauchy horizons and these led him to his famous

MSC2020: 35Q75, 35Q76, 83C05, 83C57, 83C75.
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strong cosmic censorship conjecture [Penrose 1974] supporting the idea of determinism in general relativity.
The most definitive and perhaps most desirable formulation of Penrose’s strong cosmic censorship is the
conjecture that the metric coefficients cannot be extended as continuous functions, namely:

Conjecture 1 (C0-formulation of strong cosmic censorship). The MGHD of generic asymptotically flat
Cauchy data is inextendible as a continuous Lorentzian metric (we say the metric is C0-inextendible).

Conjecture 1 is related to the expectation that physical observers approaching the boundary of the
MGHD of generic Cauchy data are destroyed. If Conjecture 1 is false, then one may still be able to prove
a weaker version of inextendibility, but this would correspond to a weaker version of determinism.

Conjecture 1 is false in the absence of matter. In the celebrated work [Dafermos and Luk 2017], it is
proved that, in vacuum, small perturbations of Kerr still admit a Cauchy horizon across which the spacetime
is C0-extendible — thus falsifying Conjecture 1 in the absence of matter. The key ingredient to their proof
is an integrable inverse polynomial rate assumption for the decay of perturbations along the event horizon.
Note, however, that a weaker H 1-formulation is still expected to hold [Christodoulou 2009; Dafermos
and Luk 2017; Van de Moortel 2021]. If true, this would restore determinism at least in a weaker sense.

Can Conjecture 1 be salvaged in the presence of matter? In the present paper, we consider a nonvacuum
model: the Einstein–Maxwell–Klein–Gordon (1-1)–(1-5) system in spherical symmetry governing the
dynamics of gravitation coupled to a charged/massive scalar field. Arguments in the physics literature
[Hod and Piran 1998; Koyama and Tomimatsu 2001; Konoplya and Zhidenko 2013; Burko and Khanna
2004; Oren and Piran 2003] suggest that perturbations of the exterior of Reissner–Nordström in this
model settle down merely at a slow, nonintegrable rate (at least for massive and/or strongly charged
perturbations), which is in stark contrast to the perturbations of Kerr in the vacuum case. As such, the
methods of [Dafermos and Luk 2017] manifestly do not apply and the slow decay of perturbations may
even raise hopes that for generic Cauchy data the metric is C0-inextendible and thus, Conjecture 1 would
be true after all for this matter model.

The question of C0-extendibility across a future null boundary CHi+ . At first, it may appear that the
slow decay in the above matter model in fact opens the possibility of a more drastic scenario where the
singularity is everywhere spacelike inside the black hole. Notwithstanding, it was proven in [Van de
Moortel 2018] that for this model black holes are bound to the future by a null boundary CHi+ ̸= ∅ as
depicted in Figure 1. We will continue using the term “Cauchy horizon” for CHi+ by analogy with the
Cauchy horizon of Reissner–Nordström, although the spacetime may or may not be C0-extendible across
the null boundary CHi+ . Therefore, although the future boundary is null and in particular not spacelike,
the question of C0-extendibility of the spacetime across CHi+ , i.e., Conjecture 1, remains open. This is
the question that we shall now address.

Summary of our results. As we will show, the question of Conjecture 1 becomes unexpectedly subtle: In
addition to the decay rates of perturbations on the exterior, it turns out that the validity of Conjecture 1
depends crucially on Fourier support properties of late-time perturbations due to a scattering resonance
associated to the Cauchy horizon CHi+ . In our main Theorem I (i) we identify an oscillation condition
on perturbations along the event horizon H+: If the oscillation condition is satisfied by the perturbation,
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CHi+

i+

I+

C in

H+

6

Cauchy horizon CHi+ exists with
possibly C0-singular metric

slowly decaying data φH+

Figure 1. A Cauchy horizon CHi+ exists for slowly decaying perturbations φH+ as
proven in [Van de Moortel 2018]; see Theorem A.

we show boundedness and continuous extendibility of the matter fields and the metric across the Cauchy
horizon CHi+ despite the obstruction created by slow decay. On the other hand, in Theorem I (ii) we
show that if the oscillation condition is violated on the event horizon H+, the resonance is excited and the
uncharged scalar field blows up in amplitude, namely |φ| → +∞ at the Cauchy horizon CHi+ .

Heuristic and numerical arguments in the physics literature [Hod and Piran 1998; Koyama and
Tomimatsu 2001; Konoplya and Zhidenko 2013; Burko and Khanna 2004; Oren and Piran 2003] suggest
that the oscillation condition is indeed satisfied on H+ for generic perturbations of the black hole exterior.
Assuming this, our result Theorem II falsifies the C0-formulation of strong cosmic censorship by means
of oscillation.

In Theorem III, we show that for both oscillating and nonoscillating perturbations,1 the scalar field blows
up in the W 1,1

loc -norm at the Cauchy horizon CHi+ , i.e.,
∫

|Dvφ| dv = +∞ schematically. This W 1,1 blow-
up is in contrast to the vacuum case where the analogous statement is false [Dafermos and Luk 2017]. This
shows that for both oscillating and nonoscillating perturbations, the Cauchy horizon CHi+ is more singular
in the presence of matter than in vacuum. Moreover, the blow-up of the scalar field in W 1,1 indicates
that our result cannot be captured using only physical space techniques which have been used previously.

Finally, in our companion paper [Kehle and Van de Moortel ≥ 2024] we will prove Theorem IV, which
shows that blow-up in amplitude of the scalar field indeed gives rise to a C0-inextendibility statement on
the metric within a spherically symmetric class. Theorem IV, in conjunction with Theorem I (ii), provides
the first example of a dynamically formed singularity leading to a C0-inextendibility statement of the
metric across a null spacetime boundary (albeit within a restricted spherically symmetric class). Whether
this statement can be upgraded to the full C0-inextendibility of the spacetime remains open.2

Similarities with the 3 < 0 case. In the asymptotically AdS case (3< 0), solutions to the linear wave
equation on AdS black holes also decay at a slow, nonintegrable rate [Holzegel and Smulevici 2014].
It turns out that in this context, oscillations also play a crucial role [Kehle 2020b; 2022] in addressing

1Up to a genericity condition in the charged scalar field case, which we can get rid of in the uncharged case; see Theorem III.
2Unrestricted C0-inextendibility results (even for spacelike singularities) are known to be notoriously difficult to show; see,

e.g., [Sbierski 2018] for the proof of C0-inextendibility of the Schwarzschild solution across the spacelike singularity {r = 0}.
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the question of the validity of the linear analog of Conjecture 1. The slow inverse logarithmic decay in
the 3< 0 case however arises from the superposition of infinitely many high ℓ angular modes. This is
different from the present problem for3= 0, where the slow decay is inverse-polynomial (see Section 1A)
and already occurs in spherical symmetry.

Outline of the Introduction. In Section 1A we introduce the Einstein–Maxwell–Klein–Gordon system
and give a more detailed overview of our new results addressing the issue of strong cosmic censorship
within this matter model in spherical symmetry. Further, we present a first version of our main theorems.
In Section 1B we outline the important differences between the EMKG model and other models regarding
the existence of a Cauchy horizon and the continuous extendibility of the metric. In Section 1C we
mention previous results on the dynamical formation of weak null singularities at the Cauchy horizon,
which we compare to the new singularities that dynamically form in our setting. In Section 1D we present
previous results on scattering inside Reissner–Nordström black holes which are important for our proof.
In Section 1E we elaborate on the interior of black holes with 3< 0, in which oscillations turn out to
play an important role as well. In Section 1F we briefly discuss the strategy of the proof.

1A. Main results: first versions.

1A1. The EMKG system and existence of a Cauchy horizon for slowly decaying scalar fields.

The EMKG model in spherical symmetry. We study the Einstein equations coupled to a charged massive
scalar field: the Einstein–Maxwell–Klein–Gordon (EMKG) model in spherical symmetry

Ricµν(g)− 1
2 R(g)gµν = TE M

µν + TK G
µν , (1-1)

TE M
µν = 2

(
gαβFανFβµ −

1
4 FαβFαβgµν

)
, (1-2)

TK G
µν = 2

(
ℜ(DµφDνφ)−

1
2(g

αβDαφDβφ+ m2
|φ|

2)gµν
)
, (1-3)

∇
µFµν =

q0

2
i(φDνφ− φ̄Dνφ), F = dA, (1-4)

gµνDµDνφ = m2φ, Dµ = ∇µ + iq0 Aµ (1-5)

for a quintuplet (M, g, F, A, φ), where (M, g) is a (3+1)-dimensional Lorentzian manifold, φ is a
complex-valued scalar field, A is a real-valued 1-form, and F is a real-valued 2-form. Here q0 ∈ R and
m ≥ 0 are fixed constants representing respectively the charge and the mass of the scalar field. The EMKG
model describes self-gravitating matter and provides a setting for studying spherical gravitational collapse
of charged and massive matter if q0 ̸= 0 and m2

̸= 0 (see the discussion in Section 1C3). This model
has attracted much attention in the literature [An and Lim 2022; Bizoń and Wasserman 2000; Dias et al.
2019; Kommemi 2013; Gajic and Luk 2019; Van de Moortel 2018; 2019; 2021; 2022]; see also [Yang
and Yu 2019; Lindblad and Sterbenz 2006; Klainerman and Machedon 1994; Krieger et al. 2015; Oh and
Tataru 2016; Rodnianski and Tao 2004] for work on the flat Minkowski background.

Setting of the problem. Consider the maximal globally hyperbolic development of suitably regular
spherically symmetric Cauchy data prescribed on an asymptotically flat initial hypersurface 6 as depicted
in Figure 1. General results for the EMKG model in spherical symmetry [Kommemi 2013] allow us to
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define null infinity I+ — a conformal boundary where idealized far away observers live, and the black
hole interior region as the complement of the causal past of I+. If the black hole interior is nonempty, we
also define the event horizon H+ as the past boundary of the black hole interior which separates the black
hole interior from the black hole exterior.

In the current paper we will only be interested in the dynamics of the black hole interior. In particular,
instead of studying the Cauchy problem with data on 6, we will prescribe the scalar field φ and the metric
on an ingoing cone C in and on an outgoing cone H+ emulating the event horizon of an already-formed
black hole. This setting corresponds to a characteristic initial value problem with data imposed on H+

∪C in;
see Figure 1. Our study of this characteristic initial value problem will be entirely self-contained. We will
however continue to depict 6 on Figure 1 and subsequent figures for completeness. Our assumptions on
the characteristic initial data on H+

∪C in will be made in accordance with the conjectured late-time tails on
the event horizon H+ arising from generic Cauchy data on asymptotically flat 6; see the discussion below.

Conjectured late-time asymptotics on the event horizon H+ and contrast with the vacuum case. Heuris-
tic arguments regarding the black hole exterior in the physics literature (see [Hod and Piran 1998; Koyama
and Tomimatsu 2001; Konoplya and Zhidenko 2013; Burko and Khanna 2004; Oren and Piran 2003])
indicate that (spherically symmetric) dynamical black holes arising from Cauchy data on 6 for the
EMKG model relax to Reissner–Nordström along the event horizon H+ at a slow,3 nonintegrable rate
v−s, s ∈

( 1
2 , 1

]
for large v, in a standard Eddington–Finkelstein coordinate v. This is in contrast to the

faster and integrable rate s > 1 proved in the uncharged massless case m2
= q0 = 0 [Dafermos and

Rodnianski 2005], or assumed in vacuum in [Dafermos and Luk 2017] (see (1-21)). This fast, integrable
rate v−s, s > 1 in vacuum is indeed sufficient to prove the existence of a Cauchy horizon CHi+ , across
which the spacetime is continuously extendible: this led to a falsification of Conjecture 1 in vacuum
without symmetry assumptions [Dafermos and Luk 2017] (or for spherically symmetric models as in
[Dafermos 2003; Van de Moortel 2018]); see Section 1B2.

Existence of a Cauchy horizon CHi+ for slowly decaying scalar fields. Returning to the EMKG model,
the first step in addressing Conjecture 1 is to understand whether, for slowly decaying characteristic data
on the event horizon H+, the future boundary inside the black hole is null (a Cauchy horizon) or spacelike.
In view of the slow decay on the event horizon H+, the spacelike singularity scenario is plausible and
indeed desirable (if it were true, then Conjecture 1 would likely be valid). Despite the obstruction created
by the slow decay of event horizon perturbations, it turns out however that the black hole future boundary
has a nonempty null component CHi+ ̸= ∅ emanating from i+, see Figure 1, and is not everywhere
spacelike as one might have hoped:

Theorem A ([Van de Moortel 2018], rough version; precise version recalled in Section 4A). Consider
spherically symmetric characteristic initial data for (1-1)–(1-5) on the event horizon H+ (and on an
ingoing cone). Assume the following slow decay upper bound on the scalar field φH+ on the event horizon
H+

= [v0,+∞) as
|φH+(v)| ≤ C0v

−s, |DvφH+ | ≤ C0v
−s (1-6)

3Precisely, these slow rates hold conjecturally for a massive (m2
̸= 0) scalar field and/or strongly charged

(
|q0e| ≥

1
2
)

one.
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for all v ≥ v0 in a standard Eddington–Finkelstein-type v-coordinate on H+
= [v0,+∞) for some C0 > 0

and some decay rate s > 1
2 .

Then the spacetime is bound to the future by an ingoing null boundary CHi+ ̸= ∅ (the Cauchy horizon)
foliated by spheres of positive radius and emanating from i+, and the Penrose diagram is given by the
dark gray region in Figure 1.

Since by Theorem A the black hole future boundary is not everywhere spacelike and has a null
component CHi+ ̸= ∅, one may at first expect continuous extendibility across CHi+ . It turns out however
that the spacetime of Theorem A may or may not be continuously extendible across CHi+ . This is perhaps
unexpected, since all previous instances of black hole spacetimes with a null future boundary component
are at least continuously extendible across that component [Dafermos and Luk 2017; Dafermos 2003;
Luk and Oh 2019a]. Thus, Theorem A is not sufficient to fully address Conjecture 1 and the question of
continuous extendibility across the null boundary CHi+ has remained open.

The slow rate s> 1
2 assumed in Theorem A is indeed too slow to prove the C0-extendibility of spacetime

across the Cauchy horizon CHi+ using the same method as [Dafermos and Luk 2017] in vacuum. The
method of [Dafermos and Luk 2017] requires the faster integrable decay assumption s > 1 and does
not extend to the nonintegrable case s ≤ 1, a failure that may even raise the attractive possibility that
Conjecture 1 is true after all for the EMKG matter model. This could mean that determinism is in better
shape in the presence of matter!

1A2. Theorem I : event horizon oscillations are decisive for the C0 extendibility of the metric. Our main
result however shows that the situation is more subtle than one may first think: assuming that the scalar
field φ oscillates sufficiently on the event horizon H+, we show in Theorem I (i) that φ is uniformly
bounded in the black hole interior and the metric is continuously extendible. The event horizon oscillation
assumption is sharp in the following sense: conversely assuming that the scalar field φ does not oscillate
sufficiently on the event horizon H+, we show in Theorem I (ii) that φ blows up in amplitude at the
Cauchy horizon CHi+ . It turns out that the oscillation condition on the event horizon H+, i.e., the main
assumption of Theorem I (i), is conjecturally satisfied for generic Cauchy data on an asymptotically flat 6,
and thus, the hope that determinism is in better shape in the presence of matter in the end does not come
true! (See Section 1A3.)

Theorems I (i) and I (ii) show that uniform boundedness or blow-up of the matter fields unexpectedly
relies on fine properties of the scalar field φ on the event horizon H+ in both physical and Fourier space.
At the heart of our novel oscillation condition lies the resonant frequency

ωres(M, e, q0) := ω−(M, e, q0)−ω+(M, e, q0), (1-7)

where
ω− = ω−(M, e, q0) :=

q0e
r−(M, e)

, ω+ = ω+(M, e, q0) :=
q0e

r+(M, e)

for asymptotic black hole parameters 0< |e|< M.
In what follows we will give rough versions of Theorems I (i) and I (ii). For the precise versions we

refer the reader to Sections 4B and 4C.
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Theorem I (i) (boundedness (rough version; precise version in Section 4B)). Consider spherically symmet-
ric characteristic initial data for (1-1)–(1-5) on the event horizon H+ (and on an ingoing cone). Assume
the following slow decay upper bound on the scalar field φH+ on the event horizon H+

= [v0,+∞) as

|φH+(v)| ≤ Cv−s, |DvφH+ | ≤ Cv−s (1-8)

for all v ≥ v0 in a standard Eddington–Finkelstein-type v-coordinate on H+
= [v0,+∞), for v0 > 1

sufficiently large and for some C > 0 and some (nonintegrable) decay rate

3
4 < s ≤ 1. (1-9)

By Theorem A, the spacetime, i.e., the dark gray region in Figure 1, is bound to the future by a null
boundary CHi+ ̸= ∅ (the Cauchy horizon). Then, in the gauge Av = 0, the following hold true:

• If φH+ satisfies the qualitative oscillation condition on H+
=[v0,+∞), i.e., if for all O(v1−2s) functions

lim sup
ṽ→+∞

∣∣∣∣∫ ṽ

v0

φH+(v)eiωresv(1+O(v1−2s)) dv
∣∣∣∣<+∞, (1-10)

then the scalar field φ is uniformly bounded in amplitude up to and including the Cauchy horizon CHi+ .

• If φH+ satisfies the strong qualitative oscillation condition on H+
= [v0,+∞), i.e., if for all O(v1−2s)

functions

lim
ṽ→+∞

∣∣∣∣∫ ṽ

v0

φH+(v)eiωresv(1+O(v1−2s)) dv
∣∣∣∣ exists and is finite, (1-11)

then additionally the metric g and the scalar field φ are continuously extendible across the Cauchy horizon
CHi+ .

• If φH+ satisfies the quantitative oscillation condition on H+
= [v0,+∞), i.e., if there exist E > 0,

ϵ > 1 − s such that for all O(v1−2s) functions

lim
ṽ→+∞

∣∣∣∣∫ ṽ

v1

φH+(v)eiωresv(1+O(v1−2s)) dv
∣∣∣∣ ≤ Ev−ϵ

1 for all v1 ≥ v0, (1-12)

then, additionally the Maxwell field contraction FµνFµν is uniformly bounded in amplitude and contin-
uously extendible across the Cauchy horizon CHi+ .

We refer to Figure 2 for an illustration of Theorem I (i).
In the uncharged case q0 = 0, where ωres = 0, we show that the qualitative oscillation condition (1-10)

is sharp to obtain boundedness.

Theorem I (ii) (blow-up (rough version; precise version in Section 4C)). Consider spherically symmetric
characteristic initial data for (1-1)–(1-5) on the event horizon H+ (and on an ingoing cone). Assume the
following slow decay upper bound on the scalar field on the event horizon H+ (i.e., φH+ satisfies (1-8)
where s satisfies (1-9)). Assume additionally q0 = 0 and let m2 > 0 be generic.
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CHi+

i+

C in

H+

6

spacetime is (highly nonuniquely)
C0-extendible across Cauchy horizon CHi+

slowly decaying data φH+ with
oscillation condition satisfied

Figure 2. Theorem I (i): if the strong qualitative oscillation condition is satisfied, then
the spacetime is C0-extendible across the Cauchy horizon CHi+ .

Then, φ blows up in amplitude at every point on the Cauchy horizon CHi+

lim sup
(u,v)→CHi+

|φ(u, v)| = +∞ (1-13)

if and only if

lim sup
ṽ→+∞

∣∣∣∣∫ ṽ

v0

φH+(v) dv
∣∣∣∣ = +∞, (1-14)

i.e., if and only if φH+ violates the qualitative oscillation condition (1-10).
Further, in the case where the scalar field φ blows up at the Cauchy horizon CHi+ as in (1-13), a null

contraction singularity forms at the Cauchy horizon CHi+ as stated in Theorem IV and proved in [Kehle
and Van de Moortel ≥ 2024].

We refer to Figure 3 for an illustration of Theorem I (ii).

CHi+

i+

H+

C in

6

null contraction singularity at
Cauchy horizon CHi+ : metric is C0-singular

=⇒

slowly decaying uncharged data φH+

with oscillation condition violated

Figure 3. Theorem I (ii): If the oscillation condition is violated in the uncharged case,
then a novel null contraction singularity forms at the Cauchy horizon CHi+ and the metric
is C0-singular at CHi+ .
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Theorem I (ii) also shows that it is impossible to prove boundedness of the scalar field φ only under
the assumptions of Theorem A. This motivates a posteriori the introduction of the oscillation condi-
tions (1-10), (1-11), (1-12), which are thus necessary to obtain boundedness and C0 extendibility as
claimed in Theorem I (i). Anticipating Section 1A5, we note that it is also impossible to prove the
continuous extendibility of the metric in the usual sense only under the assumptions of Theorem A, by
Theorem IV.

For concreteness, we will now give explicit examples of profiles φH+ which satisfy (respectively
violate) the oscillation condition (1-10), (1-11), (1-12) from above.

Example. For any fixed ω ̸= ωres the profile φH+ := e−iωvv−s satisfies the quantitative oscillation
condition (1-12).

Nonexample. The profile φH+ := e−iωresvv−s violates the oscillation condition (1-10).

1A3. Theorem II: the C0-formulation of strong cosmic censorship is false.

Slow decay on H+ for generic Cauchy data on 6. We now return to Conjecture 1, which is formulated
in terms of generic Cauchy data on an asymptotically flat 6. First, the scalar field φ on the event
horizon H+ is indeed expected to decay slowly for generic Cauchy data on 6; i.e., φH+ satisfies (1-8)
only for s ≤ 1, at least for almost every pair of parameters (m2, q0) (see Conjecture 2). This slow decay
makes Theorems I (i) and I (ii) decisive to the study of Cauchy data on 6 as above, since the validity
of Conjecture 1 now crucially depends on whether generic Cauchy data on 6 give rise to solutions for
which the (slowly decaying) scalar field φ on the event horizon H+ satisfies or violates the oscillation
condition (1-10) (or (1-11), its stronger analog).

Oscillations on H+ for generic Cauchy data on 6. As it turns out, φH+ is expected to satisfy the (even
stronger) quantitative oscillation condition (1-12) for generic regular Cauchy data on 6. This expectation
is based on works in the physics literature relying on heuristic analysis [Hod and Piran 1998; Konoplya
and Zhidenko 2013; Koyama and Tomimatsu 2001; 2002] or numerics [Burko and Khanna 2004; Oren and
Piran 2003] giving precise asymptotic tails on the event horizon H+. We formulate this as the following
conjecture, where φH+ is the scalar field φ restricted to the event horizon H+

= [v0,+∞), v is an
Eddington–Finkelstein-type coordinate (see the gauge choice later defined in (3-6)), and electromagnetic
gauge Av = 0 (see (2-26)):

Conjecture 2. Let (M, g, F, A, φ) be a black hole solution of the system (1-1)–(1-5) arising from generic,
spherically symmetric smooth Cauchy data on an asymptotically flat 6. Then, the black hole exterior
settles down to a Reissner–Nordström exterior with asymptotic mass M and asymptotic charge e satisfying
0 < |e| < M. Moreover, the scalar field has the following late-time asymptotics on the event horizon
H+

= [v0,+∞):

(1) In the massive uncharged case, i.e., m2 > 0, q0 = 0,

φH+(v)= C(m · M, D) sin(mv+ωerr(v)) · v
−5/6

+φerr (1-15)
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for fast decaying φerr (i.e., φerr satisfies (1-8) for s > 1), a constant C(m · M, D) ̸= 0 depending on m · M
and the initial data D, and a sublinear growing phase

ωerr(v)= −
3m
2
(2πM)2/3v1/3

+ω(m · M).

(2) In the massless charged case, i.e., m2
= 0, q0 ̸= 0,

φH+(v)= CH (q0e, D) · e(iq0e/r+)v · v−1−δ
+φerr, (1-16)

where CH (q0e, D) ̸= 0 is a constant depending on q0e and the initial data D, δ(q0e) :=
√

1 − 4(q0e)2 ∈ C,
and φerr is fast decaying (i.e., φerr satisfies (1-8) for s > 1).

(3) In the massive charged case, i.e., m2 > 0, q0 ̸= 0,

φH+(v)= C(M · m, D) · e(iq0e/r+)v · sin(mv+ωerr(v)) · v
−5/6

+φerr, (1-17)

where all the quantities are as above and generically |q0e| ̸= r−|m|.

Falsification of Conjecture 1 assuming Conjecture 2. We will show that the conjectured profiles in
(1-15), (1-16) and (1-17) indeed satisfy the quantitative oscillation (1-12). Thus, as a corollary of our
main result Theorem I (i) we obtain a conditional, but otherwise definitive resolution of Conjecture 1:

Theorem II (rough version; precise version in Section 4D). If φH+ is as in Conjecture 2, then the metric g
and the scalar field φ are continuously extendible across the Cauchy horizon CHi+ .

In particular, if Conjecture 2 is true, then Conjecture 1 is false for the Einstein–Maxwell–Klein–Gordon
system in spherical symmetry.

We refer to Section 4D for the precise statement of Theorem II.
The conjectured decay rates for φH+ in Conjecture 2 are nonintegrable; i.e., φH+ satisfies (1-8) with s

in the range (1-9), except for the massless charged case with |q0e|< 1
2 . We also recall that nonintegrable

decay of φH+ is insufficient to prove continuous extendibility for g and φ by means of decay and indeed
even leads to the blow-up of |φ| as shown in Theorem I (ii) in the case where the oscillation condition
(1-10) is violated. In that sense, under the assumption of Conjecture 2, Theorem II shows that C0-strong
cosmic censorship for the EMKG model is false only by virtue of the oscillations of the scalar field φ on
the event horizon H+.

Lack of oscillations for nongeneric Cauchy data on 6. Having addressed the generic case in Conjecture 2,
there remains still the possibility that there exist (nongeneric) Cauchy data for which the scalar field φH+

on the event horizon H+ does not satisfy the (qualitative) oscillation condition (1-10). Indeed, on the
basis of certain scattering arguments [Angelopoulos et al. 2020; Dafermos et al. 2018; Masaood 2022]
we conjecture.4

Conjecture 3. For any suitable finite-energy profile φH+ there exist sufficiently regular Cauchy data on 6
for the EMKG system in spherical symmetry giving rise to a dynamical black hole for which the scalar
field along the event horizon is given by φH+ .

4We also note that Conjecture 3 is not specific to the EMKG system in spherical symmetry: similar conjectures can be made
for a rather general class of models; see for instance [Angelopoulos et al. 2020; Dafermos et al. 2018].
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In particular, if Conjecture 3 is true, this means that there exist Cauchy data on 6 for which the scalar
field φH+ on the event horizon H+ obeys (1-8) for s > 3

4 , but violates the oscillation condition (1-10); thus
by Theorem I (ii), the scalar field φ blows up in amplitude at the Cauchy horizon CHi+ (if q0 = 0). Such
(nongeneric) Cauchy data will be important in Section 1A5 as they will constitute examples of null contrac-
tion singularities at CHi+ ; see Theorem IV. Finding the precise regularity (see [Dafermos and Shlapentokh-
Rothman 2018; Dias et al. 2018b]) of such Cauchy data on 6 is also part of the resolution of Conjecture 3.

1A4. Theorem III : W 1,1-blow-up along outgoing cones — a complete contrast with the vacuum case. We
remarked before that the falsification of the C0-formulation of strong cosmic censorship in vacuum [Dafer-
mos and Luk 2017] — the vacuum analog of Theorem II outside spherical symmetry — crucially relies on
integrable decay along the event horizon H+ for perturbations and their derivatives (see (1-21)). Indeed, in
their work, Dafermos and Luk propagate this integrable decay towards i+ with suitable weighted energy
estimates into the black hole interior. This integrable decay for outgoing derivatives is then used to show
that the metric is actually W 1,1-extendible along outgoing null cones, i.e., with locally integrable Christoffel
symbols. Note that this W 1,1-extendibility result of the metric is strictly stronger than the C0-extendibility
which subsequently follows by integrating. Mutatis mutandis, this robust physical space method of
showing the stronger W 1,1-extendibility result as an intermediate step has been applied in various previous
contexts to show C0-extendibility; see, e.g., [Dafermos 2003; 2005a; Luk and Oh 2019a; Dafermos and
Luk 2017], exploiting the null structure of the Einstein equations: in fact, this was the only known method
to prove C0-extendibility so far. For the EMKG model, however, only in the case m2

= 0, |q0e| < 1
2

do perturbations along the event horizon H+ decay at an integrable rate. For such integrable rates, the
analog of Theorem II was shown already [Van de Moortel 2018] using the aforementioned physical space
method and proving W 1,1-extendibility as an intermediate step (schematically

∫
|∂vg| dv <∞):

Theorem [Van de Moortel 2018]. Consider spherically symmetric characteristic initial data for (1-1)–
(1-5) on the event horizon H+ (and on an ingoing cone). Let the scalar field φH+ decay fast on the
event horizon H+ (i.e., φH+ satisfies (1-8) for s > 1). Then φ is uniformly bounded in amplitude and
in W 1,1, i.e.,

sup
(u,v)

|φ|(u, v) <+∞, sup
u

∫
+∞

v0

|Dvφ|(u, v) dv <+∞. (1-18)

Moreover the metric g admits a W 1,1 extension g̃ across the Cauchy horizon CHi+ and g̃ is C0-admissible
(Definition 2.1). In particular, g is C0-extendible.

Note that the W 1,1-extendibility method provides a so-called C0-admissible extension, which is a con-
tinuous extension also admitting null coordinates (a slightly stronger result than general C0-extendibility).

Apart from the massless case m2
= 0 with |q0e| < 1

2 , the scalar field φ on the event horizon H+ is
expected to be nonintegrable along the event horizon H+ (Conjecture 2) and as such, the robust physical
space methods of [Dafermos and Luk 2017; Luk and Oh 2019a; Dafermos 2003; Van de Moortel 2018]
showing the intermediate and stronger W 1,1

loc -extendibility fail.
We show in Theorem III below that indeed for a generic nonintegrable scalar field φH+ on the event

horizon H+, the scalar field φ blows up in W 1,1 (i.e.,
∫

|Dvφ| dv = ∞) at the Cauchy horizon CHi+ .
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This is yet another manifestation of the fact that the C0-extendibility result for the nonintegrable
perturbations is unexpectedly subtle and crucially relies on the precise oscillations of the perturbation on
the event horizon H+. In this sense, our result cannot be captured solely in physical space — making our
mixed physical space-Fourier space approach seemingly necessary.

We now give a rough version of Theorem III and refer to Section 4E for the precise formulation.

Theorem III (W 1,1-blow-up along outgoing cones (rough version; precise version in Section 4E)).
Consider spherically symmetric characteristic initial data for (1-1)–(1-5) on the event horizon H+

=

[v0,+∞) (and on an ingoing cone). Then the following hold true:

• Consider arbitrary q0 ∈ R, m2
≥ 0.

Then, for generic φH+ satisfying (1-8) and (1-9), the scalar field φ blows up in W 1,1
loc at the Cauchy

horizon CHi+ ; i.e., for all u ∫
+∞

v0

|Dvφ|(u, v) dv = +∞. (1-19)

• Consider either the small charge case (i.e., 0 < |q0e| < ϵ(M, e,m2) for ϵ(M, e,m2) > 0 sufficiently
small, m2

≥ 0) or the uncharged case q0 = 0 for almost every mass m2
∈ R>0.

Then, for all nonintegrable φH+ /∈ L1 satisfying (1-8) and (1-9), the scalar field φ blows up in W 1,1
loc

along outgoing cones at the Cauchy horizon CHi+ : i.e., for all u∫
+∞

v0

|Dvφ|(u, v) dv = +∞. (1-20)

Theorem III shows that the Cauchy horizon CHi+ is already more singular in the slowly decaying case
(i.e., φH+ obeys (1-8) for s ≤ 1) than in the fast decaying case (i.e., φH+ obeys (1-8) for s > 1) as the
comparison with (1-18) illustrates.

Assuming that Conjecture 2 is true, as part of our novel Theorem III, we also show that the W 1,1 blow-up
of φ given by (1-19) also occurs for generic and regular Cauchy data (for almost all parameters (q0,m2)).

Further Theorem III strongly suggests that generically the metric itself is also W 1,1-inextendible, i.e.,
does not admit locally integrable Christoffel symbols in any coordinate system. If true, this statement would
be in dramatic contrast with the vacuum perturbations of Kerr considered in [Dafermos and Luk 2017] and
the weak null singularities from [Luk 2018] (both enjoying the analog of fast decay on the event horizon H+;
see Section 1B2) in which the metric is shown to be W 1,1-extendible across the Cauchy horizon CHi+ .
Extending Theorem III to a full W 1,1-inextendibility result on the metric is however a difficult (albeit
very interesting) open problem due to the geometric nature of such a statement; see [Dafermos and Luk
2017; Luk 2018; Sbierski 2018; 2022; Kehle and Van de Moortel ≥ 2024] for related discussions.

1A5. Theorem IV: the null contraction singularity at the Cauchy horizon CHi+ for perturbations violating
the oscillation condition. By Theorem I (ii), if q0 = 0, then any scalar field φH+ that violates on oscillation
condition (1-10) on the event horizon H+ gives rise to φ that blows up in amplitude at the Cauchy
horizon CHi+ . A natural question then emerges: how does this blow up of the matter field translate
geometrically, i.e., does the metric admit a singularity?
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This question is answered in the affirmative in our companion paper [Kehle and Van de Moortel
≥ 2024]: We show that the metric admits a novel type of C0-singularity at the Cauchy horizon CHi+

that we call a null contraction singularity. The main result of [Kehle and Van de Moortel ≥ 2024] is
conditional: we show that the metric admits a null contraction singularity if |φ| blows up at the Cauchy
horizon. Combining this result with Theorem I (ii) (if q0 = 0) shows that a null contraction singularity is
formed dynamically for a scalar field φH+ violating the oscillation condition (1-10) on H+.

We emphasize that the null contraction singularity is a C0-singularity and different (in particular
stronger) from the usual blue-shift instability [Dafermos and Shlapentokh-Rothman 2018] for derivatives,
which additionally occurs at the Cauchy horizon of dynamical EMKG black holes and triggers the blow up
of curvature and of the Hawking mass (mass inflation); see [Van de Moortel 2018; 2021] and the discussion
in Section 1C. Specifically, the null contraction singularity has the following novel characteristics.

Theorem IV [Kehle and Van de Moortel ≥ 2024]. Consider spherically symmetric characteristic initial
data for (1-1)–(1-5) on the event horizon H+ (and on an ingoing cone). Let the scalar field φH+ decay
slowly on the event horizon H+ (i.e., φH+ satisfies (1-8), (1-9)). Assume additionally that φ blows up in
amplitude at the Cauchy horizon CHi+ , i.e., assume that lim sup(u,v)→CHi+

|φ|(u, v)= +∞.
Then the metric g admits a null contraction singularity in the following sense:

(a) The metric does not admit any C0-admissible extension (as defined in Definition 2.1) across the
Cauchy horizon CHi+ .

(b) The affine parameter time on ingoing null geodesics (with uniform but otherwise arbitrary normaliza-
tion) between two radial causal curves with distinct endpoint at the Cauchy horizon CHi+ tends to
zero as the Cauchy horizon CHi+ is approached.

(c) The angular tidal deformations of radial ingoing null geodesics (with uniform but otherwise arbitrary
normalization) become arbitrarily large near the Cauchy horizon CHi+ .

For the precise definitions of the terms employed in the statement of Theorem IV we refer the reader
to [Kehle and Van de Moortel ≥ 2024]. Note that the null contraction singularity is named in reference to
statement (b), the most emblematic: physically, it means that the (suitably renormalized) affine parameter
time in the ingoing null direction between two observers tends to zero as both observers approach the
Cauchy horizon CHi+ .

Theorem IV is the first instance of a null contraction singularity: statements (a)–(c) have only been
shown to occur in the context of matter fields blowing up at the Cauchy horizon CHi+ , as we prove
in [Kehle and Van de Moortel ≥ 2024]. In particular, statements (a)–(c) are all false on the exact
Reissner–Nordström interior or on the spacetimes of Theorem I (i) for which φ is bounded.

In view of Theorem I (ii), we note that there exists a large class of characteristic data on H+
∪ C in

giving rise to a null contraction singularity at CHi+ ; see Figure 3. Moreover, assuming Conjecture 3,
we also note that there exist Cauchy data on asymptotically flat 6 which give rise to a null contraction
singularity at CHi+ .

Finally, we note that statement (a) of Theorem IV is, to the best of the authors’ knowledge, the first
C0-inextendibility result across a null boundary (in our case the Cauchy horizon CHi+). The geometric
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statement (a) strongly suggests that the oscillation condition (1-10) is indeed crucial to falsify Conjecture 1.
Note however that Theorem IV only proves the impossibility to extend the metric in a spherically symmetric
C0-class (also used in [Moschidis 2017]), where C0 double null coordinates exist. It would be interesting
to investigate whether statement (a) can be promoted to a full C0-inextendibility statement. However
such statements are notoriously difficult to obtain: even in the more singular case where the black hole
boundary is spacelike,5 the C0-extendibility of the metric has only been proved for the Schwarzschild
black hole [Sbierski 2018].

1B. Cauchy horizons in other models: a comparison with our results. Having introduced our main
results on the EMKG model (1-1)–(1-5) in Section 1A, we will now mention selected results on the
existence/regularity of Cauchy horizons and Conjecture 1 for different models, which will appear to be
in dramatic contrast with the previous Theorem A and our new results given in Theorems I (i), I (ii), III
and IV on the EMKG model in spherical symmetry.

1B1. Spherically symmetric models with no Maxwell field: absence of a Cauchy horizon. Before turning
to models admitting Cauchy horizons emanating from i+, it is useful to recall that there exist models for
which such Cauchy horizons do not form. An example of such a model is given by the Einstein-scalar-field
system (i.e., (1-1)–(1-5) with F ≡ 0, m2

= 0) in spherical symmetry. This model was studied in the
seminal series [Christodoulou 1991; 1993; 1999] where it is shown that the MGHD of generic spherically
symmetric data is bound to the future by a spacelike boundary S ={r=0} (in particular, there exists no null
component of the boundary) and observers approaching S = {r=0} experience infinite tidal deformations.

From [Christodoulou 1991], it follows that Conjecture 1 is true for the Einstein-scalar-field system in
spherical symmetry in the sense that there exists no spherically symmetric C0-extension of the metric.

1B2. Stability of the Cauchy horizon and the downfall of Conjecture 1 for massless fields and in vacuum.

The Einstein–Maxwell-uncharged-scalar-field in spherical symmetry. Christodoulou’s spherically
symmetric spacetimes however fail to capture the repulsive effect that angular momentum exerts on the
geometry in nonspherical collapse. One way to model this repulsive effect while remaining in the realm of
spherical symmetry is to add a Maxwell field to the Einstein-scalar-field equations: The electromagnetic
force then plays the role of angular momentum in nonspherical collapse [Dafermos 2004]. The resulting
Einstein–Maxwell-uncharged-scalar-field system, i.e., (1-1)–(1-5) with m2

= q0 = 0, admits a (spherically
symmetric) stationary charged black hole, the Reissner–Nordström metric (for which φ ≡ 0) whose
MGHD is bound to the future by a smooth Cauchy horizon CHi+ ; see Figure 4.

Falsification of Conjecture 1 for the Einstein–Maxwell-uncharged-scalar-field model in spherical
symmetry. The interior dynamics6 near i+ for the Einstein–Maxwell-uncharged-scalar-field model were
studied in the pioneering work [Dafermos 2003; 2005a], which proved that the interior of the black hole
admits a Cauchy horizon CHi+ across which the metric is continuously extendible, under the crucial

5A spacelike singularity is indeed widely associated to C0-inextendibility, and viewed as a stronger singularity than a Cauchy
horizon, notably because of the blow-up of tidal deformations experienced on timelike geodesics [Dafermos and Luk 2017;
Sbierski 2018; 2022].

6For a discussion of the dynamics far away from i+ in the context of gravitational collapse, see Section 1C3.
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Figure 4. Penrose diagram of the subextremal Reissner–Nordström spacetime.

assumption of integrable decay of the scalar field on the event horizon H+. Integrable decay for the
scalar field on the event horizon H+ (i.e., φH+ satisfies (1-8) for s > 1) was later proved for sufficiently
regular Cauchy data of [Dafermos and Rodnianski 2005]; therefore Conjecture 1 is false for the Einstein–
Maxwell-uncharged-scalar-field model in spherical symmetry [Dafermos 2003; 2005a; Dafermos and
Rodnianski 2005] by means of fast decay s > 1.

Moreover, for this spherically symmetric model, Dafermos [2014] characterized entirely the black hole
future boundary for any small, two-ended perturbation of Reissner–Nordström. He indeed showed that the
resulting dynamical black hole has no spacelike singularity: its maximal globally hyperbolic development
is bound to the future by a null bifurcate Cauchy horizon CHi+ , and has the Penrose diagram of Figure 4.

Falsification of Conjecture 1 for the vacuum Einstein equations without symmetry. As we already
mentioned in Section 1A, Conjecture 1 was also falsified in vacuum with no symmetry assumption in the
celebrated work [Dafermos and Luk 2017]. In this case as well, the crucial assumption in [Dafermos
and Luk 2017] is the fast decay of metric perturbations along the event horizon, i.e., schematically in a
standard choice of v-coordinate

∥vs−1/2(g − gK )∥L2(H+) ≤ ϵ for some s > 1, (1-21)

where gK is the Kerr metric and ϵ > 0 is small. Note that (1-21) shows |g − gK |(v)≲ v−s (at least along
a sequence) and in that sense (1-21) is indeed the analog for g − gK of fast decay of the scalar field, i.e.,
(1-8) for s > 1.

The linear analog of (1-21) for the black hole exterior stability problem around Kerr has been established
in [Dafermos et al. 2016; Shlapentokh-Rothman and Teixeira da Costa 2023]; see also the recent nonlinear
work [Dafermos et al. 2021]. If (1-21) (and related estimates) are shown for the full Einstein equations in
a neighborhood of Kerr, then the result of [Dafermos and Luk 2017] unconditionally falsifies Conjecture 1
in vacuum, by means of fast decay s > 1.

1C. Weak null singularities at the Cauchy horizon and a weaker formulation of strong cosmic censor-
ship. In this section, we mention briefly other types of singularities at the Cauchy horizon CHi+ , and
how they compare with the new singularities at the Cauchy horizon CHi+ from Theorems III and IV.

1C1. Weak null singularities and blue-shift instability. As discussed earlier, our new results exhibit
the first examples of Cauchy horizons CHi+ singular at the C0 level (for nonoscillating scalar fields
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at H+) and the W 1,1 level (for all slowly decaying scalar fields at H+). This new singularity at the
Cauchy horizon CHi+ is very different from the well-known weak null singularity at CHi+ [Luk 2018;
Van de Moortel 2023; Ori and Flanagan 1996; Brady et al. 1998; Burko and Ori 1998; Ori 1999],
which corresponds to blow-up in the energy class (i.e., H 1 norm) at CHi+ due to the celebrated blue-
shift instability [Penrose 1968; McNamara 1978]. Blow-up in energy (i.e., H 1 norm in nondegenerate
coordinate) at the Cauchy horizon of Kerr and Reissner–Nordström has indeed been proven to occur for
the linear wave equation in [Dafermos and Shlapentokh-Rothman 2018; Luk and Sbierski 2016; Luk
and Oh 2017]. Based on the blue-shift instability, Christodoulou suggested an alternative formulation of
strong cosmic censorship that is weaker than Conjecture 1. Specifically, he conjectured in [Christodoulou
2009] that for generic asymptotically flat Cauchy data, the metric is H 1-inextendible i.e., admits no
extension with square-integrable Christoffel symbols; see also [Chruściel 1991; Dafermos and Luk 2017].

More generally, we say that the Cauchy horizon CHi+ is a weak null singularity if already the metric is
C2-inextendible across CHi+ , a property which is generally obtained from the blow-up of some curvature
component in an appropriate frame [Van de Moortel 2021; Luk and Oh 2019a; Kommemi 2013].

1C2. Dynamical formation of weak null singularities and known inextendibility results. While examples
of weak null singularities have been constructed in vacuum [Luk 2018], their dynamical formation from
an “open set” of data with no symmetry assumption is still an open problem. Nevertheless, for the EMKG
model in spherical symmetry, it was proven [Van de Moortel 2018; 2021] that the Cauchy horizon CHi+ of
Theorem A is weakly singular, i.e., the metric is C2-inextendible across the Cauchy horizon CHi+ , under
the assumptions of Theorem A and additional lower bounds on the scalar field consistent with Conjecture 2.
In the uncharged massless model q0 = m2

= 0 of Section 1B2, the same result was previously proven
unconditionally in [Luk and Oh 2019a; 2019b] for generic asymptotically flat two-ended Cauchy data.
Both for the EMKG and the q0 = m2

= 0 model, the above C2-inextendibility result was improved to a
C0,1-inextendibility statement in [Sbierski 2022].

1C3. Weak null singularities in gravitational collapse. We conclude this section by a brief discussion
of the influence of a weak null singularity on the black hole geometry away from i+. To study this
question in the framework of gravitational collapse (i.e., one-ended spacetimes with a center 0 as in
Figure 5), we cannot study the Einstein–Maxwell-uncharged-scalar-field model of Section 1B2 because
of a well-known [Kommemi 2013; Van de Moortel 2023] topological obstruction caused by the scalar
field being uncharged, i.e., q0 = 0, forcing the initial data 6 to be two-ended [Dafermos 2014]. However
in the EMKG model, where q0 ̸= 0, there is no such obstruction and one can study the one-ended global
geometry of the black hole interior with a weak null singularity, even in spherical symmetry [Kommemi
2013]. The main known result in this context is that the weak null singularity CHi+ breaks down [Van de
Moortel 2023] before reaching the center: Consequently a so-called first singularity b0 is formed at the
center 0, as depicted in Figure 5. This is in complete contrast with the two-ended case where the future
boundary is entirely null [Dafermos 2014] for a large class of spacetimes as we discussed in Section 1B2.
In the conjecturally generic case where b0 is not a so-called locally naked singularity [Van de Moortel
2023; Kommemi 2013; Dafermos 2005b; Christodoulou 1999], then the breakdown of the weak null
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Figure 5. Conjectured Penrose diagram of a generic EMKG black hole with weakly
singular CHi+ [Van de Moortel 2023].

singularity CHi+ proven [Van de Moortel 2023] implies that a stronger singularity S = {r=0} takes over
and connects the weak null singularity CHi+ to the center 0 as depicted in Figure 5.

1D. Scattering resonances associated to the Reissner–Nordström Cauchy horizon. We now turn to
another result which is not directly concerned with the stability/instability of the Cauchy horizon but turns
out to be important for the proofs of our main theorems: the finite-energy scattering theory for the linear
wave equation on the interior of Reissner–Nordström developed in [Kehle and Shlapentokh-Rothman
2019]. A key insight to the result in that work was the absence of scattering resonances associated to the
Killing generator of the Cauchy horizon, which is an exceptional feature of the massless and uncharged
wave equation on exact Reissner–Nordström. Indeed, for the massive wave equation with generic masses
m2

∈ R>0 − D(M, e) or for the charged equation, the scattering resonances are present and there does
not exist an analogous scattering theory [Kehle and Shlapentokh-Rothman 2019]. As we will show, these
scattering resonances are also the key sources of blow-up in amplitude of φ at the Cauchy horizon if the
scalar field along the event horizon is nonoscillating and slowly decaying and thus, sufficiently resonant. In
view of this, for the blow-up statement of Theorem I (ii) these exceptional masses for which the scattering
resonances are absent have to be excluded. Refer also to [Mokdad 2022; Häfner et al. 2021] for a scattering
theory of the Dirac equation on the interior of Reissner–Nordström and to [Bachelot 1994; Dimock and
Kay 1987; Dafermos et al. 2018; Masaood 2022; Alford 2020] for scattering theories on the exterior.

1E. Connection to the linear analog of Conjecture 1 for negative cosmological constant 3 < 0. In the
discussion above we have studied the Einstein equations with cosmological constant 3= 0. Analogously,
for 3 ̸= 0, the Reissner–Nordström–(anti-)de Sitter and Kerr–(anti-)de Sitter spacetimes admit a smooth
Cauchy horizon and the issue of strong cosmic censorship analogously arises in this setting. In particular,
the case 3 < 0 has some similarities with our case in the sense that linear perturbations also only
decay at a nonintegrable (inverse logarithmic for 3 < 0) rate due to a stable trapping phenomenon
[Holzegel and Smulevici 2013; 2014; Holzegel et al. 2020]. A difference to our result is however that
only perturbations consisting of a superposition of infinitely many high ℓ angular modes decay slowly
and thus, the problem for 3< 0 cannot be reasonably studied in spherical symmetry. Nevertheless, as in
our case, this nonintegrable rate of decay might raise hopes that, in the case of negative cosmological
constant 3< 0, Conjecture 1 holds true.
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On the one hand, for Reissner–Nordström–AdS, since stable trapping is a high-frequency phenomenon
and uniform boundedness (on the linear level) is associated to zero-frequency scattering resonances of the
Cauchy horizon, it was shown in [Kehle 2020b] that these difficulties decouple on Reissner–Nordström–
AdS. (This decoupling can be seen as the analog of the fact that the oscillation condition of (1-10) is
satisfied.) As a consequence of this frequency decoupling, it is shown in [Kehle 2020b] that, despite
slow nonintegrable decay on the exterior, linear perturbations remain uniformly bounded and extend
continuously across the Reissner–Nordström–AdS Cauchy horizon. This falsifies the linear analog of
Conjecture 1 for Reissner–Nordström–AdS.

On the other hand, for Kerr–AdS, in view of the rotation of the black hole, frequency mixing occurs
and trapped high-frequency perturbations on the exterior can at the same time be low-frequency when
frequency is measured with respect to the Killing generator of the Cauchy horizon. In [Kehle 2020a;
2022] it is shown that this frequency mixing gives rise to a resonance phenomenon and an associated
small divisors problem. In particular, for a set of Baire-generic Kerr–AdS black hole parameters, which
are associated to a Diophantine condition, it is shown that linear perturbations φ blow up in amplitude
at the Cauchy horizon. This shows that the linear analog of Conjecture 1 holds true for Baire-generic
Kerr–AdS black holes.

There is yet another possible scenario in which the exteriors of AdS black holes are nonlinearly unstable
(see [Moschidis 2017; 2020; 2023; Bizoń and Rostworowski 2011]) and the question of strong cosmic
censorship would be thrown even more open.

Let us finally also briefly mention the case of positive cosmological constant3> 0, where perturbations
on the exterior of Reissner–Nordström/Kerr–de Sitter decay at an exponential rate as proved in [Dyatlov
2011; Mavrogiannis 2023] for the linear wave equation and in [Hintz and Vasy 2018] for the vacuum
Einstein equations. In view of this rapid decay, the theorem of [Dafermos and Luk 2017] manifestly
also applies and thus, Conjecture 1 is false for 3> 0. However, in view of this exponential decay, even
weaker formulations such as the H 1-formulation of strong cosmic censorship mentioned in Section 1C
may fail. We refer to [Dafermos 2014; Hintz and Vasy 2017; Dias et al. 2018a; 2018b; 2019; Dafermos
and Shlapentokh-Rothman 2018; Costa et al. 2018; Costa and Franzen 2017; Mo et al. 2018; Hollands
et al. 2020; Cardoso et al. 2018] for details.

1F. Summary of the strategy of the proof. We now turn to an outline of our proof and begin with the
obstructions and difficulties encountered when attempting to prove boundedness of the scalar field at the
Cauchy horizon CHi+ and continuous extendibility of the metric.

• The physical space estimates used to show CHi+ ̸=∅ in the proof of Theorem A, under the assumption
of a slowly decaying φH+ on H+, i.e., obeying (1-8) and (1-9), are consistent with the blow-up of the
scalar field φ at the Cauchy horizon CHi+ and the failure of ∂vφ to be integrable in v. As our new result
shows, these estimates from [Van de Moortel 2018] are sharp by Theorem III and blow-up in amplitude
indeed occurs for some perturbations by Theorem I (ii).

• The estimates of the proof of Theorem A however suggest that, if ∂vφ oscillates infinitely towards
the Cauchy horizon CHi+ then φ is bounded (see Section 4F1): the hope would be that, although ∂vφ
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is not Lebesgue-integrable (i.e.,
∫

+∞

v0
|∂vφ| dv = +∞), it has a semiconvergent Riemann integral (i.e.,

limṽ→+∞

∣∣∫ ṽ
v0
∂vφ dv

∣∣<+∞ exists). A natural approach is then to attempt to propagate the event horizon
oscillations (1-10) satisfied by φH+ towards the Cauchy horizon CHi+ in a suitable sense and deduce
the boundedness of φ. However, this is not easy to show in physical space and prompts a Fourier space
approach for the linearized equation.

• A complete understanding of the linearized problem is however insufficient in itself to prove the
boundedness of φ since the nonlinear terms cannot be treated purely perturbatively in view of the slow
decay. Consequently the precise structure of these nonlinear terms has to be understood and plays an
important role in the argument (in contrast to the fast decay case s > 1) (see Section 4F3).

• Even once φ is proven to be bounded in amplitude, there is no clear mechanism yielding the continuous
extendibility of the metric, contrary to the fast decay case s > 1 in which the mechanism is given by the
integrability of the Christoffel symbols [Dafermos and Luk 2017; Luk and Oh 2019a] in a suitable sense
(see Section 4F4 for a discussion).

Strategy. To address and overcome these difficulties in order to prove our main theorems as stated in
Section 1A, we proceed as follows:

(1) We take advantage on the one hand of the previous result of Theorem A, the future black hole
boundary is null, i.e., CHi+ ̸= ∅ and the Penrose diagram is given by Figure 1, and on the other hand of
the nonlinear estimates (see Section 4F1) that were already proven in [Van de Moortel 2018] for slowly
decaying φH+ .

(2) We consider the massive/charged linear wave equation gµνRN DRN
µ DRN

ν φL = m2φL on a fixed Reissner–
Nordström background gRN, which we view as the linearization of the EMKG system (1-1)–(1-5). Using
Fourier methods and a scattering approach, we prove uniform boundedness (respectively blow-up in
amplitude) of φL at the Cauchy horizon CHi+ for an oscillating scalar field φH+ obeying (1-10) at H+

(respectively nonoscillating φH+ , i.e., φH+ violates (1-10) at H+); see Section 4F2.

(3) Independently of step (2), we prove nonlinear difference estimates on g − gRN. Although these
estimates are, in a sense, weaker7 than the nonlinear estimates of step (1), they are crucial in our proof
that, for all slowly decaying φH+ , the linear solution φL is bounded if and only if the nonlinear φ is
bounded (at least in the q0 = 0 case). In the charged q0 ̸= 0 case, we follow a similar logic but additional
difficulties arise from the nonlinear backreaction of the Maxwell field. This step will be discussed in
Section 4F3.

(4) With the boundedness of φ at hand from the previous step, we prove the continuous extendibility of
the metric for oscillating perturbations φH+ satisfying (1-11). For the proof, we introduce a crucial new
quantity ϒ (see (4-38)) exploiting the exact algebraic8 structure of the nonlinear terms in the Einstein
equations; see Section 4F4.

7In the sense that these estimates alone are insufficient to show that CHi+ ̸= ∅ as proven in [Van de Moortel 2018] (see
Theorem A).

8In contrast, when the decay is integrable as in vacuum, the null structure of the Einstein equations is sufficient [Dafermos
and Luk 2017; Luk and Oh 2019a].
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The proofs of Theorems I (i) and I (ii) are finally obtained by combining steps (1), (2), (3), and (4).
Theorem II follows immediately. The proof of Theorem III is also derived from the strategy given by the
same steps (1)–(4); see the last paragraphs in Section 4F4. We refer to Section 4F for a more detailed
outline of the strategy of the proof.

1G. Outline of the paper. In Section 2, we set out notation, definitions and the geometric setting for the
solutions of (1-1)–(1-5) under spherical symmetry. In Section 3, for any arbitrary slowly decaying scalar
field φH+ , we construct and set up spherically symmetric characteristic data on the event horizon H+

and an ingoing cone such that the scalar field is given by φH+ on H+. In Section 4, we give the precise
formulations of our main results Theorems I (i), I (ii), II, III and their assumptions. We end this section with
a detailed outline of our proof in Section 4F. In Section 5, we develop the linear theory and show our main
linear results in Section 5D. In Section 6, we develop the nonlinear theory and show the boundedness of the
scalar field for the coupled (1-1)–(1-5) and the continuous extendibility of the metric. We first outline in
Section 6A the estimates proved in [Van de Moortel 2018], which will be useful for the nonlinear EMKG
system. Then in Section 6B, we establish the main estimates necessary for the continuous extendibility
of the metric. In Section 6C, we prove difference estimates which we combine in Section 6D with the
linear estimates from Section 5 to prove our main results Theorems I (i), I (ii), II, and III.

2. Preliminaries

2A. The Reissner–Nordström interior. Reissner–Nordström black holes constitute a 2-parameter family
of spherically symmetric spacetimes, indexed by charge and mass (e,M), which satisfy the Einstein–
Maxwell system ((1-1)–(1-5) with φ ≡ 0) in spherical symmetry. We are interested in the interiors of
subextremal Reissner–Nordström black holes satisfying 0< |e|<M. To define these spacetimes, we first set

�2
RN(rRN) := −

(
1 −

2M
rRN

+
e2

r2
RN

)
, (2-1)

which is nonnegative between the zeros given by

r+(M, e)= M +

√
M2 − e2 > 0,

r−(M, e)= M −

√
M2 − e2 > 0.

Now, we define the smooth manifold M̊RN as a 4-dimensional smooth manifold diffeomorphic to R2
×S2.

Up to the well-known degeneracy of the spherical coordinates on S2, let (rRN, t, θ, ϕ)∈ (r−, r+)×R×S2

be a global chart. In that chart we define the smooth Lorentzian metric gRN and Maxwell 2-form FRN

gRN := −�−2
RN dr2

RN +�2
RN dt2

+ r2
RN(dθ

2
+ sin2 θ dϕ2), (2-2)

FRN = dARN
=

e
r2 dt ∧ dr. (2-3)

We time-orient the Lorentzian manifold such that vector field −∇rRN is future-directed. Further, we
define the tortoise coordinate r∗ by dr∗

= −�−2
RN drRN or more explicitly by

r∗
= r∗(rRN)= rRN +

1
4K+

log(r+ − rRN)+
1

4K−

log(rRN − r−), (2-4)
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where K+(M, e), K−(M, e) are the surface gravities associated to the event/Cauchy horizon defined as

K+(M, e)=
1

2r2
+

(
M −

e2

r+

)
=

r+ − r−

4r2
+

> 0, K−(M, e)=
1

2r2
−

(
M −

e2

r−

)
=

r− − r+

4r2
−

< 0. (2-5)

We further introduce the null coordinates (u, v, θ, ϕ) ∈ R × R × S2 on M̊RN as

v = r∗(r)+ t, u = r∗(r)− t, θ = θ, ϕ = ϕ. (2-6)

In this coordinate system the metric gRN has the form

gRN = −
�2

RN

2
(du ⊗ dv+ dv⊗ du)+ r2

RN[dθ2
+ sin(θ)2 dϕ2

]. (2-7)

Now, we attach the (right) event horizon H+, the past/future bifurcation sphere B−, B+, the left event
horizon H+,L , the (right) Cauchy horizon CHi+ , and the left Cauchy horizon CHi+

L
to our manifold,

formally defined as

H+
= {u = −∞, v ∈ R}, CHi+

L
= {u = +∞, v ∈ R}, B− = {u = −∞, v = −∞},

H+,L
= {v = −∞, u ∈ R}, CHi+ = {v = +∞, u ∈ R}, B+ = {u = +∞, v = +∞}.

A word of caution. In the linear theory of Section 5 we will indeed denote by H+ the Reissner–Nordström
event horizon {u = −∞, v ∈ R}. However, in the other parts of the paper we denote by H+ the dynamical
event horizon {u = −∞, v≥ v0} in the nonlinear part of Section 6 (see also the set-up of the characteristic
data in Section 3 and the main theorems stated in Section 4). We do similarly for the Cauchy horizon CHi+ .
We also note that the left event and the left Cauchy horizon only play a minor role in the linear part of
Section 5 and we often omit “right” when referring to H+ and CHi+ .

The metric gRN extends smoothly to the boundary and the resulting spacetime is a time-oriented
Lorentzian manifold (MRN, gRN) with corners — the Reissner–Nordström interior. We remark that

�2
RN ∼

r→r+

Ce,M e4K+r∗

= Ce,M e2K+(u+v), �2
RN ∼

r→r−

C ′

e,M e4K−r∗

= C ′

e,M e2K−(u+v) (2-8)

for some Ce,M > 0, C ′

e,M > 0. Further, we introduce regular coordinates (U, v) on M̊RN ∪H+ as

dU =
1
2�

2
RN(u, v0) du, U (−∞)= 0, v = v (2-9)

and note that H+
= {U = 0}. Here v0 = v0(M, e, D1, s) will be determined in Proposition 3.2 later. In

these coordinates we have obtained a different lapse function (�2
RN)H = (�2

RN)H (U, v)= −2gRN(∂U , ∂v)

and the metric reads

gRN = −
(�2

RN)H

2
(dU ⊗ dv+ dv⊗ dU )+ r2

RN[dθ2
+ sin(θ)2 dϕ2

]. (2-10)

Of course we can invert the coordinate change (2-9) and obtain

u = u(U ), v = v. (2-11)

We also remark that T := ∂t in (rRN, t, θ, φ)-coordinates is a Killing vector field which extends smoothly
to (MRN, gRN).
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2B. Class of spacetimes, null coordinates, mass, charge.

Spherically symmetric solution to the EMKG system. A smooth spherically symmetric solution of
the EMGK system is described by a quintuplet (M, g, F, A, φ), where (M, g) is a smooth (3+1)-
dimensional Lorentzian manifold, φ is a smooth complex-valued scalar field, A is a smooth real-valued
1-form, and F is a smooth real-valued 2-form satisfying (1-1)–(1-5) and admitting a free SO(3) action on
(M, g) which acts by isometry with spacelike 2-dimensional orbits (homeomorphic to S2) and which
additionally leaves F , A and φ invariant.9 In this case, the quotient Q = M/SO(3) is a 2-dimensional
manifold with projection 5 : M → Q taking a point of M into its spherical orbit. As SO(3) acts by
isometry, Q inherits a natural metric, which we call gQ. The metric on M is then given by the warped
product g = gQ + r2 dσS2 , where r =

√
Area(5−1(p))/(4π) for p ∈ Q is the area radius of the orbit

and dσS2 is the standard metric on the sphere. The Lorentzian metric gQ over the smooth 2-dimensional
manifold Q can be written in null coordinates (u, v) as a conformally flat metric

gQ := −
�2

2
(du ⊗ dv+ dv⊗ du) (2-12)

such that (in mild abuse of notation) we have upstairs

g = −
�2

2
(du ⊗ dv+ dv⊗ du)+ r2 dσS2 . (2-13)

On (Q, gQ), we now define the Hawking mass as

ρ :=
r
2
(1 − gQ(∇r,∇r)), (2-14)

as well as κ and ι as

κ :=
−�2

2∂ur
∈ R ∪ {±∞}, (2-15)

ι :=
−�2

2∂vr
∈ R ∪ {±∞}. (2-16)

Electromagnetic fields on Q. In what follows, we will abuse notation and denote by F the 2-form over Q
that is the push-forward by 5 of the electromagnetic 2-form originally on M, and similarly for A and φ.
In view of the SO(3) symmetry of the potential A we have (see [Kommemi 2013]) that F has the form

F =
Q

2r2�
2du ∧ dv, (2-17)

where Q is a scalar function called the electric charge. From F = dA we also obtain

[Du, Dv] = iq0 Fuv =
iq0 Q�2

2r2 .

Now we introduce the modified Hawking mass ϖ that involves the charge Q:

ϖ := ρ+
Q2

2r
. (2-18)

9Note that we assume that the SO(3) action is free, i.e., free of fixed points “r = 0” as we are interested in the region near i+,
i.e., away from r = 0.
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An elementary computation relating geometric quantities (on the left) to coordinate-dependent ones (on
the right) gives

1 −
2ρ
r

=
−4∂ur ∂vr

�2 =
−�2

ικ
= 1 −

2ϖ
r

+
Q2

r2 . (2-19)

We also define the quantity

2K :=
1
r2

(
ϖ −

Q2

r

)
, (2-20)

and notice that, if ϖ = M and Q = e, then 2K (r±)= 2K±. Further, we introduce the following notation,
first used by Christodoulou:

λ= ∂vr, ν = ∂ur.

Finally, note that (1-4)–(1-5) are invariant under electromagnetic gauge transformations (see Section 2C)
and two solutions (φ, A) which differ by a gauge transformation represent the same physical behavior.
An equivalent formulation to express this gauge freedom is to consider electromagnetism as a U (1)
gauge theory with principal U (1)-bundle π : P → M : the charged scalar field is a global section of
the associated complex line bundle P ×ρ C through the representation ρ such that φ corresponds to an
equivariant C-valued map on P , i.e., φ(pg)= ρ(g)−1φ. The representation ρ : U (1)→ GL(1,C) models
the coupling of the scalar field and electromagnetic field. We refer to [Kommemi 2013, Section 1.1] and
stick to our equivalent and more concrete formulation of the EMKG system.

C0-admissible spacetimes and extensions. Lastly, we define the notion of a C0-admissible extension of
the metric (inspired from [Moschidis 2017, Definition A.3]). For the sake of brevity and concreteness we
will give neither the most geometric nor the most general formulation and we refer to [Moschidis 2017;
Kehle and Van de Moortel ≥ 2024] for further details.

Definition 2.1. We call (M, g) an admissible C0 spherically symmetric spacetime if the following hold:

(1) M is a C1-manifold diffeomorphic to Q× S2 for an open domain Q ⊂ R2.

(2) g is an admissible C0 spherically symmetric Lorentzian metric in the sense that for a diffeomorphism
8 : M → Q× S2 there exist C1-coordinates (u, v) on Q in which the metric 8∗(g) on Q× S2 can
be written as

8∗(g)= −
�2

2
(du ⊗ dv+ dv⊗ du)+ r2gS2, (2-21)

where gS2 is the standard round metric on S2 and �2, r2
: Q → (0,+∞) are continuous.

(3) If (ũ, ṽ) is another C1-coordinate system such that (2-21) holds with �̃2 in place of�2, then ũ =U (u)
and ṽ = V (v) for some unique and strictly monotonic C1-functions U, V.

Remark 2.2. The pair (u, v) as above is called a null coordinate system. In the case where the metric g
is locally Lipschitz such null coordinates always exist. Since we merely consider C0 metrics, in our
definition of admissible C0 metric we additionally impose the existence and uniqueness (up to rescaling)
of such null coordinates.
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Definition 2.3. Let (M, g) and (M̃, g̃) be time-oriented admissible C0 spherically symmetric spacetimes.
We say that (M̃, g̃) is an admissible C0 spherically symmetric future extension if

(1) there exists a C1 embedding i : M → M̃ which is also a time-orientation-preserving isometry,

(2) there exists p ∈ M̃− i(M) which is to the future of i(M).

2C. Electromagnetic gauge choices. As remarked above, for a fixed metric g, the Maxwell–Klein–
Gordon system of equations (1-4)–(1-5) is invariant under the gauge transform

φ → φ̃ = e−iq0 f φ, (2-22)

A → Ã = A + d f, (2-23)

where f is a smooth real-valued function. Notice that for D̃ := ∇ + Ã we have

D̃φ̃ = e−iq0 f Dφ.

Therefore the quantities |φ| and |Dφ| are gauge-invariant. In Section 6, we will use that these gauge-
invariant quantities satisfy the following estimates which are an immediate consequence of the fundamental
theorem of calculus, see, e.g., [Gajic and Luk 2019, Lemma 2.1]. In any (u, v)-coordinate system and for
u ≥ u1 and v ≥ v1,

| f (u, v)| ≤ | f (u1, v)| +

∫ u

u1

|Du f |(u′, v) du, (2-24)

| f (u, v)| ≤ | f (u, v1)| +

∫ v

v1

|Dv f |(u, v′) dv′ (2-25)

for any sufficiently regular function f (u, v).
Although we will mainly estimate gauge-invariant quantities, to set up the characteristic data it is

useful to fix an electromagnetic gauge. For the analysis of the nonlinear system in Section 6 in double
null coordinates (u, v) we will impose

Av ≡ 0. (2-26)

In this gauge, the condition F = dA from (1-4) can be written (in any (u, v)-coordinate system) as

∂vAu = −
Q�2

2r2 . (2-27)

To estimate the dynamics of A = Au du in the coupled system it is useful to define a background
electromagnetic field ARN which is governed by the fixed Maxwell form F = FRN as in (2-3) on a fixed
Reissner–Nordström background with mass and charge (M, e). Using coordinates (u, v) as defined in
(2-6) we impose the gauge

ARN
v ≡ 0 (2-28)

such that FRN = dARN becomes

∂vARN
u = −

e�2
RN(u, v)

2r2
RN(u, v)

. (2-29)
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Moreover, we choose the normalization for ARN to obtain

ARN
=

(
−

e
rRN

+
e

r+

)
du (2-30)

such that the 1-form ARN extends smoothly to the right event horizon H+ on Reissner–Nordström.
For the linear theory in Section 5 we will work with the t-Fourier transform. In that context it is useful

to use a gauge which is different from (2-30) and which is given (see (5-1)) by

A′

RN =

(
e

rRN
−

e
r+

)
dt =

(
e

r+

−
e

rRN

)
du − dv

2
. (2-31)

2D. The Einstein–Maxwell–Klein–Gordon system in null coordinates. We now express the EMKG
system (1-1)–(1-5) in a double-coordinate system (u, v) on Q using the electromagnetic gauge (2-26).
The unknown functions (r, �2, Au, Q, φ) on Q are subject to the system

∂u∂vr =
−�2

4r
−
∂ur ∂vr

r
+
�2

4r3 Q2
+

m2r
4
�2

|φ|
2
= −

�2

2
· 2K +

m2r
4
�2

|φ|
2, (2-32)

∂u∂v log(�2)= −2ℜ(Duφ∂vφ̄)+
�2

2r2 +
2∂ur ∂vr

r2 −
�2

r4 Q2, (2-33)

the Raychaudhuri equations

∂u

(
∂ur
�2

)
=

−r
�2 |Duφ|

2, (2-34)

∂v

(
∂vr
�2

)
=

−r
�2 |∂vφ|

2, (2-35)

the charged and massive Klein–Gordon equation

∂u∂vφ = −
∂uφ ∂vr

r
−
∂ur ∂vφ

r
+

q0i�2

4r2 Qφ−
m2�2

4
φ− iq0 Au

φ ∂vr
r

− iq0 Au ∂vφ, (2-36)

and the Maxwell equations
∂u Q = −q0r2

ℑ(φDuφ), (2-37)

∂vQ = q0r2
ℑ(φ∂vφ). (2-38)

Finally, F = dA reads

∂vAu =
−Q�2

2r2 . (2-39)

Note that (2-37) and (2-38) can be equivalently formulated introducing the quantity ψ := rφ as

∂u Q = −q0ℑ(ψDuψ), (2-40)

∂vQ = q0ℑ(ψ∂vψ). (2-41)
Further, (2-32) is equivalent to

∂u(r ∂vr)=
−�2

4
+
�2

4r2 Q2
+

m2r2

4
�2

|φ|
2. (2-42)

We can also rewrite (2-36) to control |∂vφ| more easily:

Du ∂vφ = e−iq0
∫ u

u0
Au ∂u(e

iq0
∫ u

u0
Au ∂vφ)= −

∂vr Duφ

r
−
∂ur ∂vφ

r
+

q0i�2

4r2 Qφ−
m2�2

4
φ. (2-43)
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We also have (recalling the notation ψ = rφ)

e−iq0
∫ u

u0
Au ∂u(e

iq0
∫ u

u0
Au ∂vψ)

= Du(∂vψ)=
−�2φ

4r
−
∂ur ∂vr ·φ

r
−
�2φ

4r3 Q2
+

m2r
4
�2φ|φ|

2
−

m2�2r
4

φ−
q0i�2

4r
Qφ (2-44)

and

∂v(Duψ)=
−�2φ

4r
−
∂ur ∂vr ·φ

r
+
�2φ

4r3 Q2
+

m2r
4
�2φ|φ|

2
−

m2�2r
4

φ−
q0i�2

4r
Qφ. (2-45)

3. Setup of the characteristic data and the oscillation condition

We first fix the arbitrary quantities

subextremal charge and mass parameters 0< |e|< M, (3-1)

a decay rate 3
4 < s ≤ 1, (3-2)

constants D1, D2 > 0. (3-3)

These quantities will be kept fixed from now onward.

3A. Characteristic cones C in , H+ and underlying manifold Q+. Our yet-to-be-constructed spacetime
of study will be the future domain of dependence Q+ of the characteristic set C in ∪p H+

⊂ R1+1, where
H+

:= {U = 0, v0 ≤ v < +∞} and C in := {0 ≤ U ≤ Us, v = v0}, which meet transversely at the
common boundary point p := {U = 0, v = v0}. Here, we use the convention that f ∈ C1(H+) means that
f ∈C1((v0,∞))∩C0([v0,∞))with the property that ∂v f extends continuously to v0 =∂H+. Analogously,

we define C1(C in). Moreover, we say that f ∈ C1(C in ∪p H+) if f is continuous on C in ∪p H+ and
f |H+ ∈ C1(H+), f |C in ∈ C1(C in). In particular, note that if f1 ∈ C1(H+) and f2 ∈ C1(C in) satisfy
f1(p)= f2(p), then they define a function in C1(C in ∪p H+). Analogously, we define Ck for k ≥ 2. We
define Q+

:= {0 ≤ U ≤ Us, v0 ≤ v <+∞}. Here v0 = v0(M, e, s, D1)≥ 1 only depends on M, e, s, D1

and Us = Us(M, e, s, D2, D1) only depends on M, e, s, D2, D1 — both of which will be determined in
Proposition 3.2 below.

A new coordinate u. We will make use of other coordinates (u, v) on Q+
−H+ given by u := u(U ),

v = v, where u(U ) is the function given through the condition (2-9) and (M, e) are as in (3-1). We also
define us := u(Us).

An additional electromagnetic gauge freedom. At this point we recall our global electromagnetic gauge
choice Av ≡ 0 in Section 2C. An additional electromagnetic gauge freedom we have is the specification
of AU (or equivalently Au) on C in. We impose that AU on C in = {0 ≤ U ≤ Us, v = v0} satisfies

AU (U, v0)=

(
−

e
rRN(U, v0)

+
e

r+(e,M)

)
du
dU

(U )= 2
(
−

e
rRN(U, v0)

+
e

r+(e,M)

)
�−2

RN(U, v0), (3-4)

where we used (2-9) for the second identity and thus

Au(u, v0)= −
e

rRN(u, v0)
+

e
r+(e,M)

. (3-5)
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Here, rRN is the r -value on Reissner–Nordström with parameters (M, e) as given in (3-1) and r+(M, e)=
M2

+
√

M2 − e2.

3B. Coordinate gauge conditions on H+ and C in. On H+
= {U = 0, v0 ≤ v} we will impose the gauge

condition
∂Ur(0, v)
�2

H (0, v)
= −

1
2

(3-6)

and on C in = {0 ≤ U ≤ Us, v = v0} we will impose

∂Ur = −1. (3-7)

3C. Free data φ ∈ C1(C in ∪ p H+) with slow decay on H+ and construction of r, Q, �2
H . Having set

up the gauges we will now — in addition to the free prescription of 0< |e|<M in (3-1) — freely prescribe
data for φ on C in ∪p H+. We recall (3-2) and (3-3) and define the class of slowly decaying data SL on
the event horizon H+ in the following. In order to highlight that the definition does not depend on the
gauge choice for the electromagnetic potential A, we formulate it in a gauge-invariant form (although we
have already fixed the gauge Av ≡ 0 in (2-26) and (3-5)).

Definition 3.1 (set of slowly decaying data SL). We say that φH+ ∈ C1(H+,C) is slowly decaying,
denoted by φH+ ∈ SL, if

|φH+ |(v)+ |DvφH+ |(v)≤ D1v
−s (3-8)

for all v ∈ H+, where we recall 3
4 < s ≤ 1 was introduced and fixed in (3-2), and D1 > 0 was introduced

and fixed in (3-3).

Similarly, on C in we will also impose arbitrary (up to the corner condition) data φin ∈ C1(C in) satisfying

|DUφin| ≤ D2. (3-9)

We will now finally conclude the setup of the initial data, where we recall that we freely prescribed
subextremal e,M and the scalar field φ on C in ∪p H+. In particular, using standard results about ODEs
(recall that s > 3

4 ; actually s > 1
2 is sufficient to prove Proposition 3.2) we obtain:

Proposition 3.2. There exist v0(M, e, s, D1)≥1 sufficiently large and Us(M, e, s, D2, D1)>0 sufficiently
small such that the following holds true. Let φH+ ∈ SL and φin ∈ C1(C in) satisfying (3-9) with φH+(p)=
φin(p) be arbitrary. Then, there exist unique solutions r ∈ C2(C in ∪p H+), �H ∈ C1(C in ∪p H+) and
Q ∈ C1(C in ∪p H+) of the ODE system consisting of the Raychaudhuri equation (2-35), equation (2-38),
the equation (2-32) using (3-6) on H+ and the ODE system consisting of (3-7), (2-34) and (2-37) on C in

such that

lim
v→+∞

r(0, v)= r+(M, e)= M +

√
M2 + e2, (3-10)

lim
v→+∞

Q(0, v)= e. (3-11)

Moreover, H+ is affine complete, i.e.,
∫

+∞

v0
�2

H (0, v) dv = +∞.
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This shows that our free data (e,M, φ) and the gauge conditions give rise to a full set of data
(r, Q, �2

H , φ) on C in ∪p H+ satisfying the constraint equations.
Further, note that (3-6) implies that

κ|H+ ≡ 1

in view of (2-15).

Remark 3.3. We also associate to (u, v) a lapse function �2 through

�2
:=�2

H
dU
du

(3-12)

such that �2
= −2g(∂u, ∂v) and �2

H = −2g(∂U , ∂v) once the spacetime is constructed.

Remark 3.4. In Theorem III we will introduce generic properties of functions in SL. We remark that
SL is the ball of size D1 in the Banach space

SL0 :=
{

f ∈ C1(H+
; C) : sup

v≥v0

(|vs f | + |vs Dv f |) <+∞
}
. (3-13)

In Theorem III (more precisely in Corollary 5.27) we identify a (exceptional) subspace H0 ⊂ SL0 of
infinite codimension. We then call functions φH+ ∈ SL generic if φH+ ∈ SL− H , where H := H0 ∩SL.

3D. Definitions of the oscillation spaces O, O′, O′′. We now define the subsets O,O′,O′′
⊂ SL of

slowly decaying data on the event horizon describing the oscillation conditions. In order to highlight that
the definitions do not depend on the gauge choice for the electromagnetic potential A we formulate them
in a gauge-invariant form (although we have already fixed the gauge Av ≡ 0 in (2-26) and (3-5)).

Definition 3.5 (qualitative oscillation condition O). A function φH+ ∈ SL is said to satisfy the qualitative
oscillation condition, denoted by φH+ ∈ O, if the qualitative condition

lim sup
v→+∞

∣∣∣∣∫ v

v0

φH+(v′)ei(ωresv
′
+q0σbr(v

′))eiq0
∫ v′
v0
(Av)|H+ (v′′) dv′′

dv′

∣∣∣∣<+∞ (3-14)

holds for all Dbr > 0 and all functions σbr ∈ C2([v0,+∞),R) satisfying

|σbr(v)| ≤ Dbr · (v
2−2s1s<1 + log(1 + v)1s=1), (3-15)

|σ ′

br(v)| + |σ ′′

br(v)| ≤ Dbrv
1−2s (3-16)

for all v ≥ v0, where we recall that v0(M, e, s, D1) > 1.

We will also denote by NO := SL−O the space of φH+ ∈ SL violating (3-14).

Definition 3.6 (strong qualitative oscillation condition O′). A function φH+ ∈ O is said to satisfy the
strong qualitative oscillation condition, denoted by φH+ ∈ O′, if the limit

lim
v→+∞

∣∣∣∣∫ v

v0

φH+(v′)ei(ωresv
′
+q0σbr(v

′))eiq0
∫ v′
v0
(Av)|H+ (v′′) dv′′

dv′

∣∣∣∣ (3-17)

exists (and is finite) for all Dbr > 0 and all functions σbr ∈ C2([v0,+∞),R) satisfying (3-15) and (3-16).
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Definition 3.7 (quantitative oscillation condition O′′). A function φH+ ∈ O′ is said to satisfy the quantita-
tive oscillation condition, denoted by φH+ ∈ O′′, if for all Dbr > 0 there exist EO′′(Dbr) > 0, η0(Dbr) > 0
such that ∣∣∣∣∫ +∞

v

ei(ωres·v
′
+q0σbr(v

′))eiq0
∫ v′
v0
(Av)|H+ (v′′) dv′′

φH+(v′) dv′

∣∣∣∣ ≤ EO′′ · vs−1−η0 (3-18)

for all v ≥ v0 and all functions σbr ∈ C2([v0,+∞),R) satisfying (3-15) and (3-16).

Remark 3.8. Note that we have by definition the inclusions O′′
⊂ O′

⊂ O ⊂ SL. Moreover, note that
O′′

̸⊂ L1([v0,+∞)); more generally, a generic function of O′′ is not in L1([v0,+∞)).

Remark 3.9. The condition (3-14) and its stronger versions (3-17), (3-18) guarantee sufficiently robust
nonresonant oscillations. These conditions are sufficient (our proof also suggests that they are necessary
to some extent) to avoid that the backreaction of the Maxwell field (which, as we will show, creates
unbounded but sublinear oscillations σbr obeying (3-15), (3-16)) turns linearly nonresonant profiles into
nonlinearly resonant profiles; see the last paragraph of Section 4F3 for a discussion.

Remark 3.10. In the uncharged case q0 = 0, the backreaction of the electric field is absent. In this case
note that (3-14) simplifies to a “finite average” condition.

4. Precise statements of the main theorems and outline of their proofs

4A. Existence of a Cauchy horizon CHi+ ̸= ∅ and quantitative estimates in the black hole interior
from [Van de Moortel 2018]. In [Van de Moortel 2018], the second author proved (among other results)
that spherically symmetric EMKG black holes converging to a subextremal Reissner–Nordström admit a
null boundary CHi+ ̸= ∅ that we still call a Cauchy horizon. The proof of this main result in [Van de
Moortel 2018] required many quantitative estimates that will be useful in the analysis of the current paper.

Theorem B [Van de Moortel 2018]. Consider the characteristic data on C in ∪p H+ as described in
Section 3 and fix the electromagnetic gauge (2-26) as in Section 2C. Let φH+ ∈ SL be arbitrary, and let
φin ∈ C1(C in) satisfying (3-9) with φin(p)= φH+(p) be arbitrary.

Then, by choosing Us(M, e, s, D2, D1) > 0 potentially smaller, the characteristic data give rise to the
unique C1 maximal globally hyperbolic development (r, �2

H , A, Q, φ) on Q+ solving the EMKG system
of Section 2D. In addition, an (ingoing) null boundary CHi+ ̸= ∅ (the Cauchy horizon) can be attached
to Q+ on which r extends as a continuous function rCH which remains bounded away from zero, depicted
in the Penrose diagram in Figure 1. Note that (r, �2

H , A, Q, φ) on Q+ defines (M, g, A, F, φ) which
solves (1-1)–(1-5).

Moreover, all the quantitative estimates stated in Propositions 6.1, 6.2, 6.3, 6.4 and 6.5 are satisfied.
If we additionally assume fast decay (i.e., φH+ satisfies (3-8) for s > 1), then φ is in W 1,1

loc ∩ L∞ at the
Cauchy horizon CHi+ and extends as a continuous function across the Cauchy horizon CHi+ . Moreover,
in this case, the metric admits a C0-admissible extension g̃ across the Cauchy horizon CHi+ in the sense
of Definition 2.1 and g̃ has locally integrable Christoffel symbols.
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Remark 4.1. We note that the above Theorem B showing CHi+ ̸= ∅, together with all the quantitative
estimates stated in Propositions 6.1, 6.2, 6.3, 6.4 and 6.5, actually holds under the weaker assumption of
decay rate s > 1

2 as opposed to s > 3
4 ; see [Van de Moortel 2018]. For the purpose of extendibility across

the Cauchy horizon CHi+ for oscillating data as stated in our main result below, the decay assumption
s > 3

4 is needed and appears to be crucial; see the discussion in Section 4F.

4B. Theorem I(i): scalar field boundedness and continuous extendibility for oscillating data. In this
section we give the precise version of Theorem I (i), which is proved as Corollary 6.18 in Section 6D1.

Theorem I (i) (boundedness). Let the assumptions of Theorem B hold.

(1) If φH+ satisfies the qualitative oscillation condition φH+ ∈ O (see Definition 3.5), then

sup
(u,v)∈Q+

|φ(u, v)|<+∞. (4-1)

(2) If φH+ satisfies the strong qualitative oscillation condition φH+ ∈ O′ (see Definition 3.6), then (4-1)
is true and moreover φ admits a continuous extension to CHi+ and g admits a C0-admissible extension to
CHi+ in the sense of Definition 2.1. In particular, g is continuously extendible.

(3) If φH+ satisfies the quantitative oscillation condition φH+ ∈O′′ (see Definition 3.7), then (4-1) is true,
φ admits a continuous extension to CHi+ and g admits a C0-admissible extension to CHi+ . Moreover, Q
is uniformly bounded on Q+ and admits a continuous extension to CHi+ . Further, there exists a constant
C̃ = C̃(D1, D2, EO′′, η0, e,M,m2, q0, s) > 0 such that for all (u, v) ∈ LB ⊂ Q+

|φ|(u, v)≤ C̃ · |u|
s−1−η0, (4-2)

|Q − e|(u, v)≤ C̃ · |u|
−η0, (4-3)

where EO′′ = EO′′(Dbr)>0, η0 =η0(Dbr)>0 are as in (3-18) and Dbr := Dbr(D1,D2,e,M,m2,q0,s)> 0
is defined in the proof of Proposition 6.17. Here LB denotes the late blue-shift region (see Figure 7), a
neighborhood of the Cauchy horizon which is defined in Section 6A.

4C. Theorem I(ii): blow-up in amplitude of the uncharged scalar field for nonoscillating data. In this
section we give the precise version of Theorem I (ii), which is proved as Corollary 6.20 in Section 6D2.

Theorem I (ii) (blow-up). Let the assumptions of Theorem B hold and let q0 = 0 and m2
∈ R>0− D(M, e),

where D(M, e) is the discrete set of exceptional nonresonant masses as defined in [Kehle and Shlapentokh-
Rothman 2019, Theorem 7]. In addition, assume that φH+ violates the qualitative oscillation condition as
in Definition 3.1, i.e., assume that φH+ ∈ NO := SL−O.

Then, for all u ≤ us , the scalar field blows up in amplitude at the Cauchy horizon CHi+ :

lim sup
v→+∞

|φ|(u, v)= +∞. (4-4)

4D. Theorem II: falsification of C0-formulation of strong cosmic censorship if Conjecture 2 is true.
We now give the precise version of Theorem II which is proved as Corollary 6.23 in Section 6D3.
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Theorem II. Let the assumptions of Theorem B hold. Additionally assume that Conjecture 2 is true, i.e.,
φH+ is given by (1-15) (if q0 = 0, m2 > 0), (1-16) (if q0 ̸= 0, m2

= 0), or (1-17) (if q0 ̸= 0, m2 > 0) in
the v-coordinate defined by (3-6) and that the generic condition |q0e| ̸= r−(M, e)|m| holds.

Then |φ|, Q and the metric g admit a continuous extension to CHi+ and the extension of g can be
chosen to be C0-admissible.

In the above sense, assuming that Conjecture 2 is true, then Conjecture 1 is false for the Einstein–
Maxwell–Klein–Gordon system in spherical symmetry.

4E. Theorem III: W1,1 blow-up of the scalar field for nonintegrable data. In this section we give the
precise version of Theorem III, which is proved in Section 6D4. To state the theorem we first define the set

Zt(M, e, q0,m2) := {ω ∈ R : t(ω,M, e, q0,m2)= 0} ⊂ R, (4-5)

which is the zero set of the renormalized transmission coefficient t(ω) defined in (5-23). At this point we
note that Zt(M, e, q0,m2) is discrete and, depending on the parameters (M, e, q0,m2), possibly empty.
For small δ > 0 we also define the smeared out set Zδ

t (M, e, q0,m2) ⊂ R as the set of all ω ∈ R with
dist(ω,Zt(M, e, q0,m2)) < δ. We remark that Zδ

t (M, e, q0,m2)= ∅ if Zt(M, e, q0,m2)= ∅.
Associated to Zδ

t (M, e, q0,m2) we now define a family (parametrized by δ > 0) of Fourier projection
operators Pδ : f ∈ L2([v0,+∞)) 7→ F−1

[χδF[ f̃ ]] ∈ L2(R), where f̃ ∈ L2(R) is the extension of f by
the zero function for v < v0. Here, χδ(ω) is a family (parametrized by δ > 0) of smooth functions which
are positive on Zδ

t (M, e, q0,m2) and vanish otherwise. In the case where Zδ
t (M, e, q0,m2) = ∅, also

χδ ≡ 0. Further, for the Fourier transform, we use the convention

F[ f̃ ](ω)=
1

√
2π

∫
R

f̃ (v)eiωv dv.

Finally, we are in the position to state Theorem III which is proved in Section 6D4. The first part is shown
as Corollary 6.25; the second part is shown as Corollary 6.26.

Theorem III. Let the assumptions of Theorem B hold.

Part 1 . Let φH+ ∈ SL− L1([v0,+∞)) and let at least one of the following assumptions hold:

(a) PδφH+ ∈ L1(R) for some δ > 0,

(b) or 0< |q0e| ≤ ϵ(M, e,m2) for some ϵ(M, e,m2) > 0 sufficiently small or q0 = 0, m2 /∈ D(M, e).

Then, the scalar field φ blows up in W 1,1 along outgoing cones at the Cauchy horizon CHi+ in the sense
that for all u ≤ us ∫

+∞

v0

|Dvφ|(u, v) dv = +∞. (4-6)

In particular, for any q0 ∈ R and m2
≥ 0, the set H of data φH+ ∈ SL for which (4-6) is not satisfied

for all u ≤ us is exceptional in the sense that H = H0 ∩ SL, where H0 ⊂ SL0 is a subspace of infinite
codimension within SL0 (recall the definition of SL0 from (3-13)). In the above sense, SL − H is a
generic set and thus W 1,1-blow-up of the scalar field at the Cauchy horizon CHi+ is a generic property of
the data φH+ ∈ SL.
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Part 2 . Assume that φH+ is given by (1-15) (if q0 = 0, m2 > 0), (1-16) (if q0 ̸= 0, m2
= 0), or (1-17) (if

q0 ̸= 0, m2 > 0) in the v-coordinate defined by (3-6). Assume the conditions

Zt ∩Θ = ∅, (4-7)

(m2, |q0e|) /∈ {0} ×
[
0, 1

2

)
, (4-8)

where Zt(M, e, q0,m2) is defined in (4-5) and where

Θ(M, e, q0,m2) :=


{−m,+m} if q0 = 0,m2

̸= 0,
{−q0e/r+} if |q0e| ≥

1
2 , m2

= 0,
{−m − q0e/r+,m − q0e/r+} if q0 ̸= 0, m2

̸= 0.

Then, the scalar field φ blows up in W 1,1 along outgoing cones at the Cauchy horizon CHi+ , i.e., (4-6)
holds for all u ≤ us .

Moreover, (4-7) is satisfied generically in the sense that for given parameters m2
≥ 0, q0 ∈ R, with

m2
̸= q2

0 , the condition (4-7) is satisfied for

(M, e) ∈ {(M, e) ∈ R2
: 0< |e|< M} − Em2,q0,

where Em2,q0 ⊂ R2 is the zero set of an analytic function.
In particular, for fixed m2

≥ 0, q0 ∈ R with m2
̸= q2

0 and (m2, |q0e|) /∈ {0} ×
[
0, 1

2

)
and for almost all

parameters

(M, e) ∈ {(M, e) ∈ R2
: 0< |e|< M},

assuming φH+ is as above, then (4-6) holds for all u ≤ us .

Remark 4.2. Note that (4-6) also implies the blow-up of the spacetime W 1,1 norm in (u, v)-coordinates,
i.e., for all u1 < u2 ≤ us ∫ u2

u1

∫
+∞

v0

|Dvφ|(u, v) dv du = +∞.

The precise formulation and the proof of Theorem IV will be given in our companion paper [Kehle
and Van de Moortel ≥ 2024].

4F. Outline of the proofs. In this section, we elaborate on steps (1)–(4) originally presented in Section 1F.
The reader may wish to come back to the current section while consulting the proofs given in Sections 5
and 6. For convenience, we will conclude this section with a guide for the reader; see Section 4F5.

4F1. A first approach in physical space and the difficulties associated to slow decay (step (1)).

Physical space estimates for the nonlinear problem. Theorem B proving CHi+ ̸= ∅ also comes with
many quantitative stability estimates (see Section 6A) for the nonlinear problem (1-1)–(1-5) under the
assumption of slowly decaying φH+ satisfying (1-8) on H+

(
not only for s > 3

4 but also s > 1
2

)
. These

estimates already proven in [Van de Moortel 2018] will be our starting point in Section 6. Although these
estimates are sharp, they are however not sufficient to prove the boundedness of φ in amplitude, in view
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of the slow decay obstruction if s ≤ 1 as we shall explain below. To illustrate our point, we start with one
of the main estimates10 obtained by physical space methods in [Van de Moortel 2018]:

|Dvφ|(u, v)≲ v−s . (4-9)

Boundedness/continuous extendibility in the integrable case. In the integrable case s > 1, integrating
(4-9) gives immediately boundedness

∥φ∥L∞ ≲ data + sup
u

∥Dvφ(u, · )∥L1
v
≲ data + ∥⟨v⟩−s

∥L1
v
<+∞, (4-10)

and also gives the W 1,1-extendibility of the metric (i.e., locally integrable Christoffel symbols). From
the estimates giving the W 1,1-extendibility of the metric, one can immediately deduce the continuous
extendibility of the metric (see the discussion in Section 4F4). All the known previous proofs of continuous
extendibility of the metric indeed proceed via this method [Luk and Oh 2019a; Dafermos 2003; Dafermos
and Luk 2017].

Slow decay obstruction in the nonintegrable case. In present paper we however have to deal with the
nonintegrable case s ≤ 1, where we note that the above method fails as ∥⟨v⟩−s

∥L1
v

(the right-hand side
of (4-10)) is infinite, even suggesting that the left-hand side ∥Dvφ(u, · )∥L1

v
could be infinite as well.

Indeed, we prove blow-up of ∥Dvφ(u, · )∥L1
v

(the so-called W 1,1 norm on outgoing cones) for generic data
φH+ ∈ SL (Theorem III, see Section 4F4 for a description of its proof), which illustrates the obstruction
to proving boundedness by the standard method previously used in the s > 1 case.

Summary of the rate numerology. To summarize, square-integrable decay
(
i.e., (3-8) with s > 1

2

)
is

sufficient to show that the black hole boundary admits a null component CHi+ (the Cauchy horizon) by
Theorem B, but is in general insufficient for W 1,1 extendibility and boundedness of the matter fields
and metric coefficients (for which integrable decay, i.e., (3-8) with s > 1, is sufficient). In the rest of
the section, we explain how to deal with the broader range 3

4 < s ≤ 1 (s > 3
4 is important for the new

nonlinear estimates; see Section 4F4 and Remark 4.3).

An ingoing derivative estimate. Yet another particularity of the nonintegrable case s ≤ 1 is that |Duφ|

may potentially blow up in amplitude at the Cauchy horizon [Van de Moortel 2018] (there are indeed
known examples for which |Duφ| blows up; see [Van de Moortel 2021]). Nevertheless, assuming s > 3

4 ,
we show that Du(rφ) is uniformly bounded (Proposition 6.6), although not integrable, i.e., we prove that
for all φH+ satisfying (3-8)

|Du(rφ)|(u, v)≲ |u|
−s . (4-11)

Note that, consistently with our result that |φ| blows up for some data, (4-11) cannot be integrated in u.

Compensate the failure of integrability with oscillations. Slow decay of the data, as we explained, leads
to a lack of integrability of the metric and fields derivatives which are roughly of the form, for 3

4 < s ≤ 1,

|Dvφ| ≈ v−s, (4-12)

10The main difficulty in obtaining (4-9) is nonlinear in nature: its proof in [Van de Moortel 2018] exploits the structure of the
Einstein equations to address the delicate issue of controlling the metric for a slow rate s ≤ 1. In contrast, the null condition
suffices if s > 1.
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which is not integrable as v → +∞ (i.e., towards the Cauchy horizon CHi+). Nevertheless, boundedness
of φ could be obtained by means of the oscillations, i.e., if we could propagate an estimate of the form

Dvφ ≈ eiωv
· v−s (4-13)

for some ω ∈ R −{0}. However, the propagation of such oscillations, if present on the event horizon char-
acteristic data φH+ , requires further estimates in Fourier space that we introduce in the following section.

4F2. The linear problem (step (2)). In this section, we discuss how to prove boundedness or blow-up
of φL solving the linearized equation. This step corresponds to the proof of our main linear result
Theorem V in Section 5.

Representation formula using the Fourier transform. For the linear (charged massive) wave equation
gµνRN DRN

µ DRN
ν φL = m2φL on a fixed subextremal Reissner–Nordström interior metric (2-7), the physical

space estimates of Section 4F1 also apply, but a Fourier approach is also possible, taking advantage
of the Killing vector field ∂t . Taking the Fourier transform in t , the wave equation then reduces to the
so-called radial ODE (see (5-13)). Using this, we will view aspects of the interior propagation from the
event horizon to the Cauchy horizon as a scattering problem mapping data on the event horizon to their
evolution restricted to the Cauchy horizon; see [Kehle and Shlapentokh-Rothman 2019; Kehle 2022].
Formally, we have, in a suitable regular electromagnetic gauge at the Cauchy horizon:

φL ↾CHi+
(u)=

r+
√

2πr−

p.v.
∫

R

r(ω)

ω−ωres
F [φH+](ω)ei(ω−ωres)u dω

+ lim
v→∞

r+
√

2πr−

p.v.
∫

R

t(ω)

ω−ωres
F [φH+](ω)e−i(ω−ωres)v dω+ Error, (4-14)

where Error is uniformly bounded by the energy of φH+ along the event horizon H+ and ωres(M, e, q0)

is as in (1-7). Here, r(ω) and t(ω) are the (renormalized) scattering coefficients (see Definition 5.2).
Using that F [p.v.(1/x)] = iπ sgn and t(ωres)= −r(ωres) (see (5-25)) we formally obtain

φL ↾CHi+
(u)=

√
2π ir+

r−

r(ωres) lim
v→∞

∫ v

−u
φH+(ṽ)eiωresṽ dṽ+ Error. (4-15)

Note that r(ω) is real-analytic and in the charged case when ωres ̸= 0, then always r(ω = ωres) ̸= 0. In
this charged case, the formal scattering operator (4-14) has a resonance at ω = ωres. However, in the
uncharged case q0 =ωres = 0, there exists a discrete set of nonresonant masses m2

∈ D(M, e) (particularly
0 ∈ D(M, e)) such that r(ω = ωres = 0) = 0 for m2

∈ D(M, e) as shown in [Kehle and Shlapentokh-
Rothman 2019]. In that case, the scattering pole is absent and this can be seen as a key observation
towards the T -energy scattering theory on the interior of Reissner–Nordström for the uncharged massless
wave equation developed in [Kehle and Shlapentokh-Rothman 2019]. However, it is shown in that work
that, for generic masses m2

∈ R>0 − D(M, e), the resonance is present and scattering fails.

A sharp condition for boundedness or blow-up at the Cauchy horizon. Restricting to parameters q0 ̸= 0
or q0 = 0, m2

∈ R>0 − D(M, e), the resonance is present and from the formal computation and (4-15)
we read off that |φL| ≤ C if the data φH+ satisfy φH+ ∈ L1

v (in addition to having finite energy to control
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the error terms). Thus, in particular for fast decaying data (i.e., φH+ satisfies (3-8) for s > 1), we formally
obtain uniform boundedness of φL at the Cauchy horizon.

For general φH+ ∈ SL− L1, the above reasoning does not hold, and blow-up in amplitude is possible.
For concreteness, first consider the uncharged and massive case q0 = 0, m2 /∈ D(M, e). Then, ωres = 0
and, as we will show, φL is uniformly bounded at the Cauchy horizon if and only if φH+ satisfies

sup
v∈[v0,+∞)

∣∣∣∣∫ v

v0

φH+(v′) dv′

∣∣∣∣<+∞. (4-16)

For instance, (4-16) gives boundedness of φL for data φH+ of the form

φH+(v)≈ e−iωv
· v−s, (4-17)

where we recall 3
4 < s ≤ 1, provided ω ∈ R − {0}: in this case, φH+ obeys the quantitative oscillation

condition φH+ ∈ O′′ as defined in Definition 3.7. If, however, ω = 0 then φH+ violates the oscillation
condition, i.e., φH+ ∈ NO = SL−O, and thus, |φL| blows up at the Cauchy horizon CHi+ in view of
(4-16) (still assuming q0 = 0).

In the charged case q0 ̸= 0, the resonance is always present and uniform boundedness of φL at the
Cauchy horizon is true for profiles satisfying the oscillation condition φH+ ∈ O, e.g., profiles of the form

φH+ ≈ e−i(ω+ωres)·v · v−s, (4-18)

where 3
4 < s ≤ 1, provided ω ∈ R−{0}. If however ω= 0 then |φL| blows up at the Cauchy horizon CHi+ .

We refer to Corollary 5.25 for a precise statement of the results of this paragraph.

Improved decay for φH+ ∈ O′′ to obtain the boundedness of the Maxwell field. Note that for the
nonlinear EMKG system (1-1)–(1-5), the charge Q(u, v) from (2-17) is a dynamical quantity (assuming
q0 ̸= 0) that is nonlinearly coupled to φ and g, and hence the boundedness of Q is not guaranteed.
Proving the boundedness of Q in amplitude indeed requires establishing further decay estimates proved in
Corollary 5.25(3), whose proof we now outline. In the case where φH+ satisfies the quantitative oscillation
condition, i.e., φH+ ∈ O′′, the main term in (4-15) enjoys decay in |u| as u → −∞ (corresponding to i+

in Figure 1). In particular, for φH+ ∈ O′′ we will show (see Theorem V(B)) the quantitative control

|φL|(u, v)≲ |u|
−1+s−η0 (4-19)

for some η0 > 0. This (linear) quantitative estimate will be later useful to the boundedness proof of Q in
the coupled case (see Section 4F4).

Towards the W1,1-inextendibility. To illustrate the obstruction caused by slow decay explained in
Section 4F1, we show in Theorem III that φ does not have locally outgoing integrable derivatives near the
Cauchy horizon, i.e.,

∫
|Dvφ|(u, v) dv = +∞ for all u, consistently with the expectation given by (4-12).

This blow-up in W 1,1 norm on outgoing cones justifies that, in the case where φ remains bounded, the
reason is oscillation and not decay.

To show the W 1,1 blow-up in linear theory (see Corollary 5.27), we prove a representation formula for
∂vφL(u0, v) (see (5-115)) and show that ∂vφL(u0, v) /∈ L1

v for fixed u0. Expressed in a regular gauge on
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the Cauchy horizon and neglecting error terms, we formally have

∂vφL(u0, v)≈ −i
r+eiωresu0

√
2πr−

∫
R

F[φH+](ω) t(ω)e−i(ω−ωres)v dω (4-20)

close to the Cauchy horizon. We interpret (4-20) as a formal Fourier multiplication operator with
multiplier t(ω), i.e., Tt : φH+(v) 7→ ∂vφL(u0, v). Since our data φH+(v) are not integrable (φH+ /∈ L1)
along the event horizon H+ and we aim to show that ∂vφL(u0, v) is not in L1

v , it is natural to consider to
inverse operator T −1

t = T1/t with Fourier multiplier 1/t(ω). Formally, by Young’s convolution inequality
we have

∥φH+∥L1 = ∥T −1
t [∂vφL]∥L1 = ∥F [t−1

] ∗ ∂vφL∥L1 ≤ ∥F [t−1
]∥L1∥∂vφL∥L1 . (4-21)

Since our data φH+ are assumed to be nonintegrable (i.e., φH+ /∈ L1), the above formal argument shows
W 1,1 blow-up for φL(u0, · ) if F [t−1

] ∈ L1. The above formal computation is made rigorous in the proof
of Theorem V(E). Further, we will prove that the only obstruction to F [t−1

] ∈ L1 is potential zeros
of t(ω). In the uncharged case q0 = 0, however, the ODE analog of the T -energy identity yields that

|t(ω)|2 = |r(ω)|2 + |ω|
2. (4-22)

Moreover, since we exclude nonresonant masses (i.e., m2
∈ R>0 − D(M, e)), we have t(0) ̸= 0 and as

such, t(ω) is nowhere zero. As a result, we show F [t−1
] ∈ L1. For the uncharged case with resonant

masses, this shows that all characteristic data φH+ on the event horizon H+ that are not integrable give
rise to solutions which blow up in W 1,1 along outgoing cones at the Cauchy horizon CHi+ .

In the charged case, however, the analog of (4-22) becomes

|t(ω)|2 = |r(ω)|2 +ω(ω−ωres) (4-23)

such that t(ω) may have zeros for ω ∈ (0, ωres) or ω ∈ (ωres, 0). For small charges, a perturbation
argument shows that t(ω) does not have zeros but for general charges the set of zeros Zt(M, e, q0,m2)=

{ω ∈ R : t(ω,M, e, q0,m2)= 0} ⊂ {0< |ω|< |ωres|} could be (and in general will be) nonempty. In view
of this, for nonintegrable data (i.e., φH+ /∈ L1) which satisfy PδφH+ ∈ L1 (recall the definition of Pδ from
Section 4E), we show that the arising solution blows up in W 1,1 along outgoing cones. It follows φL
blows up in W 1,1 along outgoing cones for all φH+ ∈ SL− H , where H ⊂ SL is an exceptional subset
first introduced in the statement of Theorem III.

4F3. The nonlinear problem, I : physical space estimates of the difference (step (3)). As we explained, the
physical space method does not capture the oscillations of the field which are crucial to our proof. On the
other hand, the (global) frequency analysis used for the linear equation Klein–Gordon equation on Reissner–
Nordström (see (5-3) and as explained above) relies on two key properties: the existence of the Killing
vector field ∂t and the linearity of the equation — none of which extends to the coupled system (1-1)–(1-5).

In the present paper we overcome these limitations by controlling the difference between the nonlinear
evolution and its linear counterpart in physical space (i.e., g − gRN and φ − φL, see below). In the
uncharged case q0 = 0, this is exactly the strategy we adopt; see the first paragraph below. In the case
q0 ̸= 0, unbounded backreaction oscillations of the Maxwell field however require a more sophisticated
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Figure 6. Division of a rectangular neighborhood of i+ into four spacetime regions.

nonlinear scheme; see Section 4F4 and the second paragraph below. These unbounded backreaction
oscillations motivate the precise definition of the oscillations spaces O, O′ and O′′ from Section 3D; see
the third paragraph below.

The proof of the nonlinear differences estimates will be carried out in Section 6C and follows the
splitting of spacetime into four different regions depicted in Figure 7 used already in [Van de Moortel
2018]; see Figure 6 (a similar splitting was first introduced in [Dafermos 2003] and subsequently used in
[Franzen 2016; Dafermos and Luk 2017; Luk and Oh 2019a]). More specifically we refer the reader to
Propositions 6.13–6.16.

It is important to note that the difference estimates described in this section (and proved in Section 6C)
are completely independent of the estimates of Section 5 (whose description was outlined in Section 4F2),
with the notable exception of the final formula (4-32) that uses the linear formula (4-15) “as a black box”.

Difference estimates near i+ for q0 = 0. Near the Cauchy horizon CHi+ and close to i+ as in Figure 1
(i.e., for u close to −∞) we obtain difference estimates of the schematic form

|φ−φL|(u, v)+ |u|
−s

· (|g − gRN| + |∂u(g − gRN)|)(u, v)≲ |u|
1−3s, (4-24)∣∣∂v(φ−φL)

∣∣(u, v)+ v−s
· |∂v(g − gRN)|(u, v)≲ v1−3s, (4-25)

where (g, F, A, φ) solve (1-1)–(1-5) with data φH+ ∈ SL and φL solves (1-5) with same data φH+ ∈ SL
on a fixed Reissner–Nordström background (2-7) (corresponding to the one g is converging towards i+).
The key point is that φ−φL, unlike φ, will turn out to be Ẇ 1,1 along outgoing cones at CHi+ , namely
(4-25) gives

sup
u,v

|φ−φL|(u, v)≲ sup
u

∫
+∞

v0

|∂v(φ−φL)|(u, v) dv ≲
∫

+∞

v0

v1−3s ≲ v2−3s
0 <∞

as s > 3
4 >

2
3 . Therefore φ − φL is bounded. In particular, in the uncharged case q0 = 0, uniform

boundedness of φ in the region of Figure 1 is equivalent to that of φL. As we will see below, this is no
longer true if q0 ̸= 0.

Difference estimates near i+ for q0 ̸= 0. If q0 ̸= 0, the metric differences are similar, but the scalar field
difference is now impacted by the Maxwell backreaction. In particular, the first term of (4-25) is replaced
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by an estimate of the schematic form (in the gauge (2-26) where Av = ARN
v = 0)∣∣e−iσbr(u,v) ∂vφ− ∂vφL

∣∣(u, v)≲ v1−3s, (4-26)

σbr(u, v) :=

∫ u

uγ (v)

(
(Au)

CH(u′)− (ARN
u )CH(u′)

)
du′, (4-27)

where uγ (v) ∼ −v and (Au)
CH(u′), (ARN

u )CH(u′) are defined as the extensions of Au(u, v), ARN
u (u, v)

to CHi+ ; see Proposition 6.16 for a precise statement. The difficulty is that σbr is unbounded in general;
nevertheless, we prove sublinear growth estimates (in Proposition 6.16 again)

|σbr(u, v)| ≲ v2−2s1s<1 + (1 + log(v))1s=1, (4-28)

|∂vσbr(u, v)| + |∂2
vσbr(u, v)| ≲ v1−2s . (4-29)

Note that this is not a gauge issue: in fact, σbr is a gauge-independent quantity obtained by the expression

σbr(u, v) :=

∫∫
[uγ (v),u]×[v0,+∞)

(
�2 Q

r2 −
�2

RNe

r2
RN

)
du dv, (4-30)

assuming (3-5). As a consequence, it is no longer true that φ− φL is uniformly bounded. Instead, the
consequence of (4-26) is that the following quantity is in Ẇ 1,1 along outgoing cones and hence bounded:∣∣∣∣φ(u, v)− ∫ v

vγ (u)
eiσbr(u,v′) ∂vφL(u, v′) dv′

∣∣∣∣ ≲ |u|
2−3s, (4-31)

where vγ (u)∼ −u. Therefore, boundedness of φ is now down to the boundedness of∫ v

vγ (u)
eiσbr(u,v′) ∂vφL(u, v′) dv′.

By our representation formula (4-15), this expression becomes, up to error, an explicit integral of the data

φ(u, v)=

∫ v

vγ (u)
eiσbr(u,v′)+iωresv

′

φH+(v′) dv′
+ O(|u|

2−3s). (4-32)

Thus, the nonlinear representation formula (4-32) gives boundedness of φ up to and including the Cauchy
horizon CHi+ for characteristic event horizon data φH+ ∈ O, one of the main goals of Theorem I (i) (see
Section 6D1).

Further, (4-32) will also show blow-up of φ in amplitude at the Cauchy horizon CHi+ for event horizon
characteristic data φH+ /∈ O. We postpone the related discussion to the last paragraph of Section 4F4.

The motivation to introduce σbr in the definition of the spaces O, O′, O′′. As explained above, the
Maxwell field exerts a nontrivial backreaction with in general unbounded oscillation σbr (recall (4-28)).
Recalling that φL is bounded if and only if the right-hand side of (4-15) is finite (where σbr is as in
(4-30)), and that φ is bounded if and only if the right-hand side of (4-32) is finite, it becomes clear that
the Maxwell backreaction may turn some linearly nonresonant profiles into nonlinearly resonant ones and
vice versa (a phenomenon which is absent in the uncharged case q0 = 0 where the nonlinear estimates
show that φ is bounded if and only if φL is bounded).
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Therefore, to ensure that our class of oscillating data φH+ ∈ O (and analogously O′, O′′) gives rise to
a bounded φ (and not only bounded φL), we must define φH+ ∈ O (and analogously O′, O′′) as a stronger
condition than the right-hand side of (4-15) being finite. This stronger condition is to impose sufficiently
robust oscillations that yield finiteness of the right-hand side of (4-32) for all functions σbr satisfying (3-15),
(3-16). In particular, for σbr given by the formula (4-30) (which obeys (3-15), (3-16), as we show, see (4-28),
(4-29)), the condition φH+ ∈ O (and analogously O′, O′′) shows that the oscillations in the initial data are
sufficiently robust to not be over-powered by the nonlinear backreaction of the Maxwell field in evolution.

4F4. The nonlinear problem II : boundedness/blow-up of matter fields and metric extendibility (step (4)).
Earlier we explained how the nonlinear difference estimates, culminating with (4-32), show that qualita-
tively oscillating φH+ ∈ O on the event horizon H+ give rise to uniformly bounded scalar field φ up to
and including CHi+ . In this section, we outline the proof of the following results that conclude the proof
of our main theorems:

• C0-extendibility of the metric (within a certain spherically symmetric class) is equivalent to boundedness
of |φ| in amplitude (first paragraph below; see also statements (A) and (B)). From the above equivalence
given by (A) and (B), we deduce the main statement of Theorem I (i): the C0-extendibility of the metric
across CHi+ holds under the strong qualitative oscillation condition φH+ ∈ O′ on the event horizon
H+ (see the proof in Section 6B). In our companion paper [Kehle and Van de Moortel ≥ 2024], the
implication (B) that “blow-up of φ implies C0-inextendibility” will be used to prove Theorem IV.

• The charge Q(u, v) of the Maxwell field is bounded for quantitatively oscillating φH+ ∈O′′ on the event
horizon H+ (second paragraph below, proved in Section 6D1): one of the statements of Theorem I (i).

• The scalar field φ blows up in W 1,1, i.e.,
∫

|Dvφ|(u, v) dv = ∞ for generic slowly decaying φH+ ∈ SL
on the event horizon H+ (third paragraph below, proved in Section 6D4): this is Theorem III.

• The scalar field φ blows up in L∞, i.e., sup(u,v)|φ|(u, v)=∞ for nonoscillating φH+ ∈NO=SL−O on
the event horizon, assuming q0 = 0 (fourth paragraph below, proved in Section 6D2): this is Theorem I (ii).

Continuous extendibility of the metric as a consequence of scalar field boundedness. We explained
above how to prove boundedness/blow-up of the scalar field depending on the data φH+ . Now we explain
how to prove that C0-extendibility on the metric is in a sense equivalent to the boundedness of φ up to
and including CHi+ , as it turns out! Combining this novel conditional result with the previously discussed
boundedness theorem for φ will give the main result of Theorem I (i), i.e., the C0-extendibility of the metric
for any characteristic data φH+ ∈ O′. The proof relies on a nonlinear scheme adapted to the slow decay of
the solutions and taking advantage of the algebraic structure of the Einstein equations as explained below.

We begin by recalling from [Van de Moortel 2018] that the following estimates for φH+ ∈ SL hold
true near the Cauchy horizon CHi+ and for some α > 0 (see Section 6A for details)

�2(u, v)≲ e−αv, (4-33)

|∂u log(�2)| ≲ |u|
1−2s, (4-34)

|∂v log(�2)| ≲ v1−2s, (4-35)
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|∂ur | ≲ |u|
−2s, (4-36)

|∂vr | ≲ v−2s . (4-37)

Since the r estimates (4-36) (4-37) are integrable, it can be shown that r(un, vn) is a Cauchy sequence for
any un →u, vn →+∞: Therefore, r extends to a continuous function. In contrast, the (conjecturally sharp)
decay for log(�2) is too weak to adopt the same reasoning since s ≤ 1 ((4-34), (4-35) are nonintegrable).

Nevertheless, ∂u∂v log(�2)+ 2ℜ(DuφDvφ) enjoys a better decay (see (6-54)), i.e., the weak decay
from (4-34), (4-35) comes from a ℜ(DuφDvφ) term in the Einstein equations. It was first noticed by the
second author in [Van de Moortel 2019] that it is useful to write the weakly decaying term as a total
derivative, up to error

2ℜ(DuφDvφ)= ∂u∂v(|φ|
2)+ · · · .

Exploiting the ideas of [Van de Moortel 2019], we introduce the following new quantity ϒ, which is
nonlinear and nonlocal:

ϒ(u, V ) := log(�2)(u, V )+ |φ|
2(u, V )+

∫ us

u

|∂ur |(u′, V )
r(u′, V )

|φ|
2(u′, V ) du′, (4-38)

where �2
:= −2g(∂u, ∂V ) for a suitably renormalized (u, V ) coordinate system. We then prove that ϒ is

bounded and admits a continuous extension (see Section 6B2 for the proof).

Remark 4.3. To show that the right-hand side of (4-38) is bounded, we need the assumption s > 3
4 ,

which among other things, explains the numerology in the definition of SL (Definition 3.1); compare
with Theorem A.

It turns out that the boundedness of ϒ ultimately makes C0-extendibility equivalent to the boundedness
of φ in the following sense (see [Van de Moortel 2019]).

(A) If |φ| is bounded, then there exists a coordinate system (u, V ) such that log(�2) is bounded.

(B) Conversely, if |φ| blows up, there exists no coordinate system (u, V ) such that log(�2) is bounded.

Part (A) follows from the definition (4-38) and the (unconditional) boundedness of ϒ (since ∂ur/r
is also bounded). Moreover, because ϒ is continuously extendible, if |φ| is continuously extendible,
then log(�2) is also continuously extendible (hence so is �2). In particular for data φH+ ∈ O′, since
we previously showed that |φ| is continuously extendible across CHi+ , we then obtain the continuous
extendibility of g (see Section 6B3 for the proof), and a slightly improved statement: the existence of
a C0-admissible extension (Definition 2.1), i.e., a continuous extension admitting regular double null
coordinates (u, V ) given by the above pair (r, �2).

Part (B) is more delicate and is proven in [Van de Moortel 2019, Theorem 2.3.5] (and used in [Kehle
and Van de Moortel ≥ 2024] to prove Theorem IV): it implies that if |φ| blows up, then g does not admit
any C0-admissible extension.

Boundedness of the Maxwell field Q. We now outline the proof of the boundedness of the charge Q(u, v)
for φH+ ∈O′′ given in Section 6D1. To prove boundedness of Q, we will actually need decay as u → −∞

for φ (in addition to its uniform boundedness already obtained assuming φH+ ∈ O): this motivates the
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introduction of the space O′′
⊂ O from Section 3D. We start taking advantage of the structure of the

Maxwell equation:
∂u Q = r2

ℑ(φ̄Duφ)= ℑ(rφDu(rφ)).

Moreover, we use (4-11) to obtain the estimate (using also the boundedness of r ):

|∂u Q| ≲ |φ| · |Du(rφ)| ≲ |φ| · |u|
−s .

To obtain boundedness, we integrate in u. For this, we take advantage of the quantitative |u| decay of |φ|

which is true if φH+ satisfies the quantitative oscillation condition φH+ ∈ O′′. Combining both the linear
estimate (4-19) on φL and the nonlinear estimate (4-24) on φ−φL, we obtain |φ| ≲ |u|

s−1−η0 and thus

|∂u Q| ≲ |u|
−1−η0,

which is integrable and thus sufficient to conclude the boundedness and continuous extendibility of Q.

W1,1 blow-up of the scalar field. We now turn to the proof of W 1,1 blow-up on outgoing cones of φ for
generic φH+ ∈ SL− L1(proof in Section 6D4). One of our nonlinear difference estimates gives near the
Cauchy horizon CHi+ and uniformly in u∣∣|Dvφ|(u, v)− |DRN

v φL|(u, v)
∣∣ ≲ v1−3s,

which is integrable, since s > 3
4 >

2
3 . Therefore, ∥Dvφ(u, · )∥L1 = +∞ if and only if ∥DRN

v φL(u, · )∥L1 =

+∞. For |q0e| small enough, (4-21) gives blow up of ∥Dvφ(u, · )∥L1 for any φH+ ∈ SL− L1 (and for
any φH+ ∈ SL− H in the case q0 ̸= 0, what we call the generic case, recalling the discussion at the end
of Section 4F2).

Blow-up in amplitude of the scalar field φ if φH+ /∈ O. We now explain how the nonlinear representation
formula (4-32) can be used to prove the blow-up in amplitude of φH+ for φH+ ∈ NO = SL−O (see
Section 6D2 for the proof). Recall indeed that (4-32) formally states that the uniform boundedness of φ
up to and including the Cauchy horizon CHi+ is equivalent to the finiteness of the characteristic data
integral on the event horizon H+, i.e., for all |u| ≥ v0

sup
v

|φ|(u, v)= ∞ ⇐⇒ sup
v

∣∣∣∣∫ v

−u
eiσbr(u,v′)+iωresv

′

φH+(v′) dv′

∣∣∣∣ = ∞ (4-39)

for σbr defined by (4-27) and in the gauge (2-26). If for given characteristic data φH+ ∈ SL − O on
the event horizon H+, the upper bounds (4-28), (4-29) also hold as lower bounds up to the Cauchy
horizon CHi+ , (4-39) shows that φ blows up at the Cauchy horizon CHi+ : for instance, one can check
that for 2

3 < s < 1,

for the choice φH+(v)= e−iq0ωresvv−s, lim sup
v→+∞

∣∣∣∣∫ v

v0

eiq0(v
′)2−2s

(v′)−s dv′

∣∣∣∣ = +∞.

Unfortunately, while we conjecture that such lower bounds are true11 for most solutions, it seems that
fine-tuned ones could violate them. When these lower bounds are violated and σ ′

br or σ ′′

br decay faster, we

11The identity (4-30) indeed suggests that σbr is comparable schematically to |g −gRN| which is formally of order α v1−2s
+

o(v1−2s) for some α ∈ R. The case α = 0 is presumably nongeneric but leads to faster decay for σ ′
br and σ ′′

br notably.
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have a linearly resonant profile (φH+ /∈ O) become nonlinearly nonresonant (meaning φ is bounded at the
Cauchy horizon) (for instance: if σ ′′

br decays faster, say σ ′′

br(v)= O(v−5s+3), then the right-hand side of
(4-39) is finite for the choice φH+(v)= e−iq0ωresvv−s). To sum up: the difficulty to control precisely these
backreaction oscillations explains the absence of blowing-up examples for q0 ̸= 0 in the present paper,
but not their plausibility!

In the case q0 = 0, and for m2 /∈ D(M, e), we obtain blow-up for all data φH+ ∈ SL−O. As mentioned
before, the restriction of the mass parameter m2 is due to “exceptional” so-called nonresonant masses
(see [Kehle and Shlapentokh-Rothman 2019]) for which boundedness of the linearized φL (hence of
the EMKG-coupled scalar field φ, by our result) is true, even though φH+ /∈ O. Nevertheless, the set of
nonresonant masses D(M, e) is the zero set of a nontrivial analytic function as proved in [Kehle and
Shlapentokh-Rothman 2019], and as such, it is discrete and of zero Lebesgue measure.

4F5. Guide to the reader. We conclude this section with a short guide to help the reader read through the
proofs of Sections 5 and 6. While the above outline of the proof was organized thematically to highlight
the resolution of various difficulties, for technical reasons the rest of the paper is organized slightly
differently as follows:

(1) In Section 5 we study the solution φL of the linear charged and massive Klein–Gordon equation
gµνRN DRN

µ DRN
ν φL = m2φL on a fixed Reissner–Nordström metric with slowly decaying characteristic data

φH+ ∈ SL on the event horizon H+. The approach is mostly focused on Fourier analysis, capturing the
oscillations of φL towards the Cauchy horizon CHi+ .

(a) In Section 5A, we set up the radial ODE satisfied by the Fourier transform of φL associated to the
timelike Killing vector field ∂t on (2-7).

(b) In Section 5B, we first show the existence of a scattering resonance (i.e., a pole at the resonant
frequency ω = ωres). Moreover, we show suitable resolvent estimates associated to the radial ODE.
This allows us to prove properties of the (renormalized) scattering coefficients r(ω), t(ω).

(c) In Section 5C, we show a first representation formula involving r(ω) and t(ω) for φL in terms of the
event horizon data φH+ .

(d) In Section 5D, we take the limit of the representation formula to the Cauchy horizon of Reissner–
Nordström which eventually yields our main linear result Theorem V.

(2) In Section 6 we estimate the solution (g, F, A, φ) of the nonlinear Einstein–Maxwell–Klein–Gordon
system (1-1)–(1-5) with slowly decaying characteristic data φH+ ∈ SL on the event horizon H+. The
approach is mostly focused on physical space estimates, capturing the effect of φ on the metric g.

(a) In Section 6A we recall the nonlinear estimates from [Van de Moortel 2018]. They are essential to
the analysis, both to show the continuous extendibility of g and for the nonlinear difference estimates;
see below.

(b) In Section 6B, we show that, assuming φ is uniformly bounded, the metric g is continuously
extendible. The proof exploits the special structure of the nonlinearity in the Einstein equations.
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(c) In Section 6C, we estimate together the differences g − gRN and φ−φL. If q0 = 0 this shows that
boundedness of φ is equivalent to boundedness of φL. If q0 ̸= 0, we have (4-31) as a substitute.

(d) In Section 6D, we combine the results of Sections 5 and 6C to obtain the nonlinear representation
formula (4-32). From (4-32) we can read off boundedness/blow-up of φ from the event horizon
data φH+ . Combining with Section 6B gives the C0-extendibility of g for oscillating event horizon
data φH+ ∈ O′ (Theorem I (i)). The other results follow from similar considerations.

5. Linear theory: the charged/massive Klein–Gordon equation on the Reissner–Nordström interior

We begin by studying the charged and massive scalar fields on the fixed subextremal Reissner–Nordström
interior (2-7) with the subextremal parameters 0< |e|< M from (3-1). In this section, the connection ∇

and the metric gRN are the Reissner–Nordström connection and metric, respectively. As mentioned in
Section 2C, we also use the electromagnetic gauge condition

A′

RN =

(
e
r

−
e

r+

)
dt =

1
2

(
e
r

−
e

r+

)
dv−

1
2

(
e
r

−
e

r+

)
du, (5-1)

which satisfies FRN = dA′

RN for

FRN =
e

2r2�
2
RN du ∧ dv. (5-2)

Note that FRN satisfies the homogeneous Maxwell equations d ∗ FRN = 0, dFRN = 0 and that (5-2) is the
corresponding linear version of (2-17).

We now consider solutions φ′
L of the charged Klein–Gordon equation (1-5), which reads

(∇µ + iq0(A′

RN)µ)(∇
µ

+ iq0(A′

RN)
µ)φ′

L − m2φ′

L = 0, (5-3)

where q0 ∈ R, m2
≥ 0, are the charge and mass parameters of the field. We also recall

ωr =
q0e
r
, ω+ =

q0e
r+

, ω− =
q0e
r−

, ωres = ω− −ω+. (5-4)

Note that in the gauge (5-1), we have

DRN
v = ∂v + iq0(A′

RN)v = ∂v +
i
2
(ωr −ω+), (5-5)

DRN
u = ∂u + iq0(A′

RN)u = ∂u −
i
2
(ωr −ω+) (5-6)

such that for any C1 function we have

e−iωresr∗

∂v(eiωresr∗

f )= ∂v f + i(ω− −ω+)(∂vr∗) f = DRN
v f +

i
2
(ω− −ωr ) f (5-7)

and similarly for DRN
u . For q0 = m2

= 0, the field is uncharged and massless, and (5-3) reduces to the
well-known wave equation

□gRNφ
′

L = 0. (5-8)
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For q0 ̸= 0, m2
= 0, the field is charged and massless and is governed by

(∇µ + iq0(A′

RN)µ)(∇
µ

+ iq0(A′

RN)
µ)φ′

L = 0. (5-9)

Finally, for q0 = 0, m2
̸= 0, the field is uncharged and massive and governed by the Klein–Gordon

equation

□gRNφ
′

L − m2φ′

L = 0. (5-10)

Notation. Throughout Section 5 we will use the following notation. If X and Y are two (typically
nonnegative) quantities, we use X ≲ Y or Y ≲ X to denote that X ≤ C(M, e,m2, q0, s)Y for some
constant C(M, e,m2, q0, s) depending on the parameters (M, e,m2, q0, s). If C depends on an additional
parameter p, we also use the notation ≲p, ≳p. We also use X = O(Y ) for |X | ≲ Y. We use X ∼ Y
for X ≲ Y ≲ X . We also recall that throughout Section 5 we use the convention that H+

= H+

R =

{u = −∞, v ∈ R} as stated in Section 2A.

5A. Separation of variables and radial ODE. Since T = ∂t is a Killing field of the Reissner–Nordström
spacetime and in view of the specific choice of electromagnetic gauge A′

RN, (5-3) admits a separation of
variables. Formally, let φ′

L = φ′
L(t, r) be a solution to (5-3). Then, we define the t-Fourier transform

F [φ′

L](r, ω)= φ̂′

L =
1

√
2π

∫
R

φ′

L(r, t)eiωt dt. (5-11)

Formally, since φ′
L solves (5-3), we have that

u(r∗)= u(ω, r∗) := r(r∗)F [φ′

L](r(r∗), ω) (5-12)

solves

−u′′
− (ω− (ωr −ω+))

2u + V u = 0, (5-13)

where

V = −�2
RN(r∗)

(
2M
r3 −

2e2

r4 + m2
)
. (5-14)

The radial ODE (5-13) admits the following fundamental pairs of solution associated to the event horizon
(r∗

→ −∞) and the Cauchy horizon (r∗
→ +∞).

Definition 5.1. Let uHR , uHL , uCHR and uCHL be the unique smooth solutions to (5-13) satisfying

uHR (r
∗)= e−iωr∗

+ O(�2
RN) as r∗

→ −∞, (5-15)

uHL (r
∗)= eiωr∗

+ O(�2
RN) as r∗

→ −∞, (5-16)

uCHR (r
∗)= ei(ω−ωres)r∗

+ O(�2
RN) as r∗

→ +∞, (5-17)

uCHL (r
∗)= e−i(ω−ωres)r∗

+ O(�2
RN) as r∗

→ +∞ (5-18)

for ω ∈ R. The pairs (uHR , uHL ) and (uCHR , uCHL ) span the solution space of (5-13) for ω ∈ R −{0} and
ω ∈ R − {ωres}, respectively.
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Using the fact that the Wronskian

W( f, g) := f g′
− f ′g (5-19)

of two solution of (5-13) is independent of r∗, we define transmission and reflection coefficients T(ω)
and R(ω) as follows.

Definition 5.2. For ω ∈ R − {ωres}, we define the transmission and reflection coefficients T and R as

T(ω) :=
W(uHR , uCHR )

W(uCHL , uCHR )
=

W(uHR , uCHR )

2i(ω−ωres)
, (5-20)

R(ω) :=
W(uHR , uCHL )

W(uCHR , uCHL )
=

W(uHR , uCHL )

−2i(ω−ωres)
, (5-21)

where uHR , uHL , uCHR and uCHL are defined in Definition 5.1. Indeed, this allows us to write

uHR = TuCHL +RuCHR (5-22)

for ω ∈ R − {ωres}. Moreover, we define the normalized transmission and reflection coefficients as

t(ω)= (ω−ωres)T(ω)=
W(uHR , uCHR )

2i
, (5-23)

r(ω)= (ω−ωres)R(ω)=
W(uHR , uCHL )

−2i
, (5-24)

which manifestly satisfy
t(ωres)= −r(ωres). (5-25)

Remark 5.3. Note that the radial ODE (5-13) depends analytically on ω. Thus, uHR , uHL , uCHR and uCHL

are real-analytic functions for ω for fixed r∗. In particular, this means that the Wronskians W(uHR , uCHR ),
W(uCHR , uCHL ) etc. are real-analytic functions for ω ∈ R which can be extended holomorphically to a
neighborhood of the real line.

We will also define the renormalized functions.

Definition 5.4. We define
ũHR (r

∗, ω) := eiωr∗

uHR (r
∗, ω), (5-26)

ũHL (r
∗, ω) := e−iωr∗

uHL (r
∗, ω), (5-27)

ũCHR (r
∗, ω) := e−i(ω−ωres)r∗

uCHR (r
∗, ω), (5-28)

ũCHL (r
∗, ω) := ei(ω−ωres)r∗

uCHL (r
∗, ω). (5-29)

5B. Analysis for the radial ODE.

Proposition 5.5. Let either of the following two assumptions hold true.

• q0 ̸= 0.

• q0 = 0 but m2 /∈ D(M, e), where D(M, e) is the discrete set of [Kehle and Shlapentokh-Rothman
2019, Theorem 7].

Then, the transition and reflection coefficients T(ω) and R(ω), as defined in Definition 5.2, have
(nonremovable) poles of first order at ω = ωres.
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Proof. First, note that (Im(u′ū))′ = 0 holds true for any C1 solution of (5-13). Applying this to uHR and
expanding uHR as uHR = TuCHL +RuCHR , we conclude the ODE energy identity

|T|
2
− |R|

2
=

ω

ω−ωres
. (5-30)

If q0 ̸= 0 and thus, ωres ̸= 0, we have |T|
2
≥ ω/(ω−ωres) for |ω|>ωres. Sending ω→ ωres, we conclude

that T blows up and since T is meromorphic in a complex neighborhood of ωres, the claim follows. In
particular, we have that W(uHR , uCHR )(ω = ωres) ̸= 0 and W(uHR , uCHL )(ω = ωres) ̸= 0. For q0 = 0 and
m2 /∈ D(M, e), the claim follows from [Kehle and Shlapentokh-Rothman 2019, Theorem 7]. □

Proposition 5.6. The solutions uHR , uCHL , uCHR and the renormalized functions ũHR , ũCHL , ũCHR as
defined in Definitions 5.1 and 5.4, respectively, satisfy for ω ∈ R

sup
r∗∈(−∞,r∗

0 ]

|uHR (ω, r
∗)| ≲r∗

0
1, (5-31)

sup
r∗∈(−∞,r∗

0 ]

|u′

HR
(ω, r∗)| ≲r∗

0
|ω| (5-32)

for any fixed r∗

0 ∈ R and
|ũHR (ω, r

∗)− 1| ≲r∗

0
|�2

RN(r
∗)|, (5-33)

|ũ′
HR
(ω, r∗)| ≲r∗

0
|�2

RN(r
∗)| (5-34)

uniformly for r∗
≤ r∗

0 . Moreover, for ω ∈ R and any fixed r∗

0 ∈ R

sup
r∗∈[r∗

0 ,+∞)

|uCHL (ω, r
∗)| ≲r∗

0
1, (5-35)

sup
r∗∈[r∗

0 ,+∞)

|u′

CHL
(ω, r∗)| ≲r∗

0
|ω|, (5-36)

sup
r∗∈[r∗

0 ,+∞)

|uCHR (ω, r
∗)| ≲r∗

0
1, (5-37)

sup
r∗∈[r∗

0 ,+∞)

|u′

CHR
(ω, r∗)| ≲r∗

0
|ω|, (5-38)

and uniformly for r∗
≥ r∗

0

|ũCHL (ω, r
∗)− 1| ≲r∗

0
|�2

RN(r
∗)|, (5-39)

|ũ′
CHL

(ω, r∗)| ≲r∗

0
|�2

RN|, (5-40)

|ũCHR (ω, r
∗)− 1| ≲r∗

0
|�2

RN(r
∗)|, (5-41)

|ũ′
CHR

(ω, r∗)| ≲r∗

0
|�2

RN(r
∗)|. (5-42)

The transition and reflection coefficients as defined in Definition 5.2 satisfy

sup
|ω−ωres|≥1

(|T(ω)| + |R(ω)|)≲ 1. (5-43)

Proof. It suffices to show the results for uHR and ũHR as the other cases follow completely analogously.
We will consider the cases |ω| ≤ ω0 := |ωres| + 1 and |ω| > ω0 independently. First, for |ω| ≤ ω0, we
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note that uHR is the unique solution to the Volterra equation

uHR (r
∗, ω)= e−iωr∗

+

∫ r∗

−∞

sin(ω(r∗
− y))

ω

(
2ω(ωr −ω+)− (ωr −ω+)

2
+ V (y)

)
uHR (y, ω) dy. (5-44)

For ω = 0, we mean sin(ω(r∗
− y))/ω = r∗

− y. Now, since∫ r∗

0

−∞

sup
y≤r∗<r∗

0

|K (r∗, y)| dy ≲�2
RN(r

∗

0 ), (5-45)

where

K (r∗, y)=
sin(ω(r∗

− y))
ω

(
2ω(ωr −ω+)− (ωr −ω+)

2
+ V (y)

)
, (5-46)

we have by standard estimates on Volterra equations (e.g., [Kehle and Shlapentokh-Rothman 2019,
Proposition 2.3] or [Olver 1974, §10]) that, for |ω| ≤ ω0,

∥uHR ∥L∞(−∞,r∗

0 )
≲r∗

0
1, (5-47)

as well as

|uHR − e−iωr∗

| ≲ |�2
RN(r

∗)| (5-48)

uniformly for r∗
≤ 0. Similarly, we obtain

∥u′

HR
∥L∞(−∞,r∗

0 )
≲r∗

0
1 + |ω| ≲r∗

0
1. (5-49)

Note that this also shows that, for |ω| ≤ ω0, we have

∥ũHR
′
∥L∞(−∞,r∗

0 )
≲r∗

0
1, (5-50)

|ũHR − 1| ≲ |�2
RN(r

∗)| (5-51)
uniformly for r∗

≤ 0.
Now, we consider the case |ω| ≥ ω0. Note that in this frequency regime, the frequency-dependent

potential

W := −(ω− (ωr −ω+))
2 (5-52)

satisfies

−W ≳ ω2, (5-53)

|W ′/W | ≲�2
RN/|ω|, (5-54)

|W ′′/W | ≲�2
RN/|ω|, (5-55)

and the radial potential V satisfies

|V |, |V ′
|, |V ′′

| ≲�2
RN (5-56)

uniformly on r∗
∈ R.

Now we will use a WKB approximation for uHR . First, we will estimate the total variation V−∞,+∞

associated to the error-control function

FuHR
(r∗, ω) :=

∫ r∗

−∞

1
|W |1/4

d2

dx2 |W |
−1/4

−
V

|W |1/2
dy. (5-57)

In view of (5-53)–(5-55), we estimate

V−∞,+∞(FuHR
)=

∫
+∞

−∞

∣∣∣∣ 1
|W |1/4

d2

dx2 |W |
−1/4

−
V

|W |1/2

∣∣∣∣ dy ≲
1

|ω|
. (5-58)
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Thus, applying [Olver 1974, Theorem 2.2, p. 196] we obtain

uHR (r
∗, ω)=

|ω|
1/2

|W (r∗, ω)|1/4
e−iωr∗

+i
∫ r∗

−∞
ωr −ω+dy(1 + ηuHR

), (5-59)

where the error function ηuHR
satisfies

|ηuHR
(r∗, ω)| ≲

1
|ω|
, (5-60)

|η′

uHR
(r∗, ω)| ≲ |W (r∗, ω)|1/2

1
|ω|

≲ 1 (5-61)

uniformly for r∗
∈ R and |ω| ≥ ω0 as well as

|ηuHR
(r∗, ω)| ≲

�2
RN

|ω|
, (5-62)

|η′

uHR
(r∗, ω)| ≲�2

RN (5-63)

uniformly for r∗ < 0 and |ω| ≥ ω0. This shows that for |ω| ≥ ω0 we have

∥uHR ∥L∞(R) ≲ 1, (5-64)

∥u′

HR
∥L∞(R) ≲ |ω|. (5-65)

Note also that ũHR = eiωr∗

uHR similarly satisfies

∥ũHR ∥L∞(R) ≲ 1, (5-66)

∥ũHR
′
∥L∞(R) ≲ 1 (5-67)

and
|ũHR (r

∗, ω)− 1| ≲r∗

0
�2

RN, (5-68)

|ũHR
′(r∗, ω)| ≲r∗

0
�2

RN (5-69)

uniformly for r∗
≤ r∗

0 and ω ∈ R. The other results for uCHL and uCHR are shown completely analogously.
Now, we will show the bounds on the transmission and reflection coefficients T and R. The bound

(5-43) follows from the fact that for |ω| sufficiently large, |W(uHR , uCHR )|, |W(uHR , uCHL )| ≲ |ω| in
view of (5-64), (5-65) and computing the Wronskian as r∗

→ +∞. For |ω| small, the bound follows
from the continuity of |W(uHR , uCHR )| and |W(uHR , uCHL )|. □

Lemma 5.7. The bounds
|∂ωũCHR (ω, r

∗)| ≲�2
RN, (5-70)

|∂ωũCHL (ω, r
∗)| ≲�2

RN (5-71)
and

|∂r∗∂ωũCHR (ω, r
∗)| ≲�2

RN⟨ω⟩, (5-72)

|∂r∗∂ωũCHL (ω, r
∗)| ≲�2

RN⟨ω⟩ (5-73)

hold uniformly for r∗
≥ 0 and ω ∈ R. (We recall that ⟨ω⟩ :=

√
1 +ω2).
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Moreover,
|∂ωũHR (ω, r

∗)| ≲�2
RN, (5-74)

|∂r∗∂ωũHR (ω, r
∗)| ≲�2

RN⟨ω⟩ (5-75)

hold uniformly for r∗
≤ 0 and ω ∈ R.

Proof. First, we consider the range |ω − ωres| ≤ 1. First, note that ũCHR solves the Volterra integral
equation

ũCHR (r
∗, ω)= 1 +

∫
+∞

r∗

sin[(ω−ωres)(r∗
− y)]

ω−ωres
e−i(ω−ωres)(r∗

−y)

× [V (y)− (ω− −ωr(y))(2ω+ 2ω+ −ω− −ωr(y))]ũCHR (ω, y) dy. (5-76)

Thus, ∂ωũCHR solves

∂ωũCHR (r
∗, ω)=

∫
+∞

r∗

sin[(ω−ωres)(r∗
− y)]

ω−ωres
e−i(ω−ωres)(r∗

−y)

× [V (y)− (ω− −ωr(y))(2ω+ 2ω+ −ω− −ωr(y))] ∂ωũCHR (ω, y) dy

+

∫
+∞

r∗

∂ω(sinc[(ω−ωres)(r∗
− y)]e−i(ω−ωres)(r∗

−y))

r∗ − y
(r∗

− y)2

× [V (y)− (ω− −ωr(y))(2ω+ 2ω+ −ω− −ωr(y))]ũCHR (ω, y) dy

+

∫
+∞

r∗

sin[(ω−ωres)(r∗
− y)]

ω−ωres
e−i(ω−ωres)(r∗

−y)

× 2[V (y)− (ω− −ωr(y)))]ũCHR (ω, y) dy. (5-77)

Now, we have the following bounds uniformly for r∗
≥ 0:∣∣∣∣sin[(ω−ωres)(r∗

− y)]
ω−ωres

e−i(ω−ωres)(r∗
−y)

∣∣∣∣ ≲ (r∗
− y), (5-78)∣∣∣∣∂ω(sinc[(ω−ωres)(r∗

− y)]e−i(ω−ωres)(r∗
−y))

r∗ − y

∣∣∣∣ ≲ 1, (5-79)

|V (y)− (ω− −ωr(y))(2ω+ 2ω+ −ω− −ωr(y))| ≲�
2
RN, (5-80)

|V (y)− (ω− −ωr(y)))| ≲�
2
RN. (5-81)

With these bounds, standard results (e.g., [Olver 1974, §10]) on estimates of solutions of Volterra integral
equations show that

|∂ωũCHR (r
∗, ω)| ≲�2

RN (5-82)

uniformly for r∗
≥ 0. Similarly, we have

|∂ωũCHL (r
∗, ω)| ≲�2

RN (5-83)

uniformly for r∗
≥ 0.

Differentiation of (5-77) with respect to r∗ also gives

|∂r∗∂ωũCHR | ≲�2
RN (5-84)
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and analogously we obtain
|∂r∗∂ωũCHL | ≲�

2
RN. (5-85)

Now, we consider the range |ω−ωres| ≥ 1. Then, for r∗
≥ 0, we have the bounds∣∣∣∣sin[(ω−ωres)(r∗

− y)]
ω−ωres

e−i(ω−ωres)(r∗
−y)

∣∣∣∣ ≲ ⟨ω⟩
−1, (5-86)

|∂ω(sinc[(ω−ωres)(r∗
− y)]e−i(ω−ωres)(r∗

−y))| ≲ ⟨ω⟩
−1 1 + |r∗

− y|

|r∗ − y|
, (5-87)

|V (y)− (ω− −ωr(y))(2ω+ 2ω+ −ω− −ωr(y))| ≲�
2
RN⟨ω⟩, (5-88)

|V (y)− (ω− −ωr(y)))| ≲�
2
RN. (5-89)

Thus, analogously to the above, this gives uniformly for r∗
≥ 0

|∂ωũCHR (r
∗, ω)| ≲�2

RN, (5-90)

|∂ωũCHL (r
∗, ω)| ≲�2

RN, (5-91)
as well as

|∂r∗∂ωũCHR | ≲�2
RN⟨ω⟩, (5-92)

|∂r∗∂ωũCHL | ≲�
2
RN⟨ω⟩. (5-93)

The result on uHR follows completely analogously. □

Corollary 5.8. The normalized transmission and reflection coefficients satisfy

|t(ω)| + |r(ω)| ≲ 1 + |ω|. (5-94)

Proof. This is a consequence of Propositions 5.5 and 5.6. □

Lemma 5.9. We have
|∂ωr(ω)| ≲ ⟨ω⟩, (5-95)

|∂ωt(ω)| ≲ ⟨ω⟩. (5-96)
Proof. We estimate

|∂ωr| ≲ |∂ωW(uHR , uCHR )| ≲ |W(∂ωuHR , uCHR )(r
∗
= 0)| + |W(uHR , ∂ωuCHR )(r

∗
= 0)| ≲ ⟨ω⟩ (5-97)

in view of Lemma 5.7 and Proposition 5.6. Analogously the same holds for t. □

Towards the W 1,1 inextendibility at the Cauchy horizon we need to analyze the zeros of the transmission
coefficient t. To do so, we recall the definition of Zt(M, e, q0,m2) from (4-5).

Lemma 5.10. (1) Let q0e ̸= 0. Then, Zt ⊂ (0, ωres) if q0e > 0 or Zt ⊂ (ωres, 0) if q0e < 0.

(2) Let 0< |q0e|< ϵ(M, e,m2) for some ϵ(M, e,m2) sufficiently small. Then t does not have any zeros,
i.e., Zt = ∅.

(3) Let q0 = 0 and let m2 /∈ D(M, e), where D(M, e) is the discrete set as in [Kehle and Shlapentokh-
Rothman 2019, Theorem 7]. Then, t(ω) does not have any zeros, i.e., Zt(M, e, 0,m2) = ∅ if
m2 /∈ D(M, e).
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Proof. The first statement follows from the fact that |t|2 =|r|2+ω(ω−ωres)≥ω(ω−ωres), Proposition 5.5
and the fact that t(ω=0) ̸=0. Indeed, if t(ω=0)=0, then r(ω=0)=0 and thus T(ω=0)=R(ω=0)=0.
But this cannot be true, since otherwise uHR = RuCHR +TuCHL would be trivial. The second statement
just follows from continuity of t as a function of the parameters q0e. The third statement is shown in
[Kehle and Shlapentokh-Rothman 2019, Theorem 7]. □

Remark 5.11. Note that for q0 = 0 and m2
= 0, we have that t(ω= 0)= 0. This is a crucial observation for

the existence of a T -energy scattering theory as established in [Kehle and Shlapentokh-Rothman 2019].

5C. Representation formula. We recall that throughout Section 5 we consider the event horizon H+ as
the set {u = −∞} × {v ∈ R} as in Section 2A.

Definition 5.12. For f ∈ L2(H+) we define the Fourier transform along the event horizon as

FH+[ f ](ω) := r+F[ f ](ω)=
r+

√
2π

∫
R

f (ṽ)eiωṽ dṽ (5-98)

in mild abuse of notation.

Lemma 5.13. Let (φ′
L)|H+ ∈ C∞(H+) be spherically symmetric smooth data on the event horizon and

assume that (φ′
L)|H+ is supported away from the past bifurcation sphere. Assume vanishing data on the

left event horizon and let φ′
L be the arising smooth solution to (5-3) attaining that data. Then, for any

fixed v1 and any u ∈ R, v ≤ v1, we have

φ′

L(u, v)=
1

√
2πr

∫
FH+[(φ′

L)|H+χ≤v1](ω)ũHR (r
∗(u, v), ω)e−iωv dω (5-99)

and

∂v(rφ′

L(u, v))=
1

√
2π

∫
FH+[(φ′

L)|H+χ≤v1](ω) ∂v(ũHR (r
∗(u, v), ω)e−iωv) dω, (5-100)

∂u(rφ′

L(u, v))=
1

√
2π

∫
FH+[(φ′

L)|H+χ≤v1](ω) ∂u(ũHR (r
∗(u, v), ω)e−iωv) dω, (5-101)

where χ≤v1(v)= χ0(v− v1) and χ0 : R → [0, 1] is a smooth cut-off which satisfies χ0(x)= 1 for x ≤ 0
and χ0(x)= 0 for x ≥ 1.

By a standard density argument, (5-99), (5-100) and (5-101) hold also for spherically symmetric data
(φ′

L)|H+ ∈ C1(H+) with (φ′
L)|H+ supported away from the past bifurcation sphere.

Proof. Fix any v1 and let (u, v) with v ≤ v1 be arbitrary. By the domain of dependence property, we have
that φ′

L satisfies φ′
L = φ′

L≤v1
on (u, v) with v ≤ v1, where φ′

L≤v1
is the unique solution arising from data

(φ′
L)|H+χ≤v1 ∈ C∞

c (H+) on the right event horizon H+ together with vanishing data on the left event
horizon. Now, since FH+[(φ′

L)|H+χ≤v1] is Schwartz, uHR satisfies (5-13), and uHR obeys the bounds as in
Proposition 5.6, we can differentiate under the integral sign on the right-hand side of (5-99) and conclude
that indeed the right-hand side of (5-99) solves (5-3). Finally, to show that φ′

L = φ′
L≤v1

it suffices to show
that the right-hand side assumes the data from which φ′

L≤v1
arises. But again, since FH+[(φ′

L)|H+χ≤v1] is
Schwartz, we immediately obtain that the right-hand side of (5-99) converges to (φ′

L)|H+χ≤v1 towards
the right event horizon, and — after an application of the Riemann–Lebesgue lemma — to 0 towards
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the left event horizon. Now, (5-99) follows from uniqueness of the characteristic initial value problem.
The formulae (5-100) and (5-101) now follow from differentiating under the integral sign, which can be
applied as FH+[(φ′

L)|H+χ≤v1] is a Schwartz function. □

Note that the above proposition immediately implies:

Corollary 5.14. Let (φ′
L)|H+ be as in Lemma 5.13 and assume vanishing data on the left horizon. Let φ′

L
be the arising smooth solution attaining that data. Then,

φ′

L(u, v)=
1

√
2πr

∫
R

FH+[(φ′

L)|H+χ≤v](ω)ũHR (r(u, v), ω)e
−iωv dω (5-102)

and

∂v(rφ′

L(u, v))=
1

√
2π

∫
R

FH+[(φ′

L)|H+χ≤v](ω) ∂v(ũHR (r(u, v), ω)e
−iωv) dω, (5-103)

∂u(rφ′

L(u, v))=
1

√
2π

∫
R

FH+[(φ′

L)|H+χ≤v](ω) ∂u(ũHR (r(u, v), ω)e
−iωv) dω (5-104)

for u, v ∈ R, where χ≤v is as in Lemma 5.13.

Proof. Choosing v = v1 in Lemma 5.13 yields the result. □

5D. Main results from the linear theory. Before we state the main proposition about the linear theory,
we define the following norms for sufficiently regular functions:

E1[ f ] :=

(∫
R

| f (v)|2 + |∂v f (v)|2 dv
)1/2

, (5-105)

Eβ1 [ f ] :=

(∫
R

(| f (v)|2 + |∂v f (v)|2)⟨v⟩2β dv
)1/2

, (5-106)

Fβ[ f ] := sup
v≥0

⟨v⟩β
∣∣∣∣∫ +∞

v

f (ṽ)eiωresṽ dṽ
∣∣∣∣. (5-107)

Further, for part (E) of the following proposition, we will use the Fourier projection operator Pδ defined
in Section 4E. We will further state estimates in the so-called late blue-shift region LB. This region is
defined as

LB =

{
1′

+
2s

2|K−|
log(v)≤ u + v

}
for some 1′

≥ 0 chosen in Section 6A. (Note that the estimate below involving LB actually holds true
uniformly for all 1′

≥ 0.) For given u, we also define vγ (u) to satisfy

1′
+

2s
2|K−|

log(vγ (u))= u + vγ (u).

Note that the estimate �2
RN(u, v)≲ v

−2s is satisfied in LB. We refer to Figure 6 for a visualization of the
region LB near i+. In fact, in the region LB all the following estimates apply and LB is also the region in
which we will make use of the linear theory for the nonlinear theory.

Theorem V. Let (φ′
L)|H+ ∈ C1(H+) be spherically symmetric and assume that (φ′

L)|H+ is supported away
from the past bifurcation sphere. Assume further that (φ′

L)|H+ has finite energy along the event horizon,
i.e., that

E1[(φ
′

L)|H+]<+∞. (5-108)
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Let φ′
L be the arising solution on the black hole interior with no incoming radiation from the left event

horizon.

(A) Then, for v ≥ 0 and u ∈ R with r∗
=

1
2(u + v)≥ 0, we have

eiωresr∗

φ′

L(u, v)=

√
2π ir+

r
rωres(0)e

iωresu
(∫ v

−u
(φ′

L)|H+(ṽ)eiωresṽ dṽ
)

+φr(u, v)+φerr(u, v), (5-109)

where φr(u, v) and φerr(u, v) satisfy the quantitative bounds

|φr(u, v)| ≲ E1[(φ
′

L)|H+], (5-110)

|φerr(u, v)| ≲α E1[(φ
′

L)|H+]�2−α
RN (u, v) (5-111)

uniformly for v≥0, u ∈R, 2r∗
=v+u ≥2 and any fixed 0<α<2. Further, φr(u, v) and φerr(u, v) extend

continuously to the right Cauchy horizon. In particular, limn→+∞ φr(un, vn) exists for any sequence
(un, vn)→ (u,+∞).

(B) If additionally (φ′
L)|H+ satisfies

Eβ1 [(φ′

L)|H+]<+∞, (5-112)

Fβ[(φ′

L)|H+]<+∞ (5-113)
for some 0< β ≤ 1, then

⟨u⟩
β
|φ′

L|(u, v)≲ ⟨u⟩
β

∣∣∣∣rωres(0)
∫ v

−u
(φ′

L)|H+(ṽ)eiωresṽ dṽ
∣∣∣∣ + Eβ1 [(φ′

L)|H+] + Fβ[(φ′

L)|H+] (5-114)

uniformly for all v ≥ 2, u ∈ R such that v ≥ vγ (u).

(C) Moreover,

∂v(reiωresr∗

φ′

L(u, v))= −i
r+eiωresu

√
2π

∫
R

F[(φ′

L)|H+eiωres·](ω)tωres(ω)e
−iωv dω+8error, (5-115)

where 8error satisfy the quantitative bounds

|8error|(u, v)≲α E1[(φ
′

L)|H+]�2−α
RN (u, v) (5-116)

for any fixed 0< α < 2 and every (u, v) such that r∗(u, v)≥ 1.

(D) Additionally to the assumptions in parts (A) and (B), let σbr = σbr(u, v) ∈ C1
u,v with |∂vσbr|≲ ⟨v⟩1−2s

be arbitrary. Assume further that

Gs
[(φ′

L)|H+] := ∥⟨v⟩s(φ′

L)|H+∥L∞ + ∥⟨v⟩s ∂v(φ
′

L)|H+∥L∞ <+∞. (5-117)

Then, for all v ≥ vγ (u)∣∣∣∣∫ v

vγ (u)
eiσbr(u,v′) ∂v′(eiωresr∗

rφ′

L(u, v
′)) dv′

∣∣∣∣
≲

∣∣∣∣∫ v

vγ (u)
eiσbr(u,v′)eiωresv

′

(φ′

L)|H+(v′) dv′

∣∣∣∣ + ⟨u⟩
2−3s(Gs

[(φ′

L)|H+] + E1[(φ
′

L)|H+]). (5-118)
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(E) Let u ∈ R be arbitrary and assume that (φ′
L)|H+ is such that ∥∂v(reiωresr∗

φ′
L(u, v))∥L1

v
<+∞.

• Assume in addition that Pδ(φ′
L)|H+ ∈ L1

v(R) for some δ > 0. Then,

∥(φ′

L)|H+∥L1
v
≲δ ∥∂v(reiωresr∗

φ′

L(u, v))∥L1
v
+ E1[(φ

′

L)|H+] + ∥Pδ(φ′

L)|H+∥L1
v
.

• If 0< |q0e|< ϵ(M, e,m2) or (q0,m2) ∈ {0} × R − D(M, e) as in Lemma 5.10, then

∥(φ′

L)|H+∥L1
v
≲ ∥∂v(reiωresr∗

φ′

L(u, v))∥L1
v
+ E1[(φ

′

L)|H+].

Proof of Theorem V. (A) We use the representation formula (5-99) in Lemma 5.13 and have
φ′

L(u,v)

=
r+

√
2πr

p.v.
∫

R

[
F[(φ′

L)|H+χ≤v](ω)

×
r(ω)ũCHR (ω,r

∗)ei(ω−ωres)r∗

+t(ω)ũCHL (ω,r
∗)e−i(ω−ωres)r∗

ω−ωres
e−iωt

]
dω. (5-119)

After a change of variables ω 7→ ω+ωres, we obtain
φ′

L(u,v)

=
r+e−iωresr∗

eiωresu
√

2πr
p.v.

∫
R

[
F[(φ′

L)|H+χ≤veiωres·](ω)

×
rωres(ω)ũCHR (ω+ωres,r∗)eiωu

+tωres(ω)ũCHL (ω+ωres,r∗)e−iωv

ω

]
dω, (5-120)

where rωres(ω)= r(ω+ωres) and tωres(ω)= t(ω+ωres).
We now expand the numerator and obtain

rωres(ω)ũCHR (ω+ωres, r∗)= rωres(0)+ (rωres(ω)− rωres(0))+ rωres(ω)( ũCHR (ωres +ω, r∗)− 1) (5-121)

= rωres(0) (5-122)

+ (rωres(ω)− rωres(0)) (5-123)

+ rωres(ω)( ũCHR (ωres +ω, r∗)− ũCHR (ωres, r∗)) (5-124)

+ rωres(0)( ũCHR (ωres, r∗)− 1) (5-125)

+ (rωres(ω)− rωres(0))( ũCHR (ωres, r∗)− 1), (5-126)
as well as

tωres(ω)ũCHL (ω+ωres, r∗)= tωres(0)+ (tωres(ω)− tωres(0))+ tωres(ω)( ũCHL (ωres +ω, r∗)− 1) (5-127)

= tωres(0) (5-128)

+ (tωres(ω)− tωres(0)) (5-129)

+ tωres(ω)( ũCHL (ωres +ω, r∗)− ũCHL (ωres, r∗)) (5-130)

+ tωres(0)( ũCHL (ωres, r∗)− 1) (5-131)

+ (tωres(ω)− tωres(0))( ũCHL (ωres, r∗)− 1). (5-132)
We write

rωres(ω)

ω
=

rωres(0)
ω

+ rre
ωres
(ω),

tωres(ω)

ω
=

tωres(0)
ω

+ treωres
(ω), (5-133)



STRONG COSMIC CENSORSHIP IN THE PRESENCE OF MATTER 1555

where

rre
ωres
(ω) :=

rωres(ω)− rωres(0)
ω

, treωres
(ω) :=

rωres(ω)− tωres(0)
ω

(5-134)

are real-analytic.
In the following we will estimate each term from (5-122)–(5-132) independently. We start with the

main term coming from (5-122).

Lemma 5.15. We have

eiωresr∗

φmainR(u, v) :=
r+eiωresu
√

2πr
p.v.

∫
R

F [(φ′

L)|H+χ≤veiωres·](ω)
rωres(0)
ω

eiωu dω (5-135)

satisfies

eiωresr∗

φmainR(u, v)= iπ
r+eiωresurωres(0)

√
2πr

∫
R

(φ′

L)|H+(ṽ)χ≤v(ṽ)eiωresu sgn(ṽ+ u) dṽ. (5-136)

Proof. This follows directly from the fact that F[p.v.(1/x)] = iπ sgn. □

Lemma 5.16. We have that

eiωresr∗

φerrorR1(u, v): =
r+eiωresu
√

2πr
p.v.

∫
R

F [(φ′

L)|H+χ≤veiωres·](ω)
rωres(ω)− rωres(0)

ω
eiωu dω (5-137)

=
r+eiωresu
√

2πr

∫
R

F [(φ′

L)|H+χ≤veiωres·](ω)rre
ωres
(ω)eiωu dω (5-138)

extends continuously to the Cauchy horizon and satisfies

|φerrorR1(u, v)| ≲ E1[(φ
′

L)|H+]. (5-139)

If additionally, Eβ1 [(φ′
L)|H+]<+∞ for some 0< β ≤ 1, we further have

|⟨u⟩
βφerrorR1(u, v)| ≲ Eβ1 [(φ′

L)|H+] (5-140)
for all r∗

≥ 0.

Proof. It suffices to show both claims for
∫

R
F [(φ′

L)|H+χ≤veiωres·](ω)rre
ωres
(ω)eiωu dω. We begin by

showing (5-140) under the assumption Eβ1 [(φ′
L)|H+]<∞. We will use the notation ⟨∂ω⟩

β to denote the
Fourier multiplier with (1 + |u|

2)β/2, where u is the dual variable to ω. Using this, we estimate∣∣∣∣⟨u⟩
β

∫
R

F [(φ′

L)|H+χ≤veiωres·](ω)rre
ωres
(ω)eiωu dω

∣∣∣∣
=

∣∣∣∣∫
R

⟨∂ω⟩
β
(
F [(φ′

L)|H+χ≤veiωres·](ω)rre
ωres
(ω)

)
eiωu dω

∣∣∣∣
≤ ∥⟨∂ω⟩

β(F [(φ′

L)|H+χ≤veiωres·]rre
ωres
)∥L1

ω

≤ ∥⟨∂ω⟩
β(⟨ω⟩F [(φ′

L)|H+χ≤veiωres·])∥L2
ω
∥⟨ω⟩

−1rre
ωres

∥L2
ω

+∥⟨ω⟩F [(φ′

L)|H+χ≤veiωres·]∥L2
ω
∥⟨∂ω⟩

β(⟨ω⟩
−1rre

ωres
)∥L2

ω

≲ ∥⟨v⟩β(φ′

L)|H+χ≤veiωres·∥L2
v
+∥⟨v⟩β ∂v((φ

′

L)|H+χ≤veiωres·)∥L2
v

≲ Eβ1 [(φ′

L)|H+] (5-141)
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in view of a Kato–Ponce inequality (see, e.g., [Grafakos and Oh 2014, Theorem 1]) and

∥⟨ω⟩
−1rre

ωres
∥L2(Rω) ≲ 1, (5-142)

∥⟨∂ω⟩
β(⟨ω⟩

−1rre
ωres
)∥L2(Rω) ≲ 1, (5-143)

which follow from the definition of rre
ωres

, treωres
as well as Lemma 5.9. Now, note that the previous estimates

for β = 0 give (5-139).
For the continuous extendibility across the Cauchy horizon we need to show that for (un, vn) →

(u0,+∞), the limit

lim
n→∞

∫
R

F [(φ′

L)|H+χ≤vn eiωres·](ω)rre
ωres
(ω)eiωun dω (5-144)

exists and that the limiting function is continuous. In view of the triangle inequality we have∣∣∣∣∫
R

F [(φ′

L)|H+χ≤vn eiωres·](ω)rre
ωres
(ω)eiωun dω−

∫
R

F [(φ′

L)|H+eiωres·](ω)rre
ωres
(ω)eiωu0 dω

∣∣∣∣
≲

∫
R

|F [(φ′

L)|H+eiωres·](ω)rre
ωres
(ω)||eiωun − eiωu0 | dω

+

∫
R

|F [(φ′

L)|H+(1 −χ≤vn )e
iωres·](ω)||rre

ωres
(ω)| dω. (5-145)

In the first term of (5-145) we apply dominated convergence to interchange the limit with the integral
which is justified as∫

R

|F [(φ′

L)|H+eiωres·](ω)rre
ωres
(ω)||eiωun − eiωu0 | dω

≲
∫

R

|F [(φ′

L)|H+eiωres·](ω)rre
ωres
(ω)| dω ≲ E1[(φ

′

L)|H+] (5-146)

in view of (5-142). For the second term in (5-145) we have that∫
R

|F [(φ′

L)|H+(1 −χ≤vn )e
iωres·](ω)||rre

ωres
(ω)| dω

≲

(∫
R

|∂ṽ((φ
′

L)|H+(ṽ)(1 −χ≤vn (ṽ)))|
2 dṽ

)1/2

→ 0 (5-147)

as n → ∞ since E1[(φ
′
L)|H+]<+∞. That the limit is continuous also follows from (5-146). □

Lemma 5.17. We have that

eiωresr∗

φerrorR2(u, v) :=
r+eiωresu
√

2πr
p.v.

∫
R

F [(φ′

L)|H+χ≤veiωres·](ω)

·
rωres(ω)( ũCHR (ωres +ω, r∗)− ũCHR (ωres, r∗))

ω
eiωu dω (5-148)

converges to zero towards the Cauchy horizon and satisfies the quantitative bound

|φerrorR2(u, v)| ≲�2
RN(u, v)E1[(φ

′

L)|H+] (5-149)

for r∗
≥ 1.
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Proof. We estimate∣∣∣∣rωres(ω)( ũCHR (ωres +ω, r∗)− ũCHR (ωres, r∗))

ω

∣∣∣∣ (5-150)

≲ sup
|ω|≤1

|∂ωũCHR (ωres +ω, r∗)| + sup
|ω|≥1

|ũCHR (ωres +ω, r∗)− ũCHR (ωres, r∗)| (5-151)

≲�2
RN (5-152)

in view of Lemma 5.7 and Proposition 5.6. Now, (5-149) follows from a direct application of the Cauchy–
Schwarz inequality. □

Lemma 5.18. We have that

eiωresr∗

φerrorR3(u, v)

:=
r+eiωresu
√

2πr
p.v.

∫
R

F [(φ′

L)|H+χ≤veiωres·](ω)
rωres(0)( ũCHR (ωres, r∗)− 1)

ω
eiωu dω (5-153)

= rωres(0)( ũCHR (ωres, r∗)− 1)
r+eiωresu
√

2πr
p.v.

∫
R

F [(φ′

L)|H+χ≤veiωres·](ω)
1
ω

eiωu dω (5-154)

converges to zero towards the Cauchy horizon and satisfies the quantitative bound

|φerrorR3(u, v)| ≲�2
RN(u, v)∥(φ

′

L)|H+χ≤v+u∥L1
v

≲�2
RN(u, v)E1[(φ

′

L)|H+]⟨r∗
⟩

1/2 ≲α �
2−α
RN (u, v)E1[(φ

′

L)|H+] (5-155)

for r∗
≥ 1 and any α > 0.

Proof. It suffices to control the principal value integral. A direct computation using that F[p.v.(1/x)] =

iπ sgn yields∣∣∣∣p.v.∫
R

F [(φ′

L)|H+χ≤veiωres·](ω)
1
ω

eiωu dω
∣∣∣∣

≲
∫

R

|(φ′

L)|H+(ṽ− u)χ≤v(ṽ− u)| dṽ ≤ ∥(φ′

L)|H+χ≤v+u∥L1(R). (5-156)

The second inequality in (5-155) is now a consequence of the Cauchy–Schwarz inequality. □

Now, we are in the position to control the last term as follows.

Lemma 5.19. We have that

eiωresr∗

φerrorR4(u, v)

:=
r+eiωresu
√

2πr
p.v.

∫
R

F [(φ′

L)|H+χ≤veiωres·](ω)
(rωres(ω)− rωres(0))( ũCHR (ωres, r∗)− 1)

ω
eiωu dω (5-157)

= ( ũCHR (ωres, r∗)− 1)eiωresr∗

φerrorR1 (5-158)

converges to zero towards the Cauchy horizon and satisfies the quantitative bound

|φerrorR4(u, v)| ≲�2
RN(u, v)E1[(φ

′

L)|H+] (5-159)
for r∗

≥ 0.
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Proof. This follows immediately from Lemma 5.16. □

Now, we turn to the terms arising from the transmission coefficient. Completely analogous to
Lemma 5.15 we obtain:

Lemma 5.20. We have that

eiωresr∗

φmainT(u, v) :=
r+eiωresu
√

2πr
p.v.

∫
R

F [(φ′

L)|H+χ≤veiωres·](ω)
tωres(0)
ω

e−iωv dω (5-160)

satisfies

eiωresr∗

φmainT(u, v)= iπ
r+eiωresutωres(0)

√
2πr

∫
R

(φ′

L)|H+(ṽ)χ≤v(ṽ)eiωresṽ sgn(ṽ− v) dṽ. (5-161)

Lemma 5.21. We have that

eiωresr∗

φerrorT1(u, v) :=
r+eiωresu
√

2πr
p.v.

∫
R

F [(φ′

L)|H+χ≤veiωres·](ω)
tωres(ω)− tωres(0)

ω
e−iωv dω (5-162)

=
r+eiωresu
√

2πr

∫
R

F [(φ′

L)|H+χ≤veiωres·](ω)treωres
(ω)e−iωv dω (5-163)

extends continuously to zero at the right Cauchy horizon, i.e., for v → +∞ and u → u0. If in addition
Eβ1 [(φ′

L)|H+]<∞, then we have the quantitative decay

|φerrorT1(u, v)| ≲ ⟨v⟩−βEβ1 [(φ′

L)|H+]. (5-164)

Proof. We first show the first claim without assuming that Eβ1 [(φ′
L)|H+] < +∞. Doing the analogous

estimate as in (5-147) it suffices to show that∣∣∣∣∫
R

F [(φ′

L)|H+eiωresṽ](ω)treωres
(ω)e−iωv dω

∣∣∣∣ (5-165)

tends to zero as v→ +∞. Thus, it suffices to show that v 7→
∫

R
F [(φ′

L)|H+eiωresṽ](ω)treωres
(ω)e−iωv dω is

an H 1 function. This again follows from∫
R

(1 +ω2)|F [(φ′

L)|H+eiωresṽ](ω)|2|treωres
(ω)|2 dω ≲ E1[(φ

′

L)|H+] sup
ω∈R

|treωres
(ω)| ≲ E1[(φ

′

L)|H+]. (5-166)

We will now proceed to show the quantitative decay assuming Eβ[(φ′
L)|H+]<∞. In this case we have∣∣∣∣∫

R

F [(φ′

L)|H+χ≤veiωresṽ](ω)treωres
(ω)e−iωv dω

∣∣∣∣
=

∣∣∣∣1
v

∫
R

F [(φ′

L)|H+χ≤veiωresṽ](ω)treωres
(ω) ∂ωe−iωv dω

∣∣∣∣
≲

∣∣∣∣1
v

∫
R

∂ωF [(φ′

L)|H+χ≤veiωresṽ](ω)treωres
(ω)e−iωv dω

∣∣∣∣
+

∣∣∣∣1
v

∫
R

F [(φ′

L)|H+χ≤veiωresṽ](ω)(∂ωt
re
ωres
(ω))e−iωv dω

∣∣∣∣
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≲

∣∣∣∣1
v

∫
|ω|≤1

F [ṽ(φ′

L)|H+χ≤veiωresṽ](ω)treωres
(ω)e−iωv dω

∣∣∣∣
+

∣∣∣∣1
v

∫
|ω|≤1

F [(φ′

L)|H+χ≤veiωresṽ](ω)(∂ωt
re
ωres
(ω))e−iωv dω

∣∣∣∣
+

∣∣∣∣1
v

∫
|ω|≥1

F [ṽ(φ′

L)|H+χ≤veiωresṽ](ω)treωres
(ω)e−iωv dω

∣∣∣∣
+

∣∣∣∣1
v

∫
|ω|≥1

F [(φ′

L)|H+χ≤veiωresṽ](ω)(∂ωt
re
ωres
(ω))e−iωv dω

∣∣∣∣
≲ 1
v
∥ṽ(φ′

L)|H+χ≤veiωresṽ∥L2
ṽ
∥∂ωt

re
ωres

∥L2
ω[−1,1] +

1
v
∥(φ′

L)|H+χ≤veiωresṽ∥L2
ṽ
∥treωres

∥L2
ω[−1,1]

+
1
v
∥∂ṽ(ṽ(φ

′

L)|H+χ≤veiωresṽ)∥L2
ṽ
∥ω−1 ∂ωt

re
ωres

∥L2
ω(R−[−1,1])

+
1
v
∥∂ṽ((φ

′

L)|H+χ≤veiωresṽ)∥L2
ṽ
∥ω−1treωres

∥L2
ω(R−[−1,1])

≲ 1
vβ

Eβ1 [(φ′

L)|H+]

since

∥∂ωt
re
ωres

∥L2
ω[−1,1], ∥t

re
ωres

∥L2
ω[−1,1], ∥ω

−1 ∂ωt
re
ωres

∥L2
ω(R−[−1,1]), ∥ω

−1treωres
∥L2

ω(R−[−1,1]) ≲ 1. □

Analogously to Lemma 5.17 we have:

Lemma 5.22. We have that

eiωresr∗

φerrorT2(u,v)

:=
r+eiωresu
√

2πr
p.v.

∫
R

F [(φ′

L)|H+χ≤veiωres·](ω)
tωres(ω)( ũCHL(ωres+ω,r∗)−ũCHL(ωres,r∗))

ω
e−iωv dω (5-167)

converges to zero towards the Cauchy horizon and satisfies the quantitative bound

|φerrorT2(u, v)| ≲�2
RN(u, v)E1[(φ

′

L)|H+] (5-168)

for r∗
≥ 1.

Analogously to Lemma 5.18 we further obtain:

Lemma 5.23. We have that

eiωresr∗

φerrorT3(u, v)

:=
r+eiωresu
√

2πr
p.v.

∫
R

F [(φ′

L)|H+χ≤veiωres·](ω)
tωres(0)( ũCHL (ωres, r∗)− 1)

ω
e−iωv dω (5-169)

= tωres(0)( ũCHR (ωres, r∗)− 1)
r+eiωresu
√

2πr
p.v.

∫
R

F [(φ′

L)|H+χ≤veiωres·](ω)
1
ω

e−iωv dω (5-170)

converges to zero towards the Cauchy horizon and satisfies the quantitative bound

|φerrorT3(u, v)| ≲α �
2−α
RN (u, v)E1[(φ

′

L)|H+] (5-171)

for r∗
≥ 1.
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Finally, completely analogous to Lemma 5.19 we have:

Lemma 5.24. We have that

eiωresr∗

φerrorT4(u, v) :=
r+eiωresu
√

2πr
p.v.

∫
R

F [(φ′

L)|H+χ≤veiωres·](ω)

·
(tωres(ω)− tωres(0))( ũCHL (ωres, r∗)− 1)

ω
e−iωv dω

= ( ũCHR (ωres, r∗)− 1)eiωresr∗

φerrorT1 (5-172)

converges to zero towards the Cauchy horizon and satisfies the quantitative bound

|φerrorR4(u, v)| ≲�2
RN(u, v)E1[(φ

′

L)|H+] (5-173)

for r∗
≥ 1.

Having estimated each term independently in the integral appearing in (5-120) and noting that

eiωresr∗

(φmainR +φmainT)(u, v)=

√
2π ir+

r
rωres(0)e

iωresu
(∫ v

−u
(φ′

L)|H+(ṽ)eiωresṽ dṽ
)

(5-174)

in view of rωres(0)= −tωres(0), we finally obtain (5-109) with

φr = eiωresr∗

φerrorR1 (5-175)
and

φerror = eiωresr∗

(φerrorR2 +φerrorR3 +φerrorR4 +φerrorT1 +φerrorT2 +φerrorT3 +φerrorT4). (5-176)

The bounds and continuity statement for φr and φerror now follow from Lemma 5.16 and (5-172).

(B) In view of part (A) and the fact that �RN decays exponentially in r∗
=

1
2(u + v) towards the Cauchy

horizon, it suffices to show that

⟨u⟩
β

∣∣∣∣∫ v+1

−u
χ≤v(ṽ)(φ

′

L)|H+(ṽ)eiωresṽ dṽ
∣∣∣∣ + ⟨u⟩

β
|φr(u, v)| ≲ Fβ[(φ′

L)|H+] + Eβ1 [(φ′

L)|H+] (5-177)

as we consider the region v ≥ |u| + log(v)/(2|K−|) in which �2
RN(u, v) ≲ ⟨v⟩−1. Now, the claim is a

direct consequence of the second parts of Lemmas 5.16 and 5.21 together with the assumptions (5-113)
and (5-112).

(C) We will now consider ∂v(reiωresr∗

φ′
L). We use the second part of Lemma 5.13 and end up with

∂v(eiωresr∗

rφ′

L(u,v))

=
r+eiωresu

√
2π

p.v.
∫

R

[
F[(φ′

L)|H+χ≤v1eiωres·](ω)

·
rωres(ω)∂vũCHR (ω+ωres,r∗)eiωu

+tωres(ω)∂v( ũCHL (ω+ωres,r∗)e−iωv)

ω

]
dω (5-178)

for v1 > v. Since ∂vũCHR and ∂vũCHL are bounded uniformly in absolute value by �2
RN in view of

Proposition 5.6, the terms of (5-178) which arise thereof are bounded by �2−α
RN E1[(φ

′
L)|H+] for any α > 0
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as in part (A). Similarly, ũCHL − 1 is bounded by �2
RN and thus, the main term arises from ∂v(e−iωv) and

we obtain

∂v(eiωresr∗

rφ′

L(u, v))= −i
r+eiωresu

√
2π

∫
R

F[(φ′

L)|H+χ≤v1eiωres·](ω)tωres(ω)e
−iωv dω+8v1

error, (5-179)

where |8v1
error|≲α �

2−α
RN E1[(φ

′
L)|H+]. Note that 8v1

error depends on v1 but the upper bound is uniform in v1.
Since ⟨ω⟩F[(φ′

L)|H+eiωres·] ∈ L2
ω and ⟨ω⟩

−1tωres ∈ L∞
ω , we can take the limit v1 → ∞ and obtain

∂v(eiωresr∗

rφ′

L(u, v))= −i
r+eiωresu

√
2π

∫
R

F[(φ′

L)|H+eiωres·](ω)tωres(ω)e
−iωv dω+8error, (5-180)

where |8error(u, v)| ≲α �
2−α
RN (u, v)E1[(φ

′
L)|H+].

(D) Note that 8error as in part (C) decays proportional to �2−α
RN for any α > 0 and thus∫ v

vγ (u)
|8error| dv′ ≲α (�RN)

2−α(u, vγ (u))E1[(φ
′

L)|H+] ≲α ⟨u⟩
−s(2−α)E1[(φ

′

L)|H+]

≲ ⟨u⟩
2−3s E1[(φ

′

L)|H+] (5-181)

choosing α > 0 sufficiently small (recall that s ≤ 1 therefore 2s > 3s − 2). Thus, it suffices to show the
result for the main part in (5-115). We further write

tωres(ω)= t0ωres
+ωt1ωres

+ω2t̃ωres(ω), (5-182)

where we note that

|t̃ωres | =

∣∣∣∣ tωres(ω)− t0ωres
−ωt1ωres

ω2

∣∣∣∣ ≲ ⟨ω⟩
−1

and |∂ω t̃ωres | ≲ ⟨ω⟩
−1 in view of Corollary 5.8 and Lemma 5.9. Hence,

⟨v⟩F(t̃ωres)(v) ∈ L2(Rv) (5-183)

and thus, F(t̃ωres) ∈ L1(R) by the Cauchy–Schwarz inequality.
Now, using (5-115) we obtain∣∣∣∣∫ v

vγ (u)
eiσbr(u,v′) ∂v′(eiωresr∗

rφ′

L) dv′

∣∣∣∣
≲

∣∣∣∣∫ v

vγ (u)
eiσbr(u,v′)

∫
R

F[(φ′

L)|H+eiωres·](ω)t0ωres
e−iωv′

dω dv′

∣∣∣∣
+

∣∣∣∣∫ v

vγ (u)
eiσbr(u,v′)

∫
F[(φ′

L)|H+eiωres·](ω)ωt1ωres
e−iωv′

dω dv′

∣∣∣∣
+

∣∣∣∣∫ v

vγ (u)
eiσbr(u,v′)

∫
F[(φ′

L)|H+eiωres·](ω)ω2t̃ωres(ω)e
−iωv′

dω dv′

∣∣∣∣. (5-184)

For the first term we directly take the inverse Fourier transform and estimate∣∣∣∣∫ v

vγ (u)
eiσbr(u,v′)

∫
R

F[(φ′

L)|H+eiωres·](ω)t0ωres
e−iωv′

dω dv′

∣∣∣∣
≲

∣∣∣∣ ∫ v

vγ (u)
eiσbr(u,v′)eiωresv

′

(φ′

L)|H+(v′) dv′

∣∣∣∣. (5-185)
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Similarly, for the second term we integrate by parts and obtain∣∣∣∣∫ v

vγ (u)
eiσbr(u,v′)

∫
R

F[(φ′

L)|H+eiωres·](ω)ωt1ωres
e−iωv′

dω dv′

∣∣∣∣
≲

∣∣∣∣∫ v

vγ (u)
eiσbr(u,v′) ∂v′(eiωresv

′

(φ′

L)|H+(v′)) dv′

∣∣∣∣
≲ ⟨u⟩

−s
∥⟨v⟩s(φ′

L)|H+∥L∞ +

∣∣∣∣∫ v

vγ (u)
|∂v′σbr(u, v′)||(φ′

L)|H+(v′)| dv′

∣∣∣∣
≲ ⟨u⟩

2−3s
∥vs(φ′

L)|H+∥L∞ . (5-186)

Using the same method as above, the third term satisfies∣∣∣∣∫ v

vγ (u)
eiσbr(u,v′)

∫
F[(φ′

L)|H+eiωres·](ω)ω2t̃ωres(ω)e
−iωv′

dω dv′

∣∣∣∣
≲

∣∣∣∣∫ v

vγ (u)
∂v′(eiσbr(u,v′))

∫
F[∂ṽ((φ

′

L)|H+eiωresṽ)](ω)t̃ωres(ω)e
−iωv′

dω dv′

∣∣∣∣ (5-187)

+

∣∣∣∣∫ F[∂ṽ((φ
′

L)|H+eiωresṽ)](ω)t̃ωres(ω)e
−iωv dω

∣∣∣∣ (5-188)

+

∣∣∣∣∫ F[∂ṽ((φ
′

L)|H+eiωresṽ)](ω)t̃ωres(ω)e
iωvγ (u) dω

∣∣∣∣. (5-189)

We will now estimate the three terms individually.
We start with integrand of (5-187) and note that the other terms (5-188) and (5-189) are treated

analogously. We write∣∣∣∣∫ F[∂ṽ((φ
′

L)|H+eiωresṽ)](ω)t̃ωres(ω)e
−iωv′

dω
∣∣∣∣≲ ∣∣∣∣[∂ṽ((φ′

L)|H+eiωresṽ)]∗F(t̃ωres)

∣∣∣∣(v′)

=

∣∣∣∣∫
R

∂ṽ((φ
′

L)|H+eiωresṽ)(ṽ)F(t̃ωres)(v
′
−ṽ)dṽ

∣∣∣∣. (5-190)

To estimate the convolution, we note that for v′
≥ 2R, either |ṽ| ≥ R or |ṽ− v′

| ≥ R. Thus,∣∣∣∣∫
R

∂ṽ((φ
′

L)|H+eiωresṽ)(ṽ)F(t̃ωres)(v
′
− ṽ) dṽ

∣∣∣∣
≲

∣∣∣∣∫
|ṽ|≥R

∂ṽ((φ
′

L)|H+eiωresṽ)(ṽ)F(t̃ωres)(v
′
− ṽ) dṽ

∣∣∣∣ + ∣∣∣∣∫
|ṽ−v′|≥R

∂ṽ((φ
′

L)|H+eiωresṽ)(ṽ)F(t̃ωres)(v
′
− ṽ) dṽ

∣∣∣∣
≲ R−s

∣∣∣∣∫
|ṽ|≥R

|F(t̃ωres)(v
′
− ṽ)| dṽ

∣∣∣∣(∥vs(φ′

L)|H+∥L∞ + ∥vs ∂v(φ
′

L)|H+∥L∞)

+ R−1
∣∣∣∣∫

|ṽ−v′|≥R
|∂ṽ((φ

′

L)|H+eiωresṽ)(ṽ)||v′
− ṽ||F(t̃ωres)(v

′
− ṽ)| dṽ

∣∣∣∣
≲ ⟨v′

⟩
−s

∥(∥vs(φ′

L)|H+∥L∞ + ∥vs ∂v(φ
′

L)|H+∥L∞)∥F(t̃ωres)∥L1 + ⟨ṽ⟩−1 E1[(φ
′

L)|H+]∥⟨v⟩F(t̃ωres)∥L2

≲ ⟨v′
⟩
−s((∥vs(φ′

L)|H+∥L∞ + ∥vs ∂v(φ
′

L)|H+∥L∞)+ E1[(φ
′

L)|H+]), (5-191)
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where we used (5-183). Now, plugging these estimates in (5-187), (5-188) and (5-189) and using that
|∂vσbr| ≲ ⟨v⟩1−2s, we obtain, since 3

4 < s ≤ 1∣∣∣∣∫ v

vγ (u)
eiσbr(u,v′) ∂v′(eiωresr∗

rφ′

L)

∣∣∣∣ dv′ ≲ ⟨u⟩
2−3s(∥vs(φ′

L)|H+∥L∞ + ∥vs ∂v(φ
′

L)|H+∥L∞ + E1[(φ
′

L)|H+]).

This shows (D).

(E) Assume that (φ′
L)|H+ is such that the arising solution φ′

L satisfies ∂v(eiωresr∗

rφ′
L)(u, · ) ∈ L1

v on some
constant u surface. Then, in view of (5-180), we have that∥∥∥∥∫

R

F[(φ′

L)|H+eiωres·](ω)tωres(ω)e
−iωv dω

∥∥∥∥
L1
v

≲ ∥∂v(reiωresr∗

φ′

L(u, v))∥L1
v
+ ∥8error∥L1

v

≲ ∥∂v(reiωresr∗

φ′

L(u, v))∥L1
v
+ E1[(φ

′

L)|H+]. (5-192)

We will first consider the cases for which tωres does not have any zeros (i.e., Zt = ∅); see Lemma 5.10.
Then 1/tωres ≲ ⟨ω⟩

−1 since |t|2 = |r|2 +ω(ω−ωres). For that, also recall tωres(ω)= t(ω+ωres). Moreover,
in this case, F−1

[1/tωres] ∈ L1
v since 1/tωres ∈ L2

ω, ∂ω(1/tωres) ∈ L2
ω. Thus, 1/tωres is a L1 bounded Fourier

multiplier. Hence, using that 1 = tωres(1/tωres) and (5-192), we obtain

∥(φ′

L)|H+∥L1
v
≲

∥∥∥∥∫
R

F[(φ′

L)|H+eiωres·](ω)tωres(ω)e
−iωv dω

∥∥∥∥
L1
v

≲ ∥∂v(reiωresr∗

φ′

L(u, v))∥L1
v
+ E1[(φ

′

L)|H+]. (5-193)

Now, we consider the case, where t potentially has zeros, all of which have to lie in Zδ
t . Then, by the

inverse triangle inequality applied to (5-192) we obtain

∥∂v(reiωresr∗

φ′

L(u, v))∥L1
v
+ E1[(φ

′

L)|H+]

≳

∥∥∥∥∫
R

F[(φ′

L)|H+eiωres·](ω)tωres(ω)e
−iωv dω

∥∥∥∥
L1
v

≥

∥∥∥∥∫
R

F[(φ′

L)|H+eiωres·](ω)(1 −χδ(ω+ωres))tωres(ω)e
−iωv dω

∥∥∥∥
L1
v

−

∥∥∥∥∫
R

F[(φ′

L)|H+eiωres·](ω)χδ(ω+ωres)tωres(ω)e
−iωv dω

∥∥∥∥
L1
v

, (5-194)

where we recall that χδ is supported in Zδ
t . For the first term we use |1/t|≲δ ⟨ω⟩

−1 on R−Zδ
t and obtain∥∥∥∥∫

R

F[(φ′

L)|H+eiωres·](ω)(1−χδ(ω+ωres))tωres(ω)e
−iωv dω

∥∥∥∥
L1
v

≳δ ∥(1−Pδ)(φ′

L)|H+∥L1
v

≥ ∥(φ′

L)|H+∥L1
v
−∥Pδ(φ′

L)|H+∥L1
v
. (5-195)

For the second term we use t ·χδ ∈ C∞
c and obtain∥∥∥∥∫

R

F[(φ′

L)|H+eiωres·](ω)χδ(ω+ωres)tωres(ω)e
−iωv dω

∥∥∥∥
L1
v

≲ ∥Pδ(φ′

L)|H+∥L1
v
. (5-196)
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Putting everything together yields

∥(φ′

L)|H+∥L1
v
≲δ ∥∂v(reiωresr∗

φ′

L(u, v))∥L1
v
+ E1[(φ

′

L)|H+] + ∥Pδ(φ′

L)|H+∥L1
v
. (5-197)

This shows part (E) and concludes the proof of Theorem V. □

To connect with the nonlinear theory and the various oscillation spaces from Section 3D we state the
following corollaries from Theorem V. We will also introduce a smooth positive cut-off supported only
on v ≥ v0 + 2 and such that χ≥v0+3 = 1 for v ≥ v0 + 3. We assume that |∂vχ≥v0+3| ≤ 2. We also recall
the notation ψ ′

L = rφ′
L.

Corollary 5.25. Let φH+ ∈SL be arbitrary and define (φ′
L)|H+(v) :=χ≥v0+3(v)φH+(v), which we trivially

extend for v ≤ v0. Let φ′
L be the unique solution of (5-3) with data (φ′

L)|H+ on H+ and no incoming data
from the left event horizon. Note that by the definition of SL

(
recalling s ∈

( 3
4 , 1

])
we have that for all

v ≥ v0

vs(|(φ′

L)|H+ |(v)+ |∂v(φ
′

L)|H+ |(v))≤ 4D1. (5-198)

(1) If φH+ ∈ O, then

sup
v≥v0,u0≤us

∣∣∣∣∫ v

v0

eiq0σbr(v
′)eiq0

∫ v
v0
(A′

RN)v(u0,v
′) dv′

DRN
v ψ ′

L(u0, v
′) dv′

∣∣∣∣<+∞ (5-199)

for all σbr satisfying (3-15), (3-16).

(2) If φH+ ∈ O′, then additionally for all u0 ≤ us

lim
v→+∞

∣∣∣∣∫ v

v0

eiq0σbr(v
′)eiq0

∫ v
v0
(A′

RN)v(u0,v
′) dv′

DRN
v ψ ′

L(u0, v
′) dv′

∣∣∣∣ (5-200)

exists and is finite for all σbr satisfying (3-15), (3-16).

(3) If φH+ ∈O′′, then additionally for all Dbr > 0 there exists D′
= D′(e,M, D1, s, q0,m2, Dbr) > 0 and

η̃0(e,M, D1, s, q0,m2, Dbr) > 0 such that for all σbr satisfying (3-15), (3-16) and for all (u, v) ∈ LB∣∣∣∣∫ v

vγ (u)
eiq0σbr(v

′)eiq0
∫ v
v0
(A′

RN)v(u,v
′) dv′

DRN
v ψ ′

L(u, v
′) dv′

∣∣∣∣ ≲ D′
· |u|

s−1−η̃0 . (5-201)

(4) Assume that q0 = 0, m2 /∈ D(M, e) and that φH+ ∈ NO = SL−O. Then for all u ∈ R

lim sup
v→+∞

|φ′

L|(u, v)= +∞. (5-202)

Remark 5.26. It should be noted that for the nonlinear problem we will impose nonzero data on C in. For
the difference estimates it however suffices if the linear data and the nonlinear data agree eventually on H+.

Proof. We begin by noting that φH+ ∈ O,O′,O′′ if and only if 1
4(φ

′
L)|H+(v) =

1
4χ≥v0+3(v)φH+(v) ∈

O,O′,O′′, respectively.12

12The factor 1
4 is just to make sure that 1

4χ≥v0+3(v)φH+(v) ∈ SL if φH+ ∈ SL.
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Now, the first statement is a consequence of part (D) of Theorem V, the expression for the gauge
derivative in (5-7) and the fact that for some bounded function f (u)

q0

∫ v

v0

(A′

RN)v′(u, v′) dv′
= −

1
2

∫ v

v0

(ω− −ωr ) dv′
+

1
2
ωres · (v− v0)

= −
1
2

∫
+∞

v0

(ω− −ωr ) dv′
+

1
2

∫
+∞

v

(ω− −ωr ) dv′
+

1
2
ωres · (2r∗

− u − v0)

= ωresr∗
+ f (u)+ O(�2

RN(r
∗)). (5-203)

The second statement follows completely analogously. For the third statement, we use part (D) of
Theorem V, and that, defining 0< η̃η0 = min

{
η0,

1
10(3s − 4)

}
(where η0 is as in the definition of O′′),

we have min(1 − s + η̃0, 2s − 3)= 1 − s + η̃0 for some η̃0 > 0 as s > 3
4 .

Now, we proceed to the last statement. Indeed, under the assumption q0 = 0 and m2 /∈ D(M, e), we
have that r(ω= 0) ̸= 0. Thus, from Theorem V(A), and the assumption φH+ ∈NO, the claim follows. □

Moreover, we also deduce a result of Ẇ 1,1 blow-up along outgoing cones for the linearized solution in
the following sense. To state the following corollary we recall the definition of Pδ as in Section 4E.

Corollary 5.27. Let the assumptions of Corollary 5.25 hold.

(1) Assume that Pδ(φH+) ∈ L1 for some δ > 0. Then, for all u ≤ us , we have∫
+∞

v0

|φH+ |(v′) dv′ ≲δ

∫
+∞

v0

|DRN
v ψ ′

L|(u, v) dv+ ∥Pδ(φH+)∥L1
v
+ D1, (5-204)

recalling the definition ψ ′
L = rRNφ

′
L. In particular, if

φH+ ∈ SL− L1(H+) with Pδ(φH+) ∈ L1(R) for some δ > 0, (5-205)

then for all u ≤ us , ∫
+∞

v0

|DRN
v ψ ′

L|(u, v′) dv′
= +∞. (5-206)

Thus, the set of data φH+ ∈ SL leading to blow-up for each u ≤ us as in (5-206) is generic in the sense
that its complement H is the set H = H0 ∩SL for some vector space H0 ⊂ SL0 of infinite codimension
in SL0, where we recall (3-13) for the definition of SL0.

(2) Assume 0< |q0e|< ϵ(M, e,m2) or q0 = 0 and m2 /∈ D(M, e). Then, for all u ≤ us , we have∫
+∞

v0

|φH+ |(v′) dv′ ≲
∫

+∞

v0

|DRN
v ψ ′

L|(u, v′) dv′
+ D0. (5-207)

In particular, if φH+ ∈ SL− L1(H+), then∫
+∞

v0

|DRN
v ψ ′

L|(u, v′) dv′
= +∞.

Proof. The statements follow from Theorem V(E). The genericity of SL− H in the first statement is a
direct consequence of (5-205). We have also used that Pδ((φ′

L)|H+) ∈ L1 if and only if Pδ(φH+) ∈ L1. □
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6. Nonlinear estimates for the EMKG system and extendibility properties of the metric

We give a brief outline of Section 6:

(1) In Section 6A we recall the time-decay estimates that were established in the nonlinear setting by the
second author in [Van de Moortel 2018] (see Theorem B). These estimates play a crucial role in the proof
of the Cauchy horizon (in-)stability and will also be essential to the analysis of the present paper. Recall
that the various gauges were defined in Sections 3 and 2C.

(2) In Sections 6B and 6B3, we provide some useful nonlinear estimates, and show how to deduce the
continuous extendibility of the metric from the boundedness of the scalar field. To do so, we will in
particular exploit the algebraic structure of the nonlinear terms in the Einstein equations.

(3) In Section 6C, we estimate the difference of the dynamical metric g with the Reissner–Nordström
metric gRN and the difference of the scalar field φ and its linear counterpart φL (φL differs from φ′

L of
Section 5 by a gauge change; see Section 6C). If q0 = 0, we show that these differences are bounded, thus
showing the coupled φ is bounded if and only if its linear counterpart φL is bounded. If q0 ̸=0, the estimates
are more involved and include a backreaction contribution from the Maxwell field; see Section 6C4.

(4) In Section 6D, we combine the results from the linear theory (Section 5) with the results above to
prove Theorems I (i) (Section 6D1), I (ii) (Section 6D2), II (Section 6D3) and III (Section 6D4).

Throughout Section 6 we will work under the assumptions of Theorem B.

6A. The existence of a Cauchy horizon for the EMKG system and previously proven nonlinear estimates.
We use five different regions which partition the domain [−∞, us] × [v0,+∞]; see Figure 7. To this
effect, we first introduce the function h(v) as in [Van de Moortel 2018, Proposition 4.4]; namely we
define h(v) by the relation

�2
H (U = 0, v)= e2K+·(v+h(v)−v0). (6-1)

Note that h(v0)= 0 by gauges (3-7), (3-6). It is proven in [Van de Moortel 2018] that as v → +∞

h(v)= O(v2−2s)1s<1 + O(log(v))1s=1, h′(v)= O(v1−2s), h′′(v)= O(v−2s). (6-2)

Now we can introduce the five regions partitioning our spacetime {0 ≤ U ≤ Us, v ≥ v0}:

(1) The event horizon H+
= {u = −∞} = {U = 0}.

(2) The red-shift region R = {u + v+ h(v)≤ −1}.

(3) The no-shift region N := {−1≤ u + v+ h(v)≤1N }.

(4) The early blue-shift region

EB :=

{
1N ≤ u + v+ h(v)≤ −1′

+
2s

2|K−|
log(v)

}
,

assuming that |us |is sufficiently large so that 1N +1′ < (2s/(2|K−|)) log(v) in EB.
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CHi+

i+

H+C in

LB

EB

N

R

Figure 7. Division of a rectangular neighborhood of i+ into five spacetime regions.

(5) The late blue-shift13 region

LB :=

{
−1′

+
2s

2|K−|
log(v+ h(v))≤ u + v+ h(v)

}
.

In the proof of Theorem B, it was shown that there exists a large constant10(M,e,q0,m2,s,D1,D2)>0
such that, if 1,1N ,1

′ >10, the following estimates (as enumerated below) are true. In the course of
the proof of the new result, we will implicitly always assume that 1,1N ,1

′ > 10 and choose when
necessary 1,1N ,1

′ >11 for some 11(M, e, q0,m2, s, D1, D2) > 10 that will be defined later.

Proposition 6.1 (nonlinear estimates on the event horizon H+ [Van de Moortel 2018]). There exists a
constant DH = DH (M, e, q0,m2, s, D1, D2) > 0 such that the following estimates hold true on H+

=

{U = 0, v ≥ v0}:

|Q(0, v)− e| ≤ DH · v1−2s, (6-3)

|ϖ(0, v)− M | ≤ DH · v1−2s, (6-4)

0 ≤ λ(0, v)≤ DH · v−2s, (6-5)

0 ≤ r+ − r(0, v)≤ DH · v1−2s, (6-6)

|∂v log(�2
H )(0, v)− 2K (0, v)| ≤ DH · v−2s, (6-7)

|2K+h′(v)+ [2K+ − 2K (0, v)]| ≤ DH · v−2s, (6-8)

|∂U log(�2
H )|(0, v)≤ DH ·�2

H (0, v), (6-9)

|∂Uφ|(0, v)≤ DH ·�2
H (0, v) · v

−s, (6-10)

|AU |(0, v)≤ DH ·�2
H (0, v). (6-11)

Proposition 6.2 (nonlinear estimates in the red-shift region R [Van de Moortel 2018]). There exists
a constant DR = DR(M, e, q0,m2, s, D1, D2) > 0 such that the following estimates hold true for all
(u, v) ∈ R:

13Note that the late blue-shift differs slightly from [Van de Moortel 2018] where it was defined to be LB :=

{−1′
+ (2s/(2|K−|)) log(v)≤ u + v+ h(v)}.
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|φ|(u, v)+ |Dvφ|(u, v)≤ DR · v−s, (6-12)

|Duφ|(u, v)≤ DR · e2K+·(u+v+h(v))
· v−s, (6-13)

|log(�2(u, v))− 2K+ · (u + v+ h(v))| ≤ DR ·�2(u, v), (6-14)

0 ≤ 1 − κ(u, v)≤ DR ·�2(u, v) · v−2s, (6-15)

|∂u log�2(u, v)| ≤ DR ·�2(u, v), (6-16)

|∂v log(�2)(u, v)− 2K (u, v)| ≤ DR · v−2s, (6-17)

0 ≤ r+ − r(u, v)≤ DR ·�2(u, v)+ v1−2s, (6-18)

|Q(u, v)− e| ≤ DR · v1−2s, (6-19)

|ϖ(u, v)− M | ≤ DR · v1−2s, (6-20)

|2K (u, v)− 2K+| ≤ DR ·�2(u, v)+ v1−2s . (6-21)

Proposition 6.3 (nonlinear estimates in the no-shift region N [Van de Moortel 2018]). There exists
a constant DN = DN (M, e, q0,m2, s, D1, D2) > 0 such that the following estimates hold true for all
(u, v) ∈ N :

|φ(u, v)| + |Dvφ(u, v)| ≤ DN · v−s, (6-22)

|Duφ(u, v)| ≤ DN · v−s, (6-23)∣∣∣∣log�2(u, v)− log
(
−

(
1 −

2M
r(u, v)

+
e2

r2(u, v)

))∣∣∣∣ ≤ DN · v1−2s, (6-24)

0 ≤ 1 − κ(u, v)≤ DN · v−2s, (6-25)

|1 − ι(u, v)| ≤ DN · v1−2s, (6-26)

|∂u log(�2)(u, v)− 2K (u, v)| ≤ DN · v1−2s, (6-27)

|∂v log(�2)(u, v)− 2K (u, v)| ≤ DN · v−2s, (6-28)

|Q(u, v)− e| ≤ DN · v1−2s . (6-29)

|ϖ(u, v)− M | ≤ DN · v1−2s . (6-30)

|log(�2)|(u, v)+ |log(r)|(u, v)≤ DN . (6-31)

Moreover, denoting by γN := {u + v+ h(v)=1N } the future boundary of N , we have on γN

�2(uγ (u), v)≤ DN · e2K−·1N . (6-32)

Proposition 6.4 (nonlinear estimates in the early blue-shift region EB [Van de Moortel 2018]). There
exists a constant DE = DE(M, e, q0,m2, s, D1, D2) > 0 such that the following estimates hold true for
all (u, v) ∈ EB:

|φ(u, v)| ≤ DE · v−s log(v), (6-33)

|Dvφ(u, v)| ≤ DE · v−s, (6-34)

|Duφ(u, v)| ≤ DE · v−s, (6-35)
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|log�2(u, v)− 2K− · (u + v+ h(v))| ≤ DE ·1 · e−2K+1 < 1, (6-36)

0 ≤ 1 − κ(u, v)≤
1
3 , (6-37)

|1 − ι(u, v)| ≤
1
3 , (6-38)

|∂u log(�2)(u, v)− 2K (u, v)| ≤ DE · v1−2s log(v)3, (6-39)

|∂v log(�2)(u, v)− 2K (u, v)| ≤ DE · v−2s log(v)3, (6-40)

|2K (u, v)− 2K−| ≤
1

1000 |K−|, (6-41)

|Q(u, v)− e| ≤ DE · v1−2s, (6-42)

|ϖ(u, v)− M | ≤ DE · v1−2s, (6-43)

|r(u, v)− r−(M, e)| ≤ DE · (v1−2s
+�2(u, v)). (6-44)

Moreover, denoting by γ := {u + v+ h(v) = −1′
+ (s/(2|K−|)) log(v)} the future boundary of EB,

we have on γ
�2(uγ (v), v)≤ DE · v−2s . (6-45)

Proposition 6.5 (nonlinear estimates in the late blue-shift region LB [Van de Moortel 2018]). There
exists a constant DL = DL(M, e, q0,m2, s, D1, D2) > 0 such that the following estimates hold true: for
all η > 0, there exists Cη > 0 such that for all (u, v) ∈ LB

�2η(u, v)|φ|(u, v)≤ Cη · v−s, (6-46)

�2η(u, v)|Q − e|(u, v)≤ Cη · v1−2s, (6-47)

|φ|
2(u, v)+ Q2(u, v)≤ DL · v2−2s1{s<1} + DL · [log(v)]21{s=1}, (6-48)

|Dvφ|(u, v)≤ DL · v−s, (6-49)

|∂v log(�2
CH)|(u, v)≤ DL · v1−2s1{s<1} + DL · log(v) · v−11{s=1}, (6-50)

0<�2(u, v)≤ −λ(u, v)≤ DL · v−2s, (6-51)

0<−ν(u, v)≤ DL · |u|
−2s . (6-52)

6B. Nonlinear estimates exploiting the algebraic structure. We emphasize that we do not necessarily
assume that φH+ ∈O in this section. The specific assumptions of this type are made in Section 6D only. In
fact, we use many of these estimates in our companion paper [Kehle and Van de Moortel ≥ 2024] as well
(where it is assumed that φH+ /∈O). Throughout Sections 6B–6D we use the notation | f (u, v)|≲ |g(u, v)|
if there exists a constant 0(M, e,m2, q0, D1, D2, s) > 0 such that | f (u, v)| ≤ 0 · |g(u, v)| for all (u, v)
in the spacetime region of interest.

6B1. Boundedness and continuous extendibility of Duψ . To reach the goals of this section, we must first
prove preliminary estimates on Duψ , where ψ := rφ is (what is called in the black hole exterior) the
radiation field. Since r is upper and lower bounded in our region of interest, it may be very surprising
to consider this quantity in the black hole interior. However, as it turns out, Duψ is always bounded,
while Duφ is bounded if and only if φ is (providing lim infv→+∞ |ν|(u, v) > 0, which is conjecturally a
generic condition; see [Van de Moortel 2021] for a discussion and proof of this result).
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Proposition 6.6. We have the following (gauge-independent) estimate for all (u, v) ∈ LB:

|Duψ |(u, v)≲ |u|
−s . (6-53)

Moreover, in the gauge (2-26), both Duψ and Au admit a bounded extension to the Cauchy horizon,
denoted by (Duψ)CH and (Au)

CH, respectively.

Proof. Using (2-45) with the estimates of Proposition 6.5, we have

|∂v(Duψ)| ≲ |λ| · |ν| · |φ| +�1.99
· v−s .

Finally with (6-51) and (6-48) we get

|∂v(Duψ)| ≲ v
1−3s

· |u|
−2s

+�1.99
· v−s .

Now the left-hand side is integrable in v since s > 2
3 so Duψ admits a bounded extension by integrability

and integrating from γ we obtain the estimate, in view of the estimate on γ from Proposition 6.4. To
conclude, the extendibility of Au follows from (2-39) and the estimates of Proposition 6.5 that show that
|∂vAu| is integrable in v. □

6B2. Key estimates for a candidate coordinate system (u, V ) for a continuous extension. In this section,
we construct an adequate coordinate system (u, V ), in which the boundedness of the metric coefficient
log(�2

CH) related to (u, V ) by �2
CH = −2g(∂u, ∂V ) follows from the boundedness of the scalar field φ.

Proposition 6.7. There exists a coordinate system (u, V ) for which V (v) < 1, and limv→+∞ V (v)= 1
and for which, defining the metric coefficient �2

CH du dV =�2 du dv, we have for all (u, v) ∈ LB:∣∣∣∣∂v(log(�2
CH)(u, v)+ |φ|

2(u, v)+
∫ us

u

|ν|

r
|φ|

2(u′, v) du′

)∣∣∣∣ ≲ v2−4s
+ v−2s

|log(v)|3, (6-54)

and∣∣∣∣∂v∂u

(
log(�2

CH)(u, v)+ |φ|
2(u, v)+

∫ us

u

|ν|

r
|φ|

2(u′, v) du′

)∣∣∣∣
≲ |u|

−2s
· (v2−4s

+ v−2s
|log(v)|3)+ |u|

−s
· v1−3s . (6-55)

As a consequence, the quantity ϒ defined as

ϒ(u, v) := log(�2
CH)+ |φ|

2
+

∫ us

u

|ν|

r
|φ|

2 du′ (6-56)

admits a continuous extension ϒCH(u) across CHi+ and

∂uϒ = ∂u

(
log(�2

CH)+ |φ|
2
+

∫ us

u

|ν|

r
|φ|

2 du′

)
(6-57)

admits a bounded extension across CHi+ .

Proof. We first use (2-43) to establish the two formulae

∂u∂v(r |φ|
2)

r
= ∂u∂v(|φ|

2)+
ν

r
∂v(|φ|

2)+
1
r
∂u(λ|φ|

2),

−2ℜ(Duφ∂vφ)=
−∂u∂v(r |φ|

2)

r
+

(
∂u∂vr

r
−

m2�2

2

)
|φ|

2.
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Now we define 2Kγ (v) := 2K (uγ (v), v) and we rewrite (2-33) using the two last formulae∣∣∣∣∂u(∂v log(�2)−2Kγ (v)+∂v(|φ|
2))+

ν

r
∂v(|φ|

2)+
1
r
∂u(λ|φ|

2)

∣∣∣∣≲ |λν|(1+|φ|
2)+�2(1+ Q2

+m2
|φ|

2).

First note that the right-hand side is O(|u|
−2s

·v2−4s
+|u|

−2s
·v−2s), using the estimates of Proposition 6.5.

Using (2-32), (6-53) and the other estimates of Proposition 6.5 we get

|∂u(λ|φ|
2)| = |∂u(r−2λ|ψ |

2)| ≲ |u|
−2sv2−4s

+ |u|
−s

· v1−3s .

This gives∣∣∣∣∂u(∂v log(�2)− 2Kγ (v)+ ∂v(|φ|
2))+

ν

r
∂v(|φ|

2)

∣∣∣∣ ≲ |u|
−2s

· v−2s
+|u|

−2sv2−4s
+|u|

−s
· v1−3s . (6-58)

Now we want to integrate both sides on [uγ (v), u]. Recall that on γ , |∂v log(�2)(uγ (v), v)− 2Kγ (v)| ≲
v−2s

|log(v)|3 and |∂v(φ
2)| ≲ v−2s

|log(v)|, as established in Proposition 6.4. Thus, we obtain∣∣∣∣∂v log(�2)− 2Kγ (v)+ ∂v(|φ|
2)+

∫ u

uγ (v)

ν

r
∂v(|φ|

2) du′

∣∣∣∣ ≲ v2−4s
+ v−2s

|log(v)|3. (6-59)

Now we write∫ u

uγ (v)

ν

r
∂v(|φ|

2) du′
=

∫ us

uγ (v)

ν

r
∂v(|φ|

2) du′
− ∂v

(∫ us

u

ν

r
|φ|

2 du′

)
+

∫ us

u
∂v

(
ν

r

)
|φ|

2 du′.

Using (2-32) and the estimates of Proposition 6.5 again, we see that∣∣∣∣∫ us

u
∂v

(
ν

r

)
|φ|

2 du′

∣∣∣∣ ≲ ∫ us

u
(|ν||λ| +�2(1 + Q2

+ |φ|
2))|φ|

2 du′ ≲ v2−4s .

Therefore we actually showed that∣∣∣∣∂v log(�2)− 2Kγ (v)+

∫ us

uγ (v)

ν

r
∂v(|φ|

2) du′
+ ∂v(|φ|

2)− ∂v

(∫ us

u

ν

r
|φ|

2 du′

)∣∣∣∣
≲ v2−4s

+ v−2s
|log(v)|3. (6-60)

Note that the second and the third terms of the left-hand-side only depend on v and not on u.
We define a new coordinate system (u, V ) with the equations

dV
dv

= e f (v), (6-61)

f ′(v)= 2Kγ (v)+

∫ us

uγ (v)

|ν|

r
∂v(|φ|

2)(u′, v) du′. (6-62)

By the estimates of Proposition 6.5, note that | f ′(v)− 2K−| ≲ v1−2s and we recall that K− < 0; thus
V ′(v) is integrable as v → +∞, and V (v) increases towards a limit V∞ which we can choose to be 1
without loss of generality. Therefore, we also have upon integration, as v → +∞:

1 − V (v)≈ e f (v).
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We also denote by �2
CH the metric coefficient in this system defined by �2

CH = −2g(∂u, ∂V ), i.e.,

�2
CH du dV =�2 du dv, hence �2

CH(u, v)=�2(u, v)e− f (v).

We then have the claimed estimate (6-54)∣∣∣∣∂v(log(�2
CH)+ |φ|

2
+

∫ us

u

|ν|

r
|φ|

2 du′

)∣∣∣∣ ≲ v2−4s
+ v−2s

|log(v)|3.

Clearly, (6-58) is a reformulation of (6-55). Since the right-hand sides of (6-54) and (6-55) are
integrable in v for s > 3

4 , a standard Cauchy sequence argument shows that ϒ(u, v) admits a continuous
extension, and ∂uϒ(u, v) has a (locally) bounded extension. □

6B3. Metric extendibility conditional on the boundedness of the scalar field. Now that we have built the
quantity ϒ and proven its extendibility, we will prove that the continuous extendibility of |φ| implies
the continuous extendibility of the metric (conversely, the blow-up of |φ| implies that there exists no
coordinate system (u, v) in which log(�2) is even bounded; see [Kehle and Van de Moortel ≥ 2024; Van
de Moortel 2019]).

Lemma 6.8. Assume that the function (u, v) ∈ LB → |φ|(u, v) extends continuously to CHi+ ∩ {u ≤ us}

as a continuous function |φ|CH(u). Then
∫ us

u (ν/r)|φ|
2(u′, V ) du′ extends continuously to CHi+ ∩{u ≤ us}

as a continuous function. Moreover, ν(u, v) extends to CHi+ ∩ {u ≤ us} as a bounded function νCH(u).

Remark 6.9. In fact, we do not prove directly that ν extends as continuous function across the Cauchy
horizon, as we do not control ∂uν. However, even though νCH might not be continuous in u, it is clearly
in L1

loc (and even in L1(CHi+ ∩ {u ≤ us}), as |νCH| ≲ |u|
−2s) which is sufficient for our purpose.

Proof. Using the estimates of Proposition 6.5, we see that for (u, v) ∈ LB

|∂vν|(u, v)≲ v−2s,

which shows, by integrability, that for all u ≤ us there exists νCH(u) such that limv→+∞ ν(u, v)= νCH(u).
Now take again u∞ < us and two sequences ui → u∞, Vi → 1, Vi < 1 and write∣∣∣∣∫ us

ui

ν

r
|φ|

2(u′, Vi ) du′
−

∫ us

ui

νCH(u′)

rCH(u′)
|φ|

2
CH(u

′) du′

∣∣∣∣
≤

∣∣∣∣∫ u∞

ui

ν

r
|φ|

2(u′, Vi ) du′

∣∣∣∣ + ∣∣∣∣∫ u∞

ui

νCH(u′)

rCH(u′)
|φ|

2
CH(u

′) du′

∣∣∣∣
+

∣∣∣∣∫ us

u∞

(
ν

r
|φ|

2(u′, Vi )−
νCH(u′)

rCH(u′)
|φ|

2
CH(u

′)

)
du′

∣∣∣∣.
Now both functions (ν/r)|φ|

2(u, V ) and (νCH(u′)/rCH(u′))|φ|
2
CH(u) are uniformly bounded in u and v

on a set of the form (u, V ) ∈ [u∞ − ϵ, us] × [1 − ϵ, 1] and

lim
i→+∞

ν

r
|φ|

2(u′, Vi )=
νCH(u′)

rCH(u′)
|φ|

2
CH(u

′),

so by the dominated convergence theorem, the last term tends to 0 as i tends to +∞.
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Moreover, the integrands of the first two terms are uniformly bounded, and thus these two terms tend
to 0 as i tends to +∞. This concludes the proof of the lemma. □

Corollary 6.10. Assume that the function (u, v)∈LB→|φ|(u, v) extends continuously to CHi+ ∩{u ≤ us}

as a continuous function |φ|CH(u). Then the metric g admits a continuous extension g̃, which can be
chosen to be C0-admissible (Definition 2.1).

Proof. It follows from Proposition 6.7 and Lemma 6.8 that�2
CH extends continuously to CHi+ ∩{u ≤ us}=

{u ≤ us}×{V = 1}. We know already that r extends continuously to CHi+ ∩{u ≤ us}= {u ≤ us}×{V = 1};
therefore, in view of the form of the metric (2-13), the corollary is proved. □

6C. Difference-type estimates on the scalar field and metric difference estimates. In this section, we
carry out the nonlinear difference estimates. To do this, we have to introduce a new coordinate involving
h(v) defined in (6-1) (see the difference estimate (6-64), to compare with (6-7)):

ṽ(v) := v+ h(v). (6-63)

Recalling (6-2), it is clear that ṽ = v · (1+ O(v1−2s)) and ∂ṽ f = ∂v f · (1+ O(v1−2s)) for all f . Note also

�̃2(u, ṽ(v))=
�2(u, v)
1 + h′(v)

= (1 + O(v1−2s)) ·�2(u, v),

∂ṽ log(�̃2)(u, ṽ(v))=
∂v log(�2)(u, v)

1 + h′(v)
−

h′′(v)

[1 + h′(v)]2 = (1 + O(v1−2s)) · ∂v log(�2)(u, v)+ O(v−2s),

where �̃2
:= −2g(∂u, ∂ṽ). Estimates from Section 6A can be easily translated into (u, ṽ)-coordinates:

Lemma 6.11. Defining �̃2
H := −2g(∂U , ∂ṽ), the estimate (6-7) on H+ is replaced by∣∣∣∣log

(
�̃2(0, ṽ)
�2

RN(0, ṽ)

)∣∣∣∣ =

∣∣∣∣log
(

�̃2
H (0, ṽ)

(�2
RN)H (0, ṽ)

)∣∣∣∣ ≲ ṽ1−2s, |∂ṽ log(�̃2
H )(0, ṽ)− 2K+| ≲ ṽ−2s . (6-64)

Moreover, (6-14), (6-17) are replaced by the following estimates valid in the spacetime region R:

e2K+(u+ṽ) ≲ �̃2(U, ṽ)≲ e2K+(u+ṽ), |∂ṽ log(�̃2)(U, ṽ)− 2K+| ≲ ṽ−2s . (6-65)

Finally, (6-28) and (6-40) are replaced by the following (weaker) estimates in the regions N ∪ EB:

|∂ṽ log(�̃2)(U, ṽ)− 2K (U, ṽ)| ≲ ṽ1−2s . (6-66)

All the others estimates of Section 6A are still valid replacing v by ṽ, �2 by �̃2 and so on (adjusting the
constants with no loss of generality, i.e., replacing DH by 2DH , DR by 2DR , 1

3 by 2
3 etc.).

Proof. This follows from the equation �̃2
H (0, ṽ)= e2K+·(ṽ−v0)/(1 + h′(v)) (using the identity (6-1)) and

(6-8), (6-2). □

Notation. In view of Lemma 6.11, from now on and until the end of the paper, we make a mild abuse of
notation and redefine v to be this new ṽ given by (6-63) with the necessary adjustments, i.e., λ becomes
the notation for ∂ṽr , �2 the notation for −2g(∂u, ∂ṽ), etc. We will not use the old definition of v any
longer in what follows.
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The goal of this section is to take the difference between φ(u, v) and φL(u, v) and estimate the quantity

δφ(u, v) := φ(u, v)−φL(u, v), (6-67)

where φL solves the linear equation

(∇µ + iq0(ARN)µ)(∇
µ

+ iq0(ARN)µ)φL − m2φL = 0 (6-68)

on the fixed Reissner–Nordström background (2-7) in the gauge ARN as in (2-30). More precisely, we
will define data for φL on H+ (data on C in is irrelevant) so as to match the data φH+ ∈ SL for φ on H+

(see the paragraph immediately below): Our goal is then to prove that δφ is bounded and continuously
extendible (for q0 = 0), and similar estimates featuring nonlinear backreaction if q0 ̸= 0.

We now define φL on Q+ as the unique solution of (6-68) on the fixed Reissner–Nordström metric
(2-7) with parameters (M, e) and with data

φL(u, v0)≡ 0 for all u ∈ (−∞, us],

(φL)|H+(v)≡ χ≥v0+3(v)φH+(v) for all v ∈ [v0,+∞),

where χv0+≥3 is the smooth cut-off supported on v ≥ v0 + 2 and χ≥v0+3 = 1 for v ≥ v0 + 3 as defined in
Corollary 5.25.

Remark 6.12. Note that the unique solution φ′
L arising from the above data in the gauge (2-31), which is

used in Section 5, agrees with φL up to a gauge transformation as the gauges agree for the initial data, in
particular, ARN

v = (A′

RN)v = 0 on the event horizon by construction.

Recall that φL is also a solution of (2-36), (2-43), (2-45), (2-44) where (r, �2, A, D, φ) are all replaced
by their Reissner–Nordström analogs (rRN, �

2
RN, ARN, DRN, φL). Similarly, rRN, �2

RN, ARN also satisfy
the equations of Section 2D with φ ≡ 0 (i.e., (2-7) satisfies the Einstein–Maxwell equations in spherical
symmetry), a fact we will repetitively use.

The estimates of [Van de Moortel 2018], that are recalled in Section 6A and stated in Lemma 6.11
in our new coordinate system, are key to our new difference estimates. We will use these estimates
throughout the argument, without necessarily referring to them explicitly.

6C1. Difference estimates in the red-shift region.

Proposition 6.13. There exists D′

H (M, e, q0,m2, s, D1, D2) > 0 such that for all (u, v) ∈ R

|r(u, v)− rRN(u, v)| + |λ(u, v)− λRN(u, v)|

+ |Q(u, v)− e| + |log(�2)(u, v)− log(�2
RN)(u, v)| ≤ D′

H · v1−2s, (6-69)

|∂u log(�2)(u, v)− ∂u log(�2
RN)(u, v)| + |ν(u, v)− νRN(u, v)|

+ |Au(u, v)− ARN
u (u, v)| ≤ D′

H · e2K+(u+v)
· v1−2s, (6-70)

|∂uδφ| ≤ D′

H · e2K+(u+v)
· v1−3s, (6-71)

|δφ| + |∂vδφ| ≤ D′

H · v1−3s . (6-72)
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Proof. First, recall that rRN ≡ r+(M, e), QRN ≡ e, ϖRN ≡ M, and λRN ≡ 0 on the event horizon H+,
by definition. Lastly, recall that Au = ARN

u on C in by the gauge choice (3-5). Recalling that DH > 0 is
defined in Proposition 6.1, we bootstrap the estimates

|r(u, v)− rRN(u, v)| ≤ 4DH · v1−2s, (6-73)

|log(�2)(u, v)− log(�2
RN)(u, v)| ≤ 4BH · v1−2s (6-74)

for BH (M, e, q0,m2, D1, D2) > 0 defined as the constant in (6-64) such that∣∣∣∣log
(
�2(0, v)
�2

RN(0, v)

)∣∣∣∣ ≤ BH · v1−2s

in the new coordinate v. Plugging these bootstraps into (2-42) and using (6-10), (6-65), we find that

|∂u(r ∂vr − rRN ∂vrRN)| = |∂u(rλ− rRNλRN)| ≲ |�2
−�2

RN| +�2
· (|φ|

2
+ |r − rRN| + |Q − e|)

≲ e2K+(u+v)
· v1−2s,

where we used

|�2
−�2

RN| ≲�2
·

∣∣∣∣log
(
�2

�2
RN

)∣∣∣∣ ≲�2
· v1−2s .

This is also equivalent (recalling (3-12)) to

|∂U (rλ− rRNλRN)| ≲ e2K+v · v1−2s .

Integrating the above using (6-5) we get

|rλ− rλRN| ≲ v−2s
+�2

· v1−2s . (6-75)

Writing now the difference for (2-32), taking advantage of (6-75) and the bootstraps gives

|∂v∂U (r − rRN)| ≲ |λRN| · |∂Ur − ∂UrRN| + e2K+vv−2s
+ e2K+vv1−2s .

Integrating in v using a Gronwall estimate and the boundedness of ∂Ur on C in we get

|∂Ur − ∂UrRN| ≲ 1 + e2K+v · v1−2s,

which, upon integrating in U this time and using (6-6) gives

|r − rRN| ≤ DH · v1−2s
+ D · e2K+(u+v)e−2K+v + D · e2K+(u+v)

· v1−2s,

where D(M, e, q0,m2, D1, D2) > 0. Choosing 1 sufficiently large such that

e2K+(u+v)
≤ e−2K+1 < D−1

· DH

allows us to retrieve bootstrap (6-73).
Similarly plugging (6-12), (6-13), (6-74) and the previously proven estimates into (2-33) we get

|∂u∂v(log(�2)− log(�2
RN))| ≲ |Duφ| · |∂vφ| + |�2

−�2
RN| +�2

· v1−2s ≲�2
· v1−2s,
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or equivalently using (6-65)

|∂v∂U (log(�2)− log(�2
RN))| ≲ e2K+v · v1−2s .

Integrating in v using the boundedness of ∂U log(�2) and ∂U log(�2
RN) on C in we get

|∂U (log(�2)− log(�2
RN))| ≲ 1 + e2K+v · v1−2s ≲ e2K+v · v1−2s,

from which we retrieve bootstrap (6-74), using the smallness of e−2K+1 as we did above.
Now all bootstraps are closed and we continue with the proof of the claimed difference estimates.

Taking the difference between (2-39) and its Reissner–Nordström version, and integrating in v using
Au(u, v0)− ARN

u (u, v0)= 0, we obtain

|Au(u, v)− ARN
u (u, v)| ≲ e2K+·(u+v)

· v1−2s .

For δφ, we introduce a new bootstrap assumption (completely independently from the other bootstrap
assumptions that have already been retrieved), which is true on C in by assumption:

|∂uδφ|(u, v)≤ B1 · e2K+(u+v)
· v1−3s (6-76)

for some B1 > 0 large enough to be chosen later. Integrating in u and using |δφ| ≲ v1−3s on the event
horizon H+ (since δφ|H+ ≡ 0 for v ≥ 3) gives

|δφ|(u, v)≲ (1 + B1) · e2K+(u+v)
· v1−3s ≲ (1 + B1) · e−2K+1 · v1−3s . (6-77)

Now we take the difference of (2-36) obeyed by φ and the corresponding equation obeyed by φL,
namely

∂u∂v(δφ)= −
∂uδφ ∂vr

r
−
∂vδφ ∂ur

r
+

q0i�2

4r2 Q δφ−
m2�2

4
δφ− iq0 Au

δφ ∂vr
r

− iq0 Au ∂vδφ

− ∂uφL

[
∂vr
r

−
∂vrRN

rRN

]
− ∂vφL

[
∂ur
r

−
∂urRN

rRN

]
+

[
q0i�2

4r2 Q −
q0i�2

RN

4r2
RN

e
]
φL

−
m2

[�2
−�2

RN]

4
φL − iq0

[
Au
∂vr
r

− ARN
u
∂vrRN

rRN

]
φL − iq0[Au − ARN

u ]∂vφL.

We get, using also (6-76), (6-77) and (6-65) (note that one can write φL = φ−δφ and use (6-12), (6-13)
to bound φ and (6-76), (6-77) to bound φL)

|∂u∂vδφ| ≲ e2K+(u+v)
· (1 + B1) · v

1−3s
+ v−s

· e2K+(u+v)
· |∂vδφ|. (6-78)

Integrating in u and using Gronwall’s estimate we get (recalling that |∂vδφ| ≲ v1−3s on H+) we get

|∂vδφ| ≲ (1 + B1 · e−2K+1) · v1−3s,

and using this in (6-78) we get

|∂v∂uδφ| ≲ e2K+(u+v)
· (1 + B1) · v

1−3s
+ B1 · e−2K+1 · v1−4s

· e2K+(u+v).
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Integrating in v this time, choosing B1 appropriately and using the smallness of e−2K+1, retrieves, together
with another integration in u, bootstrap (6-76), gives the claimed estimates on δφ and concludes the
proof. □

6C2. Difference estimates in the no-shift region.

Proposition 6.14. There exists CN = CN (M, e, q0,m2, s, D1, D2) > 0 such that the following estimates
are satisfied for all (u, v) ∈ N :

|r(u, v)− rRN(u, v)| + |Q(u, v)− e| + |log(�2)(u, v)− log(�2
RN)(u, v)| ≤ CN · v1−2s,

|∂v log(�2)(u, v)− ∂v log(�2
RN)(u, v)| + |∂u log(�2)(u, v)− ∂u log(�2

RN)(u, v)|

+ |λ(u, v)− λRN(u, v)| + |ν(u, v)− νRN(u, v)| + |Au(u, v)− ARN
u (u, v)| ≤ CN · v1−2s,

|δφ| + |∂uδφ| + |∂vδφ| ≤ CN · v1−3s .

Proof. The proof consists of combination of the proof of Proposition 6.13 with that of in [Van de Moortel
2018, Proposition 4.7]: we partition N into smaller regions Nk := {−1+ (k − 1)ϵ ≤ u + v ≤ −1+ kϵ}
for k ∈ [[1, N ]] and N ·ϵ =1′. We will prove the result by finite induction on k. The induction hypothesis
is that the following estimates hold in Nk :

|r(u, v)− rRN(u, v)| + |λ(u, v)− λRN(u, v)| + |log(�2)(u, v)− log(�2
RN)(u, v)| ≤ Ck · v1−2s, (6-79)

|ν(u, v)− νRN(u, v)| + |Au(u, v)− ARN
u (u, v)| ≤ Ck · v1−2s, (6-80)

where Ck = 2k
· BN for a large enough constant BN > 0 to be determined later. The estimates of

Proposition 6.13 render the initialization of the induction true for BN large enough. So we assume that
(6-79), (6-80) hold for Nk and we prove them in Nk+1. As before we bootstrap

|r(u,v)−rRN(u,v)|+|λ(u,v)−λRN(u,v)|+|log(�2)(u,v)−log(�2
RN)(u,v)| ≤ 4Ck ·v

1−2s, (6-81)

|ν(u,v)−νRN(u,v)|+|Au(u,v)−ARN
u (u,v)| ≤ 4Ck ·v

1−2s . (6-82)

We treat one typical term, to show the specificity of the no-shift region N compared to R: under the
bootstraps and (6-31), (6-29) we have

|∂u∂vr | ≲ (1 + Ck) · v
1−2s

∼ Ck · |u|
1−2s .

Upon integration in the u direction, it gives, using (6-79) in the past, for some E(M, e, q0,m2, D1, D2)>0

|λ− λRN| ≤ Ck · v1−2s
+ E · ϵ · Ck · v1−2s

;

thus for ϵ > 0 sufficiently small, so that E ·ϵ < 1, we close the part of bootstrap (6-81) relative to λ−λRN.
The other terms are addressed similarly, we omit the details. Such estimates allow us to retrieve bootstraps
(6-81), (6-82) and prove the induction hypothesis. Once this is done, we can prove difference estimates
for δφ exactly as in Proposition 6.13. □
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6C3. Difference estimates in the early blue-shift region.

Proposition 6.15. There exists a constant CE = CE(M, e, q0,m2, s, D1, D2) > 0 such that the following
estimates are satisfied for all (u, v) ∈ EB:

|r(u,v)−rRN(u,v)| ≤ CE ·v1−2s, (6-83)

|ν(u,v)−νRN(u,v)|+|Au(u,v)−ARN
u (u,v)|+|λ(u,v)−λRN(u,v)| ≤ CE ·v1−2s, (6-84)

|∂u log(�2)(u,v)−∂u log(�2
RN)(u,v)|+|∂v log(�2)(u,v)−∂v log(�2

RN)(u,v)| ≤ CE ·v1−2s, (6-85)

|∂uδφ|+|∂vδφ| ≤ CE ·v1−3s, (6-86)

|δφ| ≤ CE ·v1−3s
·log(v), (6-87)

|log(�2)(u,v)−log(�2
RN)(u,v)| ≤ CE ·v1−2s

·log(v). (6-88)

Proof. Note that in EB, as in N , we have v ∼ |u| and that the size of the region is logarithmic, i.e.,
u − uγN (v)≲ log(v)∼ log(|u|) and v− vγN (u)≲ log(|u|)∼ log(v). As before, we start with bootstraps:

|λ(u, v)− λRN(u, v)| + |ν(u, v)− νRN(u, v)| ≤ 4CN · v1−2s, (6-89)

�2(u, v) · |log(�2)(u, v)− log(�2
RN)(u, v)| ≤ 4CN · v1−3s, (6-90)

|r(u, v)− rRN(u, v)| ≤ BN · v1−2s (6-91)

for some BN > CN to be determined later. The set of (u, v) for which these bootstraps are satisfied is
nonempty by the estimates of Proposition 6.14.

Retrieving the bootstrap on r − rRN is the most delicate. We use (2-19) and write the difference of the
two identities below:

λ · κ−1
= ν · ι−1

=
−2λν
�2 =

1
2

−
ϖ

r
+

Q2

2r2 ,

νRN = λRN = −
�2

RN

2
=

1
2

−
M

rRN
+

e2

2r2
RN
.

Thus, we have

(λ− λRN) · κ
−1

+ λRN · (κ−1
− 1)

= (λ− λRN) · κ
−1

+ (νRN − ν)+ ν · (1 − e− log(�2)+log(�2
RN)))

= −
ϖ

r
+

Q2

2r2 +
M

rRN
−

e2

2r2
RN

M −ϖ

r
+

M
r · rRN

· (r − rRN)+
Q2

− e2

2r2 −
e2

· (r + rRN)

2r2 · r2
RN

· (r − rRN);

hence, combined with the (r − rRN) terms, we have(
M

r · rRN
−

e2
· (r + rRN)

2r2 · r2
RN

)
· (r − rRN)

=
2M · r · rRN − e2

· (r + rRN)

2r2 · r2
RN

· (r − rRN)

= (λ− λRN) · κ
−1

+ (νRN − ν)+ ν · (1 − e− log(�2)(u,v)+log(�2
RN))+

−M +ϖ

r
+

−Q2
+ e2

2r2 .
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To conclude, we have to prove that the prefactor of the left-hand side (2M ·r ·rRN−e2
·(r +rRN))/(r2

·r2
RN)

is bounded away from zero: for this, notice that, since 0< |e|< M , we have

r−(M, e)= M −

√
M2 − e2 < e2/M,

which is equivalent to
2M · r2

−
< 2e2

· r−.

By (6-44) and choosing 1N sufficiently large, there exists a small constant α(M, e) > 0 such that in EB∣∣∣∣2M · r · rRN − e2
· (r + rRN)

2r2 · r2
RN

∣∣∣∣> α.
Thus, as a consequence of bootstrap (6-89) and (6-43), (6-42) and (6-37), there exists

C ′

N (M, e, q0,m2, s, D1, D2) > 0
such that

|r − rRN| ≤ C ′

N · v1−2s
+ C ′

N · |ν| · |log(�2)− log(�2
RN)| ≤ C ′

N · v1−2s
+ 2C ′

N · 4CN · v1−2s < BN · v1−2s,

where we chose BN = 2C ′

N + 4C ′

N · 4CN for the last inequality to be true. Therefore, bootstrap (6-91) is
retrieved.

Now we turn to bootstrap (6-90), which is equally delicate (because we want to avoid a logarithmic
loss). As in Proposition 6.13, we write the difference between (2-33) satisfied by �2 and the analogous
equation satisfied by �2

RN. Using also (6-42) and bootstrap (6-89), (6-90), (6-91) we obtain

|∂v∂u(log(�2)− log(�2
RN))|

≲ |Duφ| · |∂vφ| +�2
· (|Q − e| + |r − rRN|)+ |�2

−�2
RN| + |λ| · |ν− νRN| + |λ− λRN| · |ν|

≲ v−2s
+�2

· v1−2s
+�2

·

∣∣∣∣log
(
�2

�2
RN

)∣∣∣∣ +�2
· |ν− νRN| +�2

· |λ− λRN| ≲ v−2s
+�2

· v1−2s,

where in the last line we have used (6-38), (6-37) as |λ|, |ν| ≲�2 and the usual inequality

|�2
−�2

RN| ≲�2
·

∣∣∣∣log
(
�2

�2
RN

)∣∣∣∣
(which is true because �2

RN/�
2
≥

1
10 , an estimate which follows directly from (6-36)). Integrating in v

(recall the v-difference is of size log(v)), we get, using Proposition 6.14,

|∂u log(�2)− ∂u log(�2
RN)|(u, v)≲ v

1−2s . (6-92)

Instead of integrating (6-92) directly (and incurring a logarithmic loss), we write an identity: for
any η > 0,

∂u[�
η
·(log(�2)−log(�2

RN))]=�
η
·
η

2
·∂u log(�2)·(log(�2)−log(�2

RN))+�
η
·∂u[log(�2)−log(�2

RN)],

from which we deduce, using also ∂u log(�2) < 0 (see Proposition 6.4)

∂u[�
2η

·(log(�2)−log(�2
RN))

2
]

= 2η·�2η
·∂u log(�2)·(log(�2)−log(�2

RN))
2
+2�η ·∂u[log(�2)−log(�2

RN)]·(log(�2)−log(�2
RN))

≤ 2�2η
·|∂u[log(�2)−log(�2

RN)]|·|log(�2)−log(�2
RN)|,
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which in turn implies, using (6-92)

∂u[�
η
· |log(�2)− log(�2

RN)|] =�η · |∂u[log(�2)− log(�2
RN)]| ≲�

η
· v1−2s .

Integrating the above in u using ∂u log(�2) ∈ (3K−, K−) (see Proposition 6.4) and the bounds from
Proposition 6.14, we get for some E ′(M, e, q0,m2, s, D1, D2) > 0

�η(u, v) · |log(�2)(u, v)− log(�2
RN)(u, v)| ≤ CN · v1−2s

+ E ′
· η−1

·�η(uγN (v), v) · v
1−2s . (6-93)

Applying (6-93) for η = 2, choosing 1N large enough so that �η(uγN (v), v)≈ e2K−1N < CN/(10E ′)

retrieves bootstrap (6-90).
Retrieving bootstrap (6-89) is done similarly: we integrate the difference between (2-32) satisfied by r

and the analog satisfied by rRN, using Proposition 6.14, and we prove

|λ(u, v)− λRN(u, v)| + |ν(u, v)− νRN(u, v)| ≤ 3CN · v1−2s,

which closes all the bootstrap assumptions.
Now we turn to the rest of the differences estimates claimed in the statement of the proposition.

Integrating the differences into (2-39), (2-33) as we did in Proposition 6.13 gives straightforwardly

|Au(u, v)− ARN
u (u, v)| ≲ v1−2s,

|∂v log(�2)(u, v)− ∂v log(�2
RN)(u, v)| ≲ v

1−2s,

where we also used that the size of the region of integration is logarithmic, i.e.,
∫ u

uγ (v)
v−2s du≲v−2s log(v).

For δφ, we proceed as in Proposition 6.13 and make the following bootstrap assumptions for some
B ′ > 0:

�(u, v) · |δφ|(u, v)≤ B ′
· v1−3s, (6-94)

|∂vδφ|(u, v)≤ B ′
· v1−3s . (6-95)

Plugging differences into (2-36) satisfied by φ and the analogous equation satisfied by δφ, we get, using
(6-94), (6-95) and the previously proven difference estimates,

|∂u∂vδφ| ≲ B ′
·� · v1−3s

+�2
· |∂uδφ|, (6-96)

from which we deduce, upon integrating in v and using a Gronwall estimate,

|∂uδφ|(u, v)≲ (1 + B ′
·�(u, vγN (u))) · v

1−3s, (6-97)

and plugging (6-97) into (6-96) and integrating in u this time we get

|∂vδφ|(u, v)≲ (1 + B ′
· [�(u, vγN (u))+�(vγN (v), v)]) · v

1−3s, (6-98)

which is sufficient to retrieve bootstrap (6-95) after an appropriate choice of B ′ and choosing also 1N

large enough (to obtain a small constant from �(uγN (v), v) as we did above).
To retrieve bootstrap (6-94), we proceed as with ∂u log(�2) earlier, with the identity

∂u(�
ηδφ)=

η

2
· ∂u log(�2) ·�η · δφ+�η · ∂uδφ,
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which also implies, using (6-97) and by the same reasoning as for ∂u log(�2) above

∂u(�
η
|δφ|)≤�η · |∂u(δφ)| ≲�

η
· (1 + B ′

·�(u, vγN (u))) · v
1−3s .

Integrating this inequality in u for η = 1, after an appropriate choice of B ′ and choosing also 1N large
enough as we did above allows to retrieve bootstrap (6-94) and concludes the proof. □

6C4. Difference estimates in the late blue-shift region. In this section, we will not need to estimate metric
differences anymore (although we will use the difference estimates from past sections); therefore, we do
not require a bootstrap method and proceed directly.

Proposition 6.16. There exists a constant CL = CL(M, e, q0,m2, s, D1, D2) > 0 such that the following
are satisfied for all (u, v) ∈ LB:

|Au(u, v)− ACH
u (u)| + |ARN

u (u, v)− (ARN
u )CH(u)| ≤ CL ·�2(u, v)≤ C2

L · v−2s, (6-99)

|Au(u, v)− ARN
u (u, v)| + |ACH

u (u)− (ARN
u )CH(u)| ≤ CL · |u|

1−2s, (6-100)∣∣∣ d
du
(ACH

u − (ARN
u )CH)

∣∣∣(u)≤ CL · |u|
1−2s, (6-101)∣∣|Dvψ |(u, v)− |DvψL|(u, v)

∣∣
≤

∣∣eiq0
∫ u

uγ (v)
ACH

u (u′) du′

∂vψ(u, v)− eiq0
∫ u

uγ (v)
(ARN

u )CH(u′) du′

∂vψL(u, v)
∣∣ ≤ CL · v1−3s, (6-102)∣∣∣∣ψ(u, v)− ∫ v

vγ (u)
eiq0

∫ u
uγ (v′)

[(ARN
u )CH

−ACH
u ](u′) du′

∂vψL(u, v′) dv′

∣∣∣∣ ≤ CL · |u|
2−3s, (6-103)∣∣|Duψ |(u, v)− |DRN

u ψL|(u, v)
∣∣ ≤

∣∣Duψ(u, v)− DRN
u ψL(u, v)

∣∣ ≤ CL · |u|
1−3s

· log |u|. (6-104)

Moreover, for every fixed u < us , there exists f (u) ∈ C such that

lim
v→+∞

ψ(u, v)−
∫ v

vγ (u)
eiq0

∫ u
uγ (v′)

[(ARN
u )CH

−ACH
u ](u′) du′

∂vψL(u, v′) dv′
= f (u). (6-105)

Proof. We start with estimates on the potentials: By (2-39) and (6-47) we have for η = 0.01

|∂v(Au − ARN
u )| ≤ |∂vAu| + |∂vARN

u | ≲�2−η
+�

2−2η
RN ,

which we can integrate from the curve γ ; using (6-45) and (6-50) using [Van de Moortel 2018, Lemma 4.1]
as before, we obtain, using also Proposition 6.15, the bound

|Au − ARN
u | ≲ |u|

1−2s . (6-106)

Moreover, recall that we proved in Proposition 6.6 that Au(u, v) and ARN
u (u, v) extend to CHi+ as bounded

functions (Au)
CH(u) and (ARN

u )CH(u), respectively. Integrating (2-39) towards the past from the Cauchy
horizon CHi+ we also obtain the following estimates for all (u, v) ∈ LB:

|Au(u, v)− ACH
u (u)| + |ARN

u (u, v)− (ARN
u )CH(u)| ≲�2(u, v)≲ v−2s, (6-107)∫ u

uγ (v)
|Au(u′, v)− ACH

u (u′)| du′
+

∫ u

uγ (v)
|ARN

u (u′, v)− (ARN
u )CH(u′)| du′ ≲ v−2s . (6-108)
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To obtain (6-101), note the following identity obtained using (2-39) with (3-5) (note that Au(u, v0)=

ARN
u (u, v0)):

ACH
u (u)− (ARN

u )CH(u)=

∫
+∞

v0

−
�2(u, v′)Q(u, v′)

r2(u, v′)
+
�2

RN(u, v
′)e

r2
RN(u, v′)

dv′. (6-109)

We now commute (2-39) with ∂u to estimate (d/du)(ACH
u (u)−(ARN

u )CH(u)) and we obtain a formula anal-
ogous to (6-109). Using the fact that ∂u log(�2)�0.1 is bounded (by Proposition 6.5) to estimate the parts
of the integral lying in LB, and we obtain an estimate only involving the regions strictly to the past of LB:∣∣∣ d

du
(ACH

u (u)−(ARN
u )CH(u))

∣∣∣ ≤ ∣∣∣∣∫ vγ (u)

v0

∂u

(
−
�2(u, v′)Q(u, v′)

r2(u, v′)
+
�2

RN(u, v
′)e

r2
RN(u, v′)

)
dv′

∣∣∣∣+|u|
−2s . (6-110)

Therefore, it is sufficient to control the above integral in R∪N ∪EB. Note that the differences �2
−�2

RN,
∂u�

2
−∂u�

2
RN, Q−e, ν−νRN and r −rRN have been controlled with |u|

1−2s weights in Propositions 6.13,
6.14 and 6.15; this gives (6-101).

Now we turn to the φ estimates. We write (2-44) for u0 = uγ (v) and using the estimates from
Proposition 6.5 (notably (6-47) and (6-46) with η = 0.1) we obtain

|∂u(e
iq0

∫ u
uγ (v)

Au(u′,v) du′

∂vψ − eiq0
∫ u

uγ (v)
ARN

u (u′,v) du′

∂vψL)|

≲ |∂u(e
iq0

∫ u
uγ (v)

Au(u′,v) du′

∂vψ)| + |∂u(e
iq0

∫ u
uγ (v)

ARN
u (u,v) du′

∂vψL)|

≲ |u|
−2s

· v1−3s
+ (�1.9

+�1.9
RN) · v

−s .

Integrating in u and using (6-45) with the usual integration rules (i.e., [Van de Moortel 2018, Lemma 4.1])
we obtain

|eiq0
∫ u

uγ (v)
Au(u′,v) du′

∂vψ(u, v)− eiq0
∫ u

uγ (v)
ARN

u (u′,v) du′

∂vψL(u, v)|

≲ |∂vψ(uγ (v), v)− ∂vψL(uγ (v), v)| + |u|
1−2s

· v1−3s
+ v−2.8s ≲ v1−3s, (6-111)

where we also used (6-86). Then by (6-111), (6-108), we obtain

|∂vψ(u, v)− eiq0
∫ u

uγ (v)
[(ARN

u )CH(u′)−ACH
u (u′)] du′

∂vψL(u, v)|

≤ |eiq0
∫ u

uγ (v)
Au(u′,v) du′

∂vψ(u, v)− eiq0
∫ u

uγ (v)
ARN

u (u′,v) du′

∂vψL(u, v)|

+ |eiq0
∫ u

uγ (v)
[ARN

u (u′,v)−(ARN
u )CH(u′)−Au(u′,v)+ACH

u (u′)] du′

− 1| · |∂vψL|(u, v)

≲ v1−3s
+ |eiq0

∫ u
uγ (v)

[ARN
u (u′,v)−(ARN

u )CH(u′)−Au(u′,v)+ACH
u (u′)] du′

− 1| · |∂vψL|(u, v)

≲ v1−3s
+ v−2s

· v−s ≲ v1−3s, (6-112)

where in the first line we multiplied by the phase eiq0
∫ u

uγ (v)
Au(u′,v) du′

inside the absolute value and we
used (6-49) (applied to φL) in the last line. This implies (6-102) (the first inequality is obtained by the
reverse triangular inequality). Integrating in v from γ then gives (6-103) and (6-105), using also (6-34)
to control the boundary term |ψ(u, vγ (u))| ≲ |u|

−s ≲ |u|
2−3s (recall that s ≤ 1).
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For (6-104) we estimate (2-45) using the estimate of Proposition 6.5 (naively, without taking advantage
of a difference structure) and Av = ARN

v = 0, and we get

|∂v(Duψ − DRN
u ψL)| ≲ |u|

−2s
· v1−3s

+ (�1.9
+�1.9

RN) · v
−s .

Integrating in v, using the bounds of Proposition 6.15 and (6-106) (to control the difference on γ , similarly
to what was done earlier in the proof) allows us to prove (6-104) thus concluding the proof. □

6D. Combining the linear and the nonlinear estimates. In this section, we combine the nonlinear
difference estimates of Section 6C with the linear estimates on a fixed Reissner–Nordström background
obtained in Section 5. This allows us to conclude the proof of the boundedness of φ if φH+ ∈ O and if
q0 = 0, blow up if φH+ /∈ O.

6D1. Boundedness and extendibility of the matter fields for oscillating data and proof of Theorem I(i).

Proposition 6.17. Assume the following gauge-invariant condition: there exists u0 ≤ us such that

lim
v→+∞

∫ v

v0

eiq0σbr(v
′)eiq0

∫ v′
v0

Av(u0,v
′′) dv′′

DvψL(u0, v
′) dv′ (6-113)

exists and is finite for all σbr satisfying (3-15), (3-16). Then φ in the gauge (2-26), (3-5) admits a
continuous extension to CHi+ . Moreover the gauge-independent quantities |φ| and the metric g also
admit a continuous extension to CHi+ and the extension of g can be chosen to be C0-admissible as in
Definition 2.1.

If we additionally assume the following gauge-invariant condition: for all Dbr > 0, there exists
η0(Dbr) > 0 such that for all σbr satisfying (3-15), (3-16) and for all (u, v) ∈ LB,∣∣∣∣∫ v

vγ (u)
eiq0σbr(v

′)eiq0
∫ v′
v0

Av(u0,v
′′) dv′′

DvψL(u0, v
′) dv′

∣∣∣∣ ≲ D′
· |u|

s−1−η0, (6-114)

then Q and φ are bounded and the following estimates are true for all (u, v) ∈ LB:

|φ|(u, v)≲ |u|
−1+s−η0, (6-115)

|Q − e|(u, v)≲ |u|
−η0, (6-116)

where the implicit constants are allowed to depend on η0 > 0. Moreover, Q extends to a continuous
function QCH(u) on CHi+ .

Proof. Applying the assumption to σbr(v)=
∫ u0

uγ (v)
[(ARN

u )CH
− ACH

u ](u′) du′ (which satisfies (3-15) and
(3-16) by Proposition 6.16) we get by Proposition 6.16 that for ψ in the gauge (2-26) (note that Av ≡ 0),

lim
v→+∞

ψ(u0, v) := ψCH(u0)

exists and is finite. Recall also from Proposition 6.6 that Duψ and Au admit (in the gauge (2-26), (3-5))
a bounded extension to CHi+ which we denoted respectively by (Duψ)CH and (Au)

CH. Recall also that
one can write for any u0 ∈ R the identity

∂u(e
iq0

∫ u
u0

Au(u′,v) du′

ψ(u, v))= eiq0
∫ u

u0
Au(u′,v) du′

Duψ(u, v),
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which upon integration gives

ψ(u, v)= e−iq0
∫ u

u0
Au(u′,v) du′

ψ(u0, v)+ e−iq0
∫ u

u0
Au(u′,v) du′

∫ u

u0

eiq0
∫ u′

u0
Au(u′′,v) du′′

Duψ(u′, v) du′.

Now note by Proposition 6.16, Au ∈ L∞

loc; therefore by dominated convergence, the function (u, v) 7→∫ u
u0

Au(u′, v) du′ extends continuously to
∫ u

u0
(Au)

CH(u′) du′ at CHi+ . Since Duψ ∈ L∞

loc as well (by (6-53)),
an other use of dominated convergence, together with the existence of the limit limv→+∞ ψ(u0, v) shows
that ψ(u, v) admits a continuous extension to CHi+ denoted by ψCHi+

(u). By Theorem B, r admits a
continuous extension rCHi+

(u) to CHi+ which is bounded away from zero. Therefore, φ(u, v) also admits
a continuous extension to CHi+ denoted by φCHi+

(u). The continuous extendibility of the metric g (and
the C0-admissible character of the extension) follows immediately as a consequence of Corollary 6.10.

Now we make the additional assumption (6-114). We define (σbr)u(v) :=
∫ u

uγ (v)
[(ARN

u )CH
−ACH

u ](u′) du′

for each u ≤ us . It follows from (6-100) and (6-101) that (σbr)u satisfies (3-15), (3-16) with a constant
Dbr(M, e, q0,m2, s, D1, D2) > 0 that is independent of u. In view of this, (6-115) follows from (6-114)
combined with (6-103) and the fact that s > 3

4 . Now we plug (6-115), the boundedness of r , and (6-53)
into (2-40) to obtain the estimate in LB:

|∂u Q| ≲ |u|
−1−η0 .

Integrating this estimate from γ we obtain (6-116), in view of the estimate on γ from Proposition 6.4.
For the continuous extendibility of Q, we start integrating (2-40) to get for all (u, v) ∈ LB

Q(u, v)= Q(uγ (v), v)+ q0

∫ u

uγ (v)
ℑ(ψ̄Duψ)(u′, v) du′.

Note that the function u → ℑ(ψ̄Duψ)(u, v) is dominated by the integrable function |u|
−1−η0 therefore

by the dominated convergence theorem,
∫ u

uγ (v)
ℑ(ψ̄Duψ)(u′, v) du′ extends continuously to the function∫ u

−∞
ℑ(ψ̄CH(Duψ)CH)(u′) du′. Therefore, Q admits a continuous extension to CHi+ , which concludes

the proof. □

Corollary 6.18. (1) Assume that φH+ ∈ O. Then φ is uniformly bounded on LB and thus (4-1) holds true.

(2) Assume additionally that φH+ ∈ O′. Then |φ| and g are continuously extendible, and the extension
of g can be chosen to be C0-admissible.

(3) Assume additionally that φH+ ∈ O′′. Then (6-115) and (6-116) are true for all (u, v) ∈ LB and
moreover Q admits a continuous extension to CHi+ .

Proof. The first statement follows from (6-103) of Proposition 6.16 and Corollary 5.25. The others are
direct applications of Proposition 6.17 and Corollary 5.25 (using that (6-113) and (6-114) are gauge-
invariant conditions). □

In particular, Corollary 6.18 shows Theorem I (i).

6D2. Blow-up of the scalar field for φH+ /∈ O (nonoscillating data) if q0 = 0 and proof of Theorem I(ii).

Lemma 6.19. Assume that there exists u0 ≤ us such that

lim sup
v→+∞

|φ|(u0, v)= +∞.
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Then for all u ≤ us we have

lim sup
v→+∞

|φ|(u, v)= lim sup
v→+∞

|ψ |(u, v)= +∞.

Moreover we have the following bounds: for all u ≤ us , there exists f (u)> 0 for all v >vγ (u) such that∣∣∣∣|φ|(u, v)−
r(u0, v)

r(u, v)
|φ|(u0, v)

∣∣∣∣ ≤ f (u),

lim inf
v→+∞

|φ|(u, v)
|φ|(u0, v)

=
rCH(u0)

rCH(u)
> 0.

(6-117)

Proof. This is an immediate consequence of the integrating of (6-53) and the continuous extendibility
of r to a function which is bounded away from zero (by the definition of CHi+). □

We will not use (6-117) in the present work, but it is an important estimate for our companion paper
[Kehle and Van de Moortel ≥ 2024].

Corollary 6.20. Assume that q0 = 0 and that φH+ ∈ SL−O. Then for all u ≤ us we have the blow-up

lim sup
v→+∞

|φ|(u, v)= lim sup
v→+∞

|ψ |(u, v)= +∞,

and moreover the asymptotics (6-117) are satisfied.

Proof. The result follows from a combined application of Corollary 5.25 (using that φ′
L and φL relate by a

gauge transformation; hence |φ′
L| = |φL|), (6-105) in Proposition 6.16 and Lemma 6.19. □

In particular, Corollary 6.20 shows Theorem I (ii).

6D3. Proof of Theorem II. Before turning to the proof of Theorem II, we prove the following.

Lemma 6.21. Let s > 3
4 and ω1 ∈ R − {ωres} and φH+ be given by

φH+(v)= e−iω1v+ωerr(v)v−s
+φerr (6-118)

for any φerr ∈ C1([v0,+∞),R) satisfying (1-8) with s > 1 and any ωerr ∈ C2([v0,+∞),R) such that
ω′

err(v)→ 0 as v → +∞ and such that |ω′′
err|(v) ≤ D · v−2+2s−η0 for v ≥ v0 and some constants D > 0

and η0 > 0. Then φH+ ∈ O′′, where we assume without loss of generality that φH+ ∈ SL (by choosing
D1 > 0 possibly larger).

Proof. Since φH+ ∈ SL (by possibly choosing D1 > 0 larger) it suffices to check (3-18) independently for
e−iω1v+ωerr(v)v−s and φerr. First note that φerr satisfies (3-18) since it satisfies (1-8) with s > 1.

For e−iω1v+ωerr(v)v−s we can assume with no loss of generality that 3
4 < s ≤ 1 (since the case s > 1

follows immediately from integrability). It suffices to prove that there exists η > 0, E > 0 such that for
all large enough ṽ, v with ṽ < v∣∣∣∣∫ v

ṽ

eiωresv
′
−iω1v

′
+iσbr(v

′)+iωerr(v
′)(v′)−s dv′

∣∣∣∣ ≤ E · ṽ−1+s−η (6-119)

for all σbr satisfying (3-15) and (3-16). For conciseness, we will introduce the notation ω= ωres −ω1 ̸= 0.
We make use of integration by parts:
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ṽ

eiωv′
+iσbr(v

′)+iωerr(v
′)(v′)−s dv′

= −i
∫ v

ṽ

d
dv′
(eiωv′

+iσbr(v
′)+iωerr(v

′))
(v′)−s

ω+ σ ′

br(v
′)+ω′

err(v
′)

dv′

= −i
v−seiωv+iσbr(v)+iωerr(v)

ω+ σ ′

br(v)+ω
′
err(v)

+ i
ṽ−seiωṽ+iσbr(ṽ)+iωerr(ṽ)

ω+ σ ′

br(ṽ)+ω
′
err(ṽ)

− is
∫ v

ṽ

eiωv′
+iσbr(v

′)+iωerr(v
′) (v′)−s−1

ω+ σ ′

br(v
′)+ω′

err(v
′)

dv′

− i
∫ v

ṽ

eiωv′
+iσbr(v

′)+iωerr(v
′) (v

′)−s
· (σ ′′

br(v
′)+ω′′

err(v
′))

(ω+ σ ′

br(v
′)+ω′

err(v
′))2

dv′.

Note that, using (3-16) and the decay assumption on ω′
err, we have ω+σ ′

br(v
′)+ω′

err(v
′) is bounded away

from zero for ṽ large enough (since ω ̸= 0). The first two terms obviously obey (6-119) since s > 1
2 .

Similarly, the third term can be integrated to show∣∣∣∣∫ v

ṽ

eiωv′
+iσbr(v

′)+iωerr(v
′) (v′)−s−1

ω+ σ ′

br(v
′)+ω′

err(v
′)

dv′

∣∣∣∣ ≲ ṽ−s .

For the last term, we write using |ω′′
err(v)| ≲ v

−2+2s−η0 and (3-16)∣∣∣∣∫ v

ṽ

eiωv′
+iσbr(v

′)+iωerr(v
′) (v

′)−s
· (σ ′′

br(v
′)+ω′′

err(v
′))

(ω+ σ ′

br(v
′)+ω′

err(v
′))2

dv′

∣∣∣∣ ≲ ∫ v

ṽ

(v′)−s
· (v−2+2s−η0 + v1−2s) dv′

≲ ṽ−1+s−η0 + ṽ2−3s ≲ ṽ−1+s−η0

for some η0 > 0, where to obtain this estimate, we used the fact that s < 1 + η0 for some η0 > 0 and also
2 − 3s <−1 + s − η0

(
since we assumed s > 3

4

)
. □

Proposition 6.22. Assume that the parameters (M, e, q0,m2) are such that

|q0e| ̸= r−(M, e)|m|.

Let φH+ be given by either the profile of (1-15) (if m2 > 0, q0 = 0) or (1-16) (if m2
= 0, q0 ̸= 0) or (1-17)

(if m2 > 0, q0 ̸= 0). Then φH+ ∈ O′′, where we again assume without loss of generality that φH+ ∈ SL
(by choosing D1 > 0 possibly larger).

Proof. If m2
= 0, |q0e|< 1

2 , then φH+ satisfies (3-8) for s > 1 and thus φH+ ∈ O′′. Otherwise, we have
three different cases:

(1) q0 = 0, m2
̸= 0: It suffices to prove that e±i(mv+ωerr(v)) ·v−5/6

∈O′′, where ωerr(v)= −
3
2 m(2πM)2/3 ·

v1/3
+ω(m · M). Note that ω′

err(v)→ 0 as v→ +∞ and such that |ω′′
err|(v)≲ v

−5/3 ≲ v−2+2·(5/6)−η0 for
any 0< η0 <

4
3 . Therefore by Lemma 6.21, e±i(mv+ωerr(v)) · v−5/6

∈ O′′.

(2) |q0e|≥ 1
2 , m2

=0. Then δ=±i
√

4(q0e)2 − 1 and φH+ is of the form (6-118) withω1 =−q0e/r+ ̸=ωres,
ωerr =−(

√
4(q0e)2 − 1) log(v) and s = 1. Indeed we have ω′

err(v)= o(1) and |ω′′
err|(v)≲ v

−2 ≲ v−2+2s−η0

for η0 > 0 since 2s − 2 = 0. Therefore, φH+ ∈ O′′ by Lemma 6.21.

(3) q0 ̸= 0, m2
̸= 0: As in the case q0 = 0, m2

̸= 0, we know φH+ is a linear combination of two
profiles of the form (6-118) with ω1 = ±m − q0e/r+. Since the parameters (M, e, q0,m2) do not satisfy
|q0e| ̸= r−(M, e)|m|, we know that ω1 ̸= ωres. The rest of the argument follows as above. □
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Corollary 6.23. Assume that the parameters (M, e, q0,m2) are such that

|q0e| ̸= r−(M, e)|m|.

Let φH+ by either the profile of (1-15) (if m2 > 0, q0 = 0) or (1-16) (if m2
= 0, q0 ̸= 0) or (1-17) (if

m2 > 0, q0 ̸= 0). Then, (6-115) and (6-116) are true for all (u, v) ∈ LB. Moreover, |φ|, Q and the
metric g admit a continuous extension to CHi+ and the extension of g can be chosen to be C0-admissible.

Proof. This is an immediate application of Proposition 6.22 and Corollary 6.18 (using that |φ′
L| = |φL|

since φ′
L and φL only differ by gauge transformation). □

In particular, Corollary 6.23 shows Theorem II.

6D4. Ẇ 1,1
loc blow-up of the scalar field on outgoing cones: proof of Theorem III.

Proposition 6.24. Assume that for all u ≤ us we have the blow up∫
+∞

v0

|DRN
v φL|(u, v′) dv′

= +∞. (6-120)

Then, for all u ≤ us , ∫
+∞

v0

|Dvφ|(u, v′) dv′
=

∫
+∞

v0

|Dvψ |(u, v′) dv′
= +∞. (6-121)

Conversely, (6-121) implies (6-120).

Proof. Note that DRN
v ψL = r DRN

v φL−(�2
RN/2)φL. Since r is lower-bounded on LB and in view of (6-46)

(which also applies to φL), for all u ≤ us∫
+∞

v0

|DRN
v ψL|(u, v) dv = +∞.

Therefore, integrating (6-102)
(
since s > 3

4 >
2
3

)
we also obtain, for all u ≤ us ,∫

+∞

v0

|Dvψ |(u, v) dv = +∞.

Since Dvψ = r Dvφ+ λφ and by (6-48), (6-51),

|λφ| ≲ v1−3s

is integrable; therefore, for all u ≤ us ,∫
+∞

v0

|Dvφ|(u, v) dv = +∞.

The above also shows that (6-121) implies (6-120). □

Corollary 6.25. Assume φH+ ∈ SL− H (defined in the proof of Corollary 5.27). Then (6-121) holds true.
In the particular case |q0e| ≤ ϵ(M, e,m2) (in particular if q0 = 0), where ϵ > 0 is defined in the proof

of Corollary 5.27, for all φH+ ∈ SL− L1 (6-121) is satisfied.

Proof. This follows from Corollary 5.27 (using that φ′
L are φL relate by a gauge transformation; hence

|φ′
L| = |φL| and |Dvφ

′
L| = |DvφL|) and Proposition 6.24. □
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Corollary 6.25 thus concludes the proof of Part 1 of Theorem III. Now we turn to the proof of Part 2
of Theorem III.

Corollary 6.26. Let φH+ be given by either the profile of (1-15) (if m2 > 0, q0 = 0) or (1-16) (if
m2

= 0, q0 ̸= 0) or (1-17) (if m2 > 0, q0 ̸= 0). Assume the condition Zt ∩Θ = ∅. Then, there exists a
δ(M, e, q0,m2) > 0 sufficiently small such that PδφH+ ∈ L1(R).

Moreover, the condition Zt(M, e, q0,m2)∩Θ(M, e, q0,m2)= ∅ is generic in the sense that for given
m2

≥ 0, q0 ∈ R with m2
̸= q2

0 , the set of parameters (M, e) satisfying the conditions is the zero set of a
nontrivial real-analytic function on {0 < |e| < M}. In particular, in view of Part 1 of Theorem III, we
obtain Part 2 of Theorem III.

Proof. We start with the second claim. Fix m2
≥ 0, q0 ∈ R with q2

0 ̸= m2. We define f±,m2,q0(M, e) :=

t(±m − q0e/r+,M, e, q0,m2). By analyticity of t (note that t is the Wronskian of solutions to an ODE
with analytic coefficients depending analytically on (ω,M, e)), we have that both f±,m2,q0 : {(M, e) ∈

R2
: 0< |e|< M} → R are analytic. It suffices to show that both f± are nontrivial. From the ODE energy

identity, |t|2 = |r|2 +ω(ω−ωres)≥ ω(ω−ωres) we conclude

| f±|
2
≥

(
±m −

q0e
r+

)(
±m −

q0e
r−

)
→

(
±m −

q0e
|e|

)2

> 0

as |e| → M. We used here that m2
̸= q2

0 .
Now, fix 0< δ < dist(Zt,Θ). By Plancherel’s theorem and the Cauchy–Schwarz inequality, it suffices

to show that χδ(ω)F(φH+) is in H 1/2+τ for some τ > 0 (recalling the definition of χδ(ω) from Section 4E).
Further, since χδ is smooth and has compact support (Zδ

t ⊂ [−|ωres|−δ, |ωres|+δ]), and F(φH+) ∈ L2, it
suffices (e.g., by the Kato–Ponce inequality) to show that χδ(ω)⟨∂ω⟩1/2+τF(φH+) is in L2. Thus, we need
to show that F(⟨v⟩1/2+τφH+) ∈ L2(Zδ

t ) for some τ > 0. We now fix 0< τ < s −
1
2 . A direct adaption of

the proofs of Lemma 6.21 and Proposition 6.22 then shows F(⟨v⟩1/2+τφH+) ∈ L∞(Zδ
t ) from which the

claim follows. □
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A SEMICLASSICAL BIRKHOFF NORMAL FORM
FOR CONSTANT-RANK MAGNETIC FIELDS

LÉO MORIN

This paper deals with classical and semiclassical nonvanishing magnetic fields on a Riemannian manifold
of arbitrary dimension. We assume that the magnetic field B = d A has constant rank and admits a discrete
well. On the classical part, we exhibit a harmonic oscillator for the Hamiltonian H = |p − A(q)|2 near
the zero-energy surface: the cyclotron motion. On the semiclassical part, we describe the semiexcited
spectrum of the magnetic Laplacian Lh̄ = (i h̄d + A)∗(i h̄d + A). We construct a semiclassical Birkhoff
normal form for Lh̄ and deduce new asymptotic expansions of the smallest eigenvalues in powers of h̄1/2

in the limit h̄ → 0. In particular we see the influence of the kernel of B on the spectrum: it raises the
energies at order h̄3/2.

1. Introduction

1A. Context. We consider the semiclassical magnetic Laplacian with Dirichlet boundary conditions

L−h = (i−hd + A)∗(i−hd + A)

on a d-dimensional oriented Riemannian manifold (M, g), which is either compact with boundary, or the
Euclidean Rd. A denotes a smooth 1-form on M, the magnetic potential. The magnetic field is the 2-form
B = dA.

The spectral theory of the magnetic Laplacian has given rise to many investigations, and appeared
to have very various behaviors according to the variations of B and the geometry of M. We refer to
the books and review [Helffer and Kordyukov 2014; Fournais and Helffer 2010; Raymond 2017] for a
description of these works. Here we focus on the Dirichlet realization of L−h , and we give a description of
semiexcited states, eigenvalues of order O(−h) in the semiclassical limit −h → 0. As explained in the above
references, the magnetic intensity has a great influence on these eigenvalues, and one can define it in the
following way.

Using the isomorphism Tq M ≃ Tq M∗ given by the metric, one can define the following skew-symmetric
operator B(q) : Tq M → Tq M by

Bq(X, Y )= gq(X, B(q)Y ) for all X, Y ∈ Tq M, for all q ∈ M. (1-1)
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Since the operator B(q) is skew-symmetric with respect to the scalar product gq , its eigenvalues are
purely imaginary and symmetric with respect to the real axis. We denote these repeated eigenvalues by

±iβ1(q), . . . , ±iβs(q), 0,

with βj (q) > 0. In particular, the rank of B(q) is 2s and may depend on q. However, we will focus on
the constant-rank case. We denote by k the dimension of the kernel of B(q), so that d = 2s + k. The
magnetic intensity (or “trace+”) is the scalar-valued function

b(q)=

s∑
j=1

βj (q).

The function b is continuous on M, but nonsmooth in general. We are interested in discrete magnetic
wells and nonvanishing magnetic fields.

Assumption 1. We assume that:

• The magnetic intensity is nonvanishing and admits a unique global minimum b0 > 0 at q0 ∈ M \ ∂M.

• The rank of B(q) is constant equal to 2s > 0 on a neighborhood � of q0.

• βi (q0) ̸= βj (q0) for every 1 ≤ i < j ≤ s, and the minimum of b is nondegenerate.

• In the noncompact case M = Rd,

b∞ := lim inf
|q|→+∞

b(q) > b0

and there exists a C > 0 such that

|∂ℓBi j (q)| ≤ C(1 + |B(q)|) for all ℓ, i, j, for all q ∈ Rd .

Remark 1.1. Since the nonzero eigenvalues of B are simple at q0, the function b is smooth on a
neighborhood of q0. In particular, it is meaningful to say that the minimum of b is nondegenerate.

Under Assumption 1, the following useful inequality was proven in [Helffer and Mohamed 1996].
There is a C0 > 0 such that, for −h small enough,

(1 +
−h1/4C0)⟨L−hu, u⟩ ≥

∫
M

−h(b(q)− −h1/4C0)|u(q)|2 dq for all u ∈ Dom(L−h). (1-2)

Remark 1.2. Actually, one has the better inequality obtained replacing −h1/4 by −h. This was proved in
[Guillemin and Uribe 1988] in the case of a nondegenerate B, in [Borthwick and Uribe 1996] in the
constant rank case, and in [Ma and Marinescu 2002] in a more general setting.

Remark 1.3. Using this inequality, one can prove Agmon-like estimates for the eigenfunctions of L−h .
Namely, the eigenfunctions associated to an eigenvalue < b1

−h are exponentially small outside Kb1 =

{q : b(q)≤ b1}. We will use this result to localize our analysis to the neighborhood � of q0. In particular,
the greater b1 is, the larger � must be.

Under Assumption 1, estimates on the ground states of L−h in the semiclassical limit −h → 0 were proven
in several works, especially in dimensions d = 2, 3.
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On M = R2, asymptotics for the j-th eigenvalue of L−h

λj (L−h)= b0
−h + (α(2 j − 1)+ c1)

−h2
+ o(−h2) (1-3)

with explicit α, c1 ∈ R were proven in [Helffer and Morame 2001] (for j = 1) and [Helffer and Kordyukov
2011] ( j ≥ 1). Actually, this second paper contains a description of some higher eigenvalues. They proved
that, for any integers n, j ∈ N, there exist −h jn > 0 and for −h ∈ (0, −h jn) an eigenvalue λn, j (

−h) ∈ sp(L−h)

such that
λn, j (

−h)= (2n − 1)(b0
−h + ((2 j − 1)α+ cn)

−h2)+ o(−h2)

for another explicit constant cn . In particular, it gives a description of some semiexcited states (of order
(2n − 1)b0

−h). Finally, [Raymond and Vũ Ngo.c 2015] (and [Helffer and Kordyukov 2015]) gives a
description of the whole spectrum below b1

−h, for any fixed b1 ∈ (b0, b∞). More precisely, they proved
that this part of the spectrum is given by a family of effective operators N [n]

−h (n ∈ N) modulo O(−h∞).
These effective operators are −h-pseudodifferential operators with principal symbol given by the function
−h(2n − 1)b. More interestingly, they explained why the two quantum oscillators

(2n − 1)b0
−h and (2 j − 1)α−h2

appearing in the eigenvalue asymptotics correspond to two oscillatory motions in classical dynamics:
the cyclotron motion and a rotation around the minimum point of b. The results of Raymond and Vũ
Ngo. c were generalized to an arbitrary d-dimensional Riemannian manifold in [Morin 2022b], under the
assumption k = 0 (B(q) has full rank), proving in particular similar estimates (1-3) in a general setting.
Actually, these eigenvalue estimates were proven simultaneously in [Kordyukov 2019] in the context of
the Bochner Laplacian.

We are interested on the influence of the kernel of B (k > 0). Since the rank of B is even, this kernel
always exists in odd dimensions: if d = 3, the kernel directions correspond to the usual field lines. On
M = R3, Helffer and Kordyukov [2013] proved the existence of λnmj (

−h) ∈ sp(L−h) such that

λnmj (
−h)= (2n − 1)b0

−h + (2n − 1)1/2(2m − 1)ν0
−h3/2

+ ((2n − 1)(2 j − 1)α+ cnm)
−h2

+O(−h9/4)

for some ν0 > 0 and α, cnm ∈ R. Motivated by this result and the 2-dimensional case, Helffer, Kordyukov,
Raymond and Vũ Ngo. c [Helffer et al. 2016] gave a description of the whole spectrum below b1

−h, proving
in particular the eigenvalue estimates

λj (L−h)= b0
−h + ν0

−h3/2
+α(2 j − 1)−h2

+O(−h5/2). (1-4)

Their results exhibit a new classical oscillatory motion in the directions of the field lines, corresponding
to the quantum oscillator (2m − 1)ν0

−h3/2.
The aim of this paper is to generalize the results of [Helffer et al. 2016] to an arbitrary Riemannian

manifold M, under Assumption 1. In particular we describe the influence of the kernel of B in a general
geometric and dimensional setting. Their approach, which we adapt, is based on a semiclassical Birkhoff
normal form. The classical Birkhoff normal form has a long story in physics and goes back to [Delaunay
1860; Lindstedt 1883]. This formal normal form was the starting point of a lot of studies on stability near
equilibrium, and KAM theory (after [Kolmogorov 1954; Arnold 1963; Moser 1962]). The name of this
normal form comes from [Birkhoff 1927; Gustavson 1966]. We refer to the books [Moser 1968; Hofer and
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Zehnder 1994] for precise statements. Our approach here relies on a quantization. Physicists and quantum
chemists already noticed in the 1980s that a quantum analogue of the Birkhoff normal form could be used
to compute energies of molecules [Delos et al. 1983; Jaffé and Reinhardt 1982; Marcus 1985; Shirts and
Reinhardt 1982]. Joyeux and Sugny [2002] also used such techniques to describe the dynamics of excited
states. Sjöstrand [1992] constructed a semiclassical Birkhoff normal form for a Schrödinger operator
−

−h21+ V using the Weyl quantization, to make a mathematical study of semiexcited states. Raymond
and Vũ Ngo.c [2015] had the idea to adapt this method for L−h on R2, and with Helffer and Kordyukov
on R3 [Helffer et al. 2016]. This method is reminiscent of Ivrii’s approach [2019].

1B. Main results. The first idea is to link the classical dynamics of a particle in the magnetic field B
with the spectrum of L−h using pseudodifferential calculus. Indeed, L−h is an −h-pseudodifferential operator
with principal symbol

H(q, p)= |p−Aq |
2 for all p ∈ Tq M∗, for all q ∈ M,

and H is the classical Hamiltonian associated to the magnetic field B. One can use this property to
prove that, in the phase space T ∗M, the eigenfunctions (with eigenvalue < b1

−h) are microlocalized on an
arbitrarily small neighborhood of

6 = H−1(0)∩ T ∗�= {(q, p) ∈ T ∗� : p = Aq}.

Hence, the second main idea is to find a normal form for H on a neighborhood of 6. Namely, we find
canonical coordinates near 6 in which H has a “simple” form. The symplectic structure of 6 as a
submanifold of T ∗M is thus of great interest. One can see that the restriction of the canonical symplectic
form dp ∧ dq on T ∗M to 6 is given by B (Lemma 2.1), and when B has constant rank, one can find
Darboux coordinates ϕ :�′

⊂ R2s+k
(y,η,t) →� such that

ϕ∗B = dη∧ dy,

up to shrinking �. We will start from these coordinates to get the following normal form for H.

Theorem 1.4. Under Assumption 1, there exists a diffeomorphism

81 : U ′

1 ⊂ R4s+2k
→ U1 ⊂ T ∗M

between neighborhoods U ′

1 of 0 and U1 of 6 such that

Ĥ(x, ξ, y, η, t, τ ) := H ◦81(x, ξ, y, η, t, τ )

satisfies (with the notation β̂j = βj ◦ϕ)

Ĥ = ⟨M(y, η, t)τ, τ ⟩ +

s∑
j=1

β̂j (y, η, t)(ξ 2
j + x2

j )+O((x, ξ, τ )3)

uniformly with respect to (y, η, t) for some (y, η, t)-dependent positive definite matrix M(y, η, t). More-
over,

8∗

1(dp ∧ dq)= dξ ∧ dx + dη∧ dy + dτ ∧ dt.
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Remark 1.5. We will use the following notation for our canonical coordinates:

z = (x, ξ) ∈ R2s, w = (y, η) ∈ R2s, τ = (t, τ ) ∈ R2k .

This theorem gives the Taylor expansion of H on a neighborhood of 6. In particular (x, ξ, τ ) ∈ Rd

measures the distance to 6, whereas (y, η, t) ∈ Rd are canonical coordinates on 6.

Remark 1.6. This theorem exhibits the harmonic oscillator ξ 2
j + x2

j in the expansion of H. This oscillator,
which is due to the nonvanishing magnetic field, corresponds to the well-known cyclotron motion.

Actually, one can use the Birkhoff normal form algorithm to improve the remainder. Using this
algorithm, we can change the O((x, ξ)3) remainder into an explicit function of ξ 2

j + x2
j , plus some smaller

remainders O((x, ξ)r ). This remainder power r is restricted by resonances between the coefficients βj .
Thus, we take an integer r1 ∈ N such that,

for all α ∈ Zs, 0< |α|< r1 =⇒

s∑
j=1

αjβj (q0) ̸= 0. (1-5)

Here, |α| =
∑

j |αj |. Moreover, we can use the pseudodifferential calculus to apply the Birkhoff algorithm
to L−h , changing the classical oscillator ξ 2

j + x2
j into the quantum harmonic oscillator

I ( j)
−h = −

−h2∂2
x j

+ x2
j ,

whose spectrum consists of the simple eigenvalues (2n − 1)−h, n ∈ N. Following this idea we construct a
normal form for L−h in Theorem 3.4. We also deduce a description of its spectrum.

Theorem 1.7. Let ε > 0. Under Assumption 1, there exist b1 ∈ (b0, b∞), an integer Nmax > 0 and a
compactly supported function f ⋆1 ∈ C∞(R2s+2k

× Rs
× [0, 1)) such that

| f ⋆1 (y, η, t, τ, I, −h)| ≲
(
(|I | + −h)2 + |τ |(|I | + −h)+ |τ |3

)
satisfying the following properties. For n ∈ Ns , denote by N [n]

−h the −h-pseudodifferential operator in (y, t)
with symbol

N [n]
−h = ⟨M(y, η, t)τ, τ ⟩ +

s∑
j=1

β̂j (y, η, t)(2n j − 1)−h + f ⋆1 (y, η, t, τ, (2n − 1)−h, −h).

For −h ≪ 1, there exists a bijection

3−h : sp(L−h)∩ (−∞, b1
−h)→

⋃
|n|≤Nmax

sp(N [n]
−h )∩ (−∞, b1

−h)

such that 3−h(λ)= λ+O(−hr1/2−ε) uniformly with respect to λ.

Remark 1.8. In this theorem sp(A) denotes the repeated eigenvalues of an operator A, so that there
might be some multiple eigenvalues, but 3−h preserves this multiplicity. We only consider self-adjoint
operators with discrete spectrum.

Remark 1.9. One should care of how large b1 can be. As mentioned above, the eigenfunctions of
energy < b1

−h are exponentially small outside Kb1 = {q ∈ M : b(q)≤ b1}. Thus, we will chose b1 such that
Kb1 ⊂�, where � is some neighborhood of q0. Hence the larger � is, the greater b1 can be. However,
there are three restrictions on the size of �:
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• The rank of B(q) is constant on �.

• There exist canonical coordinates ϕ on � (i.e., such that ϕ∗B = dη∧ dy).

• There is no resonance in �:

for all q ∈�, for all α ∈ Zs, 0< |α|< r1 =⇒

s∑
j=1

αjβj (q) ̸= 0.

Of course the last condition is the most restrictive. However, if we forget the second condition, which is
of global geometric nature, given a magnetic field and an r1 one can estimate an associated b1 satisfying
the third condition. In particular we can construct simple examples on Rd such that the threshold b1

−h
includes several Landau levels.

Remark 1.10. If k = 0 we recover the result of [Morin 2022b]. Here we want to study the influence
of a nonzero kernel k > 0. This result generalizes the result of [Helffer et al. 2016], which corresponds
to d = 3, s = k = 1 on the Euclidean R3. However, this generalization is not straightforward since the
magnetic geometry is much more complicated in higher dimensions, in particular if k> 1. Moreover, there
is a new phenomena in higher dimensions: resonances between the functions βj (as in [Morin 2022b]).

The spectrum of L−h in (−∞, b1
−h) is given by the operators N [n]

−h . Actually if we choose b1 small
enough, it is only given by the first operator N [1]

−h (here we denote the multi-integer 1 = (1, . . . , 1) ∈ Ns).
Hence in the second part of this paper, we study the spectrum N [1]

−h using a second Birkhoff normal form.
Indeed, the symbol of N [1]

−h is

N [1]
−h (w, t, τ )= ⟨M(w, t)τ, τ ⟩ +

−hb̂(w, t)+O(−h2)+O(τ−h)+O(τ 3),

so if we denote by s(w) the minimum point of t 7→ b̂(w, t) (which is unique on a neighborhood of 0), we
get the expansion

N [1]
−h (w, t, τ )= ⟨M(w, s(w))τ, τ ⟩ +

−h
2

〈
∂2b̂
∂t2 (w, s(w)) · (t − s(w)), t − s(w)

〉
+ · · · , (1-6)

where we will show that the remaining terms are only perturbations. As explained in Section 5, in (1-6)
we can recognize a harmonic oscillator with frequencies

√
−hνj (w) (1 ≤ j ≤ k), where (ν2

j (w))1≤ j≤k are
the eigenvalues of the symmetric matrix

M(w, s(w))1/2 ·
1
2∂

2
t b̂(w, s(w)) · M(w, s(w))1/2.

These frequencies are smooth nonvanishing functions of w on a neighborhood of 0, as soon as we assume
that they are simple.

Assumption 2. For indices 1 ≤ i < j ≤ k, we have νi (0) ̸= νj (0).

We fix an integer r2 ∈ N such that,

for all α ∈ Zk, 0< |α|< r2 =⇒

k∑
j=1

αjνj (0) ̸= 0,

and we construct a normal form for N [1]
−h in Theorem 5.4. Again, we deduce a description of its spectrum.
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Theorem 1.11. Let c> 0 and δ ∈
(
0, 1

2

)
. Under Assumptions 1 and 2, with k > 0, there exists a compactly

supported function f ⋆2 ∈ C∞(R2s
× Rk

× [0, 1)) such that

| f ⋆2 (y, η, J,
√

−h)| ≲ (|J | +

√
−h)2

satisfying the following properties. For n ∈ Nk, denote by M[n]
−h the −h-pseudodifferential operator in y

with symbol

M [n]
−h (y, η)= b̂(y, η, s(y, η))+

√
−h

k∑
j=1

νj (y, η)(2n j − 1)+ f ⋆2 (y, η, (2n − 1)
√

−h,
√

−h).

For −h ≪ 1, there exists a bijection

3−h : sp(N [1]
−h )∩ (−∞, (b0 + c−hδ)−h)→

⋃
n∈Nk

sp(−hM[n]
−h )∩ (−∞, (b0 + c−hδ)−h)

such that 3−h(λ)= λ+O(−h1+δr2/2) uniformly with respect to λ.

Remark 1.12. The threshold b0 + c−hδ is needed to get microlocalization of the eigenfunctions of N [1]
−h in

an arbitrarily small neighborhood of τ = 0.

Remark 1.13. This second harmonic oscillator (in variables (t, τ )) corresponds to a classical oscillation
in the directions of the field lines. We see that this new motion, due to the kernel of B, induces powers of
√

−h in the spectrum.

As a corollary, we get a description of the low-lying eigenvalues of L−h by the effective operator −hM[1]
−h .

Corollary 1.14. Let ε > 0 and c ∈ (0,minj νj (0)). Define ν(0) =
∑

j νj (0) and r = min(2r1, r2 + 4).
Under Assumptions 1 and 2, with k > 0, there exists a bijection

3−h : sp(L−h)∩ (−∞, −hb0 +
−h3/2(ν(0)+ 2c))→ sp(−hM[1]

−h )∩ (−∞, −hb0 +
−h3/2(ν(0)+ 2c))

such that 3−h(λ)= λ+O(−hr/4−ε) uniformly with respect to λ.

We deduce the following eigenvalue asymptotics.

Corollary 1.15. Under the assumptions of Corollary 1.14, for j ∈ N, the j-th eigenvalue of L−h admits an
expansion

λj (L−h)=
−h

⌊r/2⌋−2∑
ℓ=0

αjℓ
−hℓ/2 +O(−hr/4−ε),

with coefficients αjℓ ∈ R such that

αj,0 = b0, αj,1 =

k∑
j=1

νj (0), αj,2 = E j + c0,

where c0 ∈ R and −hE j is the j-th eigenvalue of an s-dimensional harmonic oscillator.
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Remark 1.16. Note −hE j is the j-th eigenvalue of a harmonic oscillator whose symbol is given by the
Hessian at w = 0 of b̂(w, s(w)). Hence, it corresponds to a third classical oscillatory motion: a rotation
in the space of field lines.

Remark 1.17. The asymptotics

λj (L−h)= b0
−h + ν(0)−h3/2

+ (E j + c0)
−h2

+ o(−h2)

were unknown before, except in the special 3-dimensional case M = R3 in [Helffer et al. 2016].

1C. Related questions and perspectives. In this paper, we are restricted to energies λ < b1
−h, and as men-

tioned in Remark 1.9, the threshold b1>b0 is limited by three conditions, including the nonresonance one:

for all q ∈�, for all α ∈ Zs, 0< |α|< r1 =⇒

s∑
j=1

αjβj (q) ̸= 0.

It would be interesting to study the influence of resonances between the functions βj on the spectrum of L−h .
Maybe the Grushin techniques could help, as in [Helffer and Kordyukov 2015] for instance. A Birkhoff nor-
mal form was given in [Charles and Vũ Ngo. c 2008] for a Schrödinger operator −

−h21+V with resonances,
but the situation is somehow simpler, since the analogues of βj (q) are independent of q in this context.

We are also restricted by the existence of Darboux coordinates ϕ on (6, B) such that ϕ∗B = dη∧ dy.
Indeed, the coordinates (y, η) on 6 are necessary to use the Weyl quantization. To study the influence
of the global geometry of B, one should consider another quantization method for the presymplectic
manifold (6, B). In the symplectic case, for instance in dimension d = 2, a Toeplitz quantization may be
useful. This quantization is linked to the complex structure induced by B on 6, and the operator L−h can
be linked with this structure in the following way:

L−h = 4−h2
(
∂̄ +

i
2−h

A
)∗(

∂̄ +
i

2−h
A
)

+
−h B = 4−h2∂̄∗

A∂̄A +
−h B,

with
A = A1 + i A2, B = ∂1 A2 − ∂2 A1, 2∂̄ = ∂1 + i∂2.

In [Tejero Prieto 2006], this is used to compute the spectrum of L−h on a bidimensional Riemann surface M
with constant curvature and constant magnetic field. See also [Charles 2020; Kordyukov 2022], where
semiexcited states for constant magnetic fields in higher dimensions are considered.

If the 2-form B is not exact, we usually consider a Bochner Laplacian on the p-th tensor product
of a complex line bundle L over M, with curvature B. This Bochner Laplacian 1p depends on p ∈ N,
and the limit p → +∞ is interpreted as the semiclassical limit. The Bochner Laplacian 1p is a good
generalization of the magnetic Laplacian because locally it can be written (1/−h2)(i−h∇ + A)2, where
the potential A is a local primitive of B, and −h = p−1. For details, we refer to [Kordyukov 2019;
2020; Marinescu and Savale 2018]. Kordyukov [2019] constructed quasimodes for 1p in the case of a
symplectic B and discrete wells. He proved expansions

λj (1p)∼

∑
ℓ≥0

αjℓ p−ℓ/2.

Our work also gives such expansions for 1p as explained in [Morin 2022a].
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In this paper, we only mention the study of the eigenvalues of L−h: what about the eigenfunctions?
WKB expansions for the j-th eigenfunction were constructed on R2 in [Bonthonneau and Raymond
2020] and on a 2-dimensional Riemannian manifold in [Bonthonneau et al. 2021a]. We do not know
how to construct magnetic WKB solutions in higher dimensions. This article suggests that the directions
corresponding to the kernel of B could play a specific role.

Another related question is the decreasing of the real eigenfunctions. Agmon estimates only give a
O(e−c/

√
−h) decay outside any neighborhood of q0, but the 2-dimensional WKB suggests a O(e−c/−h) decay.

Recently Bonthonneau, Raymond and Vũ Ngo. c [Bonthonneau et al. 2021b] proved this on R2 using the
FBI transform to work on the phase space T ∗R2. This kind of question is motivated by the study of the
tunneling effect: the exponentially small interaction between two magnetic wells for example.

Finally, we only have investigated the spectral theory of the stationary Schrödinger equation with a
pure magnetic field; it would be interesting to describe the long-time dynamics of the full Schrödinger
evolution, as was done in the Euclidean 2-dimensional case in [Boil and Vũ Ngo. c 2021].

1D. Structure of the paper. In Section 2 we prove Theorem 1.4, describing the symbol H of L−h on a
neighborhood of 6 = H−1(0). In Section 3 we construct the normal form, first in a space of formal series
(Section 3B) and then the quantized version N−h (Section 3C). In Section 4 we prove Theorem 1.7. For
this we describe the spectrum of N−h (Section 4A), then we prove microlocalization properties on the
eigenfunctions of L−h and N−h (Section 4B), and finally we compare the spectra of L−h and N−h (Section 4C).

In Section 5 we focus on Theorem 1.11 which describes the spectrum of the effective operator N [1]
−h . In

Section 5A we study its symbol, in Section 5B we construct a second formal Birkhoff normal form, and
in Section 5C the quantized version M−h . In Section 5D we compare the spectra of N [1]

−h and M−h .
Finally, Sections 6 and 7 are dedicated to the proofs of Corollaries 1.14 and 1.15 respectively.

2. Geometry of the classical Hamiltonian

2A. Notation. L−h is an −h-pseudodifferential operator on M with principal symbol H :

H(q, p)= |p − Aq |
2
g∗

q
, p ∈ T ∗

q M, q ∈ M.

Here, T ∗M denotes the cotangent bundle of M, and p ∈ T ∗
q M is a linear form on Tq M. The scalar

product gq on Tq M induces a scalar product g∗
q on T ∗

q M, and | · |g∗
q

denotes the associated norm. In this
section we prove Theorem 1.4, thus describing H on a neighborhood of its minimum:

6 = {(q, p) ∈ T ∗M : q ∈�, p = Aq}.

Recall that � is a small neighborhood of q0 ∈ M \ ∂M. We will construct canonical coordinates
(z, w, v) ∈ R2d on �, with

z = (x, ξ) ∈ R2s, w = (y, η) ∈ R2s, v = (t, τ ) ∈ R2k .

R2d is endowed with the canonical symplectic form

ω0 = dξ ∧ dx + dη∧ dy + dτ ∧ dt.
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We will identify 6 with

6′
= {(x, ξ, y, η, t, τ ) ∈ R2d

: x = ξ = 0, τ = 0} = R2s+k
(y,η,t) × {0}.

We will use several lemmas to prove Theorem 1.4. Before constructing the diffeomorphism 8−1
1 on

a neighborhood U1 of 6, we will first define it on 6. Thus we need to understand the structure of 6
induced by the symplectic structure on T ∗M (Section 2B). Then we will construct 81 and finally prove
Theorem 1.4 (Section 2C).

2B. Structure of 6. Recall that on T ∗M we have the Liouville 1-form α defined by

α(q,p)(V)= p((dπ)(q,p)V) for all (q, p) ∈ T ∗M, V ∈ T(q,p)(T ∗M),

where π : T ∗M → M is the canonical projection: π(q, p)= q , and dπ is its differential. T ∗M is endowed
with the symplectic form ω = dα. 6 is a d-dimensional submanifold of T ∗M which can be identified
with � using

j : q ∈� 7→ (q, Aq) ∈6

and its inverse, which is π .

Lemma 2.1. The restriction of ω to 6 is ω6 = π∗B.

Proof. Fix q ∈� and Q ∈ Tq M. Then

( j∗α)q(Q)= αj (q)((d j)Q)= Aq((dπ) ◦ (d j)Q)= Aq(Q),

because π ◦ j = Id. Thus j∗α = A and α6 = π∗ j∗α = π∗ A. Taking the exterior derivative we get

ω6 = dα6 = π∗(dA)= π∗B. □

Since B is a closed 2-form with constant rank equal to 2s, (6, π∗B) is a presymplectic manifold. It is
equivalent to (�, B), using j . We recall the Darboux lemma, which states that such a manifold is locally
equivalent to (R2s+k, dη∧ dy).

Lemma 2.2. Up to shrinking�, there exists an open subset6′ of R2s+k
(y,η,t) and a diffeomorphism ϕ :6′

→�

such that ϕ∗B = dη∧ dy.

One can always take any coordinate system on �. Up to working in these coordinates, it is enough to
consider the case M = Rd with

H(q, p)=

d∑
k,ℓ=1

gkℓ(q)(pk − Ak(q))(pℓ − Aℓ(q)), (q, p) ∈ T ∗Rd
≃ R2d ,

to prove Theorem 1.4. This is what we will do. In coordinates, ω is given by

ω = dp ∧ dq =

d∑
j=1

dpj ∧ dqj

and 6 is the submanifold
6 = {(q, A(q)) : q ∈�} ⊂ R2d ,

and j ◦ϕ :6′
→6.
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In order to extend j ◦ϕ to a neighborhood of 6′ in R2d in a symplectic way, it is convenient to split
the tangent space Tj (q)(R

2d) according to tangent and normal directions to 6. This is the purpose of the
following two lemmas.

Lemma 2.3. Fix j (q)= (q, A(q)) ∈6. Then the tangent space to 6 is

Tj (q)6 = {(Q, P) ∈ R2d
: P = ∇q A · Q}.

Moreover, the ω-orthogonal Tj (q)6
⊥ is

Tj (q)6
⊥

= {(Q, P) ∈ R2d
: P = (∇q A)T · Q}.

Finally,
Tj (q)6 ∩ Tj (q)6

⊥
= Ker(π∗B).

Proof. Since 6 is the graph of q 7→ A(q), its tangent space is the graph of the differential Q 7→ (∇q A) · Q.
In order to characterize T6⊥, note that the symplectic form ω = dp ∧ dq is defined by

ω(q,p)((Q1, P1), (Q2, P2))= ⟨P2, Q1⟩ − ⟨P1, Q2⟩, (2-1)

where ⟨ · , · ⟩ denotes the Euclidean scalar product on Rd. Thus,

(Q, P) ∈ Tj (q)6
⊥

⇐⇒ ωj (q)((Q0,∇q A · Q0), (Q, P))= 0 for all Q0 ∈ Rd

⇐⇒ ⟨P, Q0⟩ − ⟨(∇q A) · Q0, Q⟩ = 0 for all Q0 ∈ Rd

⇐⇒ ⟨P − (∇q A)T · Q, Q0⟩ = 0 for all Q0 ∈ Rd

⇐⇒ P = (∇q A)T · Q.

Finally, with Lemma 2.1 we know that the restriction ofω to T6 is given by π∗B. Hence, Tj (q)6∩Tj (q)6
⊥

is the set of (Q, P) ∈ Tj (q)6 such that

π∗B((Q, P), (Q0, P0))= 0 for all (Q0, P0) ∈ Tj (q)6.

It is the kernel of π∗B. □

Now we define specific basis of Tj (q)6 and its orthogonal. Since B(q) is skew-symmetric with respect
to g, there exist orthonormal vectors

u1(q), v1(q), . . . , us(q), vs(q), w1(q), . . . , wk(q) ∈ Rd

such that 
Buj = −βjvj , 1 ≤ j ≤ s,
Bvj = βj uj , 1 ≤ j ≤ s,
Bwj = 0, 1 ≤ j ≤ k.

(2-2)

These vectors are smooth functions of q because the nonzero eigenvalues ±iβj (q) are simple. They
define a basis of Rd. Define the following ω-orthogonal vectors to T6:{

fj (q) := (1/
√
βj (q))(uj (q), (∇q A)T · uj (q)), 1 ≤ j ≤ s,

f ′

j (q) := (1/
√
βj (q))(vj (q), (∇q A)T vj (q)), 1 ≤ j ≤ s.

(2-3)
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These vectors are linearly independent and

Tj (q)6
⊥

= K ⊕ F,

with

K = Ker(π∗B), F = span( f1, f ′

1, . . . , fs, f ′

s ).

Similarly, the tangent space Tj (q)6 admits a decomposition

Tj (q)6 = E ⊕ K

defined as follows. The map j ◦ϕ :6′
→6 from Lemma 2.2 satisfies ( j ◦ϕ)∗(π∗B)= dη∧dy. Thus its

differential d( j ◦ϕ) maps the kernel of dη∧ dy on the kernel of π∗B:

K = {d( j ◦ϕ)q(0, T ) : T ∈ Rk
}. (2-4)

A complementary space of K in T6 is given by

E := {d( j ◦ϕ)q(W, 0) : W ∈ R2s
}. (2-5)

From all these considerations we deduce:

Lemma 2.4. Fix j (q)= (q, A(q)) ∈6. Then we have the decomposition

Tj (q)(R
2d)= E ⊕ K︸ ︷︷ ︸

T6

T6⊥︷ ︸︸ ︷
⊕ F ⊕L ,

where L is any Lagrangian complement of K in (E ⊕ F)⊥.

Proof. We have T6+ T6⊥
= E ⊕ K ⊕ F, and the restriction of ω = dp ∧ dq to this space has kernel

K = T6∩T6⊥. Hence, the restriction ωE⊕F of ω to E ⊕F is nondegenerate and its orthogonal (E ⊕F)⊥

as well. Moreover (E ⊕ F)⊥ has dimension 2d − 4s = 2k, and we have

Tj (q)R
2d

= (E ⊕ F)⊕ (E ⊕ F)⊥.

K is a Lagrangian subspace of (E ⊕ F)⊥. Therefore it admits a complementary Lagrangian: a subspace L
of (E ⊕ F)⊥ with dimension k such that ωL = 0 and (E ⊕ F)⊥ = K ⊕ L . □

Remark 2.5. From now on, we fix any choice of Lagrangian complement L . With this choice, we define
a basis (ℓj ) of L as follows. First note that the decomposition (E ⊕ F)⊥ = K ⊕ L yields a bijection
between L and the dual K ∗, which is ℓ 7→ω(ℓ, · ). We emphasize that this bijection depends on the choice
of L . Using this bijection, we define ℓj to be the unique vector in L satisfying

ω(ℓj , d( j ◦ϕ)(0, T ))= Tj for all T ∈ Rk . (2-6)
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p ∈ Rd

q ∈ Rd

6

81

(z, τ ) ∈ R2s+k

6′
= {(w, t) ∈ R2s+k

}

Figure 1. Using the canonical coordinates (w, t, τ, z), we identify 6 with 6′.

2C. Construction of 81 and proof of Theorem 1.4. We identified the “curved” manifold 6 with an
open subset 6′ of R2s+k using j ◦ϕ. Moreover, we did this in such a way that ( j ◦ϕ)∗π∗B = dη∧ dy.
In this section we prove that we can identify a whole neighborhood of 6 in R2d

(q,p) with a neighborhood
of 6′ in R4s+2k

(z,w,v), via a symplectomorphism 81. See Figure 1.

Lemma 2.6. There exists a diffeomorphism

81 : U ′

1 ⊂ R2s+2k+2s
(w,t,τ,z) → U1 ⊂ R2d

(q,p)

between neighborhoods U1 of 6 and U ′

1 of 6′ such that 8∗

1ω = ω0 and 81(w, t, 0, 0) = j ◦ ϕ(w, t).
Moreover its differential at (w, t, τ = 0, z = 0) ∈6′ is

d81(W, T, T , Z)= d(w,t) j ◦ϕ(W, T )+
k∑

j=1

Tj ℓ̂j (w, t)+
s∑

j=1

X j f̂j (w, t)+4j f̂ ′

j (w, t).

Remark 2.7. In this lemma we used the notation Z = (X, 4) and ℓ̂j = ℓj ◦ϕ, f̂j = fj ◦ϕ, and f̂ ′

j = f ′

j ◦ϕ.

Proof. We will first construct 8 such that 8∗ω|6′ = ω0 |6′ only on 6′
=8−1(6). Then, we will use the

Theorem B.2 to slightly change 8 into 81 such that 8∗

1ω = ω0 on a neighborhood of 6′.
We define 8 by

8(w, t, τ, z)= j ◦ϕ(w, t)+
k∑

j=1

τj ℓ̂j (w, t)+
s∑

j=1

x j f̂j (w, t)+ ξj f̂ ′

j (w, t). (2-7)

Its differential at (w, t, 0, 0) has the desired form. Let us fix a point (w, t, 0, 0) ∈6′ and compute 8∗ω

at this point. By definition,
8∗ω(w,t,0,0)( · , · )= ωj (q)((d8) · , (d8) · ),

where q = ϕ(w, t). Computing this 2-form in the canonical basis of R4s+2k amounts to computing ω on
the vectors ℓj , fj , f ′

j and d( j ◦ϕ)(W, T ). By (2-3) and (2-1) we have

ω( fi , fj )=
1√
βiβj

(
⟨(∇q A)⊥ · uj , ui ⟩ − ⟨(∇q A)⊥ · ui , uj ⟩

)
=

1√
βiβj

⟨(∇q A)⊥ − (∇q A)) · uj , ui ⟩

=
1√
βiβj

B(uj , ui )=
1√
βiβj

g(uj , Bui )= 0,
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because Bui = −βivi is orthogonal to uj . Similarly we find

ω( fi , f ′

j )= δi j , ω( f ′

i , f ′

j )= 0.

Moreover, ℓi ∈ L ⊂ F⊥ so
ω(ℓi , fj )= ω(ℓi , f ′

j )= 0.

Since L is Lagrangian we also have ω(ℓi , ℓj ) = 0. The vector d( j ◦ ϕ)(W, T ) is tangent to 6 and
fj , f ′

j ∈ T6⊥ so
ω( fj , d( j ◦ϕ)(W, T ))= ω( f ′

j , d( j ◦ϕ)(W, T ))= 0.

Since ℓi ∈ L ⊂ E⊥ and using (2-6), we have

ω(ℓj , d( j ◦ϕ)(W, T ))= ω(ℓj , d( j ◦ϕ)(0, T ))= Tj .

Finally, ( j ◦ϕ)∗ω = ϕ∗B = dη∧ dy so that

ω(d( j ◦ϕ)(W, T ), d( j ◦ϕ)(W ′, T ′))= dη∧ dy((W, T ), (W ′, T ′)).

All these computations show that (8∗ω)(w,t,0,0) coincide with ω0 = dξ ∧ dx + dη∧ dy + dτ ∧ dt . Thus
8∗ω = ω0 on 6. With Theorem B.2, we can change 8 into 81(w, t, τ, z)=8(w, t, τ, z)+O((z, τ )2)
such that 8∗

1ω = ω0 on a neighborhood U ′

1 of 6′. In particular, the differential of 81 at (w, t, 0, 0)
coincides with the differential of 8. □

Finally, the following lemma concludes the proof of Theorem 1.4.

Lemma 2.8. The Hamiltonian Ĥ = H ◦81 has the Taylor expansion

Ĥ(w, t, τ, x, ξ)=
1
2⟨∂2

τ Ĥ(w, t, 0)τ, τ ⟩ +

s∑
j=1

β̂j (w, t)(ξ 2
j + x2

j )+O((τ, x, ξ)3).

Proof. Let us compute the differential and Hessian of

H(q, p)=

d∑
k,ℓ=1

gkℓ(q)(pk − Ak(q))(pℓ − Aℓ(q))

at a point (q, A(q)) ∈6. First,

∇(q,p)H ·(Q, P)=
d∑

k,ℓ=1

2gkℓ(q)(pk − Ak(q))(Pℓ−∇q Aℓ ·Q)+(pk − Ak(q))(pℓ− Aℓ(q))∇q g ·Q, (2-8)

and at p = A(q) the Hessian is

⟨∇
2
j (q)H · (Q, P), (Q′, P ′)⟩ = 2

d∑
k,ℓ=1

gkℓ(q)(Pk − ∇q Ak · Q)(P ′

ℓ − ∇q Aℓ · Q′). (2-9)

We can deduce a Taylor expansion of Ĥ(w, t, τ, z) with respect to (τ, z) (with fixed q = ϕ(w, t)). First,

Ĥ(w, t, 0, 0)= H(q, A(q))= 0.
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Then we can compute the partial differential using Lemma 2.6,

∂τ,z Ĥ(w, t, 0, 0) · (W, T )= ∇j (q)H · ∂τ,z81(w, t, 0, 0) · (W, T )= ∇j (q)H · d( j ◦ϕ)(W, T )= 0,

because d( j ◦ϕ)(W, T ) ∈ Tj (q)6. The Taylor expansion of Ĥ is thus

Ĥ(w, t, τ, z)=
1
2⟨∂2

τ,z Ĥ(w, t, 0) · (τ, z), (τ, z)⟩ +O((τ, z)3),

where ∂2
τ,z Ĥ is the partial Hessian with respect to (τ, z). We have

∂2
τ,z Ĥ = (∂(τ,z)81)

T
· ∇

2
j (q)H · (∂(τ,z)81),

and computing the Hessian matrix amounts to computing ∇
2
j (q)H on the vectors gj , fj , and f ′

j . If
(Q, P) ∈ Tj (q)6

⊥, then P = (∇q A)⊥ · Q so that, with (2-9),

1
2∇

2
j (q)H((Q, P), (Q′, P ′))=

d∑
k,ℓ,i, j=1

gkℓ(q)(∂k Aj Q j − ∂j Ak Q j )(∂ℓAi Q′

i − ∂i AℓQ′

i )

=

∑
k,ℓ,i, j

gkℓ(q)Bk j Q j Bℓi Q′

i .

But
∑

k gkℓBk j = Bℓj (by (1-1)) so

1
2∇

2
j (q)H((Q, P), (Q′, P ′))=

∑
i, j,ℓ

Bℓi (Bℓj Q j )Q′

i = B(B · Q, Q′).

In the special case (Q, P)= fj we have

1
2∇

2
j (q)H( fi , fj )=

1√
βiβj

B(Bui , uj )=
1√
βiβj

g(Bui , Buj )=
√
βiβj g(vi , vj )=

√
βiβjδi j ,

and similarly
1
2∇

2
j (q)H( f ′

i , f ′

j )=
√
βiβjδi j ,

1
2∇

2
j (q)H( fi , f ′

j )= 0.

Finally, it remains to prove

∇
2
j (q)H(ℓi , fj )= ∇

2
j (q)H(ℓi , f ′

j )= 0 (2-10)

to conclude that the Hessian of Ĥ is

1
2∂

2
τ,z Ĥ(w, t, 0, 0)=


1
2∂

2
τ Ĥ(w, t, 0, 0)

β1
β1 . . .

βs
βs

 .

Actually, (2-10) follows from the identity

L ⊂ F⊥
= (T6⊥)⊥H , (2-11)
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where ⊥ H denotes the orthogonal with respect to the quadratic form ∇
2 H (which is different from the

symplectic orthogonal ⊥). Indeed, to prove (2-11) note that

(Q, P) ∈ (T6⊥)⊥H
=⇒ ∇

2 H((Q, P), (Q′, (∇q A)T · Q′))= 0 for all Q′
∈ Rd

=⇒

∑
k,ℓ, j

gkℓ(Pk − ∇q Ak · Q)Bℓj Q′

j = 0 for all Q′
∈ Rd

=⇒

∑
k, j

(Pk − ∇q Ak · Q)Bk j Q′

j = 0 for all Q′
∈ Rd

=⇒ ⟨P − ∇q A · Q, BQ′
⟩ = 0 for all Q′

∈ Rd

=⇒ ⟨P, BQ′
⟩ − ⟨Q, (∇q A)T · BQ′

⟩ = 0 for all Q′
∈ Rd

=⇒ ω((Q, P), (BQ′, (∇q A)T · BQ′))= 0 for all Q′
∈ Rd ,

and we have
F = {(V : (∇q A)T V ), V ∈ span(u1, v1, . . . , us, vs)}

= {(BQ : (∇q A)T BQ), Q ∈ Rd
},

because the vectors uj , vj span the range of B. Hence we find

(Q, P) ∈ (T6⊥)⊥H
⇐⇒ (Q, P) ∈ F⊥. □

3. Construction of the normal form N−h

3A. Formal series. Define U = U ′

1 ∩6′
⊂ R2s+k

(w,t) × {0}. We construct the Birkhoff normal form in the
space

E1 = C∞(U )[[x, ξ, τ, −h]].

It is a space of formal series in (x, ξ, τ, −h) with coefficients smoothly depending on (w, t). We see these
formal series as Taylor series of symbols, which we quantize using the Weyl quantization. Given an
−h-pseudodifferential operator A−h = Opw−h a−h (with symbol a−h admitting an expansion in powers of −h in
some standard class), we denote by [a−h] or σ T (A−h) the Taylor series of a−h with respect to (x, ξ, τ ) at
(x, ξ, τ )= 0. Conversely, given a formal series ρ ∈E1, we can find a bounded symbol a−h such that [a−h]=ρ.
This symbol is not uniquely defined, but any two such symbols differ by O((x, ξ, −h)∞), uniformly with
respect to (w, t) ∈ U.

Remark 3.1. We prove below that the eigenfunctions of L−h are microlocalized, where (w, t) ∈ U and
|(x, ξ)| ≲ −h1/2, so that the remainders O((x, ξ, −h)∞) are negligible.

• In order to make operations on Taylor series compatible with the Weyl quantization, we endow E1 with
the Weyl–Moyal product ⋆, defined by Opw−h (a)Opw−h (b)= Opw−h (a ⋆ b). This product satisfies

a1 ⋆ a2 =

N∑
k=0

1
k!

( −h
2i
□

)k
a1(w, t, τ, z)a2(w

′, t ′, τ ′, z′)|w′=w,t ′=t,τ ′=τ,z′=z +O(−hN ),

where

□ =

s∑
j=1

(∂ηj ∂y′

j
− ∂yj ∂η′

j
)+

s∑
j=1

(∂ξj ∂x ′

j
− ∂x j ∂ξ ′

j
)+

k∑
j=1

(∂τj ∂t ′j − ∂tj ∂τ ′

j
).
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Note that to define such a product it is necessary to assume that our formal series depend smoothly
on (w, t).

• The degree of a monomial is

deg(xαξα
′

τα
′′
−hℓ)= |α| + |α′

| + |α′′
| + 2ℓ. (3-1)

We denote by DN the C∞(U )-module spanned by monomials of degree N, and

ON =

⊕
n≥N

DN , (3-2)

which satisfies

ON1 ⋆ON2 ⊂ ON1+N2 .

If ρ1, ρ2 ∈ E1, we denote their commutator by

[ρ1, ρ2] = adρ1 ρ2 = ρ1 ⋆ ρ2 − ρ2 ⋆ ρ1,

and we have the formula

[ρ1, ρ2] = 2 sinh
( −h

2i
□

)
ρ1ρ2. (3-3)

In particular,

for all ρ1 ∈ ON1, for all ρ2 ∈ ON2,
i
−h
[ρ1, ρ2] ∈ ON1+N2−2,

and (i/−h)[ρ1, ρ2] = {ρ1, ρ2} +O(−h2). The Birkhoff normal form algorithm is based on the following
lemma. We recall the definition (1-5) of r1.

Lemma 3.2. For 1 ≤ j ≤ s, define z j = x j + iξj and |z j |
2
= x2

j + ξ 2
j .

(1) Every series ρ ∈ E1 satisfies
i
−h

ad|z j |2 ρ = {|z j |
2, ρ}.

(2) Let 0 ≤ N < r1. For every RN ∈ DN , there exist ρN , KN ∈ DN such that

RN = KN +

s∑
j=1

β̂j (w, t) i
−h

ad|z j |2 ρN

and [KN , |z j |
2
] = 0 for 1 ≤ j ≤ s.

(3) If K ∈ E1, then [K , |z j |
2
] = 0 for all 1 ≤ j ≤ s if and only if there exists a formal series F ∈

C∞(U )[[I1, . . . , Is, τ,
−h]] such that

K = F(|z1|
2, . . . , |zs |

2, τ, −h).

Proof. The first statement is a simple computation. For the second and the third, it suffices to consider
monomials RN = c(w, t)zα z̄α

′

τα
′′
−hℓ. Note that

ad|z j |2(c(w, t)zα z̄α
′

τα
′′
−hℓ)= (α′

j −αj )c(w, t)zα z̄α
′

τα
′′
−hℓ,
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so that RN commutes with every |z j |
2 (1 ≤ j ≤ s) if and only if α = α′, which amounts to saying that RN

is a function of |z j |
2 and proves (3). Moreover,∑

j

β̂j ad|z j |2(z
α z̄α

′

τα
′′
−hℓ)= ⟨α′

−α, β̂⟩zα z̄α
′

τα
′′
−hℓ,

where ⟨γ, β̂⟩ =
∑s

j=1 γj β̂j (w, t). Under the assumption |α|+ |α′
|+ |α′′

|+2ℓ < r1, we have |α−α′
|< r1

and by the definition of r1 the function ⟨α′
−α, β̂(w, t)⟩ cannot vanish for (w, t) ∈ U, unless α = α′. If

α = α′, we choose ρN = 0 and RN = KN commutes with |z j |
2. If α ̸= α′, we choose KN = 0 and

ρN =
c(w, t)

⟨α′ −α, β̂(w, t)⟩
zα z̄α

′

τα
′′
−hℓ,

and this proves (2). □

3B. Formal Birkhoff normal form. In this section we construct the Birkhoff normal form at a formal
level. We will work with the Taylor series of the symbol H of L−h , in the new coordinates 81. According
to Theorem 1.4, Ĥ = H ◦81 defines a formal series

[Ĥ ] = H2 +

∑
k≥3

Hk,

where Hk ∈ Dk and

H2 = ⟨M(w, t)τ, τ ⟩ +

s∑
j=1

β̂j (w, t)|z j |
2. (3-4)

At a formal level, the normal form can be stated as follows.

Theorem 3.3. For every γ ∈ O3, there are κ , ρ ∈ O3 such that

e(i/
−h) adρ (H2 + γ )= H2 + κ +Or1,

where κ is a function of harmonic oscillators:

κ = F(|z1|
2, . . . , |zs |

2, τ, −h), with some F ∈ C∞(U )[[I1, . . . , Is, τ,
−h]].

Moreover, if γ has real-valued coefficients, then so do ρ, κ and the remainder Or1 .

Proof. We prove this by induction on an integer N ≥ 3. Assume that we found ρN−1, K3, . . . , KN−1 ∈O3,
with [Ki , |z j |

2
] = 0 for every (i, j) and Ki ∈ Di such that

e(i/
−h) adρN−1 (H2 + γ )= H2 + K3 + · · · + KN−1 +ON .

Rewriting the remainder as RN +ON+1, with RN ∈ DN , we have

e(i/
−h) adρN−1 (H2 + γ )= H2 + K3 + · · · + KN−1 + RN +ON+1.

We are looking for a ρ ′
∈ ON . For such a ρ ′ we apply e(i/

−h) adρ′ :

e(i/
−h) adρN−1+ρ′

(H2 + γ )= e(i/
−h) adρ′ (H2 + K3 + · · · + KN−1 + RN +ON+1).
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Since (i/−h) adρ′ : Ok → Ok+N−2 we have

e(i/
−h) adρN−1+ρ′

(H2 + γ )= H2 + K3 + · · · + KN−1 + RN +
i
−h

adρ′(H2)+ON+1. (3-5)

The new term (i/−h) adρ′(H2)= −(i/−h) adH2(ρ
′) can still be simplified. Indeed by (3-4),

i
−h

adH2(ρ
′)=

i
−h
[⟨M(w, t)τ, τ ⟩, ρ ′

] +

s∑
j=1

(
β̂j

i
−h
[|z j |

2, ρ ′
] + |z j |

2 i
−h
[β̂j , ρ

′
]

)
, (3-6)

with
i
−h
[β̂j , ρ

′
] =

s∑
i=1

(
∂β̂j

∂yi

∂ρ ′

∂ηi
−
∂β̂j

∂ηi

∂ρ ′

∂yi

)
+

k∑
i=1

∂β̂j

∂ti

∂ρ ′

∂τi
+ON−1 = ON−1,

because a derivation with respect to (y, η, t) does not decrease the degree. Similarly,

i
−h
[⟨M(w, t)τ, τ ⟩, ρ ′

] =

k∑
j=1

(
⟨∂tj M(w, t)τ, τ ⟩

∂ρ ′

∂τj
−
∂⟨M(w, t)τ, τ ⟩

∂τj

∂ρ ′

∂tj

)
+ON+1 = ON+1,

and thus (3-6) becomes
i
−h

adH2(ρ
′)=

s∑
j=1

(
β̂j

i
−h

ad|z j |2(ρ
′)
)

+ON+1.

Using this formula in (3-5) we get

e(i/
−h) adρN−1+ρ′

(H2 + γ )= H2 + K3 + · · · + KN−1 + RN −

s∑
j=1

β̂j
i
−h

ad|z j |2(ρ
′)+ON+1.

Thus, we are looking for KN , ρ
′
∈ DN such that

RN = KN +

s∑
j=1

β̂j
i
−h

ad|z j |2(ρ
′),

with [KN , |z j |
2
] = 0. By Lemma 3.2, we can solve this equation provided N < r1, and this concludes the

proof. Moreover, (i/−h) ad|z j |2 is a real endomorphism, so we can solve this equation on R. □

3C. Quantizing the normal form. We now construct the normal form N−h , quantizing Theorems 1.4
and 3.3. We denote by I ( j)

−h the harmonic oscillator with respect to x j , defined by

I ( j)
−h = Opw−h (ξ

2
j + x2

j )= −
−h2 ∂

2

∂x2
j

+ x2
j .

We prove the following theorem.

Theorem 3.4. There exist

(1) a microlocally unitary operator U−h : L2(Rd
x,y,t)→ L2(M) quantizing a symplectomorphism 8̃1 =

81 +O((x, ξ, τ )2), microlocally on U ′

1 × U1,

(2) a function f ⋆1 : R2s+2k
y,η,t,τ × Rs

I × [0, 1] which is C∞ with compact support such that

f ⋆1 (y, η, t, τ, I, −h)≤ C
(
(|I | + −h)2 + |τ |(|I | + −h)+ |τ |3

)
,

(3) an −h-pseudodifferential operator R−h , whose symbol is O((x, ξ, τ, −h1/2)r1) on U ′

1,
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such that

U∗
−hL−hU−h = N−h +R−h,

with

N−h = Opw−h ⟨M(w, t)τ, τ ⟩ +

s∑
j=1

I ( j)
−h Opw−h β̂j (w, t)+ Opw−h f ⋆1 (y, η, t, τ, I ( j)

−h , . . . , I (s)−h , −h).

Remark 3.5. U−h is a Fourier integral operator quantizing the symplectomorphism 8̃1; see [Martinez 2002;
Zworski 2012]. In particular, if A−h is a pseudodifferential operator on M with symbol a−h = a0 +O(−h2),
then U∗

−hA−hU−h is a pseudodifferential operator on Rd with symbol

σ−h = a0 ◦ 8̃1 +O(−h2) on U ′

1.

Remark 3.6. Due to the parameters (y, η, t, τ ) in the formal normal form, an additional quantization is
needed, hence the Opw−h f ⋆1 -term. It is a quantization with respect to (y, η, t, τ ) of an operator-valued
symbol f ⋆1 (y, η, t, τ, I (1)−h , . . . , I (s)−h ). Actually, this operator symbol is simple since one can diagonalize
it explicitly. Denoting by h j

n j (x j ) the n j -th eigenfunction of I ( j)
−h , associated to the eigenvalue (2n j − 1)−h,

we have for all n ∈ Ns

f ⋆1 (y, η, t, τ, I (1)−h , . . . , I (s)−h , −h)hn(x)= f ⋆1 (y, η, τ, (2n − 1)−h, −h)hn(x),

where hn(x)= h1
n1
(x1) · · · hs

ns
(xs). Thus the operator Opw−h f ⋆1 satisfies, for u ∈ L2(Rs+k

(y,t)),

(Opw−h f ⋆1 )u ⊗ hn =
(
Opw−h f ⋆1 (y, η, t, τ, (2n − 1)−h, −h)u

)
⊗ hn.

Proof. In order to prove Theorem 3.4, we first quantize Theorem 1.4. Using the Egorov theorem,
there exists a microlocally unitary operator V−h : L2(Rd)→ L2(M) quantizing the symplectomorphism
81 : U ′

1 → U1. Thus,
V ∗

−h L−h V−h = Opw−h (σ−h)

for some symbol σ−h such that
σ−h = Ĥ +O(−h2) on U ′

1.

Then we use the following lemma to quantize the formal normal form and conclude. □

Lemma 3.7. There exists a bounded pseudodifferential operator Q−h with compactly supported symbol
such that

e(i/
−h)Q−h Opw−h (σ−h)e−(i/−h)Q−h = N−h +R−h,

where N−h and R−h satisfy the properties stated in Theorem 3.4.

Remark 3.8. As explained below, the principal symbol Q of Q−h is O((x, ξ, τ )3). Thus, the symplectic
flow ϕt associated to the Hamiltonian Q is ϕt(x, ξ, τ )= (x, ξ, τ )+O((x, ξ, τ )2). Moreover, the Egorov
theorem implies that e−(i/−h)Q−h quantizes the symplectomorphism ϕ1. Hence, V−he−(i/−h)Q−h quantizes the
symplectomorphism 8̃1 =81 ◦ϕ1 =81 +O((x, ξ, τ )2).
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Proof. The proof of this lemma follows the exact same lines as in the case k = 0 [Morin 2022b,
Theorem 4.1]. Let us recall the main arguments. The symbol σ−h is equal to Ĥ +O(−h2) on U ′

1. Thus, its
associated formal series is [σ−h] = H2 + γ for some γ ∈ O3. Using the Birkhoff normal form algorithm
(Theorem 3.3), we get κ , ρ ∈ O3 such that

e(i/
−h) adρ (H2 + γ )= H2 + κ +Or1 .

If Q−h is a smooth compactly supported symbol with Taylor series [Q−h] = ρ, then by the Egorov theorem
the operator

ei−h−1 Opw−h Q−h Opw−h (σ−h)e
−i−h−1 Opw−h Q−h (3-7)

has a symbol with Taylor series H2 + κ + Or1 . Since κ commutes with the oscillator |z j |
2, it can be

written as

κ =

∑
2|α|+|α′|+2ℓ≥3

cαα′ℓ(w, t)|z1|
2α1 · · · |zs |

2αsτ
α′

1
1 · · · τ

α′

k
k

−hℓ.

We can reorder this formal series using the monomials (|z j |
2)⋆αj = |z j |

2 ⋆ · · · ⋆ |z j |
2:

κ =

∑
2|α|+|α′|+2ℓ≥3

c⋆αα′ℓ(w, t)(|z1|
2)⋆α1 · · · (|zs |

2)⋆αsτ
α′

1
1 · · · τ

α′

k
k

−hℓ.

If f ⋆1 is a smooth compactly supported function with Taylor series

[ f ⋆1 ] =

∑
2|α|+|α′|+2ℓ≥3

c⋆αα′ℓ(w, t)I α1
1 · · · I αs

s τ
α′

1
1 · · · τ

α′

k
k

−hℓ,

then the operator (3-7) is equal to

N−h = Opw−h H2 + Opw−h f ⋆1 (y, η, t, τ, I (1)−h , . . . , I (s)−h , −h)

modulo Or1 . □

4. Comparing the spectra of L−h and N−h

4A. Spectrum of N−h. In this section we describe the spectral properties of N−h . We can use the properties
of harmonic oscillators to diagonalize it in the following way. For 1 ≤ j ≤ s and n j ≥ 1, we recall that
the n j -th Hermite function h j

n j (x j ) is an eigenfunction of I ( j)
−h ,

I ( j)
−h h j

n j
=

−h(2n j − 1)h j
n j
,

and the functions (hn)n∈Ns defined by

hn(x)= h1
n1

⊗ · · · ⊗ hs
ns
(x)= h1

n1
(x1) · · · hs

ns
(xs)

form a Hilbertian basis of L2(Rs
x). Thus, we can use this basis to decompose the space L2(R2s+k

x,y,t ) on
which N−h acts:

L2(R2s+k)=

⊕
n∈Ns

(L2(Rs+k
y,t )⊗ hn).
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N−h preserves this decomposition and
N−h =

⊕
n∈Ns

N [n]
−h ,

where N [n]
−h is the pseudodifferential operator with symbol

N [n]
−h = ⟨M(w, t)τ, τ ⟩ +

s∑
j=1

β̂j (w, t)(2n j + 1)−h + f ⋆1 (w, t, τ, (2n − 1)−h, −h). (4-1)

In particular, the spectrum of N−h is given by

sp(N−h)=

⋃
n∈Ns

sp(N [n]
−h ).

Moreover, as in the k = 0 case, for any b1 > 0 there is an Nmax > 0 (independent of −h) such that

sp(N−h)∩ (−∞, b1
−h)=

⋃
|n|≤Nmax

sp(N [n]
−h )∩ (−∞, b1

−h).

The reason is that the symbol N [n]
−h is greater than b1

−h for n large enough. Finally, to prove our main
result, Theorem 1.7, it remains to compare the spectra of L−h and N−h .

4B. Microlocalization of the eigenfunctions. Here we prove microlocalization results for the eigenfunc-
tions of L−h and N−h . These results are needed to show that the remainders O((x, ξ, τ )r1) we got are small.
More precisely, for each operator we need to prove that the eigenfunctions are microlocalized

• inside � (space localization),

• where |(x, ξ, τ )| ≲ −hδ for δ ∈
(
0, 1

2

)
(i.e., close to 6).

Fix b̃1 such that
K b̃1

= {q ∈ M : b(q)≤ b̃1} ⋐�.

Lemma 4.1 (space localization for L−h). Let b1 ∈ (b0, b̃1) and χ0 ∈ C∞

0 (M) be a cutoff function such that
χ0 = 1 on K b̃1

. Then every normalized eigenfunction ψ−h of L−h associated with an eigenvalue λ−h ≤ b1
−h

satisfies
ψ−h = χ0ψ−h +O(−h∞),

where the O(−h∞) is independent of (λ−h, ψ−h).

Proof. This follows from the Agmon estimates,

∥ed(q,K b̃1
)−h−1/4

ψ−h∥ ≤ C∥ψ−h∥
2, (4-2)

as in the k = 0 case (in [Morin 2022b]). Indeed, from (4-2) we deduce

∥(1 −χ0)ψ∥ ≤ Ce−ε−h−1/4
∥ψ−h∥,

as soon as χ0 = 1 on an ε-neighborhood of K b̃1
. □
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Lemma 4.2 (microlocalization near 6 for L−h). Let δ ∈
(
0, 1

2

)
, b1 ∈ (b0, b̃1) and χ1 ∈ C∞(T ∗M) be a

cutoff function equal to 1 on a neighborhood of 6. Then every eigenfunction ψ−h of L−h associated with an
eigenvalue λ−h ≤ b1

−h satisfies
ψ−h = Opw−h χ1(

−h−δ(q, p))ψ−h +O(−h∞)ψ−h,

where the O(−h∞) is in the space of bounded operators L(L2,L2) and independent of (λ−h, ψ−h).

Proof. Let g−h ∈ C∞

0 (R) be such that

g−h(λ)=

{
1 if λ≤ b1

−h,
0 if λ≥ b̃1

−h.

Then the eigenfunction ψ−h satisfies
ψ−h = g−h(λ−h)ψ−h = g−h(L−h)ψ−h .

With the notation χ = 1 −χ1, we will prove that

∥Opw−h χ(
−h−δ(q, p))g−h(L−h)∥L(L2,L2) = O(−h∞), (4-3)

from which will follow ψ−h = Opw−h χ1(
−h−δ(q, p))ψ−h +O(−h∞)ψ−h , uniformly with respect to (λ−h, ψ−h).

To lighten the notation, we define χw := Opw−h χ(
−h−δ(q, p)). For every ψ ∈ L2(M) we define ϕ =

g−h(L−h)ψ . Then,
⟨L−hχ

wϕ, χwϕ⟩ = ⟨χwL−hϕ, χ
wϕ⟩ + ⟨[L−h, χ

w
]ϕ, χwϕ⟩. (4-4)

We will bound from above the right-hand side, and from below the left-hand side. First, since g−h(λ) is
supported where λ≤ b̃1

−h, we have
⟨χwL−hϕ, χ

wϕ⟩ ≤ b̃1
−h∥χwϕ∥

2. (4-5)

Moreover, the commutator [L−h, χ
w
] is a pseudodifferential operator of order −h, with symbol supported

on suppχ . Hence, if χ is a cutoff function having the same general properties of χ , such that χ = 1 on
suppχ , we have

⟨[L−h, χ
w
]ϕ, χwϕ⟩ ≤ C−h∥χwϕ∥∥χwϕ∥. (4-6)

Finally, the symbol of χw is equal to 0 on an −hδ-neighborhood of 6, and thus the symbol |p − A(q)|2

of L−h is ≥ c−h2δ on the support of χw. Hence the Gårding inequality yields

⟨L−hχ
wϕ, χwϕ⟩ ≥ c−h2δ

∥χwϕ∥
2. (4-7)

Using this last inequality in (4-4), and bounding the right-hand side with (4-5) and (4-6) we find

c−h2δ
∥χwϕ∥

2
≤ b̃1

−h∥χwϕ∥
2
+ C−h∥χwϕ∥∥χwϕ∥,

and we deduce that
∥χwϕ∥ ≤ C−h1−2δ

∥χwϕ∥.

Iterating with χ instead of χ , we finally get, for arbitrarily large N > 0,

∥χwϕ∥ ≤ CN
−hN

∥ϕ∥.

This is true for every ψ , with ϕ = g−h(L−h)ψ , and thus ∥χwg−h(L−h)∥ = O(−h∞). □
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Lemma 4.3 (microlocalization near 6 for N−h). Let δ ∈
(
0, 1

2

)
, b1 ∈ (b0, b̃1) and χ1 ∈ C∞

0 (R
2s+k
x,ξ,τ ) be a

cutoff function equal to 1 on a neighborhood of 0. Then every eigenfunction ψ−h of N−h associated with an
eigenvalue λ−h ≤ b1

−h satisfies

ψ−h = Opw−h χ1(
−h−δ(x, ξ, τ ))+O(−h∞)ψ−h,

where the O(−h∞) is in L(L2,L2) and independent of (λ−h, ψ−h).

Proof. Just as in the previous lemma, it is enough to show that

∥χwg−h(N−h)∥ = O(−h∞),

where χw = Opw−h (1 − χ1(
−h−δ(x, ξ, τ ))). We prove this using the same method. If ψ ∈ L2(Rd) and

ϕ = g−h(N−h)ψ ,

⟨N−hχ
wϕ, χwϕ⟩ = ⟨χwN−hϕ, χ

wϕ⟩ + ⟨[N−h, χ
w
]ϕ, χwϕ⟩. (4-8)

The right-hand side can be bounded from above as before. On the left-hand side we find ε > 0 such that

⟨N−hχ
wϕ, χwϕ⟩ ≥ (1 − ε)⟨H2χ

wϕ, χwϕ⟩, (4-9)

with H2 = Opw−h
(
⟨M(w, t)τ, τ ⟩ +

∑
β̂j (w, t)|z j |

2
)
. The symbol of χw vanishes on an −hδ-neighborhood

of x = ξ = τ = 0. Thus we can bound from below the symbol of H2 and use the Gårding inequality:

⟨H2χ
wϕ, χwϕ⟩ ≥ c−h2δ

∥χwϕ∥
2.

We conclude the proof as in Lemma 4.2. □

Lemma 4.4 (space localization for N−h). Let b1 ∈ (b0, b̃1) and χ0 ∈ C∞

0 (R
2s+k
y,η,t ) be a cutoff function equal

to 1 on a neighborhood of {b̂(y, η, t) ≤ b̃1}. Then every eigenfunction ψ−h of N−h associated with an
eigenvalue λ−h ≤ b1

−h satisfies

ψ−h = Opw−h χ0(w, t)ψ−h +O(−h∞)ψ−h,

where the O(−h∞) is in L(L2,L2) and independent of (λ−h, ψ−h).

Proof. Every eigenfunction of N−h is given by ψ−h(x, y, t)= u−h(y, t)hn(x) for some Hermite function hn

with |n| ≤ Nmax and some eigenfunction u−h of N [n]
−h . Thus, it is enough to prove the lemma for the

eigenfunctions of N [n]
−h . If u−h is such an eigenfunction, associated with an eigenvalue λ−h ≤ b1

−h, then

u−h = g−h(N [n]
−h )u−h .

We will prove that ∥χwg−h(N [n]
−h )∥ = O(−h∞), with χw = Opw−h (1 −χ0), which is enough to conclude. If

u ∈ L2(Rk+s
y,t ) and ϕ = g−h(N [n]

−h )u, then

⟨N [n]
−h χwϕ, χwϕ⟩ = ⟨χwN [n]

−h ϕ, χwϕ⟩ + ⟨[N [n]
−h , χw]ϕ, χwϕ⟩. (4-10)

We first have the bound

⟨χwN [n]
−h ϕ, χwϕ⟩ ≤ b̃1

−h∥χwϕ∥
2. (4-11)
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The commutator [N [n]
−h , χw] is a pseudodifferential operator of order −h with symbol supported on suppχ .

Moreover, its principal symbol is {N [n]
−h , χ}. From the definition of N [n]

−h we deduce

⟨[N [n]
−h , χw]ϕ, χwϕ⟩ ≤ C−h⟨χw|τ |wϕ, χwϕ⟩,

where χ has the same general properties as χ , and is equal to 1 on suppχ . By Lemma 4.3, we can find a
cutoff where |τ | ≲ −hδ and we get

⟨[N [n]
−h , χw]ϕ, χwϕ⟩ ≤ C−h1+δ

∥χwϕ∥∥χwϕ∥. (4-12)

Finally for ε > 0 small enough we have the lower bound

⟨N [n]
−h χwϕ, χwϕ⟩ ≥

−h(b̃1 + ε)∥χwϕ∥
2,

because N [n]
−h (w, t) ≥

−hb̂(w, t) and χ vanishes on a neighborhood of {b̂(w, t) ≤ b̃1}. Using this lower
bound in (4-10), and bounding the right-hand side with (4-11) and (4-12) we get

−h(b̃1 + ε)∥χwϕ∥
2
≤

−hb̃1∥χ
wϕ∥

2
+ C−h1+δ

∥χwϕ∥∥χwϕ∥. (4-13)

Thus
ε∥χwϕ∥ ≤ C−hδ∥χwϕ∥,

and we can iterate with χ instead of χ to conclude. □

4C. Proof of Theorem 1.7. To conclude the proof of Theorem 1.7, it remains to show that

λn(L−h)= λn(N−h)+O(−hr1/2−ε)

uniformly with respect to n ∈ [1, N max
−h ] with

N max
−h = max{n ∈ N : λn(L−h)≤ b1

−h}.

Here λn(A) denotes the n-th eigenvalue of the self-adjoint operator A, repeated with multiplicities.

Lemma 4.5. One has
λn(L−h)= λn(N−h)+O(−hr1/2−ε)

uniformly with respect to n ∈ [1, N max
−h ].

Proof. Let us focus on the “≤” inequality. For n ∈ [1, N max
−h ], denote by ψ

−h
n the normalized eigenfunction

of N−h associated with λn(N−h), and
ϕ

−h
n = U−hψ

−h
n ,

where U−h is given by Theorem 3.4. We will use ϕ
−h
n as quasimode for L−h . Let N ∈ [1, N max

−h ] and

V
−h
N = span{ϕ

−h
n : 1 ≤ n ≤ N }.

For ϕ ∈ V
−h
N we use the notation ψ = U−1

−h ϕ. By Theorem 3.4, we have

⟨L−hϕ, ϕ⟩ = ⟨N−hψ,ψ⟩ + ⟨R−hψ,ψ⟩ ≤ λN (N−h)∥ψ∥
2
+ ⟨R−hψ,ψ⟩. (4-14)
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According to Lemmas 4.3 and 4.4, ψ is microlocalized, where (w, t) ∈ {b̂(w, t) ≤ b̃1} ⊂ U and
|(x, ξ, τ )| ≤

−hδ. But the symbol of R−h is such that R−h = O((x, ξ, τ, −h1/2)r1) for (w, t) ∈ U, so

⟨R−hψ,ψ⟩ = O(−hδr1)= O(−hr1/2−ε) (4-15)

for suitable δ ∈
(
0, 1

2

)
. By (4-14) and (4-15) we have

⟨L−hϕ, ϕ⟩ ≤ (λN (N−h)+ C−hr1/2−ε)∥ϕ∥
2 for all ϕ ∈ V

−h
N .

Since V
−h
N is N -dimensional, the minimax principle implies that

λN (L−h)≤ λN (N−h)+ C−hr1/2−ε. (4-16)

The reversed inequality is proved in the same way: we take the eigenfunctions of L−h as quasimodes
for N−h , and we use the microlocalization lemma, Lemma 4.2. □

5. A second normal form in the case k > 0

In the previous sections, we compared the spectrum of L−h and the spectrum of the normal form N−h .
Moreover, if b1 > b0 is sufficiently close to b0 the spectrum of N−h in (−∞, b1

−h) is given by the spectrum
of N [1]

−h , an −h-pseudodifferential operator on Rs+k
(y,t) with symbol

N [1]
−h = ⟨M(y, η, t)τ, τ ⟩ +

−hb̂(y, η, t)+ f ⋆1 (y, η, t, τ, −h). (5-1)

In this section, we will construct a Birkhoff normal form again, to describe the spectrum of N [1]
−h by an

effective operator M−h on Rs
y . For that purpose, in Section 5A we will find new canonical variables (t̂, τ̂ )

in which N [1]
−h is the perturbation of a harmonic oscillator. In Sections 5B and 5C we will construct the

semiclassical Birkhoff normal form M−h . In Section 5D we will prove that the spectrum of N [1]
−h is given

by the spectrum of M−h .
Under Assumption 1 we know that t 7→ b̂(w, t) admits a nondegenerate minimum at s(w) for w in a

neighborhood of 0, and we denote by (ν2
1(w), . . . , ν

2
k (w)) the eigenvalues of the positive symmetric matrix

M(w, s(w))1/2 ·
1
2∂

2
t b̂(w, s(w)) · M(w, s(w))1/2.

The maps ν1, . . . , νk are smooth nonvanishing functions in a neighborhood of w = 0.

5A. Geometry of the symbol N [1]
−h . We prove the following lemma.

Lemma 5.1. There exists a canonical (symplectic) transformation 82 : U2 → V2 between neighborhoods
U2, V2 of 0 ∈ R2s+2k

(y,η,t,τ ) such that

N̂−h := N [1]
−h ◦82 =

−hb̂(w, s(w))+
k∑

j=1

νj (w)(τ
2
j +

−ht2
j )+O(|t |3|τ |2 +|t |3−h +

−h2
+

−h|τ |+ |τ |3 +|t ||τ |2).

Proof. We want to expand N [1]
−h near its minimum with respect to the variables v = (t, τ ). First, from the

Taylor expansion of f ⋆1 we deduce

N [1]
−h = ⟨M(w, t)τ, τ ⟩ +

−hb̂(w, t)+O(−h2
+ τ−h + τ 3).
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We will Taylor-expand t 7→ b̂(w, t) on a neighborhood of its minimum point s(w). For that purpose, we
define new variables (ỹ, η̃, t̃, τ̃ )= ϕ̃(y, η, t, τ ) by

ỹ = y −
∑k

j=1 τj∇ηsj (y, η),

η̃ = η+
∑k

j=1 τj∇ysj (y, η),

t̃ = t − s(y, η),

τ̃ = τ.

Then ϕ̃∗ω0 = ω0 +O(τ ). Using Theorem B.2, we can make ϕ̃ symplectic on a neighborhood of 0, up to
a change of order O(τ 2). In these new variables, the symbol Ñ−h := N [1]

−h ◦ ϕ̃−1 is

Ñ−h = ⟨M[w̃+O(τ̃ ), t̃ + s(w̃+O(τ̃ ))]τ̃ , τ̃ ⟩ +
−hb̂[ỹ +O(τ̃ ), η̃+O(τ̃ ), s(ỹ, η̃)+ t̃ +O(τ̃ )]

+O(−h2
+

−hτ̃ + τ̃ 3)
= ⟨M(w̃, t̃ + s(w̃))τ̃ , τ̃ ⟩ +

−hb̂[ỹ, η̃, s(ỹ, η̃)+ t̃] +O(−h2
+

−hτ̃ + τ̃ 3).

Then we remove the tildes and expand this symbol in powers of t , τ , −h. We find

Ñ−h = ⟨M(w, s(w))τ, τ ⟩ +
−hb̂(w, s(w))+

−h
2
⟨∂2

t b̂(w, s(w))t, t⟩ +O(|t |3−h +
−h2

+
−h|τ | + |τ |3 + |t ||τ |2).

Now, we want to diagonalize the positive quadratic forms M(w, s(w)) and 1
2∂

2
t b̂[w, s(w)]. The diagonal-

ization of quadratic forms in orthonormal coordinates implies that there exists a matrix P(w) such that

tP M−1 P = I and tP 1
2∂

2
t b̂ P = diag(ν2

1 , . . . , ν
2
k ).

We define the new coordinates (y̌, η̌, ť, τ̌ )= ϕ̌(y, η, t, τ ) by
ť = P(w)−1t,
τ̌ =

tP(w)τ,
y̌ = y +

t
[∇η(P−1t)] ·

tPτ,
η̌ = η−

t
[∇y(P−1t)] ·

tPτ,

so that ϕ̌∗ω0 −ω0 =O(|t |2 +|τ |). Again, we can make it symplectic up to a change of order O(|t |3 +|τ |2)

by Theorem B.2. In these new variables, the symbol becomes (after removing the “checks”)

Ň−h =
−hb̂(w, s(w))+

k∑
j=1

(τ 2
j +

−hνj (w)
2t2

j )+O
(
|t |3|τ |2 + |t |3−h +

−h2
+

−h|τ | + |τ |3 + |t ||τ |2
)
.

The last change of coordinates (ŷ, η̂, t̂, τ̂ )= ϕ̂(y, η, t, τ ), defined by
t̂j = νj (w)

1/2tj ,

τ̂j = νj (w)
−1/2τj ,

ŷj = yj +
∑k

i=1 ν
−1/2
i τi∂ηj ν

1/2
i ti ,

η̂ = η−
∑k

i=1 ν
−1/2
i τi∂yj ν

1/2
i ti ,

is such that ϕ̂∗ω0 = ω0 +O(τ ), so it can be corrected modulo O(|τ |2) to be symplectic, and we get the
new symbol

N̂−h =
−hb̂(w, s(w))+

k∑
j=1

νj (w)(τ
2
j +

−ht2
j )+O

(
|t |3|τ |2 + |t |3−h +

−h2
+

−h|τ | + |τ |3 + |t ||τ |2
)
,

which concludes the proof. □
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5B. Second formal normal form. The harmonic oscillators appearing in N̂−h are

J ( j)
−h = Opw−h (

−h−1τ 2
j + t2

j ), 1 ≤ j ≤ k.

If we define
h =

√
−h,

the symbol of J ( j)
−h for the h-quantization is τ̃ 2

j + t2
j . This is why we use the mixed quantization

Opw♯ (a)u(y0, t0)=
1

(2π−h)n−k(2π
√

−h)k

∫
e(i/

−h)⟨y0−y,η⟩e(i/
√

−h)⟨t0−t,τ̃ ⟩a(
√

−h, y, η, t, τ̃ ) dy dη dt dτ̃ . (5-2)

It is related to the −h-quantization by the relation

τ = hτ̃ , h =

√
−h.

In other words, if a is a symbol in some standard class S(m), and if we define

a(h, y, η, t, τ̃ )= a(h2, y, η, t, hτ̃ ),

then we have
Opw♯ (a)= Opw−h (a).

However, if we take a ∈ S(m), then Opw♯ (a) is not necessarily an −h-pseudodifferential operator, since the
associated a may not be bounded with respect to −h, and thus it does not belong to any standard class. For
instance, we have

∂τa =
1

√
−h
∂τ̃ a.

But still Opw♯ (a) is an h-pseudodifferential operator, with symbol

a(h, y, η̃, t, τ̃ )= a(h, y, hη̃, t, τ̃ ).

With this notation
Opw♯ (a)= Opwh (a).

Thus, in this sense, we can use the properties of −h-pseudodifferential and h-pseudodifferential operators
to deal with our mixed quantization.

Remark 5.2. Operators of the form (5-2) are just special cases of the usual h-pseudodifferential operators
for which the reader can refer to [Martinez 2002; Zworski 2012]. Moreover, our mixed quantization
could be interpreted as a

√
−h-quantization with operator-valued symbols for which we refer to [Keraval

2018; Martinez 2007]. Indeed we can write

Opw♯ (a)= Opwh (Opw−h a), (5-3)

where we first quantize with respect to (y, η) so that Opw−h a is an operator-valued symbol which depends
on (t, τ̃ ). In the following we could have used this formalism, thus dealing with operator-valued symbols
in (t, τ̃ ) instead of real-valued symbols and mixed quantization.
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In our case, we have
Opw♯ (Nh)= Opwh (N̂−h),

with

Nh = h2b̂(w, s(w))+ h2
k∑

j=1

νj (w)(τ̃
2
j + t2

j )+O(h2
|t |3 + h4

+ h3
|τ̃ | + h2

|t ||τ̃ |2).

Let us construct a semiclassical Birkhoff normal form with respect to this quantization. We will work
in the space of formal series

E2 := C∞(U )[[t, τ̃ , h]], (5-4)

where U =U2∩R2s
w ×{0}. This space is endowed with the star product ⋆ adapted to our mixed quantization.

In other words
Opw♯ (a ⋆ b)= Opw♯ (a)Opw♯ (b).

The change of variable τ = hτ̃ between the usual −h-quantization and our mixed quantization yields the
following formula for the star product:

a ⋆ b =

∑
k≥0

1
k!

( h
2i

)k
Ah(∂)

k(a(h, y1, η1, t1, τ̃1)b(h, y2, η2, t2, τ̃2))|(t1,τ1,y1,η1)=(t2,τ2,y2,η2), (5-5)

with

Ah(∂)=

k∑
j=1

∂

∂t1 j

∂

∂τ̃2 j
−

∂

∂t2 j

∂

∂τ̃1 j
+ h

s∑
j=1

∂

∂y1 j

∂

∂η2 j
−

∂

∂y2 j

∂

∂η1 j
.

The degree function on E2 is defined by

deg(tα1 τ̃α2hℓ)= |α1| + |α2| + 2ℓ.

We denote by DN the C∞(U )-module spanned by monomials of degree N, and

ON =

⊕
n≥N

Dn.

For τ1, τ2 ∈ E2, we define
adτ1(τ2)= [τ1, τ2] = τ1 ⋆ τ2 − τ2 ⋆ τ1,

and if τ1 ∈ ON1 and τ2 ∈ ON2 ,
i
h

adτ1(τ2) ∈ ON1+N2−2.

We define

N0 = b̂(w, s(w)) ∈ D0 and N2 =

k∑
j=1

νj (w)|ṽj |
2
∈ D2,

with the notation ṽj = tj + i τ̃j , so that
1
h2 Nh = N0 + N2 +O3.
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Now we construct the following normal form. Recall that r2 is an integer chosen such that,

for all α ∈ Zk, 0< |α|< r2,

s∑
j=1

αjνj (0) ̸= 0.

Moreover, this nonresonance relation at w = 0 can be extended to a small neighborhood of 0.

Lemma 5.3. For any γ ∈ O3, there exist κ, τ ∈ O3 and ρ ∈ Or2 such that

e(i/h) adτ (N0 + N2 + γ )= N0 + N2 + κ + ρ, (5-6)

and [κ, |ṽj |
2
] = 0 for 1 ≤ j ≤ k.

Proof. We prove this result by induction. Assume that we have, for some N > 0, a τ ∈ O3 such that

e(i/h) adτ (N0 + N2 + γ )= N0 + N2 + K3 + · · · + KN−1 + RN +ON+1,

with RN ∈ DN and Ki ∈ Di such that [Ki , |ṽj |
2
] = 0. We are looking for a τN ∈ DN . For such a τN ,

(i/h) adτN : Oj → ON+ j−2 so

e(i/h) adτ+τN (N0 + N2 + γ )= N0 + N2 + K3 + · · · + KN−1 + RN +
i
h

adτN (N0 + N2)+ON+1.

Moreover N0 does not depend on (t, τ ) so the expansion (5-5) yields

i
h

adτN (N0)= h
s∑

j=1

(
∂τN

∂yj

∂N0

∂ηj
−
∂τN

∂ηj

∂N0

∂yj

)
+ON+6 = ON+2,

and thus

e(i/h) adτ+τN (N0 + N2 + γ )= N0 + N2 + K3 + · · · + KN−1 + RN +
i
h

adτN (N2)+ON+1.

So we are looking for τN , KN ∈ DN solving the equation

RN = KN +
i
h

adN2 τN +ON+1. (5-7)

To solve this equation, we study the operator (i/h) adN2 : ON → ON ,

i
h

adN2(τN )=

k∑
j=1

(
νj (w)

i
h

ad|ṽj |2(τN )+
i
h

adνj (τN )|ṽj |
2
)
,

and since ν only depends on w, expansion (5-5) yields

i
h

adνi (τN )=

s∑
j=1

h
(
∂νi

∂yj

∂τN

∂ηj
−
∂νi

∂ηj

∂τN

∂yj

)
+ON+6 = ON+2.

Hence,

i
h

adN2(τN )=

k∑
j=1

νj (w)
i
h

ad|ṽj |2(τN )+ON+2,

and (5-7) becomes

RN = KN +

k∑
j=1

νj (w)
i
h

ad|ṽj |2(τN )+ON+1. (5-8)
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Moreover, (i/h) ad|ṽj |2 acts as
k∑

j=1

νj (w)
i
h

ad|ṽj |2(v
α1 v̄α2hℓ)= ⟨ν(w), α2 −α1⟩v

α1 v̄α2hℓ.

The definition of r2 ensures that ⟨ν(w), α2 − α1⟩ does not vanish on a neighborhood of w = 0 if
N = |α1| + |α2| + 2ℓ < r2 and α1 ̸= α2. Hence we can decompose every RN as in (5-8), where KN

contains the terms with α1 = α2. These terms are exactly the ones commuting with |ṽj |
2 for 1 ≤ j ≤ k. □

5C. Second quantized normal form. Now we can quantize Lemmas 5.1 and 5.3 to prove the following
theorem.

Theorem 5.4. There exist

(1) a unitary operator U2,−h :L2(Rs+k
(y,t))→L2(Rs+k

(y,t)) quantizing a symplectomorphism 8̃2 =82+O((t,τ )2)
microlocally near 0,

(2) a function f ⋆2 : R2s
w × Rk

J × [0, 1)→ R which is C∞ with compact support such that

| f ⋆2 (w, J1, . . . , Jk,
√

−h)| ≤ C(|J | +

√
−h)2,

(3) a
√

−h-pseudodifferential operator R2,−h with symbol O((t, τ̃ , −h1/4)r2) on a neighborhood of 0

such that
U∗

2,−hN
[1]

−h U2,−h =
−hM−h +

−hR2,−h,

where M−h is the −h-pseudodifferential operator

M−h = Opwh b̂(w, s(w))+
k∑

j=1

J ( j)
−h Opwh νj + Opwh f ⋆2 (w,J

(1)
−h , . . . ,J (k)

−h ,
√

−h).

Proof. Lemma 5.1 provides us with a symplectomorphism 82 such that

N [1]
−h ◦82 =

−hb̂(w, s(w))+
k∑

j=1

νj (w)(τ
2
j +

−ht2
j )+O(|t |3|τ |2 + |t |3−h +

−h2
+

−h|τ | + |τ |3 + |t ||τ |2).

We can apply the Egorov theorem to get a Fourier integral operator V2,−h such that

V ∗

2,−h Opwh (N
[1]
−h )V2,−h = Opwh (N̂−h),

with N̂−h = N [1]
−h ◦82 +O(−h2) on a neighborhood of w = 0. We define

Nh(y, η, t, τ̃ )= N̂−h(y, η, t, hτ̃ ),

and following the notation of Section 5B, we have the associated formal series

1
h2 Nh = N0 + N2 + γ, γ ∈ O3.

We apply Lemma 5.3 and we get formal series κ, ρ such that

e(i/h) adρ (N0 + N2 + γ )= N0 + N2 + κ +Or2 .
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We take a compactly supported symbol a(h, w, t, τ̃ ) with Taylor series ρ. Then the operator

eih−1 Opw♯ (a) Opw♯ (h
−2Nh)e−ih−1 Opw♯ (a) (5-9)

has a symbol with Taylor series N0 + N2 + κ +Or2 . Since κ ∈ O3 commutes with |ṽj |
2, it can be written

κ =

∑
2|α|+2ℓ≥3

c⋆αℓ(w)(|ṽ1|
2)⋆α1 · · · (|ṽk |

2)⋆αk hℓ.

If we take f ⋆2 (h, w, J1, . . . , Jk) a smooth compactly supported function with Taylor series

[ f ⋆2 ] =

∑
2|α|+2ℓ≥3

c⋆αℓ(w)J
α1
1 · · · Jαk

k hℓ,

then the operator (5-9) is equal to

Opw♯ N0 + Opw♯ N2 + Opwh f ⋆2 (h, w,J
(1)

−h , . . . ,J (k)
−h )

modulo Or2 . Multiplying by h2, and getting back to the −h-quantization, we get

eih−1 Opw♯ (a) Opw−h (N̂−h)e−ih−1 Opw♯ (a) = −hM−h +
−hR−h,

with

M−h = Opw−h b̂(w, s(w))+
k∑

j=1

Opw−h νj (w)J
( j)

−h + Opw−h f ⋆2 (
√

−h, w,J (1)
−h , . . . ,J (k)

−h ),

and R−h a
√

−h-pseudodifferential operator with symbol Or2 . Note that M−h is an −h-pseudodifferential
operator whose symbol admits an expansion in powers of

√
−h. □

5D. Proof of Theorem 1.11. In order to prove Theorem 1.11, we need the following microlocalization
lemma.

Lemma 5.5. Let δ ∈
(
0, 1

2

)
and c > 0. Let χ0 ∈ C∞

0 (R
2s
(y,η)) and χ1 ∈ C∞

0 (R
2k
(t,τ̃ )) both equal to 1

on a neighborhood of 0. Then every eigenfunction ψ−h of N−h or −hM−h associated to an eigenvalue
λ−h ≤

−h(b0 + c−hδ) satisfies

ψ−h = Opw√
−h
χ0(

√
−h

−δ
(t, τ̃ ))Opwh χ1(y, η)ψ−h +O(−h∞)ψ−h .

Proof. Using the mixed quantization and h =
√

−h, we have N [1]
−h = Opw♯ N[1]

h , with

N[1]

h (y, η, t, τ̃ )= h2
⟨M(y, η, t)τ̃ , τ̃ ⟩ + h2b̂(w, t)+ f ⋆1 (y, η, t, hτ̃ , h2).

The principal part of N[1]

h is of order h2, and implies a microlocalization of the eigenfunctions, where

h2
⟨M(w, t)τ̃ , τ̃ ⟩ + h2b̂(w, t)≤ λh ≤ h2(b0 + ch2δ).

Since b̂ admits a unique and nondegenerate minimum b0 at 0, this implies that w lies in an arbitrarily
small neighborhood of 0, and that

|t |2 ≤ Ch2δ, |τ̃ |2 ≤ Ch2δ.
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The technical details follow the same ideas of Lemmas 4.2, 4.3 and 4.4. Now we can focus on M−h , whose
principal symbol with respect to the Opw♯ -quantization is

M0(y, η, t, τ̃ )= b̂(y, η, s(y, η))+
k∑

j=1

νj (y, η)(τ̃ 2
j + t2

j ).

Hence its eigenfunctions are microlocalized where

b̂(y, η, s(y, η))+
k∑

j=1

νj (y, η)(τ̃ 2
j + t2

j )≤ b0 + ch2δ,

which implies again that w lies in an arbitrarily small neighborhood of 0 and that

|t |2 ≤ Ch2δ, |τ̃ |2 ≤ Ch2δ. □

Using the same method as before, we deduce from Theorem 5.4 and Lemma 5.5 a comparison of the
spectra of N [1]

−h and M−h . With the notation

N max
−h (c, δ)= max{n ∈ N : λn(N [1]

−h )≤
−h(b0 + c−hδ)},

the following lemma concludes the proof of Theorem 1.11.

Lemma 5.6. Let δ ∈
(
0, 1

2

)
and c > 0. We have

λn(N [1]
−h )=

−hλn(M−h)+O(−h1+δr2/2),

uniformly with respect to n ∈ [1, N max
−h (c, δ)].

Proof. We use the same method as before (see Lemma 4.5). The remainder R2,−h is O((t, τ̃ ,
√

h)r2) and
the eigenfunctions are microlocalized where |t | + |τ̃ | ≤ C−hδ/2. Hence the −hR2,−h term yields an error
in −h1+δr2/2. □

6. Proof of Corollary 1.14

In this section we prove that the spectrum of L−h below −hb0 +
−h3/2(ν(0)+ 2c) is given by the spectrum

of −hM[1]
−h , up to O(−hr/4−ε). We recall that c ∈ (0,minj νj (0)) and r = min(2r1, r2 + 4).

We can apply Theorem 1.7 for b1 > b0 arbitrarily close to b0. Thus the spectrum of L−h in (−∞, b1
−h)

is given by the spectrum of
⊕

n∈Ns N [n]
−h modulo O(−hr1/2−ε)= O(−hr/4−ε). Moreover, the symbol of N [n]

−h
for n ̸= (1, . . . , 1) satisfies

N [n]
−h (y, η, t, τ )≥

−h(b0 + 2 minβj − C−h),

and we deduce from the Gårding inequality that

⟨N [n]
−h ψ,ψ⟩ ≥

−hb1∥ψ∥
2 for all ψ ∈ L2(Rs+k),

if b1 is close enough to b0. Hence the spectrum of L−h below b1
−h is given by the spectrum of N [1]

−h . Then,
we apply Theorem 1.11 for δ close enough to 1

2 , and we see that the spectrum of N [1]
−h below (b0 +

−hδ)−h
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is given by the spectrum of
⊕

n∈Nk
−hM[n]

−h modulo O(−h1+r2/4−ε)= O(−hr/4−ε). The symbol of M[n]
−h for

n ̸= 1 satisfies

M[n]
−h (y, η)≥ b0 +

−h1/2
k∑

j=1

νj (y, η)(2n j − 1)− C−h,

and the eigenfunctions of M[n]
−h are microlocalized in an arbitrarily small neighborhood of (y, η) = 0

(Lemma 5.5), and M [n]
−h satisfies in this neighborhood

M [n]
−h (y, η)≥ b0 +

−h1/2
k∑

j=1

νj (0)(2n j − 1)− −h1/2ε− C−h

≥ b0 +
−h1/2(ν(0)+ 2 min

j
νj (0)− ε)− C−h.

Using the Gårding inequality, the spectrum of M[n]
−h (n ̸= 1) is thus ≥ b0 +

−h1/2(ν(0)+ 2c) for ε and −h
small enough. It follows that the spectrum of N [1]

−h below −hb0 +
−h3/2(ν(0)+ 2c) is given by the spectrum

of −hM[1]
−h .

7. Proof of Corollary 1.15

We explain here where the asymptotics for λj (L−h) come from. First we use Corollary 1.14 so that the
spectrum of L−h below −hb0 +

−h3/2(ν(0)+ 2c) is given by M[1]
−h , modulo O(−hr/4−ε). The symbol of M[1]

−h
has the expansion

M [1]
−h (w)= b̂(w, s(w))+ −h1/2ν(0)+ −h1/2

∇ν(0) ·w+
−hc̃0 +O(−hw+

−h3/2
+

−h1/2w2),

with ν(w) =
∑k

j=1 νj (w). The principal part admits a unique minimum at 0, which is nondegenerate.
The asymptotics of the first eigenvalues of such an operator are well known. First one can make a linear
change of canonical coordinates diagonalizing the Hessian of b̂ and get a symbol of the form

M̂ [1]
−h (w)= b0 +

s∑
j=1

µj (η
2
j + y2

j )+
−h1/2ν(0)+ −h1/2

∇ν(0) ·w+
−hc̃0 +O(w3

+
−hw+

−h3/2
+

−h1/2w2).

One can factor the ∇ν(0) ·w term to get

M̂ [1]
−h (w)= b0 +

s∑
j=1

µj

((
ηj +

∂ηj ν(0)
2µj

−h1/2
)2

+

(
yj +

∂yj ν(0)
2µj

−h1/2
)2)

+
−h1/2ν(0)+ −hc0

+O(w3
+

−hw+
−h3/2

+
−h1/2w2),

with a new c0 ∈ R. Conjugating Opw−h M̂ [1]
−h by the unitary operator U−h ,

U−hv(x)= exp
(

i
√

−h

s∑
j=1

∂ηj ν(0)
2µj

yj

)
v

(
x −

s∑
j=1

∂yj ν(0)
2µj

−h1/2
)
,

amounts to making a phase-space translation and changes the symbol into

M̃ [1]
−h (w)= b0 +

s∑
j=1

µj (η
2
j + y2

j )+
−h1/2ν(0)+ −hc0 +O(w3

+
−hw+

−h3/2
+

−h1/2w2).
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For an operator with such symbol (i.e., harmonic oscillator + remainders) one can apply the results of
[Charles and Vũ Ngo.c 2008, Theorem 4.7] or [Helffer and Sjöstrand 1984] and deduce that the j-th
eigenvalue λj (M[1]

−h ) admits an asymptotic expansion in powers of −h1/2 such that

λj (M[1]
−h )= b0 +

−h1/2ν(0)+ −h(c0 + E j )+
−h3/2

∞∑
m=0

αj,m
−hm/2,

where −hE j is the j-th repeated eigenvalue of the harmonic oscillator with symbol
∑s

j=1 µj (η
2
j + y2

j ).

Appendix A: Local coordinates

If we choose local coordinates q = (q1, . . . , qd) on M, we get the corresponding vector field basis
(∂q1, . . . , ∂qd ) on Tq M, and the dual basis (dq1, . . . , dqd) on Tq M∗. In these bases, gq can be identified
with a symmetric matrix (gi j (q)) with determinant |g|, and g∗

q is associated with the inverse matrix
(gi j (q)). We can write the 1-form A and the 2-form B in the coordinates:

A ≡ A1dq1 + · · · + Ad dqd , B =

∑
i< j

Bi j dqi ∧ dqj ,

with A = (Aj )1≤ j≤d ∈ C∞(Rd ,Rd) and

Bi j = ∂i Aj − ∂j Ai = ( t dA − dA)i j . (A-1)

Let us denote by (Bi j (q))1≤i, j≤d the matrix of the operator B(q) : Tq M → Tq M in the basis (∂q1, . . . , ∂qd ).
With this notation, (1-1) relating B to B can be rewritten,

for all Q, Q̃ ∈ Rd ,
∑
i jk

gk j Bki Qi Q̃ j =

∑
i j

Bi j Qi Q̃ j ,

which means that,
for all i, j, Bi j =

∑
k

gk j Bki . (A-2)

Finally, in the coordinates, H is given by

H(q, p)=

∑
i, j

gi j (q)(pi − Ai (q))(pj − Aj (q)), (A-3)

and L−h acts as the differential operator:

Lcoord
−h =

d∑
k,l=1

|g|
−1/2(i−h∂k + Ak)gkl

|g|
1/2(i−h∂l + Al). (A-4)

Appendix B: Darboux-Weinstein lemmas

We used the following presymplectic Darboux lemma.

Theorem B.1. Let M be a d-dimensional manifold endowed with a closed constant-rank-2 form ω.
We denote by 2s the rank of ω and by k the dimension of its kernel. For every q0 ∈ M, there exist a
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neighborhood V of q0, a neighborhood U of 0 ∈ R2s+k
(y,η,t), and a diffeomorphism

ϕ : U → V

such that
ϕ∗ω = dη∧ dy.

We also used the following Weinstein result; see [Weinstein 1971]. We follow the proof given in
[Raymond and Vũ Ngo. c 2015].

Theorem B.2. Let ω0 and ω1 be two 2-forms on Rd which are closed and nondegenerate. Let us split Rd

into Rk
x × Rd−k

y . We assume that ω0 = ω1 +O(|x |
α) for some α ≥ 1. Then there exists a neighborhood of

0 ∈ Rd and a change of coordinates ψ on this neighborhood such that

ψ∗ω1 = ω0 and ψ = Id +O(|x |
α+1).

Proof. First we recall how to find a 1-form σ on a neighborhood of x = 0 such that

τ := ω1 −ω0 = dσ and σ = O(|x |
α+1).

We define the family (φt)0≤t≤1 by
φt(x, y)= (t x, y).

We have
φ∗

0τ = 0 and φ∗

1τ = τ. (B-1)

Let us denote by X t the vector field associated with φt ,

X t =
dφt

dt
◦φ−1

t = t−1(x, 0).

The Lie derivative of τ along X t is given by φ∗
t LX t τ = (d/dt)φ∗

t τ . From the Cartan formula we have

LX t τ = ι(X t)dτ + d(ι(X t)).

Since τ is closed, dτ = 0, and
d
dt
φ∗

t τ = d(φ∗

t ι(X t)τ ). (B-2)

We choose the following 1-form (where (ej ) denotes the canonical basis of Rd ):

σt := φ∗

t ι(X t)τ =

k∑
j=1

x jτφt (x,y)(ej ,∇φt(.))= O(|x |
α+1).

Equation (B-2) shows that t 7→ φ∗
t τ is smooth on [0, 1]. Thus, we can define σ =

∫ 1
0 σt dt . From (B-2)

and (B-1) we deduce
d
dt
φ∗

t τ = dσt and τ = dσ.

Then we use the Moser deformation argument. For t ∈ [0, 1], we let ωt =ω0 + t (ω1 −ω0). The 2-form ωt

is closed and nondegenerate on a small neighborhood of x = 0. We look for ψt such that

ψ∗

t ωt = ω0.
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For that purpose, let us determine the associated vector field Yt ,
d
dt
ψt = Yt(ψt).

The Cartan formula yields

0 =
d
dt
ψ∗

t ωt = ψ∗

t

( d
dt
ωt + ι(Yt)dωt + d(ι(Yt)ωt)

)
.

So
ω0 −ω1 = d(ι(Yt)ωt),

and we are led to solve
ι(Yt)ωt = −σ.

By the nondegeneracy of ωt , this determines Yt . We know ψt exists until time t = 1 on a small enough
neighborhood of x = 0, and ψ∗

t ωt =ω0. Thus ψ =ψ1 is the desired diffeomorphism. Since σ =O(|x |
α+1),

we get ψ = Id +O(|x |
α+1). □

Appendix C: Pseudodifferential operators

We refer to [Zworski 2012; Martinez 2002] for the general theory of −h-pseudodifferential operators. If
m ∈ Z, we denote by

Sm(R2d)= {a ∈ C∞(R2d) : |∂αx ∂
β
ξ a| ≤ Cαβ⟨ξ⟩m−|β| for all α, β ∈ Nd

}

the class of Kohn–Nirenberg symbols. If a depends on the semiclassical parameter −h, we require that the
coefficients Cαβ are uniform with respect to −h ∈ (0, −h0]. For a−h ∈ Sm(R2d), we define its associated Weyl
quantization Opw−h (a−h) by the oscillatory integral

A−hu(x)= Opw−h (a−h)u(x)=
1

(2π−h)d

∫
R2d

e(i/
−h)⟨x−y,ξ⟩a−h

(
x + y

2
, ξ

)
u(y) dy dξ,

and we define
a−h = σ−h(A−h).

If M is a compact manifold, a pseudodifferential operator A−h on L2(M) is an operator acting as a
pseudodifferential operator in coordinates. Then the principal symbol of A−h (and its Kohn–Nirenberg
class) does not depend on the coordinates, and we denote it by σ0(A−h). The subprincipal symbol σ1(A−h)

is also well-defined, up to imposing that the charts be volume-preserving (in other words, if we see A−h

as acting on half-densities, its subprincipal symbol is well-defined). In the case where M is a compact
manifold, L−h is a pseudodifferential operator, and its principal and subprincipal symbols are

σ0(L−h)= H, σ1(L−h)= 0.

If M = Rd and m is an order function on R2d, we denote by

S(m)= {a ∈ C∞(R2d) : |∂αx ∂
β
ξ a| ≤ Cαβm(x, ξ) for all α, β ∈ Nd

}

the class of standard symbols, and we similarly define the operator Opw−h (a) for such symbols. In this
case, we assume that B belongs to some standard class. This is equivalent to assuming that H belongs to
some (other) standard class. Then, L−h is a pseudodifferential operator with total symbol H.
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Appendix D: Egorov theorem

In this paper, we used several versions of the Egorov theorem. See for example [Robert 1987; Zworski
2012; Helffer et al. 2016].

Theorem D.1. Let P and Q be −h-pseudodifferential operators on Rd, with symbols p ∈ S(m), q ∈ S(m′),
where m and m′ are order functions such that

m′
= O(1), mm′

= O′(1).

Then the operator e(i/
−h)Q Pe−(i/−h)Q is a pseudodifferential operator whose symbol is in S(m), and its

symbol is
p ◦ κ +

−hS(1),

where the canonical transformation κ is the time-1 Hamiltonian flow associated with q.

We can use this result with the
√

−h-quantization to get an Egorov theorem for our mixed quantization Opw♯ .

Theorem D.2. Let P be an h-pseudodifferential operator on Rd, and a ∈ C∞

0 (R
2d). Then

e(i/
−h)Opw♯ (a)Pe−(i/−h)Opw♯ (a)

is an h-pseudodifferential operator on Rd.

Proof. Opw♯ (a) is an h-pseudodifferential operator. Thus, we can apply the Egorov theorem, and we
deduce that e(i/

−h)Opw♯ (a)Pe−(i/−h)Opw♯ (a) is an h-pseudodifferential operator on Rd. □
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BLOW-UP OF SOLUTIONS OF CRITICAL ELLIPTIC EQUATIONS
IN THREE DIMENSIONS

RUPERT L. FRANK, TOBIAS KÖNIG AND HYNEK KOVAŘÍK

We describe the asymptotic behavior of positive solutions u" of the equation ��uC au D 3u5�" in
�� R3 with a homogeneous Dirichlet boundary condition. The function a is assumed to be critical in
the sense of Hebey and Vaugon, and the functions u" are assumed to be an optimizing sequence for the
Sobolev inequality. Under a natural nondegeneracy assumption we derive the exact rate of the blow-up
and the location of the concentration point, thereby proving a conjecture of Brezis and Peletier (1989).
Similar results are also obtained for solutions of the equation ��uC .aC "V /uD 3u5 in �.

1. Introduction and main results

We are interested in the behavior of solutions to certain semilinear elliptic equations that are perturbations
of the critical equation

��U D 3U 5 in R3:

It is well known that all positive solutions to the latter equation are given by

Ux;�.y/ WD
�1=2

.1C�2jy �xj2/1=2
(1-1)

with parameters x 2R3 and �> 0. This equation arises as the Euler–Lagrange equation of the optimization
problem related to the Sobolev inequalityZ

R3

jrzj2 � S

�Z
R3

z6

�1
3

with sharp constant [Aubin 1976; Rodemich 1966; Rosen 1971; Talenti 1976]

S WD 3
�
�

2

�4
3
:

The perturbed equations that we are interested in are posed in a bounded open set �� R3 and involve
a function a on � such that the operator ��C a with Dirichlet boundary conditions is coercive. (Later,
we will be more precise concerning regularity assumptions on � and a.) One of the two families of
equations also involves another rather arbitrary function V on �. The case where a and V are constants
is also of interest.

MSC2020: 35B44, 35J60.
Keywords: blow-up, critical elliptic equations.

© 2024 The Authors, under license to MSP (Mathematical Sciences Publishers). Distributed under the Creative Commons
Attribution License 4.0 (CC BY). Open Access made possible by subscribing institutions via Subscribe to Open.

http://msp.org/apde/
https://doi.org/10.2140/apde.2024.17-5
https://doi.org/10.2140/apde.2024.17.1633
http://msp.org
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://msp.org/s2o/


1634 RUPERT L. FRANK, TOBIAS KÖNIG AND HYNEK KOVAŘÍK

We consider solutions uD u", parametrized by " > 0, to the following two families of equations:8<:
��uC auD 3u5�" in �;
u> 0 in �;
uD 0 on @�;

(1-2)

and 8<:
��uC .aC "V /uD 3u5 in �;
u> 0 in �;
uD 0 on @�:

(1-3)

While there are certain differences between the problems (1-2) and (1-3), the methods used to study them
are similar, and we will treat both in this paper. We are interested in the behavior of the solutions u"

as "! 0, and we assume that in this limit the solutions form a minimizing sequence for the Sobolev
inequality. More precisely, for (1-3) we assume

lim
"!0

R
� jru"j

2�R
� u6

"

�1=3 D S; (1-4)

and for (1-2) we assume

lim
"!0

R
� jru"j

2�R
� u6�"

"

�2=.6�"/ D S: (1-5)

For example, when � is the unit ball, aD�1
4
�2, and V D�1, then (1-3) has a solution if and only if

0<"< 3
4
�2; see [Brezis and Nirenberg 1983, Section 1.2]. Note that in this case �2 is the first eigenvalue

of the operator �� with Dirichlet boundary conditions on �.
Returning to the general situation, the existence of solutions to (1-2) and (1-3) satisfying (1-4) and (1-5)

can be proved via minimization under certain assumptions on a and V ; see, e.g., [Frank et al. 2021]
for (1-3). Moreover, it is not hard to prove, based on the characterization of optimizers in Sobolev’s
inequality, that these functions converge weakly to zero in H 1

0
.�/ and that u6

" converges weakly in the
sense of measures to a multiple of a delta function; see Proposition 2.2. In this sense, the functions u"

blow up.
The problem of interest is to describe this blow-up behavior more precisely. This question was

advertised in an influential paper by Brezis and Peletier [1989], who presented a detailed study of the
case where � is a ball and a and V are constants. For earlier results on (1-2) with a� 0, see [Atkinson
and Peletier 1987; Budd 1987]. Concerning the case of general open sets �� R3, the Brezis–Peletier
paper contains three conjectures, the first two of which concern the blow-up behavior of solutions to the
analogues of (1-2) and (1-3) in dimensions N � 3 (N � 4 for (1-3)) with a� 0. These conjectures were
proved independently in seminal works of Han [1991] and Rey [1989; 1990].

In the present paper, under a natural nondegeneracy condition, we prove the third Brezis–Peletier
conjecture, which has remained open so far. It concerns the blow-up behavior of solutions of (1-2) for
certain nonzero a in the three-dimensional case. We also prove the corresponding result for (1-3). This
latter result is not stated explicitly as a conjecture in [Brezis and Peletier 1989], but it is contained there
in spirit and could have been formulated using the same heuristics. Indeed, it is the version with a 6� 0 of
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the second Brezis–Peletier conjecture in the same way as, concerning (1-2), the third conjecture is the
a 6� 0 version of the first one.

A characteristic feature of the three-dimensional case is the notion of criticality for the function a. To
motivate this concept, let

S.a/ WD inf
0 6�z2H 1

0
.�/

R
�.jrzj2C az2/�R

� z6
�1=3 :

One of the findings of [Brezis and Nirenberg 1983] is that if a is small (for instance, in L1.�/) but
possibly nonzero, then S.a/D S . This is in stark contrast to the case of dimensions N � 4, where the
corresponding analogue of S.a/ (with the exponent 6 replaced by 2N=.N � 2/) is always strictly below
the corresponding Sobolev constant, whenever a is negative somewhere.

This phenomenon leads naturally to the following definition due to [Hebey and Vaugon 2001]. A
continuous function a on � is said to be critical in � if S.a/D S and if for any continuous function Qa
on � with Qa� a and Qa 6� a one has S. Qa/ < S.a/. Throughout this paper we assume that a is critical in �.

A key role in our analysis is played by the regular part of the Green’s function and its zero set. To
introduce these, we follow the sign and normalization convention of [Rey 1990]. Since the operator
��C a in � with Dirichlet boundary conditions is assumed to be coercive, it has a Green’s function Ga

satisfying, for each fixed y 2�,�
��xGa.x;y/C a.x/Ga.x;y/D 4�ıy in �;
Ga. � ;y/D 0 on @�:

(1-6)

The regular part Ha of Ga is defined by

Ha.x;y/ WD
1

jx�yj
�Ga.x;y/: (1-7)

It is well known that for each y 2� the function Ha. � ;y/, which is originally defined in �nfyg, extends
to a continuous function in �, and we abbreviate

�a.y/ WDHa.y;y/:

It was proved by Brezis [1986] that infy2� �a.y/ < 0 implies S.a/ < S . The reverse implication, which
was stated in [Brezis 1986] as an open problem, was proved by Druet [2002]. Hence, as a consequence of
criticality we have

inf
y2�

�a.y/D 0I (1-8)

see also [Esposito 2004] and [Frank et al. 2021, Proposition 5.1] for alternative proofs. Note that (1-8)
implies, in particular, that each point x with �a.x/D 0 is a critical point of �a.

Let us summarize the setting in this paper. In the sequel we set

Na WD fx 2� W �a.x/D 0g:

Assumptions 1.1. (a) �� R3 is a bounded, open set with C 2 boundary.

(b) a 2 C 0;1.�/\C
2;�
loc .�/ for some � > 0.
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(c) a is critical in �.

(d) Any point in Na is a nondegenerate critical point of �a, that is, for any x0 2Na, the Hessian D2�a.x0/

does not have a zero eigenvalue.

Let us briefly comment on these items. Assumptions (a) and (b) are modest regularity assumptions,
which can probably be further relaxed with more effort. Concerning assumption (d) we first note that
�a 2 C 2.�/ by Lemma 4.1, and therefore any point in Na is a critical point of �a; see (1-8). We believe
that assumption (d) is “generically” true. (For results in this spirit, but in the noncritical case a � 0,
see [Micheletti and Pistoia 2014].) The corresponding assumption for a� 0 appears frequently in the
literature, for instance, in [Rey 1990; del Pino et al. 2004]. Assumption (d) holds, in particular, if � is a
ball and a is a constant, as can be verified by explicit computation.

To leading order, the blow-up behavior of solutions of (1-3) will be given by the projection of a
solution (1-1) of the unperturbed whole space equation to H 1

0
.�/. For parameters x 2 R3 and � > 0 we

introduce PUx;� 2H 1
0
.�/ as the unique function satisfying

�PUx;� D�Ux;� in �; PUx;� D 0 on @�: (1-9)

Moreover, let

Tx;� WD spanfPUx;�; @�PUx;�; @x1
PUx;�@x2

PUx;�@x3
PUx;�g;

and let T?
x;�

be the orthogonal complement of Tx;� in H 1
0
.�/ with respect to the inner product

R
� ru �rv.

By …x;� and …?
x;�

we denote the orthogonal projections in H 1
0
.�/ onto Tx;� and T?

x;�
, respectively.

Here are our main results. We begin with those pertaining to (1-2), and we first provide an asymptotic
expansion of u" with a remainder in H 1

0
.�/.

Theorem 1.2 (asymptotic expansion of u"). Let .u"/ be a family of solutions to (1-2) satisfying (1-5).
Then there are sequences .x"/��, .�"/� .0;1/, .˛"/� R and .r"/� T?

x";�"
such that

u" D ˛".PUx";�" ��
�1=2
" …?x";�".Ha.x"; � /�H0.x"; � //C r"/ (1-10)

and a point x0 2� with r�a.x0/D 0 such that, along a subsequence,

jx"�x0j D o.1/; (1-11)

lim
"!0

"�" D
32

�
�a.x0/; (1-12)

˛4�"
" D 1C

"

2
log�"C

(
O.��1

" / if �a.x0/¤ 0;
64
3�
�0.x0/�

�1
" C o.��1

" / if �a.x0/D 0;
(1-13)

krr"k2 D

�
O.��1

" / if �a.x0/¤ 0;

O.��3=2
" / if �a.x0/D 0:

(1-14)

Moreover, if �a.x0/D 0, then

lim
"!0

"�2
" D�32a.x0/: (1-15)
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Our second main result concerns the pointwise blow-up behavior, both at the blow-up point and away
from it, and, in the special case of constant a, verifies the conjecture from [Brezis and Peletier 1989]
under the natural nondegeneracy assumption (d).

Theorem 1.3 (Brezis–Peletier conjecture). Let .u"/ be a family of solutions to (1-2) satisfying (1-5).

(a) The asymptotics close to the concentration point x0 are given by

lim
"!0

"ku"k
2
1 D lim

"!0
"ju".x"/j

2
D

32

�
�a.x0/:

If �a.x0/D 0, then

lim
"!0

"ku"k
4
1 D lim

"!0
"ju".x"/j

4
D�32a.x0/: (1-16)

(b) The asymptotics away from the concentration point x0 are given by

u".x/D �
�1=2
" Ga.x;x0/C o.��1=2

" /

for every fixed x 2� n fx0g. The convergence is uniform for x away from x0.

Strictly speaking, the Brezis–Peletier conjecture [1989] is stated without the criticality assumption (c)
on a, but rather under the assumption �a� 0 on�. (Note that [Brezis and Peletier 1989] uses the opposite
sign convention for the regular part of the Green’s function. Also, their Green’s function is normalized
to be 1

4�
times ours.) The remaining case, however, is much simpler and can be proved with existing

methods. Indeed, by Druet’s theorem [2002], the inequality �a � 0 on � is equivalent to S.a/ D S ,
and the assumption that a is critical is equivalent to min�a D 0. Thus, the case of the Brezis–Peletier
conjecture that is not covered by our Theorem 1.3 is when min�a > 0. This case can be treated in the
same way as the case a� 0 in [Han 1991; Rey 1989] (or as we treat the case �a.x0/ > 0). Note that in
this case the nondegeneracy assumption (d) is not needed. Whether this assumption can be removed in
the case where �a.x0/D 0 is an open problem.

We note that Theorems 1.2 and 1.3 and, in particular, the asymptotics (1-15) and (1-16) hold inde-
pendently of whether a.x0/ D 0 or not. We note that a.x0/ � 0 if �a.x0/ D 0, as shown in [Frank
et al. 2021, Corollary 2.2]. We are grateful to H. Brezis (personal communication) for raising the
question of whether a.x0/ D 0 can happen and what the asymptotics of �" and ku"k1 would be in
this case, or whether one can show that �a.x0/ D 0 implies a.x0/ < 0. Deciding which alternative
holds does not appear to be easy, in particular due to the nonlocal nature of �a.x0/. Here is a simple
observation that may illustrate the expected level of difficulty: In the spirit of [Frank et al. 2021,
Theorem 2.1 and Corollary 2.2], a.x0/ < 0 would follow if one could exhibit a family of very refined
test functions �x0;� such that when inf� �a D �a.x0/D 0, the Sobolev quotient defining S.a/ satisfies
SaŒ�x0;��D S � c1a.x0/�

�2� c2�
�� C o.��� / for some c1; c2 > 0 and � > 2, say. However, extracting

such an explicit term c2�
�� is beyond the precision of both [Frank et al. 2021] and the present paper.

We also point out that the conjecture in [Brezis and Peletier 1989] is formulated with assumption (1-4)
rather than (1-5). However, the latter assumption is typically used in the posterior literature dealing with
problem (1-2), see, e.g., [Grossi and Pacella 2005; Han 1991], and we follow this convention.
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We now turn our attention to the results for the second family of equations, namely (1-3). Whenever
we deal with that problem, we impose the following additional assumptions:

Assumptions 1.4. (e) a< 0 in Na.

(f) V 2 C 0;1.�/.

Again, assumption (f) is a modest regularity assumption, which can probably be further relaxed with
more effort. Assumption (e) is not severe, as we know from [Frank et al. 2021, Corollary 2.2] that any
critical a satisfies a� 0 on Na; see also the above discussion of the question by Brezis of whether or not
this assumption is automatically satisfied. In particular, it is fulfilled if a is a negative constant.

Let
QV .x/ WD

Z
�

V .y/Ga.x;y/
2; x 2�: (1-17)

Again, we first provide an asymptotic expansion of u" with a remainder in H 1
0
.�/.

Theorem 1.5 (asymptotic expansion of u"). Let .u"/ be a family of solutions to (1-3) satisfying (1-4).
Then there are sequences .x"/��, .�"/� .0;1/, .˛"/� R and .r"/� T?

x";�"
such that

u" D ˛".PUx";�" ��
�1=2
" …?x";�".Ha.x"; � /�H0.x"; � //C r"/ (1-18)

and a point x0 2Na with QV .x0/� 0 such that, along a subsequence,

jx"�x0j D o."1=2/; (1-19)

�a.x"/D o."/; (1-20)

lim
"!0

"�" D 4�2 ja.x0/j

jQV .x0/j
; (1-21)

˛" D 1C
4

3�3

�0.x0/jQV .x0/j

ja.x0/j
"C o."/; (1-22)

krr"k2 DO."3=2/: (1-23)

If QV .x0/D 0, the right side of (1-21) is to be interpreted as1.

The following result concerns the pointwise blow-up behavior.

Theorem 1.6. Let .u"/ be a family of solutions to (1-3) satisfying (1-4).

(a) The asymptotics close to the concentration point x0 are given by

lim
"!0

"ku"k
2
1 D lim

"!0
"ju".x"/j

2
D 4�2 ja.x0/j

jQV .x0/j
:

If QV .x0/D 0, the right side is to be interpreted as1.

(b) The asymptotics away from the concentration point x0 are given by

u".x/D �
�1=2
" Ga.x;x0/C o.��1=2

" /

for every fixed x 2� n fx0g. The convergence is uniform for x away from x0.
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Theorems 1.2 and 1.5 state that, to leading order, the solution is given by a projected bubble PUx";�" .
One of the main points of these theorems, which enters crucially in the proof of Theorems 1.3 and 1.6, is
the identification of the localization length ��1

" of the projected bubble as an explicit constant times "
(for (1-2) if �a.x0/¤ 0 and for (1-3) if QV .x0/ < 0) or "1=2 (for (1-2) if �a.x0/D 0 and a.x0/¤ 0).

The fact that the solutions are given to leading order by a projected bubble is a rather general
phenomenon, which is shared, for instance, also by the higher-dimensional generalizations of (1-2)
and (1-3). In contrast to the higher-dimensional case, however, in order to compute the asymptotics of the
localization length ��1

" , we need to extract the leading order correction to the bubble. Remarkably, for
both problems (1-2) and (1-3) this correction is given by ��1=2

" …?
x";�"

.Ha.x"; � /�H0.x"; � //.
In this relation it is natural to wonder whether the above projected bubble PUx;" can be replaced by

a different projected bubble �PU x;�, namely where the projection is defined with respect to the scalar
product coming from the operator ��C a, leading to

.��C a/ �PU x;� D .��C a/Ux;�; �PU x;�j@� D 0:

Such a choice is probably possible and would even simplify some computations, but it would lead to
additional difficulties elsewhere (for instance, in the proofs of Propositions 2.2 and 5.1 our choice allows
us to apply the classical results by Bahri and Coron).

Moreover, for both problems the concentration point x0 is shown to satisfy r�a.x0/ D 0. Here,
however, we see an interesting difference between the two problems. Namely, for (1-3) we also know that
�a.x0/D 0, whereas we know from [del Pino et al. 2004, Theorem 2(b)] that there are solutions of (1-2)
concentrating at any critical point of �a which is not necessarily in Na. (These solutions also satisfy (1-4).)

An asymptotic expansion very similar to that in Theorem 1.5 is proved in [Frank et al. 2021] for
energy-minimizing solutions of (1-3); see also [Frank et al. 2020] for the simpler higher-dimensional
case. There, we did not assume the nondegeneracy of D2�a.x0/, but we did assume that QV < 0 in Na.
Moreover, in the energy minimizing setting we showed that x0 satisfies

QV .x0/
2

ja.x0/j
D sup

x2Na;QV .x/<0

QV .x/
2

ja.x/j
;

but this cannot be expected in the more general setting of the present paper.
Before describing the technical challenges that we overcome in our proofs, let us put our work into

perspective. In the past three decades there has been an enormous literature on blow-up phenomena of
solutions to semilinear equations with critical exponent, which is impossible to summarize. We mention
here only a few recent works from which, we hope, a more complete bibliography can be reconstructed. In
some sense, the situation in the present paper is the simplest blow-up situation, as it concerns single bubble
blow-up of positive solutions in the interior. Much more refined blow-up scenarios have been studied,
including, for instance, multibubbling, sign-changing solutions or concentration on the boundary under
Neumann boundary conditions. For an introduction we refer to [Druet et al. 2004; Hebey 2014]. In this
paper we are interested in the description of the behavior of a given family of solutions. For the converse
problem of constructing blow-up solutions in our setting, see [Musso and Salazar 2018; del Pino et al. 2004],
and for a survey of related results, see [Pistoia 2013] and references therein. Obstructions to the existence
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of solutions in three dimensions were studied in [Druet and Laurain 2010]. The spectrum near zero of
the linearization of solutions was studied in [Choi et al. 2016; Grossi and Pacella 2005]. There are also
connections to the question of compactness of solutions; see [Brendle and Marques 2009; Khuri et al. 2009].

What makes the critical case in three dimensions significantly harder than the higher-dimensional
analogues solved by Han [1991] and Rey [1989; 1990] is a certain cancellation, which is related to the
fact that inf�aD 0. Thus, the term that in higher dimensions completely determines the blow-up vanishes
in our case. Our way around this impasse is to iteratively improve our knowledge about the functions u".
The mechanism behind this iteration is a certain coercivity inequality, due to Esposito [2004], which we
state in Lemma 2.3, and a crucial feature of our proof is to apply this inequality repeatedly, at different
orders of precision. To arrive at the level of precision stated in Theorems 1.2 and 1.5, two iterations are
necessary (plus a zeroth one, hidden in the proof of Proposition 2.2).

The first iteration, contained in Sections 2 and 5, is relatively standard and follows Rey’s ideas [1990]
with some adaptions due to Esposito [2004] to the critical case in three dimensions. The two main
outcomes of the first iteration are that concentration occurs in the interior, and an order-sharp bound
in H 1

0
on the remainder ˛�1

" u"�PUx";�" .
The second iteration, contained in Sections 3 and 6, is more specific to the problem at hand. Its main

outcome is the extraction of the subleading correction

��1=2
" …?x";�".Ha.x"; � /�H0.x"; � //:

Using the nondegeneracy of D2�a.x0/ we will be able to show in the proofs of Theorems 1.2 and 1.5
that �" is proportional to "�1 (for (1-2) if �a.x0/¤ 0 and for (1-3) if QV .x0/ < 0) or "�1=2 (for (1-2) if
�a.x0/D 0 and a.x0/¤ 0).

The arguments described so far are, for the most part, carried out in H 1
0

norm. Once one has completed
the two iterations, we apply in Sections 4C and 7B a Moser iteration argument in order to show that
the remainder ˛�1

" u" � PUx";�" is negligible also in L1 norm. This will then allow us to deduce
Theorems 1.3 and 1.6.

As we mentioned before, Theorem 1.5 is the generalization of the corresponding theorem in [Frank
et al. 2021] for energy-minimizing solutions. In that previous paper, we also used a similar iteration
technique. Within each iteration step, however, minimality played an important role, and we used the
iterative knowledge to further expand the energy functional evaluated at a minimizer. There is no analogue
of this procedure in the current paper. Instead, as in most other works in this area, starting with [Brezis
and Peletier 1989], Pohozaev identities now play an important role. These identities were not used in
[Frank et al. 2021]. In fact, in that paper we did not use (1-3) at all and our results there are valid as well
for a certain class of “almost minimizers”.

There are five types of Pohozaev-type identities corresponding, in some sense, to the five linearly
independent functions in the kernel of the Hessian at an optimizer of the Sobolev inequality on R3

(resulting from its invariance under multiplication by constants, by dilations and by translations). All five
identities will be used to control the five parameters ˛", �" and x" in (1-10) and (1-18), which precisely
correspond to the five asymptotic invariances. In fact, all five of these identities are used in the first
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iteration and then again in the second iteration. (To be more precise, in the first iteration in the proof
of Theorem 1.5 it is more economical to only use four identities, since the information from the fifth
identity is not particularly useful at this stage, due to the above mentioned cancellation �a.x0/D 0.)

Thinking of the five Pohozaev-type identities as coming from the asymptotic invariances is useful, but
it is an oversimplification. Indeed, there are several possible choices for the multipliers in each category,
for instance, u, PUx;�,  x;� corresponding to multiplication by constants, y � ru, @�PUx;�, @� x;�

corresponding to dilations, and @xj u, rxjPUx;�, rxjPUx;� corresponding to translations. (Here  x;�

is a modified bubble defined below in (3-1).) The choice of the multiplier is subtle and depends on the
available knowledge at the moment of applying the identity and the desired precision of the outcome. In any
case, the upshot is that these identities can be brought together in such a way that they give the final result
of Theorems 1.2 and 1.5 concerning the expansion in H 1

0
.�/. As mentioned before, the desired pointwise

bounds in Theorems 1.3 and 1.6 then follow in a relatively straightforward way using a Moser iteration.
We believe that our techniques are robust enough to derive blow-up asymptotics for (1-2) and (1-3) in

more general situations containing a nonzero weak limit and/or multiple concentration points. Since our
main motivation was to solve the Brezis–Peletier conjecture stated for single blow-up [1989] and to limit
the amount of calculations needed, we do not attempt to pursue this further here.

Let us also mention that a problem similar to, but different from, (1-2) has been studied in the recent
article [Malchiodi and Mayer 2021] using a similar approach. While the analysis there, carried out on a
Riemannian manifold M of dimension n� 5, is rather comprehensive and also treats the case of multiple
blow-up points, it does not seem to contain an analogue of the vanishing phenomenon for �a.x0/ nor, as
a consequence, of our refined iteration step described above.

The structure of this paper is as follows. The first part of the paper, consisting of Sections 2, 3 and 4,
is devoted to problem (1-3), while the second part, consisting of Sections 5, 6 and 7, is devoted to (1-2).
The two parts are presented in a parallel manner, but the emphasis in the second part is on the necessary
changes compared to the first part. The preliminary Sections 2 and 5 contain an initial expansion, the
subsequent Sections 3 and 6 contain its refinement and, finally, in Sections 4 and 7 the main theorems
presented in this introduction are proved. Some technical results are deferred to two appendices.

2. Additive case: a first expansion

In this and the following section we will prepare for the proof of Theorems 1.5 and 1.6.
The main result from this section is the following preliminary asymptotic expansion of the family of

solutions .u"/.

Proposition 2.1. Let .u"/ be a family of solutions to (1-3) satisfying (1-4). Then, up to extraction of a
subsequence, there are sequences .x"/��, .�"/� .0;1/, .˛"/� R and .w"/� T?

x";�"
such that

u" D ˛".PUx";�" Cw"/ (2-1)

and a point x0 2� such that

jx"�x0j D o.1/; ˛" D 1C o.1/; �"!1; krw"k2 DO.��1=2/: (2-2)
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This proposition follows to a large extent by an adaptation of existing results in the literature. We
include the proof since we have not found the precise statement and since related arguments will appear
in the following section in a more complicated setting.

An initial qualitative expansion follows from works of Struwe [1984] and Bahri and Coron [1988]. In
order to obtain the statement of Proposition 2.1, we then need to show two things, namely, the bound
on krwk and the fact that x0 2�. The proof of the bound on krwk that we give is rather close to that
of Esposito [2004]. The setting in [Esposito 2004] is slightly different (there, V is equal to a negative
constant and, more importantly, the solutions are assumed to be energy minimizing), but this part of the
proof extends to our setting. On the other hand, the proof in [Esposito 2004] of the fact that x0 2 �

relies on the energy-minimizing property and does not work for us. Instead, we adapt some ideas from
Rey [1990]. The proof in [Rey 1990] is only carried out in dimensions � 4 and without the background a,
but, as we will see, it extends with some effort to our situation.

We subdivide the proof of Proposition 2.1 into a sequence of subsections. The main result of each
subsection is stated as a proposition at the beginning and summarizes the content of the corresponding
subsection.

2A. A qualitative initial expansion. As a first important step, we derive the following expansion, which
is already of the form of that in Proposition 2.1 except that all remainder bounds are nonquantitative and
the limit point x0 may a priori be on the boundary @�.

Proposition 2.2. Let .u"/ be a family of solutions to (1-3) satisfying (1-4). Then, up to extraction of a
subsequence, there are sequences .x"/��, .�"/� .0;1/, .˛"/� R and .w"/� T?

x";�"
such that (2-1)

holds and a point x0 2� such that

jx"�x0j D o.1/; ˛" D 1C o.1/; d"�"!1; krw"k2 D o.1/; (2-3)

where we write d" WD d.x"; @�/.

Proof. We shall only prove that u"* 0 in H 1
0
.�/. Once this is shown, we can use standard arguments,

due to Lions [1985], Struwe [1984] and Bahri and Coron [1988], to complete the proof of the proposition;
see, for instance, [Rey 1990, Proof of Proposition 2].

Step 1: We begin by showing that .u"/ is bounded in H 1
0
.�/ and that ku"k6 & 1. Integrating the equation

for u" against u", we obtain Z
�

.jru"j
2
C .a� "V /u2

"/D 3

Z
�

u6
" ; (2-4)

and therefore

3

�Z
�

u6
"

�2
3

D

R
� jru"j

2�R
� u6

"

�1=3 C
R
�.aC "V /u

2
"�R

� u6
"

�1=3 :

On the right side, the first quotient converges by (1-4) and the second quotient is bounded by Hölder’s
inequality. Thus, .u"/ is bounded in L6.�/. By (1-4) we obtain boundedness in H 1

0
.�/. By coercivity
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of ��C a in H 1
0
.�/ and Sobolev’s inequality, for all sufficiently small " > 0, the left side in (2-4) is

bounded from below by a constant times ku"k26. This yields the lower bound on ku"k6 & 1.

Step 2: According to Step 1, .u"/ has a weak limit point in H 1
0
.�/ and we denote by u0 one of those.

Our goal is to show that u0 � 0. Throughout this step, we restrict ourselves to a subsequence of "’s along
which u"* u0 in H 1

0
.�/. By Rellich’s lemma, after passing to a subsequence, we may also assume

that u"! u0 almost everywhere. Moreover, passing to a further subsequence, we may also assume that
kru"k has a limit. Then, by (1-4), ku"k6 has a limit as well and, by Step 1, none of these limits is zero.

We now argue as in the proof of [Frank et al. 2021, Proposition 3.1] and note that, by weak convergence,

T D lim
"!0

Z
�

jr.u"�u0/j
2 exists and satisfies lim

"!0

Z
�

jru"j
2
D

Z
�

jru0j
2
C T

and, by the Brezis–Lieb lemma [Brezis and Lieb 1983],

MD lim
"!0

Z
�

.u"�u0/
6 exists and satisfies lim

"!0

Z
�

u6
" D

Z
�

u6
0CM:

Thus, (1-4) gives

S

�Z
�

u6
0CM

�1
3

D

Z
�

jru0j
2
C T :

We bound the left side from above with the help of the elementary inequality�Z
�

u6
0CM

�1
3

�

�Z
�

u6
0

�1
3

CM1=3;

and, by the Sobolev inequality for u"�u0, we bound the right side from below using

T � SM1=3:

Thus,

S

�Z
�

u6
0

�1
3

�

Z
�

jru0j
2:

Thus, either u0 � 0 or u0 is an optimizer for the Sobolev inequality. Since u0 has support in �¨ R3, the
latter is impossible and we conclude that u0 � 0, as claimed. �

Convention. Throughout the rest of the paper, we assume that the sequence .u"/ satisfies the assumptions
and conclusions from Proposition 2.2. We will make no explicit mention of subsequences. Moreover, we
typically drop the index " from u", ˛", x", �", d" and w".

2B. Coercivity. The following coercivity inequality from [Esposito 2004, Lemma 2.2] is a crucial tool
for us in subsequently refining the expansion of u". It states, roughly speaking, that the subleading
error terms coming from the expansion of u" can be absorbed into the leading term, at least under some
orthogonality condition.
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Lemma 2.3. There are constants T� <1 and � > 0 such that, for all x 2�, all � > 0 with d� � T�

and all v 2 T?
x;�

, Z
�

.jrvj2C av2
� 15U 4

x;�v
2/� �

Z
�

jrvj2: (2-5)

The proof proceeds by compactness, using the inequality [Rey 1990, (D.1)]Z
�

.jrvj2� 15U 4
x;�v

2/�
4

7

Z
�

jrvj2 for all v 2 T?x;�:

For details of the proof, we refer to [Esposito 2004].
In the following subsection, we use Lemma 2.3 to deduce a refined bound on krwk2. We will use it

again in Section 3B below to obtain improved bounds on the refined error term krrk2, with r 2 T?
x;�

defined in (3-4).

2C. The bound on krwk2. The goal of this subsection is to prove:

Proposition 2.4. As "! 0,

krwk2 DO.��1=2/CO..�d/�1/: (2-6)

Using this bound, in Section 2D we prove that d�1 DO.1/ and therefore the bound in Proposition 2.4
becomes krwk2 DO.��1=2/, as claimed in Proposition 2.1.

Proof. The starting point is the equation satisfied by w. Since

��PUx;� D��Ux;� D 3U 5
x;�;

from (2-1) and (1-3) we obtain

.��C a/w D�3U 5
x;�C 3˛4.PUx;�Cw/

5
� .aC "V /PUx;�� "Vw: (2-7)

Integrating this equation against w and usingZ
�

U 5
x;�w D

1

3

Z
�

rPUx;� � rw D 0;

we get Z
�

.jrwj2C aw2/D 3˛4

Z
�

.PUx;�Cw/
5w�

Z
�

.aC "V /PUx;�w�

Z
�

"Vw2: (2-8)

We estimate the three terms on the right-hand side separately.
The second and third terms are easy: We have by Lemma A.1ˇ̌̌̌Z

�

.aC "V /PUx;�w

ˇ̌̌̌
. kwk6kUx;�k6=5 . ��1=2

krwk2:

Moreover, ˇ̌̌̌Z
�

"Vw2

ˇ̌̌̌
. "kwk26 D o.krwk22/:
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The first term on the right side of (2-8) needs a bit more care. We write PUx;� D Ux;� � 'x;� as in
Lemma A.2 and expandZ
�

.PUx;�Cw/
5w

D

Z
�

U 5
x;�wC 5

Z
�

U 4
x;�w

2
CO

�Z
�

.U 4
x;�'x;�jwjCU 3

x;�.jwj
3
Cjwj'2

x;�/C'
5
x;�jwjCw

6/

�
D 5

Z
�

U 4
x;�w

2
CO

�Z
�

U 4
x;�'x;�jwjC krwk2k'x;�k

2
6Ckrwk

3
2

�
;

where we again used
R
� U 5

x;�
w D 0. By Lemmas A.1 and A.2, we have k'x;�k

2
6
. .d�/�1 andZ

�

U 4
x;�'x;�jwj. kwk6k'x;�k1kUx;�k

4
24=5 . krwk2.d�/

�1:

Putting all the estimates together, we deduce from (2-8) thatZ
�

.jrwj2C aw2
� 15˛4U 4w2/DO..d�/�1

krwk2C�
�1=2
krwk2/C o.krwk22/:

Due to the coercivity inequality from Lemma 2.3, the left side is bounded from below by a positive
constant times krwk2

2
. Thus, (2-6) follows. �

2D. Excluding boundary concentration. The goal of this subsection is to prove:

Proposition 2.5. d�1 DO.1/.

By integrating the equation for u against ru, one obtains the Pohozaev-type identity

�

Z
�

.r.aC "V //u2
D

Z
@�

n
�
@u

@n

�2
: (2-9)

Inserting the decomposition uD ˛.PU Cw/, we getZ
@�

n

�
@PUx;�

@n

�2

D�

Z
@�

n

�
2
@PUx;�

@n

@w

@n
C

�
@w

@n

�2�
�

Z
�

.r.aC "V //.PUx;�Cw/
2: (2-10)

Since a;V 2 C 1.�/, the volume integral is bounded byˇ̌̌̌Z
�

.r.aC "V //.PUx;�Cw/
2

ˇ̌̌̌
. kPUx;�k

2
2Ckwk

2
2 . �

�1
C .�d/�2; (2-11)

where we used (2-6) and Lemmas A.1 and A.2.
The function @PUx;�=@n on the boundary is discussed in Lemma A.3. We now control the function

@w=@n on the boundary.

Lemma 2.6.
Z
@�

�
@w

@n

�2
DO.��1d�1/C o.��1d�2/:

Proof. The following proof is analogous to [Rey 1990, Appendix C]. It relies on the inequality @z
@n

2

L2.@�/
. k�zk2

L3=2.�/
for all z 2H 2.�/\H 1

0 .�/: (2-12)
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This inequality is well known and is contained in [Rey 1990, Appendix C]. A proof can be found, for
instance, in [Hang et al. 2009].

We write (2-7) for w as ��w D F with

F WD 3˛4.PUx;�Cw/
5
� 3U 5

x;�� .aC "V /.PUx;�Cw/: (2-13)

We fix a smooth 0��� 1 with �� 0 on
˚
jyj � 1

2

	
and �� 1 on fjyj � 1g and define the cut-off function

�.y/ WD �

�
y �x

d

�
: (2-14)

Then �w 2H 2.�/\H 1
0
.�/ and

��.�w/D �F � 2r� � rw� .��/w:

The function F satisfies the simple pointwise bound

jF j. U 5
x;�Cjwj

5
CUx;�Cjwj; (2-15)

which, when combined with inequality (2-12), yields@w@n

2

L2.@�/

D

@.�w/@n

2

L2.@�/

. k�F�2r� �rw�.��/wk23=2

. k�.U 5
x;�Cjwj

5
CUx;�Cjwj/k

2
3=2Ckjr�jjrwjk

2
3=2Ck.��/wk

2
3=2:

It remains to bound the norms on the right side. The term most difficult to estimate is k�w5k3=2,
because 5 � 3

2
D

15
2
> 6, and we shall come back to it later. The other terms can all be estimated using

bounds on kU kLp.�nBd=2.x// from Lemma A.1, as well as the bound kwk6 . ��1=2C ��1d�1 from
Proposition 2.4. Indeed, we have

k�U 5
x;�k

2
3=2 . kUx;�k

10
L15=2.�nBd=2.x//

. ��5d�6
D o.��1d�2/;

k�Ux;�k
2
3=2 . kUx;�k

2
L3=2.�nBd /

. ��1
DO.��1d�1/;

k�wk23=2 . kwk
2
6 . �

�1
C��2d�2

DO.��1d�1/C o.��1d�2/;

kjr�jjrwjk23=2 . krwk
2
2kr�k

2
6 . .�

�1
C��2d�2/d�1

DO.��1d�1/C o.��1d�2/

and
k.��/wk23=2 . kwk

2
6k��k

2
2 . .�

�1
C��2d�2/d�1

DO.��1d�1/C o.��1d�2/:

In order to estimate the difficult term k�w5k3=2, we multiply the equation ��w D F by �1=2jwj1=2w

and integrate over � to obtainZ
�

r.�1=2
jwj1=2w/ � rw �

Z
�

jF j�1=2
jwj3=2: (2-16)

We now note that there are universal constants c > 0 and C <1 such that, pointwise a.e.,

r.�1=2
jwj1=2w/ � rw � cjr.�1=4

jwj1=4w/j2�C jwj5=2jr.�1=4/j2: (2-17)
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Indeed, by repeated use of the product rule and chain rule for Sobolev functions, one finds

r.�1=2
jwj1=2w/ � rw D 3

2

�
4
5

�2
jr.�1=4

jwj1=4w/j2C
�

3
2

�
4
5

�2
�

4
5
� 2
�
jwj5=2jr.�1=4/j2

�
�

3
2

�
4
5

�2
� 2� 4

5
� 2
�
jwj1=4wr.�1=4/ � r.�1=4

jwj1=4w/:

The claimed inequality (2-17) follows by applying Schwarz’s inequality v1 �v2 ��"jv1j
2�jv2j

2=.4"/ to
the cross term on the right side with " > 0 small enough.

As a consequence of (2-17), we can bound the left side in (2-16) from below byZ
�

r.�1=2
jwj1=2w/ � rw � c

Z
�

jr.�1=4
jwj1=4w/j2�C

Z
�

jwj5=2jr.�1=4/j2:

Thus, by the Sobolev inequality for the function �1=4jwj1=4w and (2-16), we get

k�w5
k

2
3=2 D

�Z
�

ˇ̌
�1=4
jwj1=4w

ˇ̌6�4
3

.
�Z

�

jr.�1=4
jwj1=4w/j2

�4

.
�Z

�

jwj5=2jr.�1=4/j2
�4

C

�Z
�

jF j�1=2
jwj3=2

�4

: (2-18)

For the first term on the right side, we have�Z
�

jwj5=2jr.�1=4/j2
�4

� kwk10
6

�Z
�

jr.�1=4/j24=7

�7
3

. .��5
C��10d�10/d�1

DO.��1d�1/C o.��1d�2/:

To control the second term on the right side of (2-18), we use again the pointwise estimate (2-15). The
contribution of the jwj5 term to the second term on the right side of (2-18) is�Z

�

jwj5C3=2�1=2

�4

D

�Z
�

.�1=2w5=2/w4

�4

� k�w5
k

2
3=2kwk

16
6 D o.k�w5

k
2
3=2/;

which can be absorbed into the left side of (2-18).
For the remaining terms, we have�Z

�

jwj3=2U 5
x;��

1=2

�4

. kwk66kUx;�k
20
L20=3.�nBd=2.x//

D .��3
C .d�/�6/.��10d�11/;�Z

�

jwj3=2Ux;��
1=2

�4

. kwk66kUx;�k
4
L4=3.�/

D .��3
C .d�/�6/��2;�Z

�

jwj5=2�1=2

�4

. kwk10
6 D �

�5
C .d�/�10;

all of which is O.��1d�1/C o.��1d�2/. This concludes the proof of the bound

k�w5
k

2
3=2 DO.��1d�1/C o.��1d�2/

and thus of Lemma 2.6. �
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It is now easy to complete the proof of the main result of this section.

Proof of Proposition 2.5. The identity (2-10), together with the bound (2-11) and Lemma A.3(a), yields

C��1
r�0.x/DO.��1/C o.��1d�2/CO

�@PUx;�

@n


L2.@�/

@w@n


L2.@�/

C

@w@n

2

L2.@�/

�
for some C > 0. By Lemmas A.3(c) and 2.6, the last term on the right-hand side is bounded by
��1d�3=2C o.��1d�2/, so we get

r�0.x/DO.d�3=2/C o.d�2/:

On the other hand, according to [Rey 1990, (2.9)], we have jr�0.x/j& d�2. Hence

d�2
DO.d�3=2/C o.d�2/;

which yields d�1 DO.1/, as claimed. �

2E. Proof of Proposition 2.1. Existence of the expansion follows from Proposition 2.2. Proposition 2.5
implies that d�1 D O.1/, which implies that x0 2�. Moreover, inserting the bound d�1 D O.1/ into
Proposition 2.4, we obtain krwk2 DO.��1=2/, as claimed in Proposition 2.1. This completes the proof
of the proposition. �

3. Additive case: refining the expansion

Our goal in this section is to improve the decomposition given in Proposition 2.1. As in [Frank et al.
2021], our goal is to discover that a better approximation to u" is given by the function

 x;� WD PUx;���
�1=2.Ha.x; � /�H0.x; � //: (3-1)

Let us set
q" WD w"C�

�1=2
" .Ha.x"; � /�H0.x"; � //; (3-2)

so that
u" D ˛". x";�" C q"/:

As in [Frank et al. 2021], we further decompose

q" D s"C r"; (3-3)

with s" 2 Tx";�" and r" 2 T?
x";�"

given by

r" WD…
?
x";�"

q and s" WD…x";�"q: (3-4)

We note that the notation r" is consistent with that used in Theorem 1.5 since, using w" 2 T?
x";�"

where
we write w" D q"C�

�1=2
" .Ha.x"; � /�H0.x"; � //, we have

s" D �
�1=2
" …x";�".Ha.x"; � /�H0.x"; � //: (3-5)

The following proposition summarizes the results of this section.
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Proposition 3.1. Let .u"/ be a family of solutions to (1-3) satisfying (1-4). Then, up to extraction of a
subsequence, there are sequences .x"/��, .�"/� .0;1/, .˛"/� R, .s"/� Tx";�" and .r"/� T?

x";�"

such that

u" D ˛". x";�" C s"C r"/ (3-6)

and a point x0 2� such that, in addition to Proposition 2.1,

krr"k2 DO."��1=2
" /;

�a.x"/D a.x"/��
�1
" �

"

4�
QV .x"/C o.��1

" /C o."/;

r�a.x"/DO."�/ for any � < 1;

��1
" DO."/;

˛4
" D 1C

64

3�
�0.x"/�

�1
" CO."��1

" /:

(3-7)

The expansion of �a.x/ will be of great importance also in the final step of the proof of Theorem 1.5.
Indeed, by using the bound on jr�a.x/j we will show that in fact �a.x/D o.��1/C o."/. This allows
us to determine lim"!0 "�".

We prove Proposition 3.1 in the following subsections. Again the strategy is to expand suitable energy
functionals.

3A. Bounds on s. In this section we record bounds on the function s introduced in (3-4) and on the
coefficients ˇ;  and ıj defined by the decomposition

s D…x;�q DW ��1ˇPUx;�C @�PUx;�C�
�3

3X
iD1

ıi@xi
PUx;�: (3-8)

Since PUx;�, @�PUx;� and @xi
PUx;�, i D 1; 2; 3, are linearly independent for sufficiently small ", the

numbers ˇ,  and ıi , i D 1; 2; 3, (depending on ", of course) are uniquely determined. The choice of the
different powers of � multiplying these coefficients is motivated by the following proposition.

Proposition 3.2. The coefficients appearing in (3-8) satisfy

ˇ; ; ıi DO.1/: (3-9)

Moreover, we have the bounds

ksk1 DO.��1=2/; krsk2 DO.��1/ and ksk2 DO.��3=2/; (3-10)

as well as

krskL2.�nBd=2.x//
DO.��3=2/: (3-11)

Proof. Because of (3-5), s" depends on u" only through the parameters � and x. Since these parameters
satisfy the same properties �!1 and d�1 DO.1/ as in [Frank et al. 2021], the results on s" there are
applicable. In particular, the bound (3-9) follows from [Frank et al. 2021, Lemma 6.1].
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The bounds stated in (3-10) follow readily from (3-8) and (3-9), together with the corresponding
bounds on the basis functions PUx;�, @�PUx;� and @xi

PUx;�, i D 1; 2; 3, which come from

kUx;�k1 . �1=2; krUx;�k2 . 1; kUx;�k2 . ��1=2;

and similar bounds on @�Ux;� and @xi
Ux;�, compare Lemma A.1, as well as

kH0.x; � /k2CkrxH0.x; � /k2CkrxryH0.x;y/k2 . 1:

It remains to prove (3-11). Again by (3-8) and (3-9), it suffices to show that

��1
krPUx;�kL2.�nBd=2.x//

Ckr@�PUx;�kL2.�nBd=2.x//

C��3
kr@xi

PUx;�kL2.�nBd=2.x//
. ��3=2: (3-12)

(In fact, there is a better bound on r@xi
PUx;�, but we do not need this.) Since the three bounds in (3-12)

are all proved similarly, we only prove the second one.
By integration by parts, we haveZ
�nBd=2.x/

jr@�PUx;�j
2
D 15

Z
�nBd=2.x/

U 4
x;�@�Ux;�@�PUx;�C

Z
@Bd=2.x/

@.@�PUx;�/

@n
@�PUx;�:

By the bounds from Lemmas A.1 and A.2, the volume integral is estimated byZ
�nBd=2.x/

U 4
x;�@�Ux;�@�PUx;�

�

Z
R3nBd=2.x/

U 4
x;�.@�Ux;�/

2
Ck@�'x;�k1

Z
R3nBd=2.x/

U 4
x;�j@�Ux;�j. ��5:

Since

r@�Ux;�.y/D
�3=2

2

.�5C 3�2jy �xj2/.y �x/

.1C�2jy �xj2/5=2
;

we find jr@�Ux;�j. ��3=2 on @Bd=2.x/. By the mean value formula for the harmonic function @�'x;�

and the bound from Lemma A.2,

jr@�'x;�.y/j D k@�'x;�k1 . ��3=2 for all y 2 @Bd=2.x/:

This implies that jr.@�PUx;�/j. ��3=2 on @Bd=2.x/. Thus, the boundary integral is estimated byZ
@Bd=2.x/

@.@�PUx;�/

@n
@�PUx;�

D kr.@�PUx;�/kL1.@Bd=2.x//.k@�Ux;�kL1.�nBd=2.x//Ck@�'x;�k1/. ��3;

since k@�Ux;�kL1.�nBd=2.x// . ��3=2 by Lemma A.1. Collecting these estimates, we find that

kr@�PUx;�kL2.�nBd=2.x//
. ��3=2;

which is the second bound in (3-12). �

Later we will also need the leading order behavior of the zero-mode coefficients ˇ and  in (3-8).
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Proposition 3.3. As "! 0,

ˇ D
16

3�
.�a.x/��0.x//CO.��1/;  D�

8

5
ˇCO.��1/: (3-13)

Proof. According to (3-5), we haveZ
�

rs � rPUx;� D �
�1=2

Z
�

r.Ha.x; � /�H0.x; � // � rPUx;�; (3-14)Z
�

rs � r@�PUx;� D �
�1=2

Z
�

r.Ha.x; � /�H0.x; � //r@�PUx;�: (3-15)

By (3-8), the left side of (3-14) is

ˇ��1

Z
�

jrPUx;�j
2
C 

Z
�

r@�PUx;� � rPUx;�C�
�3

3X
iD1

ıi

Z
�

r@xi
PUx;� � rPUx;�

D 3ˇ��1�
2

4
CO.��2/;

where we used the facts that, by [Rey 1990, Appendix B],Z
�

jrPUx;�j
2
D

3�2

4
CO.��1/;

Z
�

r@�PUx;� � rPUx;� DO.��2/;Z
�

r@xi
PUx;� � rPUx;� DO.��1/:

(3-16)

On the other hand, the right side of (3-14) is

��1=2

Z
�

r.Ha.x; � /�H0.x; � // � rPU D 3��1=2

Z
�

.Ha.x; � /�H0.x; � //U
5
x;�

D 4�.�a.x/��0.x//�
�1
CO.��2/ (3-17)

by Lemma B.3. Comparing both sides yields the expansion of ˇ stated in (3-13).
Similarly, by (3-8), the left side of (3-15) is

ˇ

�2

Z
�

rPUx;� � r@�PUx;�C 

Z
�

jr@�PUx;�j
2
C��3

3X
iD1

ıi

Z
�

r@xi
PUx;� � r@�PUx;�

D
15�2

64�2
CO.��3/;

where, besides (3-16), we used
R
� r@xi

PUx;� � r@�PUx;� DO.��2/ by [Rey 1990, Appendix B] andZ
�

jr@�PUx;�j
2
D

Z
�

jr@�Ux;�j
2
CO.��3/D

15�2

64
��2
CO.��3/:

(The numerical value comes from an explicit evaluation of the integral in terms of beta functions, which
we omit.) On the other hand, the right side of (3-15) is

��1=2

Z
�

r.Ha.x; � /�H0.x; � // � r@�PUx;� D 15��1=2

Z
�

.Ha.x; � /�H0.x; � //U
4
x;�@�Ux;�

D�2�.�a.x/��0.x//�
�2
CO.��3/

by Lemma B.3. Comparing both sides yields the expansion of  stated in (3-13). �
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3B. The bound on krrk2. The goal of this subsection is to prove:

Proposition 3.4. As "! 0,

krrk2 DO.�a.x/�
�1/CO.��3=2/CO."��1=2/: (3-18)

Using �.Ha.x; � /�H0.x; � //D�aGa.x; � / and introducing the function gx;� from (A-4), we see
that (2-7) for w implies

.��C a/r D�3U 5
x;�C 3˛4. x;�C sC r/5C a.fx;�Cgx;�/� as� "V . x;�C sC r/C�s: (3-19)

Integrating against r and using the orthogonality conditionsZ
�

.�s/r D�

Z
�

rs � rr D 0 and 3

Z
�

U 5
x;�r D

Z
�

rPUx;� � rr D 0;

we obtainZ
�

.jrr j2Car2/D 3˛4

Z
�

. x;�C sC r/5r �

Z
�

a.s�fx;��gx;�/r �

Z
�

"V . x;�C sC r/r: (3-20)

The terms appearing in (3-20) satisfy the following bounds.

Lemma 3.5. As "! 0, the following hold:

(a)
ˇ̌̌̌
3˛4

Z
�

. x;�C sC r/5r � 15˛4

Z
�

U 4
x;�r2

ˇ̌̌̌
. .��3=2

C��1�a.x/Ckrk
2
6/krk6:

(b)
ˇ̌̌̌Z
�

.a.s�fx;��gx;�/C "V . x;�C sC r//r

ˇ̌̌̌
. .��3=2

C "��1=2/krk6:

Proof. (a) We write  x;� D Ux;���
�1=2Ha.x; � /�fx;� and bound pointwise

. x;�C sC r/5DU 5
x;�C5U 4

x;�.sC r/CO.U 4
x;�.�

�1=2
jHa.x; � /jC jfx;�j/CU 3

x;�.r
2
C s2//

CO.��5=2
jHa.x; � /j

5
Cjfx;�j

5
Cjr j5Cjsj5/: (3-21)

When integrated against r , the first term vanishes by orthogonality. Let us bound the contribution coming
from the second term, that is, from 5U 4

x;�
s. We write

s D ��1ˇUx;�C @�Ux;�C Qs;

so Qs consists of the zero-mode contributions involving the ıi , plus contributions from the difference
between PUx;� and Ux;� in the terms involving ˇ and  . By orthogonality, we haveZ

�

U 4
x;�sr D

Z
�

U 4
x;� Qsr DO.kUx;�k

4
6kQsk6krk6/;

and, by Lemmas A.1 and A.2 as well as Proposition 3.2,

kQsk6 � .jˇjC j j/.�
�1
k'x;�k6Ck@�'x;�k6/C�

�3
3X

iD1

jıi jk@xi
PUx;�k6 . ��3=2:

This proves Z
�

U 4
x;�sr DO.��3=2

krk6/: (3-22)
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It remains to bound the remainder terms in (3-21). We write Ha.x;y/ D �a.x/CO.jx � yj/ and
boundZ

�

U
24=5

x;�
jHa.x; � /j

6=5 . �a.x/
6=5

Z
�

U
24=5

x;�
C

Z
�

U
24=5

x;�
jx�yj6=5 . ��3=5�a.x/

6=5
C��9=5:

Henceˇ̌̌̌Z
�

U 4
x;�.�

�1=2
jHa.x; � /jC jfx;�j/jr j

ˇ̌̌̌
� .��1=2

kU 4
x;�Ha.x; � /k6=5CkU

4
x;�k6=5kfx;�k1/krk6

. .��1�a.x/C�
�2/krk6: (3-23)

Finally, using Proposition 3.2,Z
�

U 3
x;�.r

2
C s2/jr jC

Z
�

.��5=2
jHa.x; � /j

5
Cjfx;�j

5
Cjr j5Cjsj5/jr j

. .krk26Cksk
2
6C�

�5=2
Ckfx;�k

5
1Ckrk

5
6Cksk

5
6/krk6 . .krk

2
6C�

�2/krk6:

(b) We haveˇ̌̌̌Z
�

.a.s�fx;��gx;�/C "V . x;�C sC r//r

ˇ̌̌̌
. .ksk6=5Ckfx;�k6=5Ckgx;�k6=5C "k x;�k6=5C "krk6=5/krk6:

By Proposition 3.2, ksk6=5 . ksk2 . ��3=2. By Lemma A.2, kfx;�k6=5 . kfx;�k1 . ��5=2. By
Lemma A.4, kgx;�k6=5 . ��2. By Lemmas A.1 and A.2, k x;�k6=5 . ��1=2. Finally, krk6=5 . krk6.
This proves the claimed bound. �

Proof of Proposition 3.4. We deduce from identity (3-20) together with Lemma 3.5 thatZ
�

.jrr j2C ar2
� 15˛4U 4

x;�r2/. .��1�a.x/C�
�3=2
C "��1=2

Ckrrk22C "krrk2/krrk2:

Since ˛4! 1 and r 2 T?
x;�

, the coercivity inequality (2-5) implies that for all sufficiently small " > 0 the
left side is bounded from below by ckrrk2

2
with a universal constant c > 0. Thus,

krrk2 . ��1�a.x/C�
�3=2
C "��1=2

Ckrrk22C "krrk2:

For all sufficiently small " > 0, the last two terms on the right side can be absorbed into the left side and
we obtain the claimed inequality (3-18). �

Proposition 3.4 is a first step to prove the bound (3-7) in Proposition 3.1. In Section 3D we will show
that �a.x/DO.��1C "/ and ��1 DO."/. Combining these with Proposition 3.4 we will obtain (3-7).

3C. Expanding ˛4. In this subsection, we will prove:

Proposition 3.6. As "! 0,

˛4
D 1� 4ˇ��1

CO.�a.x/�
�1
C��2

C "��1/; (3-24)

where ˇ is the zero-mode coefficient from (3-8).
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To prove (3-24), we expand the energy identity obtained by integrating the equation for u against u.
Writing uD ˛. x;�C q/, this yieldsZ

�

jr. x;�C q/j2C

Z
�

.aC "V /. x;�C q/2 D 3˛4

Z
�

. x;�C q/6;

which we write asZ
�

.jr x;�j
2
C.aC"V / 2

x;��3˛4 6
x;�/C2

Z
�

.rq�r x;�C.aC"V /q x;��9˛4q 5
x;�/DR0; (3-25)

with

R0 WD �

Z
�

.jrqj2C .aC "V /q2/C 3˛4
6X

kD2

� 6

k

� Z
�

 6�k
x;� qk:

The following lemma provides the expansions of the terms in (3-25).

Lemma 3.7. As "! 0, the following hold:

(a)
Z
�

.jr x;�j
2
C .aC "V / 2

x;�� 3˛4 6
x;�/D .1�˛

4/
3�2

4
CO.�a.x/�

�1
C��2

C "��1/:

(b)
Z
�

.rq � r x;�C .aC "V /q x;�� 9˛4q 5
x;�/D .1� 3˛4/

3�2

4
ˇ��1

CO.��2
C "2��1/:

(c) R0 DO.��2
C "2��1/:

Proof. (a) In [Frank et al. 2021, Theorem 2.1], we have shown the expansionsZ
�

.jr x;�j
2
C .aC "V / 2

x;�/D
3�2

4
CO.�a.x/�

�1
C��2

C "��1/;

3

Z
�

 6
x;� D

3�2

4
CO.�a.x/�

�1
C��2/;

which immediately imply the bound in (a).

(b) Since �.Ha.x; � /�H0.x; � //D �aGa.x; � /, we have �� x;� D 3U 5
x;�
� ��1=2aGa.x; � /. Since

 x;� D �
�1=2Ga.x; � /�fx;��gx;� with gx;� from (A-4), we can rewrite this as

�� x;�C a x;� D 3U 5
x;�� a.fx;�Cgx;�/: (3-26)

Thus,Z
�

.rq � r x;�C .aC "V /q x;�� 9˛4q 5
x;�/

D 3.1� 3˛4/

Z
�

qU 5
x;��

Z
�

q.9˛4. 5
x;��U 5

x;�/C a.fx;�Cgx;�/C "V x;�/:

By orthogonality and the computations in the proof of Proposition 3.3,

3

Z
�

qU 5
x;� D

Z
�

rs � rPUx;� D
3�2

4
ˇ��1

CO.��2/:
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Moreover,ˇ̌̌̌Z
�

q.9˛4. 5
x;��U 5

x;�/C a.fx;�Cgx;�/C "V x;�/

ˇ̌̌̌
. kqk6.k 5

x;��U 5
x;�k6=5Ckfx;�k6=5Ckgx;�k6=5C "k x;�k6=5/:

By Propositions 3.2 and 3.4 we have

kqk6 . krqk2 . ��1
C "��1=2; (3-27)

by Lemma A.2 we have kfx;�k1 . ��5=2 and, by Lemma A.4 we have kgx;�k6=5 . ��2. More-
over, writing  x;� D Ux;� � �

�1=2Ha.x; � /� fx;� and using Lemmas A.1 and A.2 and (B-1), we get
k x;�k6=5 . ��1=2. Also, bounding

j 5
x;��U 5

x;�j.  
4
x;�.�

�1=2
jHa.x; � /jC jfx;�j/C�

�5=2
jHa.x; � /j

5
Cjfx;�j

5;

we obtain from Lemmas A.1 and A.2 and (B-1)

k 5
x;��U 5

x;�k6=5 . �
�1=2
k x;�k

4
24=5C�

�5=2 . ��1:

Collecting all the terms, we obtain the claimed bound.

(c) Because of the second inequality in (3-27), the first integral in the definition of R0 is O.��2C"2��1/.
The second integral is bounded, in absolute value, by a constant timesZ

�

. 4
x;�q2

C q6/� k x;�k
4
6kqk

2
6Ckqk

6
6 . �

�2
C "2��1:

This completes the proof. �

Proof of Proposition 3.6. The claim follows from (3-25) and Lemma 3.7. �

3D. Expanding �a.x/. In this subsection we prove the following important expansion.

Proposition 3.8. As "! 0,

�a.x/D �a.x/��1
�
"

4�
QV .x/C o.��1/C o."/ (3-28)

Before proving it, let us note the following consequence.

Corollary 3.9. We have �a.x0/D 0, QV .x0/� 0 and

��1
DO."/; (3-29)

as "! 0. Moreover, krrk2 DO."��1=2/ and ˛4 D 1C 64
3�
�0.x/�

�1CO."��1/.

Proof. The fact that �a.x0/ D 0 follows immediately from (3-28). Since �a.x/ � 0 by criticality and
since a.x0/ < 0 by assumption, we deduce from (3-28) that QV .x0/� 0 and that

��1
�
jQV .x0/jC o.1/

4�2ja.x0/jC o.1/
"DO."/:
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Reinserting this into (3-28), we find �a.x/ D O."/. Inserting this into Proposition 3.4, we obtain the
claimed bound on krrk2, and inserting it into (3-24) and (3-13), we obtain the claimed expansion
of ˛4. �

The proof of (3-28) is based on the Pohozaev identity obtained by integrating the equation for u against
@� x;�. We write the resulting equality in the formZ
�

.r x;� � r@� x;�C .aC "V / x;�@� x;�� 3˛4 5
x;�@� x;�/

D�

Z
�

.rq � r@� x;�C aq@� x;�� 15˛4q 4
x;�@� x;�/C 30˛4

Z
�

q2 3
x;�@� x;�CR; (3-30)

with

RD�"
Z
�

Vq@� x;�C 3˛4
5X

kD3

� 5

k

� Z
�

 5�k
x;� qk@� x;�:

The involved terms can be expanded as follows.

Lemma 3.10. As "! 0, the following hold:

(a)
Z
�

.r x;� � r@� x;�C .aC "V / x;�@� x;�� 3˛4 5
x;�@� x;�/

D�2��a.x/�
�2
�

1
2
QV .x/"�

�2
C .1�˛4/4��a.x/�

�2
C .2�2a.x/C 15�2�a.x/

2/��3

C o.��3/C o."��2/:

(b)
Z
�

.rq � r@� x;�C aq@� x;�� 15˛4q 4
x;�@� x;�/

D�.1�˛4/2�.�a.x/��0.x//�
�2
CO.�a.x/�

�3/C o."��2/C o.��3/:

(c) 30˛4

Z
�

q2 3
x;�@� x;� D

15�2

16
ˇ��3

CO.�a.x/�
�3/C o."��2/C o.��3/:

(d) RDO.�a.x/�
�3/C o."��2/C o.��3/:

We emphasize that the proof of Lemma 3.10 is independent of the expansion of ˛4 in (3-24). We only
use the fact that ˛ D 1C o.1/.

Proof. (a) Because of (3-26), the quantity of interest can be written asZ
�

.r x;� � r@� x;�C .aC "V / x;�@� x;�� 3˛4 5
x;�@� x;�/

D 3

Z
�

.U 5
x;��˛

4 5
x;�/@� x;��

Z
�

a.fx;�Cgx;�/@� x;�C "

Z
�

V x;�@� x;�: (3-31)

We discuss the three integrals on the right side separately. As a general rule, terms involving fx;� will
be negligible as a consequence of the bounds kfx;�k1 D O.��5=2/ and k@�fx;�k1 D O.��7=2/ in
Lemma A.2. This will not always be carried out in detail.
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We haveZ
�

.U 5
x;��˛

4 5
x;�/@� x;� D .1�˛

4/

Z
�

U 5
x;�@� x;�C˛

4

Z
�

.U 5
x;�� 

5
x;�/@� x;�: (3-32)

The first integral is, since  x;� D Ux;���
�1=2Ha.x; � /�fx;�,Z

�

U 5
x;�@� x;� D

Z
�

U 5
x;�@�Ux;�C

1

2
��3=2

Z
�

U 5
x;�Ha.x; � /CO.��4/: (3-33)

Since
R

R3 U 5
x;�
@�Ux;� D

1
6
@�
R

R3 U 6
x;�
D 0, we haveˇ̌̌̌Z

�

U 5
x;�@�Ux;�

ˇ̌̌̌
D

ˇ̌̌̌Z
R3n�

U 5
x;�@�Ux;�

ˇ̌̌̌
. ��1

Z 1
d�

ˇ̌̌̌
r2� r4

.1C r2/4

ˇ̌̌̌
dr DO.��4/: (3-34)

Next, by Lemma B.3,

1

2
��3=2

Z
�

U 5
x;�Ha.x; � /D

2�

3
�a.x/�

�2
CO.��3/:

This completes our discussion of the first term on the right side of (3-32). For the second term we have
similarly,Z
�

.U 5
x;�� 

5
x;�/@� x;�

D

Z
�

.U 5
x;�� .Ux;���

�1=2Ha.x; � //
5/@�.Ux;���

�1=2Ha.x; � //C o.��3/

D 5��1=2

Z
�

U 4
x;�Ha.x; � /@�Ux;�C

5

2
��2

Z
�

U 4
x;�Ha.x; � /

2
� 10��1

Z
�

U 3
x;�Ha.x; � /

2@�Ux;�

C

5X
kD3

� 5

k

�
.�1/k��k=2

Z
�

U 5�k
x;� Ha.x; � /

k@�Ux;�

�
1

2

5X
kD2

� 5

k

�
.�1/k��.kC3/=2

Z
�

U 5�k
x;� Ha.x; � /

kC1
C o.��3/: (3-35)

Again, by Lemma B.3,

5��1=2

Z
�

U 4
x;�Ha.x; � /@�Ux;�C

5

2
��2

Z
�

U 4
x;�Ha.x; � /

2
� 10��1

Z
�

U 3
x;�Ha.x; � /

2@�Ux;�

D�
2�

3
�a.x/�

�2
C .2�a.x/C 5�2�a.x/

2/��3
C o.��3/: (3-36)

Finally, the two sums are bounded, in absolute value, byZ
�

.U 2
x;��

�3=2
jHa.x; � /j

3
C��5=2

jHa.x; � /j
5/j@�Ux;�jC

Z
�

.U 3
x;��

�5=2
jHa.x; � /j

3
C��4

jHa.x; � /j
6/

. k@�Ux;�k6.kUx;�k
2
12=5�

�3=2
C��5=2/CkUx;�k

3
3�
�5=2
C��4

D o.��3/:

This completes our discussion of the second term on the right side of (3-32) and therefore of the first
term on the right side of (3-31).
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For the second term on the right side of (3-31) we get, using  x;� D Ux;���
�1=2Ha.x; � /�fx;�,Z

�

a.fx;�Cgx;�/@� x;� D

Z
�

agx;�@�Ux;�C
1

2
��3=2

Z
�

agx;�Ha.x; � /C o.��3/:

The second integral is negligible since, by Lemma A.4,ˇ̌̌̌
1

2
��3=2

Z
�

agx;�Ha.x; � /

ˇ̌̌̌
. ��3=2

Z
�

gx;� . ��4 log�:

Since a is differentiable, we can expand the first integral asZ
�

agx;�@�Ux;� D a.x/

Z
�

gx;�@�Ux;�CO
�Z

�

jx�yjgx;�j@�Ux;�j

�
:

We have Z
�

gx;�@�Ux;� D �
�3

Z
�.��x/

g0;1@�U0;1 D �
�3

Z
R3

g0;1@�U0;1C o.��3/

and Z
R3

g0;1@�U0;1 D 4�

Z 1
0

�
1

r
�

1p
1C r2

�
1� r2

2.1C r2/3=2
r2 dr D 2�.3��/:

Using similar bounds one verifies thatZ
�

jx�yjgx;�j@�Ux;�j. ��4

Z
�.��x/

jzjg0;1j@�U0;1j. ��4:

This completes our discussion of the second term on the right side of (3-31).
For the third term on the right side of (3-31), we write

 x;� D �
�1=2Ga.x; � /�fx;��gx;�

and getZ
�

V x;�@� x;�

D

Z
�

V .��1=2Ga.x; �/�gx;�/@�.�
�1=2Ga.x; �/�gx;�/Co.�2/

D�
1
2
��2QV .x/CO

�
��3=2

Z
�

Ga.x; �/gx;�C�
�1=2

Z
�

Ga.x; �/j@�gx;�jC

Z
�

gx;�j@�gx;�j

�
Co.�2/

D�
1
2
��2QV .x/CO

�
��3=2

kGa.x; �/k2kgx;�k2

C��1
kGa.x; �/k2k@�gx;�k2Ckgx;�k2k@�gx;�k2

�
Co.��2/

D�
1
2
��2QV .x/Co.��2/:

In the last equality we used the bounds from Lemma A.4 and the fact that Ga.x; � / 2 L2.�/. This
completes our discussion of the third term on the right side of (3-31) and concludes the proof of (a).
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(b) We note that (3-26) yields

��@� x;�C a@� x;� D 15U 4
x;�@�Ux;�� a.@�fx;�C @�gx;�/:

Because of this equation, the quantity of interest can be written asZ
�

.rq � r@� x;�C aq@� x;�� 15˛4q 4
x;�@� x;�/

D 15

Z
�

q.U 4
x;�@�Ux;��˛

4 4
x;�@� x;�/�

Z
�

aq.@�fx;�C @�gx;�/: (3-37)

We discuss the two integrals on the right side separately.
We haveZ
�

q.U 4
x;�@�Ux;��˛

4 4
x;�@� x;�/

D .1�˛4/

Z
�

qU 4
x;�@�Ux;�C˛

4

Z
�

q.U 4
x;�@�Ux;�� 

4
x;�@� x;�/: (3-38)

The first integral is, by the orthogonality condition 0D
R
� rw � r@�PUx;� D 15

R
�wU 4

x;�
@�Ux;�,Z

�

qU 4
x;�@�Ux;� D �

�1=2

Z
�

.Ha.x; � /�H0.x; � //U
4
x;�@�Ux;�

D�
2�

15
.�a.x/��0.x//�

�2
CO.��3/: (3-39)

For the second integral on the right side of (3-38), we haveZ
�

q.U 4
x;�@�Ux;�� 

4
x;�@� x;�/

D

Z
�

q.U 4
x;�@�Ux;�� .Ux;���

�1=2Ha.x; � //
4@�.Ux;���

�1=2Ha.x; � ///C o.��3/

DO.�a.x/�
�3/C o."��2/C o.��3/: (3-40)

Let us justify the claimed bound here for a typical term. We write Ha.x;y/D �a.x/CO.jx�yj/ and
get Z

�

qU 4
x;��

�3=2Ha.x; � /D �
�3=2�a.x/

Z
�

qU 4
x;�CO

�
��3=2

Z
�

qU 4
x;�jx�yj

�
:

Using the bound (3-27) on q and Lemma A.1 we getˇ̌̌̌Z
�

qU 4
x;�

ˇ̌̌̌
� kqk6kUx;�k

4
24=5 . �

�3=2
C "��1:

The remainder term is better because of the additional factor of jx�yj. We gain a factor of ��1 since

kjx� � j1=4Ux;�k
4
24=5 . �

�3=2:

Another typical term, Z
�

qU 3
x;��

�1=2Ha.x; � /@�Ux;�;
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can be treated in the same way, since the bounds for @�Ux;� are the same as for ��1Ux;�; see Lemma A.1.
The remaining terms are easier. This completes our discussion of the first term on the right side of (3-37).

The second term on the right side of (3-37) is negligible. Indeed,Z
�

aq.@�fx;�C @�gx;�/DO.kqk6k@�gx;�k6=5/C o.��3/D o.��3/; (3-41)

where we used Lemma A.4 and the same bound on q as before. This completes our discussion of the
second term on the right side of (3-37) and concludes the proof of (b).

(c) We use the form (3-8) of the zero modes s, as well as the bounds on krsk2 and krrk2 from (3-10)
and (3-18), to findZ
�

q2 3
x;�@� x;� D

Z
�

s2 3
x;�@� x;�CO.�a.x/�

�3/C o.��3/C o."��2/

D ˇ2��2

Z
�

U 5
x;�@�Ux;�C 2ˇ��1

Z
�

U 4
x;�.@�Ux;�/

2
C  2

Z
�

U 3
x;�.@�Ux;�/

3

CO.�a.x/�
�3/C o.��3/C o."��2/: (3-42)

A direct calculation using (B-15) gives

��2

Z
�

U 5
x;�@�Ux;� D o.��3/;

Z
�

U 3
x;�.@�Ux;�/

3
D o.��3/

and Z
�

U 4
x;�.@�Ux;�/

2
D

1

4
��2

Z
�

U 6
x;���

3

Z
�

jx�yj2

.1C�2jx�yj2/4
C�5

Z
�

jx�yj4

.1C�2jx�yj2/5

D
�2

16
��2
� 4���2

Z 1
0

t4 dt

.1C t2/4
C 4���2

Z 1
0

t6 dt

.1C t2/5
C o.��2/

D
�2

64
��2
C o.��2/:

Inserting this into (3-42) gives the claimed expansion (c).
The proof of (d) uses similar bounds as in the rest of the proof and is omitted. �

Proof of Proposition 3.8. Combining (3-30) with Lemma 3.10 yields

0D�4��a.x/�
�2
�QV .x/"�

�2
C4�2a.x/��3

C��3RCO.�a.x/�
�3/Co.��3/Co."��2/; (3-43)

with
RD �.1�˛4/4�.�a.x/C�0.x//C 30�2�a.x/

2
�

15
8
ˇ�2:

We now make use of the expansion (3-24) of ˛4� 1 and obtain

RD 16ˇ��0.x/�
15
8
ˇ�2

CO.�a.x/C�
�1
C "/:

Inserting the expansions (3-13) of ˇ and  , we find the cancellation

RDO.�a.x/C�
�1
C "/: (3-44)
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In particular, RDO.1/ and, inserting this into (3-43), we obtain

�a.x/DO.��1
C "/:

In particular, for the error term in (3-43), we have �a.x/�
�3 D o.��3/ and, moreover, by (3-44), we

have RDO.��1C "/. Inserting this bound into (3-43), we obtain the claimed expansion (3-28). �

3E. Bounding r�a.x/. In this subsection we prove the bound on r�a.x/ in Proposition 3.1.

Proposition 3.11. For every � < 1, as "! 0,

jr�a.x/j. "�: (3-45)

The proof of this proposition is a refined version of the proof of Proposition 2.5. It is also based on
expanding the Pohozaev identity (2-9). Abbreviating, for v; z 2H 1.�/,

I Œv; z� WD

Z
@�

@v

@n

@z

@n
nC

Z
�

.ra/vz (3-46)

and writing uD ˛. x;�C q/, we can write identity (2-9) as

0D I Œ x;��C 2I Œ x;�; q�C I Œq�C "

Z
�

.rV /. x;�C q/2: (3-47)

The following lemma extracts the leading contribution from the main term I Œ x;��.

Lemma 3.12. I Œ x;��D 4�r�a.x/�
�1CO.��1��/ for every � < 1.

On the other hand, the next lemma allows us to control the error terms involving q.

Lemma 3.13.
@q
@n


L2.@�/

. "��1=2:

Before proving these two lemmas, let us use them to give the proof of Proposition 3.11. In that proof,
and later in this subsection, we will use the inequality

kqk2 . "��1=2: (3-48)

This follows from the bound (3-10) on s and the bounds in Corollary 3.9 on ��1 and r . Note that (3-48)
is better than the bound (3-27) in the L6 norm.

Proof of Proposition 3.11. We shall make use of the bounds

k x;�k2C

@ x;�

@n


L2.@�/

. ��1=2: (3-49)

The first bound follows by writing  x;� D Ux;� � �
�1=2Ha.x; � / C fx;� and using the bounds in

Lemmas A.1 and A.2 and in (B-1). We write  x;� D PUx;���
�1=2.Ha.x; � /�H0.x; � // and use the

bounds in Lemmas A.3 and B.1 for the second bound.
Combining the bounds (3-49) with the corresponding bounds for q from Lemma 3.13 and (3-48), we

obtain
jI Œ x;�; q�j. "��1 and I Œq�. "2��1:
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Moreover, by (3-48) and (3-49),

"

ˇ̌̌̌Z
�

.rV /. x;�C q/2
ˇ̌̌̌
. "��1:

In view of these bounds, Lemma 3.12 and (3-47) imply jr�a.x/j. "C���. Because of (3-29), this
implies (3-45). �

It remains to prove Lemmas 3.12 and 3.13.

Proof of Lemma 3.12. We integrate (3-26) for  x;� against r x;� and obtain

�
1
2
I Œ x;��D 3

Z
�

U 5
x;�r x;��

Z
�

a.fx;�Cgx;�/r x;�: (3-50)

For the first integral on the right side we write  x;� D Ux;� � �
�1=2Ha.x; � /C fx;� and integrate by

parts to obtain

3

Z
�

U 5
x;�r x;� D 3

Z
@�

U 5
x;�

�
1
6
Ux;���

�1=2Ha.x; � /Cfx;�

�
n

C 15

Z
�

U 4
x;�.rUx;�/.�

�1=2Ha.x; � /�fx;�/:

By Lemma B.3 (see also Remark B.4) we haveZ
�

U 4
x;�.rUx;�/Ha.x; � /D�

Z
�

U 4
x;�.rxUx;�/Ha.x; � /D�

2�

15
r�a.x/�

�1=2
CO.��1=2��/:

Finally, since Ux;� . ��1=2 on @� and by the bounds on Ux;�, fx;� and Ha.x; � / from Lemmas A.1
and A.2 and from (B-1), we have

3

Z
@�

U 5
x;�

�
1
6
Ux;���

�1=2Ha.x; � /Cfx;�

�
nC 15

Z
�

U 4
x;�.rUx;�/fx;� DO.��2/:

This shows that the first term on the right side of (3-50) gives the claimed contribution.
On the other hand, for the second term on the right side of (3-50) we haveZ
�

a.fx;�Cgx;�/r x;� D

Z
�

a.fx;�Cgx;�/r.Ux;���
�1=2Ha.x; � //�

1

2

Z
�

.ra/f 2
x;�

�

Z
�

.argx;�Cgx;�ra/fx;�C
1

2

Z
@�

af 2
x;�C

Z
@�

afx;�gx;�

D

Z
�

agx;�rUx;�CO.��3/:

Here we used bounds from Lemmas A.2 and A.4 and from the proof of the latter. Finally, we write
a.y/D a.x/CO.jx�yj/ and use the oddness of gx;�rUx;� to obtainZ

�

agx;�rUx;� DO
�Z

�

jx�yjgx;�jrUx;�j

�
DO.��2/:

This proves the claimed bound on the second term on the right side of (3-50). �
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Proof of Lemma 3.13. The proof is analogous to that of Lemma 2.6. By combining (2-7) for w with
�.Ha.x; � /�H0.x; � //D�aGa.x; � /, we obtain ��q D F with

F WD �3U 5
x;�C 3˛4. x;�C q/5� aqC a.fx;�Cgx;�/� "V . x;�C q/:

(We use the same notation as in the proof of Lemma 2.6 for analogous but different objects.)
We define the cut-off function � as before, but now in our bounds we do not make the dependence

on d explicit, since we know already d�1 DO.1/ by Proposition 2.5. Then �q 2H 2.�/\H 1
0
.�/ and

��.�q/D �F � 2r� � rq� .��/q:

We claim that
�jF j. �jqj5C "�Ux;�CjqjC "�

�1=2: (3-51)

Indeed, on � nBd=2.x/, we have Ux;� . ��1=2 and gx;� . ��5=2. By Corollary 3.9, we have ��5=2 D

O."��1=2/. Moreover, we write  x;� D Ux;���
�1=2Ha.x; � /Cfx;� and use the bounds on fx;� and

Ha.x; � / from Lemma A.2 and (B-1).
Combining (3-51) with inequality (2-12), we obtain@q@n


L2.@�/

D

@.�q/@n


L2.@�/

. k�.�q/k3=2 D k�F � 2r� � rq� .��/qk3=2

. k�q5
k3=2C "k�Ux;�k3=2Ckqk3=2C "�

�1=2
Ckjr�jjrqjk3=2Ck.��/qk3=2:

It remains to bound the norms on the right side. All terms, except for the first one, are easily bounded.
Indeed, by (3-48),

kqk3=2Ck.��/qk3=2 . kqk2 . "��1=2

and
kjr�jjrqjk3=2 . krqkL2.�nBd=2.x//

� krskL2.�nBd=2.x//
Ckrrk2 . "��1=2;

where we used krskL2.�nBd=2.x//
. ��3=2 by Equation (3-10) and krrk2 . "��1=2 by Corollary 3.9.

(Notice that for the estimate on s it is crucial that the integral avoids Bd=2.x/.) Moreover, by Lemma A.1,

k�Ux;�k3=2 . kUx;�kL3=2.�nBd=2.x//
. ��1=2:

To bound the remaining term k�q5k3=2 we argue as in Lemma 2.6 above and get

k�q5
k3=2 D

�Z
�

j�1=4
jqj1=4qj6

�2
3

.
�Z

�

jr.�1=4
jqj1=4q/j2

�2

.
�Z

�

jqj5=2jr.�1=4/j2
�2

C

�Z
�

jF j�1=2
jqj3=2

�2

. kqk56C
�Z

�

jF j�1=2
jqj3=2

�2

:

We use the pointwise estimate (3-51) on �F, which is equally valid for �1=2F. The term coming from jqj5

is bounded by�Z
�

jqj5C3=2�1=2

�2

D

�Z
�

.�jqj5/1=2q4

�2

� k�q5
k3=2kqk

8
6 D o.k�q5

k3=2/;
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which can be absorbed into the left side. The contributions from the remaining terms in the pointwise
bound on �1=2jF j can by easily controlled, and we obtain

k�q5
k3=2 . kqk56C�

�5
C ."��1=2/5 . "��1=2:

Collecting all the estimates, we obtain the claimed bound. �

4. Proof of Theorems 1.5 and 1.6

4A. The behavior of �a near x0. We are now in a position to complete the proof of Theorem 1.5. Our
main remaining goal is to prove

�a.x/D o."/: (4-1)

Once this is shown, we will be able to find a relation between � and ". The proof of (4-1) (and only this
proof) relies on the nondegeneracy of critical points of �a.

We already know that �a.x0/D 0 and that �a.y/� 0 for all y 2�, hence x0 is a critical point of �a.
In this subsection we collect the necessary ingredients which exploit this fact.

Lemma 4.1. The function �a is of class C 2 on �.

Since we were unable to find a proof for this fact in the literature, we provide one in Section B2.
Thus, the following general lemma applies to �a.

Lemma 4.2. Let u be C 2 near the origin and suppose that u.0/D 0, ru.0/D 0 and that Hess u.0/ is
invertible. Then, as x! 0,

u.x/D 1
2
ru.x/ � .Hess u.0//�1

ru.x/C o.jxj2/: (4-2)

Suppose additionally that Hess u.0/� c for some c > 0 in the sense of quadratic forms, i.e., the origin is
a nondegenerate minimum of u. Then, as x! 0,

u.x/. jru.x/j2: (4-3)

Proof. We abbreviate H.x/D Hess u.x/ and make a Taylor expansion around x to get

0D u.0/D u.x/�ru.x/ �xC 1
2
x �H.x/xC o.jxj2/ (4-4)

and
0Dru.0/Dru.x/�H.x/xC o.jxj2/: (4-5)

We infer from (4-5) and the invertibility of H.0/ that

x DH.x/�1
ru.x/C o.jxj2/:

Inserting this into (4-4) gives

0D u.x/� 1
2
ru.x/ �H.x/�1

ru.x/C o.jxj2/:

Since H.x/�1 DH.0/�1C o.jxj/, this yields (4-2).
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To prove (4-3), if zero is a nondegenerate minimum, then a Taylor expansion around zero shows

u.x/D 1
2
x �H.0/xC o.jxj2/� 1

4
cjxj2 (4-6)

for small enough jxj. Thus the o.jxj2/ in (4-2) can be absorbed in the left side, and thus (4-3) holds. �

4B. Proof of Theorem 1.5. Equation (1-18) follows from Proposition 2.1, together with (3-2), (3-3)
and (3-5). The facts that x0 2Na and QV .x0/� 0 follow from Corollary 3.9.

By Lemma 4.1 and the assumption that x0 is a nondegenerate minimum of �a, we can apply Lemma 4.2
to the function u.x/ WD �a.xCx0/ to get

�a.x/. jr�a.x/j
2:

Therefore, by the bound on r�a.x/ in Proposition 3.1 with some fixed � 2
�

1
2
; 1
�
, we get

�a.x/. jr�a.x/j
2
D o."/: (4-7)

This proves (1-20) and, by nondegeneracy of x0, also (1-19). Moreover, inserting (4-7) into the expansion
of �a.x/ from Proposition 3.1, we find

0D a.x/���1
�
"

4�
QV .x/C o.��1/C o."/;

that is,

"�D 4�2 ja.x0/jC o.1/

jQV .x0/jC o.1/

with the understanding that this means "�!1 if QV .x0/D 0. This proves (1-21).
The remaining claims in Theorem 1.5 follow from Proposition 3.1.

4C. A bound on kwk1. In this subsection, we prove a crude bound on the L1 norm of the first-order
remainder w appearing in the decomposition u D ˛.PUx;�Cw/, and also on some of its Lp norms
which cannot be controlled through Sobolev inequalities, i.e., p > 6. This bound was not needed in the
proof of Theorem 1.5, but will be in that of Theorem 1.6.

Proposition 4.3. As "! 0,

kwkp . ��3=p for all p 2 .6;1/: (4-8)

Moreover, for every � > 0,

kwk1 D o.��/: (4-9)

Our proof follows [Rey 1989, Proof of (25)], which concerns the case N � 4 and aD 0. Since some
of the required modifications are rather complicated to state, we give details for the convenience of the
reader.

Proof. We begin by proving the first bound in the proposition, which we write as

kwkrC1
3.rC1/

. ��1 for all r 2 .1;1/:
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To prove this, we define F by (2-13), multiply (2-7) with jwjr�1w and integrate by parts to obtain

4r

.r C 1/2

Z
�

ˇ̌
rjwj

rC1
2

ˇ̌2
D

Z
�

F jwjr�1w:

Thus, by Sobolev’s inequality applied to v D jwj.rC1/=2,

kwkrC1
3.rC1/

.
Z
�

jF jjwjr: (4-10)

In order to estimate the right side of (4-10), we make use of the bound

jF j. j˛4
� 1jU 5

x;�CU 4
x;�jwjC jwj

5
CU 4

x;�'x;�CUx;�C'x;�Cjwj: (4-11)

This is a refinement of (3-51), which is obtained by writing PUx;� D Ux;��'x;� and using Lemma A.2
to bound '5

x;�
. 'x;�.

We estimate the resulting terms separately. Using Hölder’s inequality, Lemma A.1, Proposition 3.6
and the fact that for any �;p; q > 0 with p�1C q�1 D 1 there is C� > 0 such that for any a; b > 0 one
has ab � �apCC�b

q, we obtain

j˛4
� 1j

Z
�

U 5
x;�jwj

r
� ��1

kwkr3.rC1/kU k
5

5� 3rC3
2rC3

. ��1
kwkr3.rC1/�

1
2
� r�1
rC1

D kwkr3.rC1/�
�

rC3
2.rC1/ � �kwkrC1

3.rC1/
CC��

�
rC3

2 IZ
�

U 4
x;�jwj

rC1
�

�Z
�

U 5
x;�jwj

r

�4
5
�Z

�

jwjrC5

�1
5

� kwk
rC 1

5

3.rC1/
��

4
5.rC1/ � �kwkrC1

3.rC1/
CC��

�1
IZ

�

jwj5Cr
� kwkrC1

3.rC1/
kwk46 . kwk

rC1
3.rC1/

��2
IZ

�

U 4
x;�jwj

r'x;� � �
� 1

2 kwkr3.rC1/kUx;�k
4

4� 3rC3
2rC3

D ��
1
2
� 1

rC1 kwkr3.rC1/ D �
�

rC3
2.rC1/ kwkr3.rC1/

� �kwkrC1
3.rC1/

CC��
�

rC3
2 IZ

�

Ux;�jwj
r
� kwkr3.rC1/kUx;�k 3rC3

2rC3

. kwkr3.rC1/�
� 1

2 � �kwkrC1
3.rC1/

CC��
�

rC1
2 IZ

�

'x;�jwj
r . ��

1
2 kwkr3.rC1/ � �kwk

rC1
3.rC1/

CC��
�

rC1
2 IZ

�

jwjrC1 .
�Z

�

jwj5Cr

�rC1
rC5

. kwk
.rC1/2

rC5

3.rC1/
��

2.rC1/
rC5 � �kwkrC1

3.rC1/
CC��

�
rC1

2 :

By choosing � small enough (but independent of �), we can absorb the term �kwkrC1
3.rC1/

, as well as the
term ��2kwkrC1

3.rC1/
, into the left-hand side of inequality (4-10) to get

kwkrC1
3.rC1/

. ��
rC3

2 C��1
C��

rC1
2 . ��1:

This is the claimed bound.
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We now turn to the bound of the L1 norm of w. We write (2-7) for w as

w.x/D
1

4�

Z
�

G0.x;y/F.y/: (4-12)

By Hölder’s inequality and the fact that 0�G0.x;y/� jx�yj�1, we have for every ı 2 .0; 2/

kwk1 � sup
x2�

kG0.x; � /k3�ıkFk 3�ı
2�ı
. kFk 3�ı

2�ı
: (4-13)

Hence it suffices to estimate kFkq with some q WD .3� ı/=.2� ı/ > 3
2

.
We use again the bound (4-11). The Lq norms of the resulting terms are easy to estimate. Indeed,

since j˛4� 1j. ��1 by Proposition 3.6, we have by Lemma A.1

j˛4
� 1jkU 5

x;�kq . �
�1
kU k55q . �

3
2
� 3

q :

Next, by Lemma A.1 and A.2,

kU 4
x;�'x;�kq . ��

1
2 kUx;�k

4
4q D. �

3
2
� 3

q :

Using additionally the bound on krwk from Proposition 2.1, we can estimate, for every q < 3,

kUx;�C'x;�Cjwjkq � kUx;�kqCk'x;�k1Ckrwk6 . ��
1
2 :

Finally, using the bound (4-8),

kU 4
x;�wkq � kUx;�k

4
5qkwk5q . �2� 12

5q kwk5q . �2� 3
q

and
kw5
kq D kwk

5
5q . �

� 3
q :

Inserting these estimates into (4-13) yields

kwk1 . �2� 3
q for every q 2

�
3
2
; 3
�
:

As ı& 0 in (4-13), we have q& 3
2

and hence 2� 3
q
& 0. Thus (4-9) is proved. �

4D. Proof of Theorem 1.6. By Proposition 2.1, we have uD˛.PUx;�Cw/ with ˛D1Co.1/. Moreover,
by Proposition 4.3, kwk1 D o.�1=2/. On the other hand, by Lemma A.2 we have

kPUx;�k1 D kUx;�k1CO.k'x;�k1/D �
1
2 CO.��

1
2 /:

Putting these estimates together, we obtain

"ku"k
2
1 D ".�

1
2 C o.�

1
2 //2 D "�.1C o.1//D 4�2 ja.x0/j

jQV .x0/j
.1C o.1//

by the relationship between " and � proved in Theorem 1.5. Moreover, Ux;�.x/ D �
1=2 D kUx;�k1.

This finishes the proof of part (a) in Theorem 1.6.
The proof of part (b) necessitates significantly fewer prerequisites. It only relies on the crude expansion

of u given in Proposition 2.1 and the rough bounds on w from Proposition 4.3.
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By applying .��C a/�1, we write (1-3) as

u.z/D
3

4�

Z
�

Ga.z;y/u.y/
5
�
"

4�

Z
�

Ga.z;y/V .y/u.y/: (4-14)

We fix a sequence ı D ı" D o.1/ with ��1 D o.ı"/. This condition, together with the bounds from
Proposition 2.1, easily implies 3

4�

R
Bı.x/

u.y/5 D ��1=2C o.��1=2/. Hence

3

4�

Z
Bı.x/

Ga.z;y/u.y/
5
D

3

4�

Z
Bı.x/

.Ga.z;x0/C o.1//u.y/5 D ��1=2Ga.z;x0/C o.��1=2/:

On the complement of Bı.x/, using Proposition 4.3 and Lemma A.1, we boundˇ̌̌̌Z
�nBı.x/

Ga.z;y/u.y/
5

ˇ̌̌̌
. kGa.z; � /k2.kUx;�k

5
L10.�nBı.x//

Ckwk510/. �
�5=2ı�7=2

C��3=2:

Choosing, e.g., ı D ��2=7, the last bound is o.��1=2/.
The second term on the right side of (4-14) is easily bounded by

"

ˇ̌̌̌Z
�

Ga.z;y/V .y/u.y/

ˇ̌̌̌
. "kGa.z; � /k2.kU k2Ckwk2/. "��1=2

using the bounds from Proposition 2.1 and from Lemma A.1. Collecting the above estimates, part (b) of
Theorem 1.6 follows.

5. Subcritical case: a first expansion

In the remainder of the paper we will deal with the proof of Theorems 1.2 and 1.3. The structure of our
argument is very similar to that leading to Theorems 1.5 and 1.6. Namely, in the present section we derive
a preliminary asymptotic expansion of u" and the involved parameters, which is refined subsequently in
Section 6 below. Because of the similarities to the above argument, we will not always give full details.

The following proposition summarizes the results of this section.

Proposition 5.1. Let .u"/ be a family of solutions to (1-2) satisfying (1-5). Then, up to the extraction of a
subsequence, there are sequences .x"/��, .�"/� .0;1/, .˛"/� R and .w"/� T?

x";�"
such that

u" D ˛".PUx";�" Cw"/ (5-1)

and a point x0 2� such that

jx"�x0j D o.1/; ˛" D 1C o.1/; �"!1; krw"k2 DO.��1=2
" /; "DO.��1

" /: (5-2)

5A. A qualitative initial expansion. As a first step towards Proposition 5.1, we observe that the qualitative
expansion from Proposition 2.2 still holds true, that is, there are sequences .x"/ � �, .�"/ � .0;1/,
.˛"/� R and .w"/� T?

x";�"
such that (5-1) holds and a point x0 2� such that, along a subsequence,

jx"�x0j D o.1/; ˛" D 1C o.1/; d"�"!1; krw"k2 D o.1/;

where, as before, d" WD d.x"; @�/.
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Indeed, as explained in the proof of Proposition 2.2, it suffices to prove u"* 0 in H 1
0
.�/ up to a

subsequence. To achieve this, we first integrate (1-2) against u" to obtain

3

�Z
�

u6�"
"

�4�"
6�"

D

R
� jru"j

2�R
� u6�"

"

�2=.6�"/ C
R
� au2

"�R
� u6�"

"

�2=.6�"/ :
By (1-5) and Hölder’s inequality, the right side is bounded, hence ku"k6�".1. By (1-5) again, kru"k2.1.
On the other hand, the right side is bounded from below by a positive constant by coercivity of ��C a,
which is a consequence of criticality, and by Hölder’s inequality. This gives ku"k6�" & 1, and hence
kru"k2 & 1 by the inequalities of Sobolev and Hölder. This completes the analogue of Step 1 in the
proof of Proposition 2.2.

Let us now turn to Step 2 in that proof. We denote by u0 a weak limit point of u" in H 1
0
.�/, which

exists by Step 1. Still by Step 1, we may assume that the quantities ku"k6�" and kru"k2 have nonzero
limits. The only difference to Proposition 2.2 is now that we modify the definition of M to

MD lim
"!0

Z
�

.u"�u0/
6�";

where the exponent is 6� " instead of 6. Thanks to the uniform bound ku"k6�" . 1 by Step 1, it can be
easily checked that the proof of the Brezis–Lieb lemma (see, e.g., [Lieb and Loss 1997]) still yields

lim
"!0

Z
�

u6�"
" D lim

"!0

Z
�

u6�"
0 CMD

Z
�

u6
0CM:

Then the modified assumption (1-5) can be used to conclude

S

�Z
�

u6
0CM

�1
3

D

Z
�

jru0j
2
C T :

The rest of the proof is identical to Proposition 2.2.
We again adopt the convention in the remainder of the proof that we only consider the above subsequence

and we will drop the subscript ".
In order to prove Proposition 5.1, we will prove in the following subsections that x0 2�, krwk2 D

O.��1=2/ and "DO.��1/.

5B. The bound on krwk2. The goal of this subsection is to prove:

Proposition 5.2. As "! 0,

krwk2 DO.��1=2/CO..�d/�1/CO."/: (5-3)

Note that, in contrast to Proposition 2.4, there appears an additional error O."/. We will prove in an
extra step (Proposition 5.5) that "DO..�d/�1/, so this extra term will disappear later.

The proof of Proposition 5.2 is somewhat lengthy, and we precede it by an auxiliary result, which is a
simple consequence of the fact that ˛! 1.

Lemma 5.3. As "! 0,
" log�D o.1/:
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A useful consequence of this lemma is that

U�"x;� . 1 in �: (5-4)

Indeed, this follows from the lemma together with the fact that Ux;� & ��1=2 in �.

Proof. We integrate (1-2) against u and use the decomposition (5-1). This givesZ
�

jr.PUx;�Cw/j
2
C

Z
�

a.PUx;�Cw/
2
D 3˛4�"

Z
�

.PUx;�Cw/
6�": (5-5)

By orthogonality Z
�

jr.PUx;�Cw/j
2
D

Z
�

jrPUx;�j
2
C

Z
�

jrwj2 D
3�2

4
C o.1/:

Moreover, using Lemmas A.1 and A.2 we find
R
� a.PUx;�Cw/

2 D o.1/. On the other hand,Z
�

.PUx;�Cw/
6�"
D

Z
�

U 6�"
x;� C o.1/:

Hence (5-5) combined with the fact that ˛! 1 impliesZ
�

U 6�"
x;� D

�2

4
C o.1/: (5-6)

Since Z
�

U 6�"
x;� D �

�"=2�3

Z
�

.1C�2
jx�yj2/�3C"=2

D ��"=2
�2

4
.1C o.1//;

we have ��"=2! 1 and hence the claim. �

The next result quantifies the difference between
R
� U 5�"

x;�
v and

R
� U 5

x;�
v D 0 for v 2 T?

x;�
.

Lemma 5.4. For every v 2 T?
x;�

, ˇ̌̌̌Z
�

U 5�"
x;� v

ˇ̌̌̌
. "kvk6: (5-7)

Proof. By orthogonality,Z
�

U 5�"
x;� v D �

�"=2

Z
�

U 5
x;�e" log

p
1C�2jx�yj2v D ��"=2

Z
�

U 5
x;�.e

" log
p

1C�2jx�yj2
� 1/v:

By Lemma 5.3,

" log
q

1C�2jx�yj2 D o.1/ (5-8)

uniformly in x and y. Hence

0< e" log
p

1C�2jx�yj2
� 1. " log

q
1C�2jx�yj2 � "�jx�yj; (5-9)

where we have used the inequality log
p

1C t2 � jt j. Since

kjx�yjU 5
x;�k6=5 DO.��1/;

the result follows from the Hölder inequality. �
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We are now in position to give the following:

Proof of Proposition 5.2. From (1-2) for u we obtain the following equation for w:

��wC aw D�3U 5
x;�� aPUx;�C 3˛4�".PUx;�Cw/

5�": (5-10)

Integrating this equation against w givesZ
�

.jrwj2C aw2/D�

Z
�

aPUx;�wC 3˛4�"

Z
�

w.PUx;�Cw/
5�": (5-11)

As before, the first term on the right-hand side is controlled easily by Hölder’s inequality,ˇ̌̌̌Z
�

aPUx;�w

ˇ̌̌̌
. kPUx;�k2kwk2 . ��1=2

krwk2:

In order to control the second term we use the fact that PUx;� D Ux;� � 'x;�. Moreover, by a Taylor
expansion and (5-4),

.PUx;�Cw/
5�"
D .Ux;��'x;�Cw/

5�"

D U 5�"
x;� C .5� "/U

4�"
x;� wCO.U 4

x;�'x;�CU 3
x;�w

2
Cjwj5�"C'5�"

x;� /: (5-12)

Hence,ˇ̌̌̌Z
�

.PUx;�Cw/
5�"w� .5� "/˛4�"

Z
�

U 4�"
x;� w

2

ˇ̌̌̌
�

ˇ̌̌̌Z
�

U 5�"
x;� w

ˇ̌̌̌
CO

�Z
�

U 4
x;�'x;�jwj

�
CO.krwk32Ckrwk2k'x;�k

5�"
6 /:

We estimate the first term on the right side using Lemma 5.4. For the second term on the right side we
argue as in the proof of Proposition 2.4 and obtainZ

�

U 4
x;�'x;�jwj DO..�d/�1

krwk2/:

For the last term on the right side we use k'x;�k
2
6
DO..�d/�1/. Moreover, in view of (5-9),Z

�

U 4�"
x;� w

2
� ��"=2

Z
�

U 4
x;�w

2
CC "�

Z
�

U 4
x;�jx�yjw2

� .1C o.1//

Z
�

U 4
x;�w

2
CO."��1=2

krwk22/: (5-13)

Altogether we obtain, from (5-11),Z
�

.jrwj2C aw2
� 15˛4�"U 4

x;�w
2/. ..�d/�1

C��1=2
C "/krwk2C o.krwk22/:

An application of the coercivity inequality of Lemma 2.3 now implies (5-3). �
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5C. The bound on ". The goal of this subsection is to prove:

Proposition 5.5. As "! 0,
"DO..�d/�1/: (5-14)

We note that the analogue of this proposition is not needed in Section 2 when studying (1-3).
The proof of Proposition 5.5 is based on the Pohozaev-type identityZ
�

rPUx;� �r@�PUx;�C

Z
�

a.PUx;�Cw/@�PUx;�D ˛
4�"3

Z
�

.PUx;�Cw/
5�"@�PUx;�; (5-15)

which arises from integrating (4-4) against @�PUx;� and inserting the following bounds.

Lemma 5.6. As "! 0, we haveZ
�

rPUx;� � r@�PUx;�C

Z
�

a.PUx;�Cw/@�PUx;� DO.��2d�1
C��1

krwk22/ (5-16)

and

3

Z
�

.PUx;�Cw/
5�"@�PUx;� D�

1
16
.1C o.1//"��1

CO.��2d�1
C��1

krwk22/: (5-17)

Before proving Lemma 5.6, let us use it to deduce the main result of this subsection.

Proof of Proposition 5.5. Inserting (5-16) and (5-17) into (5-15) and applying the bound (5-3) on krwk
we obtain

.1C o.1//". .�d/�1
Ckrwk22 . .�d/�1

C "2:

Since "D o.1/, (5-14) follows. �

In the proof of Lemma 5.6 we need the following auxiliary bound.

Lemma 5.7. For every v 2 T?
x;�

, ˇ̌̌̌Z
�

U 4�"
x;� @�Ux;�v

ˇ̌̌̌
. "��1

krvk2: (5-18)

The proof of this lemma is analogous to that of Lemma 5.4 and is omitted.

Proof of Lemma 5.6. We begin with proving (5-16). First, by [Rey 1990, (B.5)],Z
�

rPUx;� � r@�PUx;� DO.��2d�1/:

Writing PUx;� D Ux;��'x;�, the second term in (5-16) is bounded byˇ̌̌̌Z
�

a.PUx;�Cw/@�PUx;�

ˇ̌̌̌
. .kUx;�k2Ckwk2/.k@�Ux;�k2Ck@�'x;�k2/

. ��2d�1=2
C��3=2d�1=2

krwk2 . ��2d�1
C��1

krwk22;

by Lemma A.1 and (A-3), followed by Young’s inequality.
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Next, we prove (5-17). Using (5-12) and (5-4) we bound pointwise

.PUx;�Cw/
5�"@�PUx;� D U 5�"

x;� @�Ux;�C .5� "/U
4�"
x;� @�Ux;�w

CO..U 4
x;�'x;�CU 3

x;�w
2
Cjwj5�"C'5�"

x;� /j@�Ux;�j/

CO..U 5
x;�Cjwj

5�"
C'5�"

x;� /j@�'x;�j/: (5-19)

The integral over � of the two remainder terms is bounded by a constant times

k'x;�k1kUx;�k
4
5k@�Ux;�k5C .kUx;�k

3
6kwk

2
6Ckwk

5�"
6 Ck'x;�k

5�"
6 /k@�Ux;�k6

CkUx;�k
5
5k@�'x;�k1C .kwk

5�"
6 Ck'x;�k

5�"
6 /k@�'x;�k6 . ��2d�1

C��1
kwk26;

where in the last inequality we used the bounds from Lemmas A.1 and A.2.
By Lemma 5.7, the integral over � of the second term on the right side of (5-19) is bounded by a

constant times "��1krwk2 D o."��1/.
Finally, by an explicit calculation,Z

�

U 5�"
x;� @�Ux;� D

Z
�

U 5�"
x;�

�
Ux;�

2�
�

�3=2jx�yj2

.1C�2jx�yj2/3=2

�
D ���1�"=2

�
�
�

3
2

�
�
�

3�"
2

�
�
�
3� "

2

� � 2�
�

5
2

�
�
�

3�"
2

�
�
�
4� "

2

� �
CO.��4d�3/

D�
�3=2

4
"��1�"=2

�
�

3�"
2

�
�
�
4� "

2

� CO.��4d�3/

D�
�2

48
"��1.1C o.1//CO.��4d�3/; (5-20)

where, in the last step, we used Lemma 5.3. This completes the proof of (5-17). �

5D. Excluding boundary concentration. The goal of this subsection is to prove:

Proposition 5.8. d�1 DO.1/.

Proof. The proof is very similar to that of Proposition 2.5 and we will be brief. Integrating the first
equation in (1-2) against ru implies the Pohozaev-type identity

�

Z
�

.ra/u2
D

Z
@�

n
�
@u

@n

�2
: (5-21)

The volume integral on the left side can be estimated as before, since by Propositions 5.2 and 5.5 we
have the same bound

krwk22 . �
�1
C .�d/�2

as before. To bound the surface integral, we use the fact thatZ
@�

�
@w

@n

�2
DO.��1d�1/C o.�1d�2/:
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This is the analogue of Lemma 2.6. We only note that by (5-10) we have

F WD ��w D 3˛4�".PUx;�Cw/
5�"
� 3U 5

x;�� a.PUx;�Cw/ (5-22)

and that this function satisfies (2-15). Therefore, using the above bound on krwk2 we can proceed
exactly in the same way as in the proof of Lemma 2.6.

Thus, as before, we obtain

C��1
r�0.x/DO.��1d�3=2/C o.��1d�2/

and then from jr�0.x/j& d�2 we conclude that d�1 DO.1/, as claimed. �

5E. Proof of Proposition 5.1. The existence of the expansion is discussed in Section 5A. Proposition 5.8
implies that d�1 D O.1/, which implies that x0 2�. Moreover, inserting the bound d�1 D O.1/ into
Propositions 5.2 and 5.5, we obtain "DO.��1/ and krwk2 DO.��1=2/, as claimed in Proposition 5.1.
This completes the proof of the proposition. �

6. Subcritical case: refining the expansion

As in the additive case, we refine the analysis of the remainder term w" in Proposition 5.1, which we
write as w" D �

�1=2
" .H0.x"; � /�Ha.x"; � //C s"C r" with s" and r" as in (3-4).

The following proposition summarizes the main results of this section.

Proposition 6.1. Let .u"/ be a family of solutions to (1-2) satisfying (1-5). Then, up to the extraction of a
subsequence, there are sequences .x"/��, .�"/� .0; 1/, .˛"/� R, .s"/� Tx";�" and .r"/� T?

x";�"

such that
u" D ˛". x";�" C s"C r"/ (6-1)

and a point x0 2� such that, in addition to Proposition 5.1,

krr"k2 DO."C��3=2
" C�a.x"/�

�1
" /; (6-2)

�a.x"/D �a.x"/�
�1
" C

�

32
"�".1C o.1//C o.��1

" /; (6-3)

r�a.x/DO."�1=2
" C���" C�a.x"/�

�1=2
" / for any � < 1; (6-4)

˛4�"
" D 1C

"

2
log�"� 4ˇ��1

" CO."C�a.x"/�
�1
" /C o.��1

" /: (6-5)

We will prove Proposition 6.1 through a series of propositions in the following subsections.

6A. The bound on krrk2. The following proposition contains the bound on krrk2 from Proposition 6.1.

Proposition 6.2. As "! 0,

krrk2 DO."C��3=2
C�a.x/�

�1/: (6-6)

Proof. Notice that

��r D�3U 5
x;�C 3˛4�". x;�C sC r/5�"C a.gx;�Cfx;�/� a.sC r/C�s;
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with gx;� as in (A-4). HenceZ
�

.jrr j2C ar2/D 3˛4�"

Z
�

. x;�C sC r/5�"r �

Z
�

a

�
Ux;��

��1=2

jx�yj
C s�fx;�

�
r: (6-7)

By Lemma 3.5(b) ˇ̌̌̌Z
�

a.gx;�Cfx;�� s/r

ˇ̌̌̌
. ��3=2

krk6:

Now,Z
�

. x;�C sC r/5�"r D

Z
�

U 5�"
x;� r C .5� "/

Z
�

U 4�"
x;� r2

C .5� "/

Z
�

U 4�"
x;� rs

� .5� "/

Z
�

U 4�"
x;� .�

�1=2Ha.x; � /Cfx;�/r CT3;"; (6-8)

where similarly as in the proof Lemma 3.5 we find that

jT3;"j. ��2
krk6Ckrk

3
6:

Moreover, similarly as in (5-13) we obtain

3˛4�".5� "/

Z
�

U 4�"
x;� r2

� 15

Z
�

U 4
x;�r2

C o.krk26/:

Next, we writeZ
�

U 4�"
x;� rs D ��"=2

�Z
�

U 4
x;�rsC

Z
�

U 4
x;�.e

" log
p

1C�2jx�yj2
� 1/rs

�
:

The prefactor ��"=2 on the right side tends to 1 by Lemma 5.3. The first integral in the parentheses is
bounded in (3-22). For the second integral we proceed again as in (5-13) and obtainˇ̌̌̌Z

�

U 4
x;�.e

" log
p

1C�2jx�yj2
� 1/rs

ˇ̌̌̌
. �"kU 4

jx�yjk3=2krk6ksk6 . "��1
krk6;

where we used (3-10) in the last inequality. Thus, recalling the bound on " in (5-2),ˇ̌̌̌Z
�

U 4�"
x;� rs

ˇ̌̌̌
. ��3=2

krk6:

The fourth term on the right side of (6-8) is bounded, in absolute value, by a constant timesZ
�

U 4
x;�.�

�1=2
jHa.x; � /jC jfx;�j/jr j. .��1�a.x/C�

�2/krk6;

where we used (3-23).
Using Lemma 5.4 to control the first term on the right-hand side of (6-8) and putting all the estimates

into (6-7) we finally getZ
�

.jrr j2C ar2
� 15U 4

x;�r2/. ."C��1�a.x/C�
�3=2/krk6C o.krk26/:

This, in combination with the coercivity inequality of Lemma 2.3, implies the claim. �
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6B. Expanding ˛4�". In this subsection, we prove the expansion of ˛4�" in Proposition 6.1.

Proposition 6.3. As "! 0,

˛4�"
D 1C

"

2
log�� 4ˇ��1

CO."C�a.x/�
�1/C o.��1/: (6-9)

Proof. As in the proof of Lemma 5.3 we will integrate (1-2) against u. However, this time we write
uD ˛. x;�C q/ and obtainZ

�

jr. x;�C q/j2C

Z
�

a. x;�C q/2 D 3˛4�"

Z
�

. x;�C q/6�";

which we write asZ
�

.jr x;�j
2
C a 2

x;�� 3˛4�"
j x;�j

6�"/

C 2

Z
�

�
rq � r x;�C aq x;��

3.6� "/

2
˛4�"qj x;�j

4�" x;�

�
DR0; (6-10)

with

R0 WD �

Z
�

.jrqj2C aq2/C 3˛4�"

Z
�

.. x;�C q/6�"� j x;�j
6�"
� .6� "/j x;�j

4�" x;�q/:

We discuss separately the three terms that are involved in (6-10).
First, we claim thatZ
�

.jr x;�j
2
Ca 2

x;��3˛4�"
j x;�j

6�"/D .1�˛4�"/
3�2

4
C

3�2

8
˛4�"" log�CO."C�a.x/�

�1
C��2/:

Indeed, this follows in the same way as in the proof of Lemma 3.7(a) together with the fact thatZ
�

.j x;�j
6�"
� 6

x;�/D�
�2

8
" log�CO."C�a.x/�

�1
C��5=2/:

To prove the latter expansion, we write  x;� DUx;���
�1=2Ha.x; � /�fx;� and expand, recalling (5-4),

j x;�j
6�"
� 6

x;� D U 6�"
x;� �U 6

x;�CO.U 5
x;�.�

�1=2
jHa.x; � /jC jfx;�j/C�

�5=2
jHa.x; � /j

5
Cjfx;�j

5/:

Using the bounds from Lemma A.2, (B-1) and proceeding as in the proof of Lemma B.3, we obtainZ
�

.U 5
x;�.�

�1=2
jHa.x; � /jC jfx;�j/C�

�5=2
jHa.x; � /j

5
Cjfx;�j

5/DO.�a.x/�
�1
C��5=2/:

On the other hand, by an explicit computation,Z
�

.U 6�"
x;� �U 6

x;�/D

Z
R3

.U 6�"
x;� �U 6

x;�/CO.��3/D �3=2

�
��"=2

�
�

3�"
2

�
�
�
3� "

2

� � ��3
2

�
�.3/

�
CO.��3/

D�
�2

8
" log�CO."C��3/;

proving the claimed expansion of the first term on the left side of (6-10).
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We turn now to the second term on the left side of (6-10) and claim thatZ
�

�
rq � r x;�C aq x;��

3.6� "/

2
˛4�"qj x;�j

4�" x;�

�
D .1� 3˛4�"/

3�2

4
ˇ��1

CO.��2/:

To show this, we proceed as in the proof of Lemma 3.7(b) and use the equation for  x;� to writeZ
�

�
rq � r x;�C aq x;��

3.6� "/

2
˛4�"qj x;�j

4�" x;�

�
D 3

�
1�

6� "

2
˛4�"

�Z
�

qU 5
x;��

3.6� "/

2

Z
�

q.U 5�"
x;� �U 5

x;�/

�

Z
�

q

�
3.6� "/

2
.j x;�j

4�" x;��U 5�"
x;� /C a.fx;�Cgx;�/

�
:

The first term on the right side was already computed in the proof of Lemma 3.7(b), and the last term on
the right side can be bounded in the same way as there, except that now, instead of (3-27), we use the
bound

krqk2 . ��1; (6-11)

which follows from the bounds on s and r in Propositions 3.2 and (6-6). For the second term on the right
side we proceed as in the proof of Lemma 5.4 and obtainˇ̌̌̌Z

�

q.U 5�"
x;� �U 5

x;�/

ˇ̌̌̌
. "�1�"=2

Z
�

jqjU 5
x;�jx�yj � "�1�"=2

kU 5
jx�yjk6=5kqk6 . "kqk6 . "��1:

By Proposition 5.5, this is O.��2/.
Finally, we bound R0, the term on the right side of (6-10). Because of (6-11), the first integral in the

definition of R0 is O.��2/. The second integral is bounded, in absolute value, by a constant timesZ
�

.j x;�j
4�"q2

Cjqj6�"/. k x;�k
4�"
6 kqk26Ckqk

6�"
6 . ��2:

Inserting all the bounds in (6-10), we obtain the claimed bound. �

6C. Expanding �a.x/. In this subsection we prove the following important expansion.

Proposition 6.4. As "! 0,

�a.x/D �a.x/��1
C
�

32
"�.1C o.1//C o.��1/: (6-12)

The proof of this proposition, which is the analogue of Proposition 3.8, is a refined version of the proof
of Proposition 5.5. We integrate (1-2) for u against @� x;�, and we write the resulting equality in the
formZ
�

.r x;� � r@� x;�C a x;�@� x;�� 3˛4�"
j x;�j

4�" x;�@� x;�/

D�

Z
�

.rq � r@� x;�C aq@� x;�� 3.5� "/˛4�"qj x;�j
4�"@� x;�/

C
3.5� "/.4� "/

2
˛4�"

Z
�

q2
j x;�j

2�" x;�@� x;�CR; (6-13)
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with

RD 3˛4�"

Z
�

 
. x;�C q/5�"� j x;�j

4�" x;�� .5� "/j x;�j
4�"q

�
.5� "/.4� "/

2
j x;�j

2�" x;�q2

!
@� x;�:

Lemma 6.5. As "! 0, the following hold:

(a)
Z
�

.r x;� � r@� x;�C a x;�@� x;�� 3˛4�"
j x;�j

4�" x;�@� x;�/

D�2��a.x/�
�2.1C o.1//C

�2

16
"��1.1C o.1//C 2�2a.x/��3

C o.��3/:

(b)
Z
�

.rq � r@� x;�C aq@� x;�� 3.5� "/˛4�"qj x;�j
4�"@� x;�/

D�.1�˛4�"/2�.�a.x/��0.x//�
�2
CO."��2 log�C�a.x/�

�3/C o.��3/:

(c)
Z
�

q2
j x;�j

2�" x;�@� x;� D
�2

32
ˇ��3

CO."��2
C�a.x/�

�3/C o.��3/:

(d) RD o.��3/:

The proof of Lemma 6.5 is independent of the expansion of ˛4�" in Proposition 6.3. We only use the
fact that ˛ D 1C o.1/.

Proof. (a) As in the proof of Lemma 3.10(a), see (3-31), we haveZ
�

.r x;� � r@� x;�C a x;�@� x;�� 3˛4�"
j x;�j

4�" x;�@� x;�/

D 3

Z
�

.U 5
x;��˛

4�"
j x;�j

4�" x;�/@� x;��

Z
�

a.fx;�Cgx;�/@� x;�:

The second integral on the right side was shown in the proof of Lemma 3.10(a) to satisfyZ
�

a.fx;�Cgx;�/@� x;� D 2�.3��/a.x/��3
C o.��3/:

We write the first integral on the right side asZ
�

.U 5
x;��˛

4�"
j x;�j

4�" x;�/@� x;� D .1�˛
4�"/

Z
�

U 5
x;�@� x;��˛

4�"

Z
�

.U 5�"
x;� �U 5

x;�/@� x;�

�˛4�"

Z
�

.j x;�j
4�" x;��U 5�"

x;� /@� x;�: (6-14)

As shown in the proof of Lemma 3.10(a),Z
�

U 5
x;�@� x;� D

2�

3
�a.x/�

�2
CO.��3/:

Next, by Lemma A.2,Z
�

.U 5�"
x;� �U 5

x;�/@� x;� D

Z
�

.U 5�"
x;� �U 5

x;�/@�Ux;�C
1

2
��3=2

Z
�

.U 5�"
x;� �U 5

x;�/Ha.x; � /C o.��3/:
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For the first term, we use (5-20) and the bounds from the proof of Lemma 3.10(a) to getZ
�

.U 5�"
x;� �U 5

x;�/@�Ux;� D�
�2

48
"��1.1C o.1//CO.��4/:

For the second term, we use the bound kU�"
x;�
� 1k1 DO." log�/ and compute

��3=2

ˇ̌̌̌Z
�

.U 5�"
x;� �U 5

x;�/Ha.x; � /

ˇ̌̌̌
. "��3=2 log�

Z
�

U 5
x;�Ha.x; � /. "��2 log�D o."��1/:

Concerning the last term on the right-hand side of (6-14), we will proveZ
�

.j x;�j
4�" x;��U 5�"

x;� /@� x;�

D
2�

3
�a.x/�

�2.1C o.1//� 2�a.x/��3
CO.�a.x/

2��3/C o.��3/: (6-15)

This will complete our discussion of the right-hand side of (6-14) and hence the proof of (a).
The proof of (6-15) is similar to the corresponding argument in the proof of Lemma 3.10(a), but we

include some details. We bound pointwise

j x;�j
4�" x;��U 5�"

x;� D�.5� "/�
�1=2U 4�"

x;� Ha.x; � /C
1
2
.5� "/.4� "/��1U 3�"

x;� Ha.x; � /
2

CO.��3=2U 2
x;�jHa.x; � /j

3
C��5=2

jHa.x; � /j
5
CU 4

x;�jfx;�jC jfx;�j
5/:

Using the bounds from Lemmas A.1 and A.2, we easily find that the remainder term, when integrated
against j@� x;�j, is o.��3/. Using expansion (B-5) we obtain, by an explicit calculation similar to (B-11)
and (B-13),Z
�

U 4�"
x;� Ha.x; � /@� x;�

D

Z
�

U 4�"
x;� @�Ux;�Ha.x; � /CO.��5=2�a.x/

2/C o.��5=2/

D�

�
2�

15
CO."/

�
�a.x/�

�.3C"/=2
C

2�

5
a.x/��5=2

CO.��5=2�a.x/
2/C o.��5=2/

D�
2�

15
�a.x/�

�3=2.1C o.1//C
2�

5
a.x/��5=2

CO.��5=2�a.x/
2/C o.��5=2/;

where we used Lemma 5.3. In the same way, we getZ
�

U 3�"
x;� Ha.x; � /

2@� x;� DO.��2�2
a.x//C o.��2/:

This proves (6-15).

(b) As in the proof of Lemma 3.10(b) we haveZ
�

.rq � r@� x;�C aq@� x;�� 3.5� "/˛4�"
j x;�j

4�"q@� x;�/

D 3

Z
�

q.5U 4
x;�@�Ux;�� .5� "/˛

4�"
j x;�j

4�"@� x;�/�

Z
�

aq.@�fx;�C @�gx;�/:



1680 RUPERT L. FRANK, TOBIAS KÖNIG AND HYNEK KOVAŘÍK

According to (3-41), the second term on the right side is o.��3/. (Note that we now use the bound (6-11)
instead of (3-27).) We write the first integral asZ
�

q.5U 4
x;�@�Ux;�� .5� "/˛

4�"
j x;�j

4�"@� x;�/

D .5.1�˛4�"/C "˛4�"/

Z
�

qU 4
x;�@�Ux;�C .5� "/˛

4�"

Z
�

q.U 4
x;�@�Ux;�� 

4
x;�@� x;�/

C .5� "/˛4�"

Z
�

q. 4
x;�� j x;�j

4�"/@� x;�:

According to (3-39),

.5.1�˛4�"/C"˛4�"/

Z
�

qU 4
x;�@�Ux;� D .5.1�˛

4�"/C"˛4�"/
�
�

2�

15
.�a.x/��0.x//�

�2
CO.��3/

�
D�

2�

3
.1�˛4�"/.�a.x/��0.x//�

�2
CO."��2/Co.��3/;

and according to (3-40), using (6-11) instead of (3-27),Z
�

q.U 4
x;�@�Ux;�� 

4
x;�@� x;�/DO.�a.x/�

�3/C o.��3/:

Finally, for any fixed ı 2 .0; d.x// and for any p > 1 we have, by Lemma A.2,

k 
p

x;�
@� x;�kL1.Bı.x/c\�/ DO.��.3Cp/=2/: (6-16)

On the other hand, taking ı sufficiently small (but independent of ") we obtain Ux;� .  x;� . Ux;�

on Bı.x/. The latter implies  �"
x;�
D U�"

x;�
.1CO."// on Bı.x/, and therefore

k1� �"x;�kL1.Bı.x// DO." log�/:

Consequently, using (6-11) and (6-16),ˇ̌̌̌Z
�

q. 4
x;�� j x;�j

4�"/@� x;�

ˇ̌̌̌
. kqk6." log�k 4

x;�@� x;�k6=5C�
�7=2/. "��2 log�C��9=2:

Collecting all the bounds, we arrive at the claimed expansion in (b).

(c) The relevant term with exponent 2� " replaced by 2 was computed in Lemma 3.10(c). The same
computation, but with Proposition 6.2 instead of Proposition 3.4, givesZ

�

q2 3
x;�@� x;� D

�2

32
ˇ��3

CO."��2
C�a.x/�

�3/C o.��3/:

(The O."��2/ term comes from bounding
R
� rs 3

x;�
@� x;�.)

We bound the difference similarly as at the end of the previous part (b), namely,ˇ̌̌̌Z
�

q2.j x;�j
2�" x;�� 

3
x;�/@� x;�

ˇ̌̌̌
. kqk26." log�k 3

x;�@� x;�k3=2C�
�3/

. "��3 log�C��5
D o.��3/:

The proof of (d) uses similar bounds as in the rest of the proof and is omitted. �
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Proof of Proposition 6.4. Inserting the bounds from Lemma 6.5 into (6-13), we obtain

�a.x/.1C o.1//�
�

32
"�.1C o.1//��a.x/��1

� .1�˛4�"/�0.x/C
15�

32
ˇ��1

D o.��1/:

Inserting the expansion of ˛4�" from Proposition 6.3, this becomes

�a.x/.1C o.1//�
�

32
"�.1C o.1//��a.x/��1

� 4ˇ�0.x/�
�1
C

15�

32
ˇ��1

D o.��1/:

Using the expansions (3-13) of ˇ and  , this can be simplified to

�a.x/.1C o.1//�
�

32
"�.1C o.1//��a.x/��1

D o.��1/;

which is the assertion. �

6D. Bounding r�a. In this subsection we prove the bound on r�a.x/ in Proposition 6.1.

Proposition 6.6. For every � < 1, as "! 0,

jr�a.x/j. "�1=2
C���C�a.x/�

�1=2: (6-17)

Note that together with (5-2) it follows from Proposition 6.6 that x0 is a critical point of �a.
The proof of Proposition 6.6 is a refined version of the proof of Proposition 5.8 and is again based on

the Pohozaev identity (5-21). The latter reads, in the notation of (3-46),

0D I Œ x;��C 2I Œ x;�; q�C I Œq�: (6-18)

To control the boundary integrals involving q in this identity, we need the following lemma, which is the
analogue of Lemma 3.13.

Lemma 6.7.
@q@n


L2.@�/

. "C��3=2
C�a.x/�

�1:

Before proving this lemma, let us use it to complete the proof of Proposition 6.6. In that proof, and
later in this subsection, we will use the inequality

kqk2 . "C��3=2
C�a.x/�

�1: (6-19)

This follows from the bound (3-10) on s and the bound in Proposition 6.2 on r .

Proof of Proposition 6.6. It follows from Lemma 6.7 and the bounds (6-19) and (3-49) that

jI Œ x;�; q�j. "��1=2
C��2

C�a.x/�
�3=2; jI Œq�j. "2

C��3
C�a.x/

2��2:

The claim thus follows from Lemma 3.12 and (6-18). �
Proof of Lemma 6.7. Note that ��q D F , with

F WD �3U 5
x;�C 3˛4�". x;�C q/5�"� aqC a.fx;�Cgx;�/:

With the cut-off function � defined as in the proof of Lemma 2.6, we have

��.�q/D �F � 2r� � rq� .��/q:
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Arguing as in (3-51) we deduce that

�jF j. �jqj5�"CjqjC��5=2: (6-20)

Now we follow the line of arguments in the proof of Lemma 3.13. The only difference is that instead of
(3-48) we have the bound

kqk2 . "C��3=2
C�a.x/�

�1; (6-21)

which follows from (3-10) and Proposition 6.2. Using this estimate we find

k�.�q/k3=2 . "C��3=2
C�a.x/�

�1:

In combination with (2-12), this proves the claim. �

7. Proof of Theorems 1.2 and 1.3

7A. Proof of Theorem 1.2. Equation (1-10) follows from Proposition 5.1, together with (3-2), (3-3)
and (3-5). Proposition 5.1 gives also jx" � x0j D o.1/. Moreover, the bound on � in (5-2) together
with (6-4) gives r�a.x0/D 0, and (6-2) gives krrk2 DO."C��3=2C�a.x/�

�1/. By the bound on �
in (5-2), this proves the claimed bound on krrk2 if �a.x0/ ¤ 0. In the case �a.x0/ D 0, we will see
below that �a.x/D o.��1/ and "DO.��2/, so we again obtain the claimed bound.

Next, (6-3) shows that

lim
"!0

"�D
32

�
�a.x0/; (7-1)

which is (1-12).
Equation (1-13) follows from (6-5). In the case �a.x0/¤0 this is immediate, and in the case �a.x0/D0

we use, in addition, the expansion of ˇ from Proposition 3.3 and the fact that "D o.��1/ by (7-1).
Finally, let us assume �a.x0/D 0 and prove (1-15). We apply Lemma 4.2 to the function u.x/ WD

�a.xCx0/ and get �a.x/. jr�a.x/j
2. From (6-4), together with the fact that "D o.��1/ by (7-1), we

then get
�a.x/D o.��1/: (7-2)

Inserting this into (6-3), we obtain

�a.x/��1
C
�

32
"�.1C o.1//D o.��1/;

which is (1-15). This completes the proof of Theorem 1.2. �

7B. A bound on kwk1. To complete the proof of Theorem 1.3 it remains to establish a suitable bound on
kwk1, as well as on kwkp for p > 6. This is provided by the following modification of Proposition 4.3.

Proposition 7.1. As "! 0,

kwkp . ��3=p for every p 2 .6;1/: (7-3)

Moreover, for every � > 0,
kwk1 D o.��/: (7-4)
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Proof. To prove the bound (7-3), let r > 1 and F be given by (5-22). As in the proof of Proposition 4.3,
we obtain the same bound (4-10), where, similarly to (4-11), F satisfies

jF j. U 5�"
x;� j˛

4�"
� 1jC jU 5�"

x;� �U 5
x;�jCU 4

x;�.jwjC'x;�/Cjwj
5
C'x;�CUx;�Cjwj: (7-5)

Using the bounds " . ��1 from Proposition 5.1 and j˛4�" � 1j . " log� by Proposition 6.3, we can
estimate, for every r > 1,Z
�

.U 5�"
x;� j˛

4�"
� 1jC jU 5

x;��U 5�"
x;� j/jwj

r

. kwkr3.rC1/.kU
5�"
x;� k 3rC3

2rC3

j˛4�"
� 1jC kU 5

x;��U 5�"
x;� k 3rC3

2rC3

/. kwkr3.rC1/" log�kUx;�k
5

5� 3rC3
2rC3

. kwkr3.rC1/" log��
1
2
� r�1
rC1 � �kwkrC1

3.rC1/
CC�.log�/rC1��

rC3
2 � �kwkrC1

3.rC1/
CC��

�1:

Hence the right side of (4-10) fulfills the same estimate as in the proof of Proposition 4.3, and we conclude
(7-3) as we did there.

We now turn to the bound (7-4). From (5-10) we deduce that

w.x/D
1

4�

Z
�

G0.x;y/F.y/: (7-6)

As in Proposition 4.3, we need to estimate kFkq for some q > 3
2

using (7-5). We bound

kU 5�"
x;� j˛

4�"
� 1jkq . ." log�C��1/kUx;�k

5
5q . �

3=2�3=q log�

for every q > 3
2

. Similarly,

kU 5�"
x;� �U 5

x;�kq . " log�kUx;�k
5
5q . �

3=2�3=q log�

for every q > 3
2

. The other terms resulting from (7-5) are identical to those already estimated in
Proposition 4.3. As there, we thus obtain kFkq . �2�3=q log�. Letting q& 3

2
yields (7-4). �

7C. Proof of Theorem 1.3. At this point, the proof of Theorem 1.3 is almost identical to the proof of
Theorem 1.6. We provide some details nevertheless.

By the bound kwk1 D o.�1=2/ from Proposition 7.1 and Proposition 2.1, we have ku"k1 D �1=2C

o.�1=2/. Thus part (a) of Theorem 1.3 follows from (1-12) and (1-15), respectively.
To prove part (b), we rewrite (1-3) as

u.z/D
3

4�

Z
�

Ga.z;y/u.y/
5�":

Fix again ı D ı" D o.1/ with ��1 D o.ı"/, so that 3
4�

R
Bı".x/

u.y/5 D 1C o.1/. Then

3

4�

Z
Bı.x/

Ga.z;y/u.y/
5
D

3

4�

Z
Bı.x/

.Ga.z;x0/Co.1//u.y/5D��1=2�"=2Ga.z;x0/Co.��1=2�"=2/:
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On the other hand, by Lemmas 7.1 and A.1,ˇ̌̌̌Z
�nBı.x/

Ga.z;y/u.y/
5�"

ˇ̌̌̌
. kGa.z; � /k2.kUx;�k

5�"
L10.�nBı.x//

Ckwk5�"10 /. ��5=2ı�7=2
C��3=2:

Choosing ı D ��c with c > 0 small enough and observing that ��"=2 D 1C o.1/ by Lemma 5.3, the
proof of part (b) of Theorem 1.3 is complete. �

Appendix A: Some useful bounds

In this section, we collect some bounds which will be of frequent use in our estimates.

Lemma A.1. Let x 2� and let 1� q <1. As �!1, we have

kUx;�kLq.�/ .

8̂<̂
:
��1=2; 1� q < 3;

��1=2.log�/1=3; q D 3;

�1=2�3=q; q > 3:

(A-1)

Moreover, we have
@xi

Ux;�.y/D �
5=2 yi �xi

.1C�2jx�yj2/3=2
;

with

k@xi
Ux;�kLq.�/ .

8̂<̂
:
��1=2; 1� q < 3

2
;

��1=2.log�/2=3; q D 3
2
;

�3=2�3=q; q > 3
2
;

and

@�Ux;�.y/D
1
2
��1=2 1��2jx�yj2

.1C�2jx�yj2/3=2
;

with
k@�U kq � �

�1
kU kq for any 1� q �1:

Moreover, for any �D �� with ��!1,

kU kLq.�nB�.x// .

8̂<̂
:
��1=2; 1� q < 3;

��1=2.log�/1=3; q D 3;

��1=2�.3�q/=q; q > 3;

and

k@�U kLq.�nB�.x// .

8̂<̂
:
��3=2; 1� q < 3;

��3=2.log�/1=3; q D 3;

��3=2�.3�q/=q; q > 3;

and

k@xi
U kLq.�nB�.x// .

8̂<̂
:
��1=2; 1� q < 3

2
;

��1=2.log�/2=3; q D 3
2
;

��1=2�.3�2q/=q; q > 3
2
:
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Proof. Taking R> 0 such that �� BR.x/, we have

Z
�

U
q

x;�
. ��3Cq=2

Z �R

0

r2

.1C r2/q=2
. ��3Cq=2

Z �R

1

r2�q .

8̂<̂
:
��q=2; 1� q < 3;

��q=2.log�/1=3; q D 3;

�q=2�3; q > 3:

This proves (A-1). The remaining bounds follow by analogous explicit computations, which we omit. �

Lemma A.2. We have
Ux;� D PUx;�C�

�1=2H0.x; � /Cfx;�;

with
kfx;�k1 . ��5=2d�3; k@�fx;�k1 . ��7=2d�3; k@xi

fx;�k1 . ��5=2d�4: (A-2)

The function 'x;� WD �
�1=2H0.x; � /Cfx;� satisfies 0� 'x;� � Ux;� as well as

k'x;�k6 . ��1=2d�1=2; k'x;�k1 . ��1=2d�1: (A-3)

Moreover,
k@�'x;�k6 . ��3=2d�1=2; k@�'x;�k1 . ��3=2d�1

and
k@xi

'x;�k6 . ��1=2d�1=2; k@xi
'x;�k1 . ��1=2d�2:

Proof. Everything, except for the L1 bounds on 'x;�, @xi
'x;� and @�'x;�, is taken from [Rey 1990,

Proposition 1]. Since these functions are harmonic, the remaining bounds follow from the maximum
principle. �

Lemma A.3. We have

(a)
Z
@�

n

�
@PUx;�

@n

�2

D C��1
r�0.x/C o.��1d�2/ for some constant C > 0;

(b)
Z
@�

y � n

�
@PUx;�

@n

�2

DO.��1d�2/;

(c)
Z
@�

�
@PUx;�

@n

�2

DO.��1d�2/:

For the proof of Lemma A.3 we refer to [Rey 1990] Equations (2.7), (2.10), and (B.25), respectively.
We define the function

gx;�.y/ WD
��1=2

jx�yj
�Ux;�.y/: (A-4)

Lemma A.4. As �!1,

kgx;�kp . �1=2�3=p and k@�gx;�kp . ��1=2�3=p

hold if 1� p < 3. Moreover, rgx;� 2Lp.R3/ for all 1� p < 3
2

.
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Proof. We have gx;�.y/D �
1=2g0;1.�.x�y// with g0;1.z/D jzj

�1� .1Cjzj2/�1=2. As jzj !1,

g0;1.z/D jzj
�1.1� .1Cjzj�2/�1=2/. jzj�3:

Hence g0;1 2Lp.R3/ for all 1� p < 3, which yields kgx;�kp � �
1=2�3=pkg0;1kLp.R3/.

Next, by direct calculation,

rg0;1.z/D�
z

jzj3
C

z

.1Cjzj2/3=2
. jzj�4 as jzj !1:

Hence rg0;1 2Lp.R3/ for all 1� p < 3
2

and since rgx;�.x;y/D �
3=2.rg0;1/.�.x�y//, we conclude

that rgx;� 2Lp.R3/ for all 1� p < 3
2

.
Finally, we observe

@�gx;�.y/D �
�1gx;�C�

1=2.x�y/ � .rg0;1/.�.x�y//:

By the above, we have z � rg0;1 2Lp.R3/ for all 1� p < 3 and thus

k@�gx;�kp � �
�1
kgx;�kpC�

�1=2�3=p
kz � rg0;1kLp.R3/

for all 1� p < 3. �

Appendix B: Properties of the functions Ha.x;y/

In this appendix, we prove some properties of Ha.x;y/ needed in the proofs of the main results. Since
these properties hold independently of the criticality of a, we state them for a generic function b which
satisfies the same regularity conditions as a, namely,

b 2 C.�/\C
2;�
loc .�/ for some 0< � < 1:

(In fact, in Section B1 we only use b 2 C.�/\C
1;�
loc .�/ for some 0< � < 1.) In addition, we assume

that ��C b is coercive in � with Dirichlet boundary conditions. Note that the choice b D 0 is allowed.

B1. Estimates on Hb.x; � /. We start by recalling the bound

kHb.x; � /k1 . d.x/�1 for all x 2�; (B-1)

see [Frank et al. 2021, Equation (2.6)]. We next prove a similar bound for the derivatives of Hb.x; � /.

Lemma B.1. Let x;y 2� with x ¤ y. Then rxHb.x;y/ and ryHb.x;y/ exist and satisfy

sup
y2�nfxg

jrxHb.x;y/j � C; (B-2)

sup
y2�nfxg

jryHb.x;y/j � C; (B-3)

with C uniform for x in compact subsets of �.

Proof. Step 1: We first prove the bounds for the special case b D 0, which we shall need as an ingredient
for the general proof. Since H0.x; � / is harmonic, we have �yryH0.x;y/D 0. Moreover, we have the
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bound ryG0.x;y/. jx�yj�2 uniformly for x;y 2� [Widman 1967, Theorem 2.3]. This implies that
for x in a compact subset of � and for y 2 @�,

jryH0.x;y/j D jry.jx�yj�1/�ryG0.x;y/j � C:

We now conclude by the maximum principle.
The proof for the bound on rxH0.x;y/ is analogous, but simpler, because rxG0.x;y/D 0 for y 2 @�.

Step 2: For general b, we first prove the bounds for both x and y lying in a compact subset of �. By
[Frank et al. 2021, Proof of Lemma 2.5] we have

Hb.x;y/D �b.x/C‰x.y/�
1
2
b.x/jy �xj;

with k‰xkC 1;�.K / �C for every 0<�< 1 and every compact subset K of �, and with C uniform for x

in compact subsets. This shows that jryHb.x;y/j � C uniformly for x;y in compact subsets of �. By
symmetry of Hb , this also implies jrxHb.x;y/j � C uniformly for x;y in compact subsets of �.

Step 3: We complete the proof of the lemma by treating the case when x remains in a compact subset but
y is close to the boundary. In particular, for what follows we may assume

jx�yj�1 . 1: (B-4)

By the resolvent formula, we write

Hb.x;y/DH0.x;y/C
1

4�

Z
�

G0.x; z/b.z/Gb.z;y/ dz:

By Step 1, the derivatives of H0.x;y/ are uniformly bounded.
We thus only need to consider the integral term. Its @xi

-derivative equalsZ
�

@xi

�
1

jx� zj

�
b.z/Gb.z;y/ dz�

Z
�

@xi
H0.x; z/b.z/Gb.z;y/ dz

.
Z
�

1

jx� zj2
1

jz�yj
dzC 1. 1

jx�yj2
C 1. 1;

where we again used the fact that (B-2) holds for b D 0, together with (B-4). This completes the proof
of (B-2).

The proof of (B-3) can be completed analogously. It suffices to write the resolvent formula as

Hb.x;y/DH0.x;y/C
1

4�

Z
�

Gb.x; z/b.z/G0.z;y/ dz

in order to ensure that the @yi
-derivative falls on G0 and we can use (B-3) for b D 0. �

We now prove an expansion of Hb.x;y/ on the diagonal which improves upon [Frank et al. 2021,
Lemma 2.5].

Lemma B.2. Let 0< � < 1. If y! x, then uniformly for x in compact subsets of �,

Hb.x;y/D �b.x/C
1
2
r�b.x/ � .y �x/� 1

2
b.x/jy �xjCO.jy �xj1C�/: (B-5)
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Proof. In [Frank et al. 2021, Lemma 2.5], it is proved that

‰x.y/ WDHb.x;y/��b.x/C
1
2
b.x/jy �xj (B-6)

is in C
1;�
loc .�/ (as a function of y) for any � < 1. Thus, by expanding ‰x.y/ near y D x,

Hb.x;y/D �b.x/Cr‰x.x/ � .y �x/� 1
2
b.x/jy �xjCO.jy �xj1C�/: (B-7)

This gives (B-5) provided we can show that, for each fixed x 2�,

r‰x.x/D
1
2
r�b.x/: (B-8)

Indeed, by using (B-7) twice with the roles of x and y exchanged, subtracting and recalling Hb.x;y/D

Hb.y;x/, we get

�b.y/��b.x/D .r‰y.y/Cr‰x.x//.y �x/C 1
2
.b.y/� b.x//jx�yjCO.jx�yj1C�/

D .r‰y.y/Cr‰x.x//.y �x/CO.jx�yj1C�/; (B-9)

because b 2 C
0;�
loc .�/. We now argue that ‰y ! ‰x in C 1

loc.�/, which implies r‰y.y/! r‰x.x/.
Together with this, (B-8) follows from (B-9).

To justify the convergence of ‰y we argue similarly as in [Frank et al. 2021, Lemma 2.5]. We note
that ��z‰y D Fy.z/, with

Fy.z/ WD
b.z/� b.y/

jz�yj
� b.z/Hb.y; z/:

We claim that Fy!Fx in L
p
loc.�/ for any p<1. Indeed, the first term in the definition of Fy converges

pointwise to Fx in � n fxg and is locally bounded, independently of y, since b 2 C
0;1
loc .�/. Thus, by

dominated convergence it converges in L
p
loc.�/ for any p <1. Convergence in L1loc.�/ of the second

term in the definition of Fy follows from the bound on the gradient of Hb in Lemma B.1. This proves
the claim.

By elliptic regularity, the convergence Fy ! Fx in L
p
loc.�/ implies the convergence ‰y ! ‰x in

C
1;1�3=p
loc .�/. This completes the proof. �

Lemma B.3. For any x 2� we have, as �!1,Z
�

U 5
x;�Hb.x; � /D

4�

3
�b.x/�

�1=2
�

4�

3
b.x/��3=2

C o.��3=2/; (B-10)Z
�

U 4
x;�@�Ux;�Hb.x; � /D�

2�

15
�b.x/�

�3=2
C

2�

5
b.x/��5=2

C o.��5=2/; (B-11)Z
�

U 4
x;�@xi

Ux;�Hb.x; � /D
2�

15
r�b.x/�

�1=2
C o.��1=2/; (B-12)Z

�

U 4
x;�Hb.x; � /

2
D �2�b.x/

2��1
C o.��1/; (B-13)Z

�

U 3
x;�@�Ux;�Hb.x; � /

2
D�

�2

4
�b.x/

2��2
C o.��2/: (B-14)

The implied constants can be chosen uniformly for x in compact subsets of �.
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Proof. Equalities (B-10) and (B-13) are proved in [Frank et al. 2021, Lemmas 2.5 and 2.6]. To prove
(B-11), we write

@�Ux;� D
Ux;�

2�
��3=2 jx�yj2

.1C�2jx�yj2/3=2
; (B-15)

and therefore, using (B-10),Z
�

Hb.x;y/U
4
x;�@�Ux;�D

2�

3
�b.x/�

�3=2
�

2�

3
b.x/��5=2

��7=2

Z
�

Hb

jx�yj2

.1C�2jx�yj2/7=2
Co.��5=2/:

With the help of (B-5) and the bound (B-1) we getZ
�

Hb

jx�yj2

.1C�2jx�yj2/7=2
D 4��b.x/�

�5

Z 1
0

t4 dt

.1C t2/7=2
� 2�b.x/��6

Z 1
0

t5 dt

.1C t2/7=2
C o.��6/

D
4�

5
�b.x/�

�5
�

16�

15
b.x/��6

C o.��6/:

Combining the last two equations gives (B-11).
For the proof of (B-14) we again use (B-15), but now we use (B-13) instead of (B-10). The constant

comes from Z 1
0

t4 dt

.1C t2/3
D

3�

16
:

We omit the details.
For the proof of (B-12) we use the explicit formula for @xi

Ux;� in Lemma A.1. We split the integral
into Bd .x/ and�nBd .x/. In the first one, we used the bound (B-1) and the expansion (B-5). By oddness,
the contribution coming from �a.x/ cancels, as does the contribution from

P
k¤i @k�b.x/.yk �xk/. For

the remaining term we useZ
Bd .x/

U 4
x;�.y/@xi

Ux;�.y/.yi �xi/D
4�

3
��1=2

Z �d

0

t4 dt

.1C t2/7=2
D

4�

15
��1=2

CO.��5=2/:

A similar computation shows that the contribution from the error jx �yj1C� on Bd .x/ is O.��1=2��/.
Finally, the bounds from Lemma A.1 show that the contribution from � nBd .x/ is O.��5=2/. This
completes the proof. �
Remark B.4. The proof just given shows that (B-12) holds with the error bound O.��1=2��/ for any
0< � < 1 instead of o.��1=2/.

B2. C 2 differentiability of �a. In this subsection, we prove Lemma 4.1. The argument is independent
of the criticality of a, and we give the proof for a general function b 2 C 0;1.�/\C

2;�
loc .�/ for some

0 < � < 1. The following argument is similar to [Frank et al. 2021, Lemma 2.5], where a first-order
differentiability result is proved, and to [del Pino et al. 2004, Lemma A.1], where it is shown that
�b 2 C1.�/ for constant b.

Let
‰.x;y/ WDHb.x;y/C

1
4
.b.x/C b.y//jx�yj; .x;y/ 2���: (B-16)

Then �b.x/D‰.x;x/, so it suffices to show that ‰ 2 C 2.���/.
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Using ��y jx�yj D �2jx�yj�1 and ��yHb.x;y/D b.y/Gb.x;y/, we have

��y‰.x;y/D�b.y/Hb.x;y/�
1

2

b.x/� b.y/�rb.y/ � .x�y/

jx�yj
�

1

4
�b.y/jx�yj:

Since b 2 C
2;�
loc .�/ and since Hb is Lipschitz by Lemma B.1, the right side is in C

0;�
loc .�/ as a function

of y. By elliptic regularity, ‰.x;y/ is in C
2;�
loc .�/ as a function of y. Since ‰.x;y/ is symmetric in x

and y, we infer that ‰.x;y/ is in C
2;�
loc .�/ as a function of x.

It remains to justify the existence of mixed derivatives @yj @xi
‰.x;y/. For this, we carry out a similar

elliptic regularity argument for the function @xi
‰.x;y/. We have

��y@xi
‰.x;y/D�b.y/@xi

Hb.x;y/�
1

4
�b.y/

xi �yi

jx�yj
�

1

2

@ib.x/� @ib.y/

jx�yj

C
1

2

xi �yi

jx�yj3
.b.x/� b.y/�rb.y/ � .x�y//:

Since b 2 C
1;1
loc .�/ and since @xi

Hb is bounded by Lemma B.1, the right side is in L1loc.�/ as a function
of y. By elliptic regularity, @xi

‰.x;y/ 2 C 1;�.�/ for every � < 1 as a function of y. In particular, the
mixed derivative @yj @xi

‰.x;y/ is in C
0;�
loc .�/ as a function of y. By symmetry, the same argument

shows that the mixed derivative @xj @yi
‰.x;y/ is in C

0;�
loc .�/ as a function of x.

The proof of Lemma 4.1 is therefore complete. �
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Added in proof

The topic of this paper has been further pursued in [König and Laurain 2022; König and Laurain 2023],
where the case of several blow-up points is analyzed.
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We prove the only blowup solutions to the focusing, quintic nonlinear Schrödinger equation with mass equal
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1. Introduction

The one dimensional, focusing, mass-critical nonlinear Schrödinger equation is given by

iut CuxxCjuj
4uD 0; u.0;x/D u0.x/ 2L2.R/: (1-1)

This equation is a special case of the Hamiltonian equation

iut CuxxCjuj
p�1uD 0; u.0;x/D u0.x/; p > 1: (1-2)

If u.t;x/ is a solution to (1-2), then

v.t;x/D �2=.p�1/u.�2t; �x/ (1-3)

is a solution to (1-2) with appropriately rescaled initial data. Furthermore,

k�2=.p�1/u.0; �x/k PH s.R/
D �2=.p�1/Cs�1=2

ku0k PH s.R/
;

so, for spD
1
2
�2=.p�1/, the PH sp .R/ norm of the initial data is invariant under the scaling symmetry (1-3).
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Keywords: nonlinear Schrödinger, soliton, focusing.

© 2024 MSP (Mathematical Sciences Publishers). Distributed under the Creative Commons Attribution License 4.0 (CC BY).
Open Access made possible by subscribing institutions via Subscribe to Open.

http://msp.org/apde/
https://doi.org/10.2140/apde.2024.17-5
https://doi.org/10.2140/apde.2024.17.1693
http://msp.org
https://creativecommons.org/licenses/by/4.0/
https://msp.org/s2o/


1694 BENJAMIN DODSON

The scaling symmetry in (1-3) controls the local well-posedness theory of (1-1). In that case, p D 5

and sp D 0.

Theorem 1. The initial value problem (1-1) is locally well-posed for any u0 2L2.

(1) For any u0 2L2, there exists T .u0/ > 0 such that (1-1) is locally well-posed on the interval .�T;T /.

(2) If ku0kL2 is small then (1-1) is globally well-posed, and the solution scatters both forward and
backward in time. That is, there exist u�, uC 2L2.R/ such that

lim
t%C1

ku.t/� eit�uCkL2 D 0 and lim
t&�1

ku.t/� eit�u�kL2 D 0:

(3) If I is the maximal interval of existence for a solution to (1-1) with initial data u0, we say u blows up
forward in time if

lim
T%sup.I /

kukL6
t;x.Œ0;T ��R/ DC1:

If u does not blow up forward in time, then sup.I/DC1 and u scatters forward in time.

(4) If sup.I/ <1 then, for any s > 0,

lim
t%sup.I /

ku.t/kH s DC1:

(5) Time reversal symmetry implies that the results corresponding to .3/ and .4/ also hold going backward
in time.

Remark. It is very important to emphasize that throughout this paper, blow up in positive time may be in
finite time or infinite time, unless specified otherwise. The same is true for blow up in negative time.

Proof. Theorem 4 was proved in [Cazenave and Weissler 1990]. See also [Ginibre and Velo 1979a; 1979b;
1985; Kato 1987]. The proof uses the Strichartz estimates

kukL1t L2
x\L4

t L1x .I�R/ . ku0kL2.R/CkFkL1
t L2

xCL
4=3
t L1

x.I�R/
;

where u is the solution to
iut Cuxx D F; u.0;x/D u0;

on the interval I, where 0 2 I . The Strichartz estimates were proved in [Ginibre and Velo 1992; Strichartz
1977; Yajima 1987]. Theorem 4 was proved using Picard iteration, so u is a strong solution to (1-1). For
all t 2 I, where I is the open interval on which local well-posedness of (1-1) holds,

u.t/D eit@xx u0C i

Z t

0

ei.t��/@xx .ju.�/j4u.�// d�:

See [Tao 2006] for different notions of a solution. �

Furthermore, a solution to (1-1) has the conserved quantities mass,

M.u.t//D

Z
ju.t;x/j2 dx DM.u.0//;
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and energy,

E.u.t//D
1

2

Z
jux.t;x/j

2 dx�
1

6

Z
ju.t;x/j6 dx DE.u.0//:

For the more general equation (1-2), the Hamiltonian is given by

E.u.t//D
1

2

Z
jux.t;x/j

2 dx�
1

pC 1

Z
ju.t;x/jpC1 dx DE.u.0//: (1-4)

For p<5, [Ginibre and Velo 1979a] proved global well-posedness of (1-2) with initial data u0 2H 1.R/.
Indeed, by a straightforward application of the fundamental theorem of calculus and Hölder’s inequality,
if u.t;x/ 2L2\ PH 1,

ju.t;x/j2 �

Z 1
x

ˇ̌
@y ju.t;y/j

2
ˇ̌
dy � 2

Z 1
x

j@yu.t;y/jju.t;y/j dy � 2kuk PH 1.R/
kukL2.R/: (1-5)

Therefore,

ku.t/k
pC1

LpC1.R/
. ku.t/k.p�1/=2

PH 1.R/
ku.t/k

.pC3/=2

L2.R/
;

so (1-4) implies the existence of a uniform upper bound on ku.t/k PH 1 when p < 5.
For p > 5, there exist singular solutions of (1-2), that is, solutions on the finite interval Œ0;T /, T <1,

for which

lim
t!T
ku.t/kH 1.R/ D1:

See [Glassey 1977; Weinstein 1986].
When p D 5, (1-5) impliesZ

ju.t;x/j6 dx . ku.t/k2
PH 1.R/
ku.t/k4

L2.R/
; (1-6)

which implies the existence of a threshold mass M0 for which, if ku0kL2 <M0,

E.u.t//&M0
ku.t/k2

PH 1.R/
;

with implicit constant& 0 as ku0kL2 %M0.
From [Weinstein 1982], the optimal constant in (1-6) is given by the Gagliardo–Nirenberg inequality,

kuk6
L6.R/

� 3

�
kuk2

L2

kQk2
L2

�2

kuxk
2
L2 ; (1-7)

where

Q.x/D

�
3

cosh.2x/2

�1=4

: (1-8)

Therefore, if ku0kL2 < kQkL2 , then (1-7) implies

E.u.t//&ku0kL2
ku.t/k2

PH 1
; (1-9)
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which implies global well-posedness of (1-1) with initial data u02H 1 and ku0kL2 <kQkL2 . Furthermore,
the identities

d

dt

Z
x2
ju.t;x/j2 dx D 4 Im

Z
xu.t;x/ux.t;x/ dx

and
d2

dt2

Z
x2
ju.t;x/j2 dx D 16E.u.t//

imply scattering for (1-1) with initial data

u0 2H 1.R/\†D

�
u W

Z
x2
ju.x/j2 dx <1

�
; ku0kL2 < kQkL2 :

More recently, [Dodson 2015; 2016a] proved that (1-1) is globally well-posed and scattering for any
initial data u0 2L2, ku0kL2 < kQkL2 . The proof used the concentration compactness result of [Keraani
2006; Tao et al. 2008] which states that if u.t/ is a blowup solution to (1-1) of minimal mass, if tn is
a sequence of times approaching sup.I/, and if u blows up forward in time on the maximal interval of
existence I, then u.tn;x/ has a subsequence that converges in L2, up to the symmetries of (1-1). Using
this fact, [Dodson 2015] proved that if u is a minimal mass blowup solution to (1-1), then there exists a
sequence t 0n! sup.I/, for which E.vn/& 0, where vn is a good approximation of u.t 0n;x/, acted on
by appropriate symmetries. Since (1-9) implies that the only u with mass less than kQk2

L2 and zero
energy is u� 0, and the small data scattering result implies that the zero solution is stable under small
perturbations, there cannot exist a minimal mass blowup solution to (1-1) with mass less than kQk2

L2 .

When kukL2 D kQkL2 , (1-7) only implies that E.u/� 0. The Q.x/ in (1-8) is the unique, positive
solution to

QxxCQ5
DQ: (1-10)

See [Berestycki et al. 1981; Berestycki and Lions 1978; Kwong 1989; Strauss 1977] for existence and
uniqueness of a ground state solution in general dimensions. Also observe that by the Pohozaev identity,

E.Q/D
1

2

Z
.Q�Qxx �Q5/

�
1
2
QCxQx

�
dx D 0:

Up to the scaling (1-3), multiplication by a modulus one constant, and translation in space, Q is the
unique minimizer of the energy functional with mass kQkL2 . See [Cazenave and Lions 1982; Weinstein
1986].

It is straightforward to verify that (1-8) solves (1-10), and that eitQ solves (1-1). Since keitQkL6 is
constant for all t 2 R, we have that eitQ blows up both forward and backward in time. Furthermore, the
pseudoconformal transformation of eitQ.x/,

u.t;x/D
1

t1=2
exp

�
�i

t
C

ix2

4t

�
Q

�
x

t

�
; t > 0; (1-11)

is a solution to (1-1) that blows up as t& 0 and scatters as t!1. Note that the mass is preserved under
the pseudoconformal transformation of eitQ.
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It has long been conjecture that, up to symmetries of (1-1), the only nonscattering solutions to (1-1)
are the soliton eitQ and the pseudoconformal transformation of the soliton, (1-11). Partial progress has
been made in this direction.

Theorem 2. If u0 2H 1, ku0kL2 D kQkL2 , and the solution u.t/ to (1-1) blows up in finite time T > 0,
then u.t;x/ is equal to (1-11), up to symmetries of (1-1).

Proof. This result was proved in [Merle 1992; 1993], and was proved for the focusing, mass-critical
nonlinear Schrödinger equation in every dimension. �

For the mass-critical nonlinear Schrödinger equation in higher dimensions with radially symmetric
initial data, [Killip et al. 2009] proved:

Theorem 3. If ku0kL2 D kQkL2 is radially symmetric, u is the solution to the focusing, mass-critical
nonlinear Schrödinger equation with initial data u0, and u blows up both forward and backward in time,
then u is equal to the soliton, up to symmetries of the mass-critical nonlinear Schrödinger equation.

In this paper we completely resolve this conjecture in one dimension, showing that the only blowup so-
lutions to (1-1) with mass ku0k

2
L2 DkQk

2
L2 are the soliton and the pseudoconformal transformation of the

soliton. This result should also hold in higher dimensions, which will be addressed in a forthcoming paper.
It is convenient to begin by considering solutions symmetric in x first.

Theorem 4. The only symmetric solutions to (1-1) with mass ku0kL2 D kQkL2 that blow up forward in
time are the family of soliton solutions

e�i�ei�2t�1=2Q.�x/; � > 0; � 2 R; (1-12)

and the pseudoconformal transformation of the soliton solution

1

.T � t/1=2
ei� exp

�
ix2

4.t �T /

�
exp

�
i
�2

t �T

�
Q

�
�x

T � t

�
; � > 0; � 2 R; T 2 R; t < T: (1-13)

The proof of Theorem 4 will occupy most of the paper. Once we have proved Theorem 4, we will
remove the symmetry assumption on u0, proving:

Theorem 5. The only solutions to (1-1) with mass ku0kL2 D kQkL2 that blow up forward in time are the
family of soliton solutions

e�i��it�2
0 ei�2teix�0�1=2Q.�.x� 2t�0/Cx0/; � > 0; � 2 R; x0 2 R; �0 2 R; (1-14)

and the pseudoconformal transformation of the family of solitons,

1

.T � t/1=2
ei� exp

�
i.x� �0/

2

4.t �T /

�
exp

�
i
�2

t �T

�
Q

�
�.x� �0/� .T � t/x0

T � t

�
;

where � > 0; � 2 R; x0 2 R; �0 2 R; T 2 R; t < T: (1-15)

Applying time reversal symmetry to (1-1), this theorem completely settles the question of qualitative
behavior of solutions to (1-1) for initial data satisfying ku0kL2 D kQkL2 .

The reader should see [Nakanishi and Schlag 2011] for this result for the Klein–Gordon equation.
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Before proceeding to Section 2, the proof of Theorems 4 and 5 will be outlined. The first step (in
Section 2) in the proof of Theorem 4 is to use the sequential convergence result of [Fan 2021] to show
that Theorem 4 reduces to considering a symmetric solution to (1-1) that blows up forward in time with
ku0kL2 D kQkL2 and �.t/ and  .t/ continuous functions of time for which�.t/�1=2e�i.t/u

�
t;

x

�.t/

�
�Q.x/


L2

� ��; ��� 1; for all t > 0: (1-16)

Then, in Section 3, the machinery in [Martel and Merle 2002] is used to choose �.t/ and  .t/ satisfying
(1-16) for which

.�;Qx/D .i�;Qx/D .�;Q
3/D .i�;Q3/D 0; where �.t;x/D �.t/�1=2e�i.t/u

�
t;

x

�.t/

�
�Q.x/:

In Sections 4–6, the spectral theory of � is combined with the long-time Strichartz estimates in [Dodson
2016a], provingZ b

a

k�.t/k2
L2�.t/

�2 dt � 3
�
�2.a/;

�
1
2
QCxQx

��
L2 � 3

�
�2.b/;

1
2
QCxQx

�
L2 CO

�
1

T 9

�
;

when
Z b

a

�.t/�2 dt D T and a> 0: (1-17)

In Section 7, we use (1-17) to show that if Œ0;T / is the maximal interval of existence of (1-1) in the
forward time direction, Z T

0

k�.t/k
p

L2�.t/
�2 <1 for any p > 1: (1-18)

Note that for the pseudoconformal solution (1-11), (1-18) holds, but fails when pD1. Then in Section 8, we
use the virial identity in [Merle and Raphael 2005] to show that �.t/ is approximately monotone decreasing.
In Section 9, the monotonicity of �.t/ combined with long-time Strichartz estimates and conservation of
energy implies that u is a soliton solution when T D1. When T <1, a pseudoconformal transformation
of the solution must satisfy T D1, so therefore u must be a pseudoconformal transformation of a soliton.
Finally, in Section 10, the above argument is generalized to the nonsymmetric case. We conclude with an
Appendix describing U p and V p spaces, an important tool used in long-time Strichartz estimates.

2. Reductions of a symmetric blowup solution

Let u be a symmetric blowup solution to (1-1) with mass ku0kL2 D kQkL2 . Defining the distance to the
two dimensional manifold of symmetries acting on the soliton (1-8) by

inf
�>0; 2R

ku0.x/� ei�1=2Q.�x/kL2 ; (2-1)

there exist �0 > 0 and 0 2 R where this infimum is attained. Indeed:

Lemma 6. There exist �0 > 0 and 0 2 R such that

ku0.x/� e�i0�
�1=2
0

Q.��1
0 x/kL2.R/ D inf

; �
ku0.x/� e�i��1=2Q.��1x/kL2 :
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Proof. Since Q, along with all its derivatives, is rapidly decreasing,

ku0.x/� e�i��1=2Q.��1x/k2
L2 (2-2)

is differentiable and hence continuous as a function of � and  .
Next, by the dominated convergence theorem,

lim
�%1

inf
2Œ0;2��

ku0.x/� e�i��1=2Q.��1x/k2
L2

D ku0k
2
L2 CkQk

2
L2 � 2 lim

�%1
sup

2Œ0;2��

j.e�i��1=2Q.��1x/;u0.x//L2 j D 2kQk2
L2 : (2-3)

Here, .f;g/L2 denotes the L2-inner product

.f;g/L2 D Re
Z
f .x/g.x/ dx:

Meanwhile, rescaling (2-3),

.e�i��1=2Q.��1x/;u0.x//L2 D .Q.x/; ei�1=2u0.�x//L2 ;

and therefore,
lim
�&0

inf
2Œ0;2��

ku0.x/� e�i��1=2Q.��1x/k2
L2 D 2kQk2

L2 : (2-4)

Finally, the polarization identity

ku0.x/��
�1=2Q.��1x/k2

L2 Cku0.x/C�
�1=2Q.��1x/k2

L2 D 4kQk2
L2

implies that
1

2�

Z 2�

0

ku0.x/� e�i��1=2Q.��1x/k2
L2 d D 2kQk2

L2 : (2-5)

If, for all � > 0,
inf

2Œ0;2��
ku0.x/� e�i��1=2Q.��1x/k2

L2 D 2kQk2
L2 ;

then (2-5) implies

ku0.x/� e�i��1=2Q.��1x/k2
L2 D 2kQk2

L2 for all � > 0;  2 Œ0; 2��: (2-6)

In this case simply take �0 D 1 and 0 D 0.

Remark. Equation (2-6) is not possible, since (2-6) is equivalent to the statement that there exists
ku0kL2 D kQkL2 satisfying

.u0.x/; e
�i��1=2Q.��1x//L2 D 0 for all  2 Œ0; 2�� and for all � > 0: (2-7)

Since Q and u0 are symmetric, let R.y/ D ey=2Q.y/ and v.y/ D ey=2u0.e
y/. Then (2-7) implies

that v.y/ is orthogonal to all translations of R.y/. Since R.y/ is exponentially decreasing, the Fourier
transform of R.y/ is analytic in the strip, and therefore must have isolated zeros. Thus, its zeros are a set
of measure zero, so the translates of R are dense in L2. The author is grateful to an anonymous referee
for pointing this fact out.
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On the other hand, if

inf
�>0

inf
2R
ku0.x/� e�i��1=2Q.��1x/k2

L2 < 2kQk2
L2 ;

then (2-3) and (2-4) imply that there exist 0< �1 < �2 <1 such that

inf
�>0

inf
2Œ0;2��

ku0.x/� e�i��1=2Q.��1x/k2
L2 D inf

�2Œ�1; �2�
inf

2Œ0;2��
ku0.x/� e�i��1=2Q.��1x/k2

L2 :

Since (2-2) is continuous as a function of � > 0,  2 Œ0; 2��, and Œ�1; �2�� Œ0; 2�� is a compact set, there
exist �0 > 0 and 0 2 Œ0; 2�� such that

ku0.x/� e�i0�
�1=2
0

Q.��1
0 x/kL2.R/ D inf

2Œ0;2��; �>0
ku0.x/� e�i��1=2Q.��1x/kL2 : �

Using the weak sequential convergence result of [Fan 2021], Theorem 4 may be reduced to considering
solutions that blow up in positive time for which (2-1) is small for all t > 0.

Theorem 7. Let 0< ��� 1 be a small, fixed constant to be defined later. If u is a symmetric solution
to (1-1) on the maximal interval of existence I � R, ku0kL2 D kQkL2 , u blows up forward in time, and

sup
t2Œ0;sup.I //

inf
�; 
kei�1=2u.t; �x/�Q.x/kL2 � ��; (2-8)

then u is a soliton solution of the form (1-12) or a pseudoconformal transformation of a soliton of the
form (1-13).

Remark. Scaling symmetries imply that (2-1) and the left-hand side of (2-8) at a fixed time are equal.

Proof that Theorem 7 implies Theorem 4. Let u.t/ be the solution to (1-1) with symmetric initial data u0

that satisfies ku0kL2 D kQkL2 . If

lim
t%sup.I /

inf
�>0; 2R

k�1=2eiu.t; �x/�QkL2 D 0; (2-9)

then (2-8) holds for all t > t0, for some t0 2 I. After translating in time so that t0 D 0, Theorem 7 easily
implies Theorem 4 in this case.

However, the convergence theorem of [Fan 2021] only implies u.t/ must converge to Q along a
subsequence after rescaling and multiplying by a complex number of modulus one.

Theorem 8. Let u be a symmetric solution to (1-1) that satisfies ku0kL2 D kQkL2 and blows up forward
in time. Let .T�.u/;TC.u// be the maximal lifespan of the solution u. Then there exists a sequence
tn! TC.u/ and a family of parameters �n > 0, n 2 R such that

ein�1=2
n u.tn; �nx/!Q in L2: (2-10)

If (2-9) does not hold but there exists some t0 > 0 such that

sup
t2Œt0;sup.I //

inf
�; 
kei�1=2u.t; �x/�Q.x/kL2 � ��;

then after translating in time so that t0 D 0, (2-8) holds.
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Now suppose (2-9) does not hold and furthermore that there exists a sequence t�n % sup.I/ such that

inf
2R; �>0

kei�1=2u.t�n ; �x/�QkL2 > �� (2-11)

for every n. After passing to a subsequence, suppose that, for every n, we have t�n < tn < t�
nC1

, where tn

is the sequence in (2-10) and t�n is the sequence in (2-11). The fact that

inf
2R; �>0

kei�1=2u.t; �x/�QkL2 (2-12)

is upper semicontinuous as a function of t and is continuous for every t such that (2-12) is small guarantees
that there exists a small, fixed 0< ��� 1 such that the sequence tCn defined by

tCn D inf
˚
t 2 I W sup

�2Œt; tn�

inf
�; 
k�1=2eiu.�; �x/�QkL2 < ��

	
satisfies tCn % sup.I/ and

inf
�>0; 2R

kei�1=2u.tCn ; �x/�Q.x/kL2 D ��: (2-13)

Indeed, the fact that (2-12) is upper semicontinuous as a function of t implies that˚
0� t < tn W inf

�>0; 2R
kei�1=2u.t; �x/�Q.x/kL2 � ��

	
is a closed set. Since this set is also contained in a bounded set, it has a maximal element tCn , and tCn � t�n .
The fact that (2-12) is upper semicontinuous in time also implies

inf
�>0; 2R

kei�1=2u.tCn ; �x/�QkL2 � ��:

On the other hand, since

inf
�>0; 2R

kei�1=2u.t; �x/�QkL2 < �� for all tCn < t < tn

and (2-12) is continuous at times t 2 I where (2-12) is small,

inf
�>0; 2R

kei�1=2u.tCn ; �x/�QkL2 D ��: (2-14)

Remark. The constant 0< ��� 1 will be chosen to be a small fixed quantity that is sufficiently small
to satisfy the hypotheses of Theorem 10, sufficiently small such that (2-12) is continuous in time when
(2-12) is bounded by ��, sufficiently small such that �� � �0, where �0 is the constant in the induction
on frequency arguments in Theorem 13, and such that T� D 1=�� is sufficiently large to satisfy the
hypotheses of Theorem 18.

Theorem 9 (upper semicontinuity of the distance to a soliton). The quantity

inf
�; 
kei�1=2u.t; �x/�Q.x/kL2.R/; (2-15)

is upper semicontinuous as a function of time for any t 2 I, where I is the maximal interval of existence
for u. The quantity (2-15) is also continuous in time when (2-15) is small.
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Proof. Choose some t0 2 I and suppose without loss of generality that

ku.t0;x/�Q.x/kL2 D inf
�; 
kei�1=2u.t0; �x/�Q.x/kL2 :

For t close to t0, let

�.t;x/D u.t;x/� ei.t�t0/Q.x/: (2-16)

Since ei.t�t0/Q solves (1-1),

i�t C �xxCjuj
4u� eit

jQj4Q

D i�t C �xxC 3jQj4�C 2e2i.t�t0/jQj2Q2
N�CO

� 5X
jD2

�2Cj Q5�j

�
D 0: (2-17)

Equations (2-16), (2-17), and Strichartz estimates imply that, for J � R, t0 2 J,

k�kL1t L2
x\L4

t L1x .J�R/ . k�.t0/kL2 Ck�kL1t L2
x.J�R/kuk

4

L4
t L1x .J�R/

Ck�k5
L6

t;x.J�R/
:

Local well-posedness of (1-1) combined with Strichartz estimates implies that kukL4
t L1x .J�R/ D 1 on

some open neighborhood J of t0. Therefore, for k�.t0/kL2 small, partitioning J into finitely many pieces,

sup
t2J

k�.t/kL2 . k�.t0/kL2 (2-18)

and

lim
t!t0

k�.t/kL2 D k�.t0/kL2 : (2-19)

Therefore,

lim
t!t0

inf
�; 
k�1=2eiu.t; �x/�QkL2 � ku.t0;x/�QkL2 D inf

�>0; 2R
k�1=2eiu.t0; �x/�QkL2 :

Furthermore, if

lim
t!t0

inf
�; 
k�1=2eiu.t; �x/�QkL2 < ku.t0;x/�QkL2 ;

then there exists a sequence t 0n! t0, �0n > 0,  0n 2 R such that

lim
n!1

k�01=2n ei 0nu.t 0n; �
0
nx/�QkL2 < inf

�; 
k�1=2eiu.t0; �x/kL2 :

For t 0n sufficiently close to t0, repeating the arguments giving (2-18) and (2-19) with t 0n as the initial data
gives a contradiction.

When k�.t0/kL2 is large, (2-17) implies

d

dt
k�.t/k2

L2 . kQk4L1k�k
2
L2 Ckuk

4
L1k�k

2
L2 :

Therefore, Gronwall’s inequality and the fact that u 2L4
t;locL

1
x imply

lim
t!t0

inf
�>0; 2R

kei�1=2u.t; �x/�QkL2 � inf
�>0; 2R

kei�1=2u.t0; �x/�QkL2 ;

which implies upper semicontinuity. �
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Making a profile decomposition of u.tCn ;x/, the fact that u is a minimal mass blowup solution that
blows up forward in time and tCn % sup.I/ implies that there exist �.tCn / > 0 and  .tCn / 2 R such that

�.tCn /
1=2ei.t

C
n /u.tCn ; �.t

C
n /x/! Qu0

in L2. Also, tCn % sup.I/ implies k Qu0kL2 D kQkL2 is the initial data for a solution to (1-1) that blows
up forward and backward in time, and by (2-14),

inf
�>0; 2R

k�1=2ei
Qu0.�x/�QkL2 D ��: (2-20)

Moreover, observe that (2-10), (2-13), and (2-18) directly imply that

lim
n!1

kuk
L6

t;x.Œt
C
n ;tn��R/

D1 and lim
n!1

kuk
L6

t;x.Œ0;t
C
n ��R/

D1;

so if Qu is the solution to (1-1) with initial data Qu0,

inf
�>0; 2R

k�1=2ei
Qu.t; �x/�QkL2 � ��

for all t 2 Œ0; sup. QI//, where QI is the interval of existence of the solution Qu to (1-1) with initial data Qu0,
and Qu blows up both forward and backward in time. However, Theorem 7 and (2-20) imply that Qu must be
of the form (1-13). Such a solution scatters backward in time and is well approximated by a linear solution

eit�f D .4� t/�1=2e�i�=4

Z
exp

�
i
.x�y/2

4t

�
f .y/ dy;

which contradicts the fact that Qu blows up both forward and backward in time.
Therefore, Theorem 7 implies that (2-11) cannot hold for any symmetric solution to (1-1) with mass

ku0kL2 D kQkL2 , so by Theorem 7, any symmetric solution to (1-1) that blows up forward in time must
be of the form (1-12) or (1-13). �

3. Decomposition of the solution near Q

Turning now to the proof of Theorem 7, make a decomposition of a symmetric solution close to Q, up to
rescaling and multiplication by a modulus one constant. This result is classical; see, e.g., [Martel and Merle
2002], although here there is an additional technical complication due to the fact that u need not lie in H 1.

Theorem 10. Take u 2L2. There exists ˛ > 0 sufficiently small such that if there exist �0 > 0, 0 2 R

that satisfy
kei0�

1=2
0

u.�0x/�QkL2 � ˛;

then there exist unique � > 0,  2 R which satisfy

.�;Q3/L2 D .�; iQ3/L2 D 0; (3-1)
where

�.x/D ei�1=2u.�x/�Q: (3-2)
Furthermore,

k�kL2 C

ˇ̌̌̌
�

�0

� 1

ˇ̌̌̌
Cj � 0j. kei0�

1=2
0

u.�0x/�QkL2 : (3-3)
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Remark. Since ei is 2�-periodic, the  in (3-2) is unique up to translations by 2�k for some integer k.

Proof. By Hölder’s inequality,

j.ei0�
1=2
0

u.�0x/�Q.x/;Q3/L2 j. kei0�
1=2
0

u.�0x/�QkL2 ;

j.ei0�
1=2
0

u.�0x/�Q.x/; iQ3/L2 j. kei0�
1=2
0

u.�0x/�QkL2 :

First suppose that �0 D 1 and 0 D 0. The inner products

.ei�1=2u.�x/�Q.x/;Q3/L2 and .ei�1=2u.�x/�Q.x/; iQ3/L2 (3-4)

are C 1 as functions of � and  . Indeed,

@

@
.ei�1=2u.�x/�Q.x/;Q3/L2 D .iei�1=2u.�x/;Q3/L2 . kukL2kQk3L6 ;

@

@
.ei�1=2u.�x/�Q.x/; iQ3/L2 D .iei�1=2u.�x/; iQ3/L2 . kukL2kQk3L6 :

Next, integrating by parts,

@

@�
.ei�1=2u.�x/�Q.x/;Q3/L2 D

�
ei

2�1=2
u.�x/Cxei�1=2ux.�x/;Q3

�
L2

D

�
ei

2�1=2
u.�x/�

1

�1=2
eiu.�x/;Q3

�
L2

�
3

�1=2
.eiu.�x/;Q2Qx/L2

. 1

�
kukL2kQk3L6C

1

�
kukL2kxQxkL2kQk2L1

and

@

@�
.ei�1=2u.�x/�Q.x/; iQ3/L2D

�
ei

2�1=2
u.�x/Cxei�1=2ux.�x/; iQ3

�
L2

D

�
ei

2�1=2
u.�x/�

1

�1=2
eiu.�x/; iQ3

�
L2

�
3

�1=2
.eiu.�x/; iQ2Qx/L2

. 1

�
kukL2kQk3L6C

1

�
kukL2kxQxkL2kQk2L1 :

Similar calculations prove uniform bounds on the Hessians of the inner products given in (3-4).
Next, compute

@

@
.ei�1=2u.�x/�Q.x/;Q3/L2

ˇ̌̌
�D1; D0;uDQ

D .iQ;Q3/L2 D 0;

@

@
.ei�1=2u.�x/�Q.x/; iQ3/L2

ˇ̌̌
�D1; D0;uDQ

D .iQ; iQ3/L2 D kQk4L4 ;

@

@�
.ei�1=2u.�x/�Q.x/;Q3/L2

ˇ̌̌
�D1; D0;uDQ

D
�

1
2
QCxQx;Q

3
�
L2 D

1
4
kQk4

L4 ;

@

@�
.ei�1=2u.�x/; iQ/L2

ˇ̌̌
�D1; D0;uDQ

D
�

1
2
QCxQx; iQ

�
L2 D 0:
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Therefore, by the inverse function theorem, if �0 D 1 and 0 D 0, there exist � and  satisfying

j�� 1jC j j. kei0u.x/�Q.x/kL2

such that
.ei�1=2u.t; �x/�Q.x/;Q3/L2 D .ei�1=2u.t; �x/�Q.x/; iQ3/L2 D 0:

The inverse function theorem also guarantees that � and  are unique for all �;  2 Œ1� ı; 1C ı�� Œ�ı; ı�
for some ı > 0, up to 2�-periodicity.

For � outside Œ1� ı; 1C ı�, observe that

kei�1=2u.�x/�Qk2
L2

D kuk2
L2 CkQk

2
L2 � 2.ei�1=2Q.�x/;Q/L2 � 2.ei�1=2Œu�Q�.�x/;Q/L2 & ı2

�O.˛/: (3-5)

Similarly, for  outside Œ�ı; ı�, up to 2�-multiplicity,

kei�1=2u.�x/�Qk2
L2

D kuk2
L2 CkQk

2
L2 � 2.ei�1=2Q.�x/;Q/L2 � 2.ei�1=2Œu�Q�.�x/;Q/L2 & ı2

�O.˛/; (3-6)

which implies uniqueness for ˛ > 0 sufficiently small.
For general �0 and 0, after rescaling,ˇ̌̌̌

�

�0

� 1

ˇ̌̌̌
Cj � 0j. kei0�

1=2
0

u.t; �0x/�Q.x/kL2 : (3-7)

Finally, using scaling symmetries, the triangle inequality, and (3-7),

kei�1=2u.t; �x/�Q.x/kL2

D

u.x/� e�i��1=2Q

�
x

�

�
L2

�

u.x/� e�i0�
�1=2
0

Q

�
x

�0

�
L2

C

e�i0�
�1=2
0

Q

�
x

�0

�
� e�i�

�1=2
0

Q

�
x

�0

�
L2

C

e�i�
�1=2
0

Q

�
x

�0

�
� e�i��1=2Q

�
x

�

�
L2

. kei0u.x/�Q.x/kL2 :

This proves (3-3). �

Therefore, in Theorem 7, there exist functions

� W I ! .0;1/ and  W I ! R

such that (3-1) holds for all t 2 Œ0; sup.I//.

Theorem 11. Under the hypotheses of Theorem 7, the functions �.t/ and  .t/ are continuous as func-
tions of time on Œ0; sup.I//. Additionally, �.t/ and  .t/ are differentiable in time almost everywhere
on Œ0; sup.I//.
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Proof. Suppose J D Œa; b� is an interval that satisfies

kukL4
t L1x .J�R/ � 1

and J � Œ0; sup.I//. Suppose without loss of generality that �.a/D 1 and  .a/D 0. Also, suppose for
now that ku.a/k PH 1 <1. Strichartz estimates and local well-posedness theory imply that

kuk
L1t

PH 1.J�R/
. ku.a/k PH 1 : (3-8)

Since �.a/D 1 and  .a/D 0,

.u.a;x/�Q.x/;Q3/L2 D .u.a;x/�Q.x/; iQ3/L2 D 0:

Then, by direct calculation and the fact that Q is smooth and rapidly decreasing,

d

dt
.u.t;x/�Q;Q3/L2 D .iuxx;Q

3/L2 C .i juj4u;Q3/L2

D .iu; @xx.Q
3//L2 C i.juj4u;Q3/L2 . kukL2 Ckuk3L1kuk

2
L2 :

Therefore, (3-8) implies that .u.t;x/�Q.x/;Q3/L2 is Lipschitz in time on J as is .u.t;x/�Q.x/; iQ3/L2

by an identical calculation. Then by the proof of Theorem 10, �.t/ and  .t/ are Lipschitz as a function
of time for t close to a, and by the Lebesgue differentiation theorem, � and  are differentiable almost
everywhere for t near a.

Recall from (3-1) that
�.t;x/D ei.t/�.t/1=2u.t; �.t/x/�Q.x/:

By direct computation, for almost every t near a,

�t D i P .t/.QC �/C
P�.t/

�.t/

�
1
2
QCxQxC

1
2
�Cx�x

�
C i�.t/�2.QxxC �xx/

C i�.t/1=2ei.t/
ju.t; �.t/x/j4u.t; �.x//

D i. P .t/C�.t/�2/QC
P�.t/

�.t/

�
1
2
QCxQx

�
C i�.t/�2.�xxC 5Q4 Re.�/C iQ4 Im.�/� �/

C i. P .t/C�.t/�2/�C
P�.t/

�.t/

�
1
2
�Cx�x

�
C�.t/�2O.jQj3j�j2Cj�j5/: (3-9)

Since a is arbitrary, � and  are differentiable at almost every t 2 Œ0; sup.I//.
Next, define the monotone function s W Œ0; sup.I//! R,

s.t/D

Z t

0

�.�/�2 d�: (3-10)

Making a change of variables �s D �
2�t , by (3-9),

�s D i.sC 1/QC
�s

�

�
1
2
QCxQx

�
C i.�xxC 5Q4 Re.�/C iQ4 Im.�/� �/

C i.sC 1/�C
�s

�

�
1
2
�Cx�x

�
CO.jQj3j�j2Cj�j2juj3/: (3-11)
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Plugging (3-11) into (3-2) and integrating by parts,

d

ds
.�;Q3/D .�s;Q

3/D 0D
�s

4�
kQk4

L4 � .Im.�/;L�Q3/L2 CO.jsC 1jk�kL2/CO

�
�s

�
k�kL2

�
CO.k�k2

L2/CO.k�k2
L2kuk

3
L1/

and

d

ds
.�; iQ3/D .�s; iQ

3/D 0D .sC 1/kQk4
L4 C .�;LQ3/L2 CO.jsC 1jk�kL2/CO

�
�s

�
k�kL2

�
CO.k�k2

L2/CO.k�k2
L2kuk

3
L1/;

where L� and L are the linear operators

L�f D�fxx �Q4f Cf and Lf D�fxx � 5Q4f Cf: (3-12)

Since LQ3 D�8Q3 and .�;Q3/L2 D 0,

kQk4
L4

4

�s

�
D .Im.�/;L�Q3/L2 CO.jsC 1jk�kL2/CO

�
�s

�
k�kL2

�
CO.k�k2

L2/CO.k�k2
L2kuk

3
L1/ (3-13)

and

kQk4
L4.sC 1/DO.jsC 1jk�kL2/CO

�
�s

�
k�kL2

�
CO.k�k2

L2/CO.k�k2
L2kuk

3
L1/: (3-14)

Doing some algebra, (3-13), (3-14), and the computations proving (2-18) imply that, for any a 2 Z�0,Z aC1

a

ˇ̌̌̌
�s

�

ˇ̌̌̌
ds .

Z aC1

a

k�kL2 ds (3-15)

and Z aC1

a

jsC 1j ds .
Z aC1

a

k�kL2 ds: (3-16)

Indeed, the computations proving (2-18) imply that

sup
s2Œa;aC1�

k�.s/kL2 .
Z aC1

a

k�.s/kL2 ds; (3-17)

so Z aC1

a

k�k2
L2kuk

3
L1 ds .

Z aC1

a

k�.s/k2
L2 ds �

Z aC1

a

kuk3L1 ds: (3-18)

Furthermore, Strichartz estimates and the computations proving (2-18) imply that
R aC1

a kuk4
L1

ds . 1,
and crucially, the bound is independent of ku.a/k PH 1 .

For a general u.a/ 2L2, let uN .a/D P�N u.a/. Taking N large enough that

kei.a/.�.a//1=2uN .a; �.a/x/�QkL2 � 2��;

Theorem 10 implies that there exist N .s/ and �N .s/ for any s 2 Œa; a C 1� such that (3-1) holds.
Furthermore, �N .s/ and N .s/ satisfy (3-13) and (3-14), and N .s/ and �N .s/ converge to  .s/
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and �.s/ uniformly on Œa; aC1�, so  .s/ and �.s/ are continuous as functions of s. Furthermore, �N ! �

in L2 uniformly in s and uN ! u in L4
s L1x .

Therefore, plugging �N .s/, N .s/, �N, and uN into (3-13) and (3-14) and doing some algebra implies,
by the dominated convergence theorem,

1
4
kQk4

L4 Œln�.s/� ln�.a/�D
Z s

a

O..Im.�/;L�Q3/L2/CO.k�k2
L2/CO.k�k2

L2kuk
3
L1/ ds

and

kQk4
L4 Œ .s/�  .a/C .s� a/�D

Z s

a

O.k�k2
L2/CO.k�k2

L2kuk
3
L1/ ds:

Therefore, by the Lebesgue differentiation theorem, �s=� and s exist for almost every s 2 Œa; aC 1� and
satisfy (3-13) and (3-14). �

Following [Merle 2001], the decomposition in Theorem 10 gives a positivity result.

Theorem 12. If �.t;x/ is a symmetric function, � ?Q3, � ? iQ3, k�.t;x/kL2 � 1, and kQC �kL2 D

kQkL2 , then

E.QC �/& k�.t/k2
H 1.R/

D

Z
j�x.t;x/j

2 dxC

Z
j�.t;x/j2 dx:

Proof. Decomposing the energy and integrating by parts, since Q is a real-valued function,

E.QC �/D
1

2

Z
Q2

x dxCRe
Z

Qx.x/�x.t;x/ dxC
1

2
k�xk

2
L2 �

1

6

Z
Q.x/6 dx

�Re
Z

Q.x/5�.t;x/ dx�
3

2

Z
Q.x/4j�.t;x/j2 dx

�Re
Z

Q.x/4�.t;x/2 dx�

Z
O.j�.t;x/j3Q3

Cj�.t;x/j6/ dx:

First observe that, since E.Q/D 0,

1

2

Z
Q2

x dx�
1

6

Z
Q6 dx D 0:

Next, by (1-10) and integrating by parts,

Re
Z

Qx.x/�x.t;x/�Re
Z

Q.x/5�.t;x/D�Re
Z
.Qxx.x/CQ.x/5/�.t;x/dxD�Re

Z
Q.x/�.t;x/dx:

Using the fact that kQC �kL2 D kQkL2 ,

1
2
kQk2

L2 �
1
2
kQC �k2

L2 C
1
2
k�k2

L2 D�.Q; �/L2 D�Re
Z

Q.x/�.t;x/ dx D 1
2
k�k2

L2 : (3-19)

Therefore,

E.QC �/D
1

2
k�k2

L2 C
1

2
k�xk

2
L2 �

3

2

Z
Q.x/4j�.t;x/j2 dx

�Re
Z

Q.x/4�.t;x/2 dx�

Z
O.j�.t;x/j3Q3

Cj�.t;x/j6/ dx:
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Decomposing the terms of order �2 into real and imaginary parts,

1

2
k�xk

2
L2 C

1

2
k�k2

L2 �
3

2

Z
Q.x/4j�.t;x/j2 dx�Re

Z
Q.x/4�.t;x/2 dx

D
1

2

Z
Re.�/2x dxC

1

2

Z
Re.�/2 dx�

5

2

Z
Q.x/4 Re.�/2 dxC

1

2

Z
Im.�/2x dxC

1

2

Z
Im.�/2 dx

�
1

2

Z
Q.x/4 Im.�/2 dx:

Recalling (3-12),

1

2

Z
Re.�/2x dxC

1

2

Z
Re.�/2 dx�

5

2

Z
Q.x/4 Re.�/2 dx D

1

2
.LRe.�/;Re.�//L2 :

It is well known, see, e.g., [Merle 2001], that L has one negative eigenvector, L.Q3/D�8Q3, and
one zero eigenvector, L.Qx/D 0. Since Re.�/?Q3 and Re.�/ symmetric guarantees that Re.�/?Qx ,

1

2

Z
Re.�/2x dxC

1

2

Z
Re.�/2 dx�

5

2

Z
Q.x/4 Re.�/2 dx �

1

2

Z
Re.�/2 dx:

Next, doing some algebra,

1

2

Z
Re.�/2x dx D

1

2
.LRe.�/;Re.�//� 1

2

Z
Re.�/2 dxC

5

2

Z
Q.x/4 Re.�/2 dx � C.LRe.�/;Re.�//:

By similar calculations, since Im.�/?Q3 and Im.�/?Qx ,

1

2

Z
Im.�/2x dxC

1

2

Z
Im.�/2 dx�

1

2

Z
Q.x/4 Im.�/2 dx

D
1

2
.L Im.�/; Im.�//C 2

Z
Q.x/4 Im.�/2

�
1

2
.L Im.�/; Im.�//� 1

2

Z
Im.�/2 dxC

1

2C

Z
Im.�/2x dx:

Finally, by the Sobolev embedding theorem and k�kL2 � 1,Z
j�j6 dx . k�k2

PH 1
k�k4

L2 �k�k
2
PH 1

andZ
Q.x/3j�.t;x/j3 dx . k�k3=2

L2 k�k
3=2

L6 . k�k
5=2

L2 k�k
1=2

PH 1
. k�k5=2

L2 Ck�k
5=2

L2 k�k
2
PH 1
�k�k2

L2 Ck�k
2
PH 1
;

which completes the proof of Theorem 12. �

4. A long-time Strichartz estimate

Having shown that it is enough to consider solutions to (1-1) that are close to the family of solitons and
that there is a good decomposition of solutions that are close to the family of solitons, the next task is to
obtain a good frequency-localized Morawetz estimate. The proof of the frequency-localized Morawetz
estimate will occupy Sections 4–6.

The proof of scattering in [Dodson 2015] for (1-1) when ku0kL2 < kQkL2 utilized a frequency-
localized Morawetz estimate. There, the Morawetz estimate was used to show that E.Pnu.tn//! 0
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along a subsequence, where Pn is a Fourier truncation operator that converges to the identity in the
strong L2-operator topology. Then the Gagliardo–Nirenberg inequality, (1-7), and the stability of the zero
solution to (1-1) implies that u� 0. In the case that ku0kL2 D kQkL2 , [Dodson 2021; Fan 2021] proved
that E.Pnu.tn//! 0 along a subsequence, so the almost periodicity of u implies that u.tn/ converges to
a rescaled version of Q.

In fact, [Dodson 2021; Fan 2021] proved more, that E.Pu.t//! 0 in an averaged sense on an interval
Œ0;T �� I. The operator P is fixed on a fixed time interval, but P converges to the identity in the strong
L2-operator topology as T ! sup.I/. The proof of Theorem 7 will argue that if E.Pu.t// goes to zero
in a time-averaged sense, then u must be equal to the soliton if the solution is global. If the solution
blows up in finite time, then u must equal a pseudoconformal transformation of the soliton.

An essential ingredient in this proof is an improved version of the long-time Strichartz estimates in
[Dodson 2016a]. The proof will make use of the bilinear estimates of [Planchon and Vega 2009], which
were also used in the two dimensional problem [Dodson 2016b].

Eventually, the proof of Theorem 7 will make use of long-time Strichartz estimates on an interval
J D Œa; b� for

1� �.t/� T 1=100; (4-1)

where T D s.b/� s.a/ and s.t/ W Œ0; sup.I//! Œ0;1/ is the function given by (3-10). However, to
avoid obscuring the main idea, it will be convenient to consider the case when �.t/D 1 first, since the
generalization to the case (4-1) is fairly straightforward.

Suppose without loss of generality that aD 0 and b D T . Choose

0< �1� �0� 1

to be small constants, suppose
k�.t;x/kL2 � �0 (4-2)

for all t 2 J, and choose �1� �0 small enough thatZ
j�j��

�1=2

1

j yQ.�/j2 d� � �2
0; (4-3)

and therefore

sup
t2J

Z
j�j��

�1=2

1

j Ou.t; �/j2 d� � 4�2
0:

Then rescale from �.t/D 1 to �.t/D 1=�1 and Œ0;T � 7! Œ0; ��2
1

T �.
When i 2 Z, i > 0, let Pi denote the standard Littlewood–Paley projection operator. When i D 0,

let Pi denote the projection operator P�0, and when i < 0, let Pi denote the zero operator.

Definition. Suppose ��2
1

T D 23k for some k 2 Z�0. Then define the norm

kuk2
X .Œ0; ��2

1
T ��R/

D sup
0�i�k

sup
1�a<23k�3i

kPiuk
2

U 2
�
.Œ.a�1/23i;a23i ��R/

C 2i
k.P�iu/.P�i�3u/k2

L2
t;x.Œ.a�1/23i ;a23i ��R/

: (4-4)
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Also, for any 0� j � k, let

kuk2
Xj .Œ0; �

�2
1

T ��R/
D sup

0�i�j

sup
1�a<23k�3i

kPiuk
2

U 2
�
.Œ.a�1/23i;a23i ��R/

C 2i
k.P�iu/.P�i�3u/k2

L2
t;x.Œ.a�1/23i;a23i ��R/

:

See [Koch and Tataru 2007] for a definition of the U
p
�

and V
p
�

norms. See also [Dodson 2016a; 2016b;
2019].

Theorem 13. The long-time Strichartz estimate

kukX .Œ0;��2
1

T ��R/ . 1

holds with implicit constant independent of T .

Proof. This estimate is proved by induction on j . Local well-posedness arguments combined with the
fact that �.t/D ��1

1
for any t 2 Œ0; ��2

1
T � imply that

kukU 2
�
.Œa;aC1��R/ . 1;

and when i D 0,
.P�iu/.P�i�3u/D 0:

Therefore,
kukX0.Œ0;�

�2
1

T ��R/ . 1: (4-5)

This is the base case.

Remark. The implicit constant in (4-5) does not depend on T or �1.

To prove the inductive step, recall, by Duhamel’s principle, that if J D Œ.a� 1/23k�3i; a23k�3i �, then,
for any t0 2 J,

u.t/D ei.t�t0/�u.t0/C i

Z t

t0

ei.t��/�.juj4u/ d�

and

kP�iukU 2
�
.J�R/ . kP�i.u.t0//kL2 C

Z t

t0

ei.t��/�P�i.juj
4u/ d�


U 2

�
.J�R/

:

By (4-3) and the fact that �.t/D 1=�1 for all t 2 Œ0; ��2
1

T �, if i > 0,

sup
t02Œ0;�

�2
1

T �

kP�iu.t0/kL2 . �0: (4-6)

Next, choose v 2 V 2
�
.J �R/ such that kvkV 2

�
.J�R/ D 1 and Ov.t; �/ is supported on the Fourier support

of Pi . It is a well-known fact thatZ t

t0

ei.t��/�P�i.juj
4u/ d�


U 2

�
.J�R/

. sup
v
kvP�i.juj

4u/kL1
t;x
;

where supv is the supremum over all such v supported on Pi satisfying kvkV 2
�
.J�R/ D 1. See [Hadac

et al. 2009] for a proof.
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By Hölder’s inequality,

kv.u�i�3/
2.u�i�3/

3
kL1

t;x
Ckv.u�i�3/

3.u�i�3/
2
kL1

t;x
Ckv.u�i�3/

4.u�i�3/kL1
t;x
Ckv.u�i�3/

5
kL1

t;x

. kvkL1t L2
x
ku�i�3k

5

L5
t L10

x
CkvkL4

t L1x
ku�i�3k

4

L
16=3
t L8

x

ku�i�3kL1t L2
x

CkvkL6
t;x
k.u�i�3/.u�i�6/kL2

t;x
ku�i�6kL1t;x

ku�i�3k
2

L6
t;x

CkvkL6
t;x
ku�i�3k

3

L6
t;x

ku�i�6k
2

L6
t;x

CkvkL6
t;x
k.u�i�3/.u�i�6/k

3=2

L2
t;x

ku�i�6k
3=2

L1t;x
ku�i�3k

1=2

L6
t;x

CkvkL6
t;x
ku�i�3k

2

L6
t;x

ku�i�6k
3

L6
t;x

: (4-7)

Since V 2
�
� U

p
�

for any p > 2, again see [Hadac et al. 2009],

kvkL1t L2
x
CkvkL6

t;x
CkvkL4

t L1x
. kvkV 2

�
. 1: (4-8)

Next, when i > 4, since U 2
�
� U 4

�
, (4-3) and (4-6) imply

ku�i�3k
5

L5
t L10

x
. ku�i�3k

4

L4
t L1x
ku�i�3kL1t L2

x
. �0ku�i�3k

4

L4
t L1x
. �0kuk

4
Xi�3.Œ0;T ��R/: (4-9)

When i � 4, the fact that for any a 2 Z,

kukL4
t L1x .Œa;aC1��R/ . 1; (4-10)

the fact that the Fourier inversion formula and Hölder’s inequality implyZ
j�j��

1=2

1

eix��
Ou.t; �/ d�


L1
. �1=4

1
ku.t/kL2 ; (4-11)

and the fact that (4-3) implies, after rescaling �.t/D 1 7! �.t/D 1=�1,�Z
j�j��

1=2

1

j Ou.t; �/j2 d�

�1=2

. �0 (4-12)

combine to imply that
ku�i�3k

5

L5
t L10

x
. �0: (4-13)

Similar calculations can be made for the terms

ku�i�3k
4

L
16=3
t L8

x

ku�i�3kL1t L2
x
Cku�i�3k

3

L6
t;x

ku�i�6k
2

L6
t;x

Cku�i�3k
2

L6
t;x

ku�i�6k
3

L6
t;x

: (4-14)

Therefore,

ku�i�3k
5

L5
t L10

x
Cku�i�3k

4

L
16=3
t L8

x

ku�i�3kL1t L2
x
Cku�i�3k

3

L6
t;x

ku�i�6k
2

L6
t;x

Cku�i�3k
2

L6
t;x

ku�i�6k
3

L6
t;x

. �0kuk
4
Xi�3.Œ0;T ��R/C �0kuk

3
Xi�3.Œ0;T ��R/C �0: (4-15)

Next, by the definition on page 1710,

k.u�i�3/.u�i�6/kL2
t;x
ku�i�6kL1t;x

ku�i�3k
2

L6
t;x

. 2�i=2
kuk3Xi�3.Œ0;T ��R/ku�i�6kL1t;x

: (4-16)
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By (4-11), (4-12), and the Sobolev embedding theorem,

2�i=2
ku�i�6kL1t;x

. �0; (4-17)

so
2�i=2

kuk3Xi�3.Œ0;T ��R/ku�i�6kL1t;x
. �0kuk

3
Xi�3.Œ0;T ��R/: (4-18)

Making a similar calculation,

k.u�i�3/.u�i�6/k
3=2

L2
t;x

ku�i�6k
3=2

L1t;x
ku�i�3k

1=2

L6
t;x

. �3=2
0
kuk2Xi�3.Œ0;T ��R/: (4-19)

Since
P�i.ju�i�3j

4u�i�3/D 0;

it only remains to compute, using the definition on page 1710, (4-15), and (4-17),

kv..P�i�3u/.P�i�3u/4/kL1
t;x
. k.P�i�3u/.P�i�6u/kL2

t;x
kP�i�6ukL1t;x

kv.P�i�3u/2kL2
t;x

CkP�i�3ukL6
t;x
kP�i�6uk2

L6
t;x

kv.P�i�3u/2kL2
t;x

. �0kuk
2
Xi�3.Œ0;T ��R/kv.P�i�3u/2kL2

t;x
C �0kuk

4
Xi�3.Œ0;T ��R/C �0:

By the Sobolev embedding theorem,

kP�i�3ukL18
t;x
.

X
0�j�i�3

kPj ukL18
t;x
.

X
0�j�i�3

2.3i�3j/=182j=3
kukXi�3.Œ0;T ��R/ . 2i=3

kukXi�3.Œ0;T ��R/:

Also, by V 2
�
� U

9=4
�

and the Sobolev embedding theorem,

kv.P�i�3u/k
L

9=4
t;x

. 2i=9
kvk

V
12=5

�
.J�R/

� sup
v0

k.eit�v0/.u�i�3/k
8=9

L2
t;x

;

where supv0
is over all kv0kL2 D 1 supported in Fourier space on the support of Pi . Therefore, we have

finally proved

kP�iukU 2
�
.J�R/ . �0C �0kuk

2
Xi�3.Œ0;T ��R/C �0kuk

4
Xi�3.Œ0;T ��R/

C �0kuk
3
Xi�3.Œ0;T ��R/ � 2

4i=9 sup
v0

k.eit�v0/.u�i�3/k
8=9

L2
t;x

: (4-20)

To complete the proof of Theorem 13, it only remains to prove

2i=2 sup
v0

k.eit�v0/.u�i�3/kL2
t;x
. 1CkukXi�3.Œ0;T ��R/: (4-21)

Indeed, assuming that (4-21) is true, (4-20) becomes

kP�iukU 2
�
.J�R/ . �0C �0kuk

2
Xi�3.Œ0;T ��R/C �0kuk

4
Xi�3.Œ0;T ��R/:

Equation (4-21) would also imply

2i=2
k.P�iu/.P�i�3u/kL2

t;x.J�R/ . kP�iukU 2
�
.J�R/.1CkukXi�3.Œ0;T ��R//

. �0C �0kukXi�3.Œ0;T ��R/C �0kuk
5
Xi�3.Œ0;T ��R/:
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Then taking a supremum over 0� i � j ,

kukXj .Œ0;T ��R/ . 1C �0kukXj�3.Œ0;T ��R/C �0kuk
5
Xj�3.Œ0;T ��R/;

which by induction on j , starting from the base case (4-5), proves Theorem 13.

The bilinear estimate (4-21) is proved using the interaction Morawetz estimate (see [Dodson 2016b;
Planchon and Vega 2009]). To simplify notation, let

v.t;x/D eit�v0;

where kv0kL2 D 1 and Ov0 is supported on the Fourier support of Pj for some j � i . Then take the
Morawetz potential

M.t/D

Z
jv.t;y/j2

.x�y/

jx�yj
ImŒ Nu�i�3@xu�i�3� dx dyC

Z
ju�i�3j

2 .x�y/

jx�yj
ImŒ Nvvx � dx dy:

Let F.u/D juj4u. Then u�i�3 solves the equation

i@tu�i�3C�u�i�3CF.u�i�3/D F.u�i�3/�P�i�3F.u/D�Ni�3: (4-22)

Following [Planchon and Vega 2009],

d

dt
M.t/D 8

Z
j@x.v.t;x/u�i�3/.t;x/j

2 dx�
8

3

Z
jv.t;x/j2ju�i�3.t;x/j

6 dx

C

Z
jv.t;y/j2

.x�y/

jx�yj
ReŒ Nu�i�3@xNi�3�.t;x/ dx

�

Z
jv.t;y/j2

.x�y/

jx�yj
ReŒN i�3@xu�i�3�.t;x/ dx

C 2

Z
ImŒ Nu�i�3Ni�3�.t;y/

.x�y/

jx�yj
ImŒ Nv@xv�.t;x/ dx dy:

Then by the fundamental theorem of calculus, Bernstein’s inequality, the Fourier support of Nvu�i�3,
kv0kL2 D 1, and the fact that kukL2 D kQkL2 ,

22j
k Nvu�i�3k

2

L2
t;x.J�R/

. 2j
Ckjvj2ju�i�3j

6
kL1

t;x
�

Z
jv.t;y/j2

.x�y/

jx�yj
ReŒN i�3@xu�i�3�.t;x/ dx

C

Z
jv.t;y/j2

.x�y/

jx�yj
ReŒ Nu�i�3@xNi�3�.t;x/ dx

C 2

Z
ImŒ Nu�i�3Ni�3�.t;y/

.x�y/

jx�yj
ImŒ Nv@xv�.t;x/ dx dy: (4-23)

Also note that
k Nvu�i�3k

2

L2
t;x

D kNvv Nu�i�3u�i�3kL1
t;x
D kvu�i�3k

2

L2
t;x

; (4-24)

so it is not too important to pay attention to complex conjugates in the proceeding calculations.
First, by (4-17),

kjvj2ju�i�3j
6
kL1

t;x.J�R/ . kvu�i�3k
2

L2
t;x

ku�i�3k
4
L1t;x
. �4

022i
kvu�i�3k

2

L2
t;x

: (4-25)
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Now consider the term

Ni�3 D P�i�3F.u/�F.u�i�3/: (4-26)

Since by Fourier support arguments

P�i�3F.u�i�6/�F.u�i�6/D 0; (4-27)

we have

Ni�3 D P�i�3.3ju�i�6j
4u�i�6C 2ju�i�6j

2.u�i�6/
2
Nu�i�6/

� .3ju�i�6j
4ui�6� ��i�3C 2ju�i�6j

2.u�i�6/
2
Nui�6� ��i�3/

CP�i�3O..u�i�6/
2u3/CO..ui�6� ��i�3/

2u3/

D N .1/
i�3
C N .2/

i�3
: (4-28)

Following (4-7)–(4-19),

kjN .2/
i�3
jju�i�3jkL1

t;x
. kju�i�6j

2
ju�i�9j

4
kL1

t;x
Ckju�i�6j

2
ju�i�9j

4
kL1

t;x

. k.u�i�6/.u�i�9/k
2

L2
t;x

ku�i�9k
2
L1t;x
Cku�i�6k

2

L6
t;x

ku�i�9k
4

L6
t;x

. �0.1Ckuk
6
Xi�3.Œ0;T ��R//: (4-29)

Therefore, since kv0kL2 D 1,

�

•
jv.t;y/j2

.x�y/

jx�yj
ReŒN .2/

i�3
@xu�i�3�.t;x/ dx dy dt

C

•
jv.t;y/j2

.x�y/

jx�yj
ReŒ Nu�i�3@xN

.2/
i�3
�.t;x/ dx dy dt

C 2

•
ImŒ Nu�i�3N

.2/
i�3
�.t;y/

.x�y/

jx�yj
ImŒ Nv@xv�.t;x/ dx dy dt

. �02j .1Ckuk6Xi�3.Œ0;T ��R//: (4-30)

Next, observe that

3P�i�3.ju�i�6j
4u�i�6/� 3.ju�i�6j

4ui�6� ��i�3/

D 3P>i�3.ju�i�6j
4ui�6� ��i�3/C 3P�i�3.ju�i�6j

4u>i�3/: (4-31)

Again following (4-7)–(4-19),

kP�i�3.ju�i�6j
4u>i�3/.ui�6� ��i�3/kL1

t;x
CkP>i�3.ju�i�6j

4ui�6� ��i�3/.ui�6� ��i�3/kL1
t;x

. �0.1Ckuk
6
Xi�3.Œ0;T ��R//: (4-32)

Finally, observe that the Fourier support of

3P>i�3.ju�i�6j
4ui�6� ��i�3/.u�i�6/C 3P�i�3.ju�i�6j

4u>i�3/.u�i�6/ (4-33)
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is on frequencies j�j � 2i�6. Therefore, integrating by parts,•
ImŒ Nu�i�6P>i�3.ju�i�6j

4ui�6� ��i�3/�.t;y/
.x�y/

jx�yj
ImŒ Nv@xv�.t;x/ dx dy dt

D

•
ImŒ Nv@xv�.t;x/ �

@x

@2
x

ImŒ Nu�i�6P>i�3.ju�i�6j
4ui�6� ��i�3/�.t;x/ dx dy dt

. 2�i
kvxkL4

t L1x
kvkL4

t L1x
k.ui�6� ��i�3/.u�i�9/kL2

t;x
ku�i�6k

4

L1t L8
x

C 2�i
kvxkL4

t L1x
kvkL4

t L1x
kui�6� ��i�3kL4

t L1x
kui�9� ��i�6kL4

t L1x
ku�i�6k

4

L1t L4
x

. �02j
kuk2Xi�3.Œ0;T ��R/: (4-34)

A similar calculation gives the estimate•
ImŒ Nu�i�6P�i�3.ju�i�6j

4u>i�3/�.t;y/
.x�y/

jx�yj
ImŒ Nv@xv�.t;x/ dx dy dt

. �02j
kuk2Xi�3.Œ0;T ��R/: (4-35)

The terms •
jv.t;y/j2

.x�y/

jx�yj
ReŒN .1/

i�3
@xu�i�3�.t;x/ dx dy dt (4-36)

and •
jv.t;y/j2

.x�y/

jx�yj
ReŒ Nu�i�3@xN

.1/
i�3
�.t;x/ dx dy dt (4-37)

may be analyzed in a similar manner.

Plugging (4-24)–(4-37) into (4-23) gives

22j
k Nvu�i�3k

2

L2
t;x

C 22j
kvu�i�3k

2

L2
t;x

. 2j
C �02j .1Ckuk6Xi�3

/:

Summing up over j � i implies (4-21), which completes the proof of Theorem 13. �

Theorem 13 may be upgraded to take advantage of the fact that u is close to the soliton.

Theorem 14. When �.t/D 1=�1 and T D 23k for some positive integer k,

kP�kukU 2
�
.Œ0;T ��R/ .

�
�2

1

T

Z ��2
1

T

0

k�.t/k2
L2 dt

�1=2

C
1

T 10
:

Proof. Make another induction on frequency argument starting at level 1
2
k. Observe that Theorem 13

implies that for any a 2 Z, 0� a< ��1
1

T 1=2,

kP�k=2ukU 2
�
.Œa��1

1
T 1=2;.aC1/��1

1
T 1=2��R/ . 1:



BLOWUP SOLUTIONS TO THE FOCUSING, QUINTIC NLS WITH THE MASS OF THE SOLITON 1717

Next, following Theorem 13,

kP�k=2C3ukU 2
�
.Œ512a��1

1
T 1=2;512.aC1/��1

1
T 1=2��R/

. inf
t2Œ512a��1

1
T 1=2;512.aC1/��1

1
T 1=2�

kP�k=2C3u.t/kL2

C �0kP�k=2ukU 2
�
.Œ512a��1

1
T 1=2;512.aC1/��1

1
T 1=2��R/: (4-38)

Since Q is a smooth function, if  .t/ and �.t/ are given by Theorem 10 and �.t/D 1=�1,

kP�k=2C3u.t/kL2 � kei.t/�.t/1=2u.t; �.t/x/�Q.x/kL2 CkP�k=2C3Q.x/kL2

. k�.t/kL2 CT �10: (4-39)

Plugging (4-39) back into (4-38),

kP�k=2C3ukU 2
�
.Œ512a��1

1
T 1=2;512.aC1/��1

1
T 1=2��R/

.
�

�1

512T 1=2

Z 512.aC1/��1
1

T 1=2

512a��1
1

T 1=2

k�.t;x/k2
L2 dt

�1=2

CT �10
C �0

�512X
jD1

kP�k=2uk2
U 2

�
.Œ.512aC.j�1//��1

1
T 1=2;.512aCj/��1

1
T 1=2��R/

�1=2

: (4-40)

Arguing by induction in k, taking
�

1
6
k
˘

steps in all, for �0 sufficiently small,

kP�kukU 2
�
.Œ0;��2

1
T ��R/ . T �10

C 2k=2�
�k=6
0
C

�
�2

1

T

Z ��2
1

T

0

k�.t;x/k2
L2 dt

�1=2

. T �10
C

�
�2

1

T

Z ��2
1

T

0

k�.t;x/k2
L2 dt

�1=2

: �

Remark. If C is the implicit constant in (4-40), then for �0� 1 sufficiently small,

.C�0/
bk=6c

� T �10: (4-41)

The same argument can also be made when �.t/� 1=�1 for all t 2 J.

Theorem 15. When �.t/� 1=�1 on J D Œa; b�,Z
J

�.t/�2 dt D T ;

and ��2
1

T D 23k, we have

kP�kukU 2
�
.Œa;b��R/ . T �10

C

�
1

T

Z b

a

k�.t/k2
L2�.t/

�2 dt

�1=2

:

The same argument could also be made for �.t/ having a different lower bound, by rescaling �.t/ to
�.t/� 1=�1, computing long-time Strichartz estimates, and then rescaling back.
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5. Almost conservation of energy

Since (3-11) implies that k�.t/kL2 is continuous as a function of time, the mean value theorem implies
that under the conditions of Theorem 15, there exists t0 2 Œa; b� such that

k�.t0/k
2
L2 D

1

T

Z b

a

k�.t/k2
L2�.t/

�2 dt:

The next step in proving Theorem 7 is to control

sup
t2Œa;b�

k�.t/kL2

as a function of k�.t0/kL2 . Theorem 12 would be a very useful tool for doing so, except that while Q

lies in H s.R/ for any s > 0, it is not the case that � must belong to H s.R/ for any s > 0. Therefore,
Theorem 12 will be used in conjunction with the Fourier truncation method of [Bourgain 1998]. See also
the I-method, for example, in [Colliander et al. 2002].

Theorem 16. Let J D Œa; b� be an interval such thatZ
J

�.t/�2 dt D T ;

��2
1

T D 23k, and �.t/� 1=�1 for all t 2 Œa; b�. Then,

sup
t2J

E.P�kC9u.t//. 22k

T

Z
J

k�.t/k2
L2�.t/

�2 dt C 22kT �10:

Proof. By the mean value theorem, there exists t0 2 J such that

k�.t0/k
2
L2 .

1

T

Z
J

k�.t/k2
L2�.t/

�2 dt:

Next, decompose the energy. Let zQ refer to a rescaled version of Q, that is, zQD�.t0/�1=2Q.�.t0/
�1x/,

and let Q� denote the rescaled � given by Q� D �.t0/�1=2 Q�.t0; �.t0/
�1x/. It is also convenient to split Q� into

real and imaginary parts:

Q� D �1C i�2:

As in Theorem 12, by (3-2),

E.P�kC9u/DE.P�kC9
zQCP�kC9 Q�/

DE.P�kC9
zQ/CRe

Z
P�kC9

zQxP�kC9 Q�x dx�Re
Z
.P�kC9

zQ/5.P�kC9 Q�/ dx

C
1

2
kP�kC9 Q�k

2
PH 1
�

5

2

Z
.P�kC9

zQ/4.P�kC9 Q�1/
2 dx�

1

2

Z
.P�kC9

zQ/4.P�kC9�2/
2

�

Z
O.jP�kC9

zQj3jP�kC9 Q�j
3/CO.jP�kC9 Q�j

6/ dx: (5-1)
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Since zQ is smooth and rapidly decreasing, E. zQ/D 0, and �.t0/� 1=�1, Bernstein’s inequality implies
that

E.P�kC9
zQ/D

1

2

Z
.P�kC9

zQx/
2
�

1

6

Z
.P�kC9

zQ/6 . 2�30k: (5-2)

Next, integrating by parts and using (3-19), the smoothness of Q, and Bernstein’s inequality,

Re
Z

P�kC9
zQxP�kC9 Q�x dx�Re

Z
.P�kC9

zQ/5P�kC9 Q� dx

D�Re
Z
.P�kC9�/.P�kC9

zQxxC .P�kC9
zQ/5/ dx D

1

2�.t0/2
k�k2

L2 CO.2�30k/: (5-3)

Next, by Hölder’s inequality, since �.t0/� 1=�1,

1

2
kP�kC9 Q�k

2
PH 1
�

5

2

Z
.P�kC9

zQ/4.P�kC9 Q�1/
2 dx�

1

2

Z
.P�kC9

zQ/4.P�kC9 Q�2/
2 dx

. kP�kC9 Q�k
2
PH 1
C

1

�.t0/2
kP�kC9 Q�k

2
L2 . 22k

k�.t0/k
2
L2 : (5-4)

By the Sobolev embedding theorem,Z
jP�kC9 Q�j

3
jP�kC9

zQj3CjP�kC9 Q�j
6 dx

. 1

�.t0/3=2
kP�kC9 Q�.t0/k

5=2

L2 kP�kC9 Q�.t0/k
1=2

PH 1
CkP�kC9 Q�.t0/k

4
L2kP�kC9 Q�.t0/k

2
PH 1

. 1

�.t0/2
kP�kC9 Q�.t0/k

2
L2 CkP�kC9 Q�.t0/k

4
L2kP�kC9 Q�.t0/k

2
PH 1
: (5-5)

Therefore, since �.t0/� 1=�1,

E.P�kC9 Qu.t0//. 22k
k�.t0/k

2
L2 C 2�30k: (5-6)

Next compute the change of energy

d

dt
E.P�kC9u/D�.P�kC9ut ; �P�kC9u/L2 � .P�kC9ut ; jP�kC9uj4P�kC9u/L2

D�.P�kC9ut ;P�kC9F.u/�F.P�kC9u//L2

D .i�P�kC9uC iP�kC9.juj
4u/;P�kC9F.u/�F.P�kC9u//L2 :

First compute Z t 0

t0

.i�P�kC9u;P�kC9F.u/�F.P�kC9u//L2 dt

for some t 0 2 J . Making a Littlewood–Paley decomposition,Z t 0

t0

.i�P�kC9u;P�kC9F.u/�F.P�kC9u//L2 dt

�

X
0�k5�k4�k3�k2�k1

X
0�k6�kC9

Z t 0

t0

�
i�Pk6

u;P�kC9.Pk1
u � � �Pk5

u/

� .P�kC9Pk1
u/ � � � .P�kC9Pk5

u/
�
L2 dt:
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Remark. For these computations, it is not so important to distinguish between u and Nu.

Case 1: k1 � kC 6. In this case P�kC9Pk1
D Pk1

and P�kC9.Pk1
u � � �Pk5

u/D Pk1
u � � �Pk5

u, so the
contribution of these terms is zero. That is, for k1; : : : ; k5 � kC 6,Z t 0

t0

.i�Pk6
u;P�kC9.Pk1

u � � �Pk5
u/� .P�kC9Pk1

u/ � � � .P�kC9Pk5
u//L2 dt D 0:

Case 2: k1 � kC 6 and k2 � k. In this case, Fourier support properties imply that k6 � kC 3. Then by
Theorem 15, Theorem 13, and (4-21),Z t 0

t0

.i�PkC3� ��kC9u;P�kC9..P�ku/4.P�kC6u//� .P�ku/4.PkC6� ��kC9u//L2 dt

. 22k
k.P�kC3u/.P�ku/kL2

t;x
k.P�kC6u/.P�ku/kL2

t;x
kP�kuk2L1t;x

. 22k

T

Z
J

k�.t/k2
L2�.t/

�2 dt C 22kT �10:

Case 3: k1 � kC 6, k2 � k, k3 � k. If k6 � k, then by Fourier support properties, k2 � kC 3. Here,Z t 0

t0

�
i�P�ku;P�kC9..P�kC6u/.P�kC3u/.P�ku/3/

� .PkC6� ��kC9u/.PkC3� ��kC9u/.P�ku/3
�
L2 dt

. 22k
k.P�kC6u/.P�ku/kL2

t;x
k.P�kC3u/.P�ku/kL2

t;x
kP�kuk2L1t;x

. 22k

T

Z
J

k�.t/k2
L2�.t/

�2 dt C 22kT �10:

In the case when k6 � k,Z t 0

t0

�
i�Pk� ��kC9u;P�kC9..P�kC6u/.P�ku/.P�ku/3/

� .PkC6� ��kC9u/.Pk� ��kC9u/.P�ku/3
�
L2 dt

. 22k
k.P�kC6u/.P�ku/kL2

t;x
kP�kuk2

L4
t L1x
kP�kukL1t;x

kukL1t L2
x

. 22k

T

Z
J

k�.t/k2
L2�.t/

�2 dt C 22kT �10:

Case 4: k1 � 2kC6 and k2; k3 � k. In this case,Z t 0

t0

.i�P�kC9u;P�kC9..P�kC6u/.P�ku/2u2/� .PkC6� ��kC9u/.Pk� ��kC9u/2.P�kC9u/2/L2 dt

. 22k
k.P�kC6u/.P�ku/kL2

t;x
kP�kuk2

L4
t L1x
kP�kukL1t;x

kukL1t L2
x
C 22k

kP�kuk4
L4

t L1x
kuk2

L1t L2
x

. 22k

T

Z
J

k�.t/k2
L2�.t/

�2 dt C 22kT �10:
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The contribution of the nonlinear terms is similar, using the fact that

.iP�kC9F.u/;P�kC9F.u/�F.P�kC9u//L2 D .iP�kC9F.u/;F.P�kC9u//L2 :

Then make a Littlewood–Paley decomposition

.iP�kC9F.u/;F.P�kC9u//L2

D

X
0�k5�k4�k3�k2�k1

X
0�k0

5
�k0

4
�k0

3
�k0

2
�k0

1

.iP�kC9.uk1
� � �uk5

/; .P�kC9Pk1
u/ � � �.P�kC9Pk5

u//L2 : (5-7)

Case 1: k1; k
0
1
� kC 6. Once again, if k1; k

0
1
� kC 6, then the right-hand side of (5-7) is zero.

Case 2: k1 or k 0
1
� k C 6, eight terms are � k. In the case that k1 or k 0

1
� k C 6 and eight of the

terms in (5-7) are at frequency � k, then by Fourier support properties the final term should be at
frequency � kC 3. The contribution in this case is bounded by

k.P�kC6u/.P�ku/kL2
t;x
k.P�kC3u/.P�ku/kL2

t;x
kP�kuk6L1t;x

. 22k 1

T

Z
J

k�.t/k2
L2 dt C 22kT �10:

Case 3: k1 or k 0
1
� kC 6, two terms are � k. The contribution of the case that k1 or k 0

1
� kC 6, two

additional terms in (5-7) are at frequency�k, and the other seven terms are at frequency�k is bounded by

k.P�kC6u/.P�ku/kL2
t;x
kP�kuk2

L4
t L1x
kP�kuk5L1t;x

kukL1t L2
x
. 22k 1

T

Z
J

k�.t/k2
L2 dt C 22kT �10:

Case 4: k1 or k 0
1
� kC 6 and at least three additional terms in (5-7) are at frequencies � k. This case

may be reduced to a case where at least four terms in (5-7) are at frequency � k, and at least four terms
are at frequency � kC 9. To see why, notice that all five terms in F.P�kC9u/ are at frequency � kC 9,
so if four or five of the terms in P�kC9F.u/ are at frequency � k, then we are fine.

If exactly three terms in P�kC9F.u/ are at frequency � k, then take the two terms in P�kC9F.u/

that are at frequency � k to be terms at frequency � kC 9. Meanwhile, since at least four terms are at
frequency � k,

F.P�kC9u/� .Pk� ��kC9u/.P�kC9u/4; (5-8)

so in (5-8) there is one term at frequency � k and two more terms at frequency � kC 9.
If exactly two terms in P�kC9F.u/ are at frequency � k, then there are three terms that are at

frequency � k. In that case,

F.P�kC9u/� .Pk� ��kC9u/2.P�kC9u/3; (5-9)

so in (5-9) there are two terms at frequency � k and one term at frequency � kC 9.
If one term in P�kC9F.u/ is at frequency�k, then there are four terms in P�kC9F.u/ at frequency�k.

Then there must be at least three more in F.P�kC9u/, so

F.P�kC9u/� .Pk� ��kC9u/3u2: (5-10)

If no terms in P�kC9F.u/ are at frequency � k, then there must be four in F.P�kC9u/, so

F.P�kC9u/� .Pk� ��kC9u/4u: (5-11)
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The contribution of all the different subcases of case four, (5-8)–(5-11), may be bounded by

kP�kuk4
L4

t L1x
kuk2

L1t L2
x
kP�kC9uk4L1t;x

. 22k 1

T

Z
J

k�.t/k2
L2 dt C 22kT �10:

This proves Theorem 16. �

Corollary 17. If
1

�1
� �.t/�

1

�1
T 1=100

and Z
J

�.t/�2 dt D T ;

then

sup
t2J

P�kC9

1

�.t/1=2
�

�
t;

x

�.t/

�2

PH 1

. 22k

T

Z
J

k�.t/k2
L2�.t/

�2 dt C 22kT �10

and

sup
t2J

k�.t/k2
L2 .

T 1=50

�2
1

22k

T

Z
J

k�.t/k2
L2�.t/

�2 dt C
T 1=50

�2
1

22kT �10:

Proof. The proof uses Theorem 16, Theorem 12, rescaling, and the fact that Q is smooth and all its
derivatives are rapidly decreasing. �

6. A frequency-localized Morawetz estimate

The next step will be to combine long-time Strichartz estimates with almost conservation of energy to
prove a frequency-localized Morawetz estimate adapted to the case when �.t/ does not vary too much.

Theorem 18. Let J D Œa; b� be an interval on which (4-2) holds for all t 2 J, 1=�1 � �.t/� T 1=100=�1

for all t 2 J, and Z
J

�.t/�2 dt D T: (6-1)

Also suppose 23k D ��2
1

T and that � D �1C i�2, where � is given by Theorem 10. Then for T sufficiently
large,Z b

a

k�.t/k2
L2�.t/

�2 dt � 3
�
�2.a/;

�
1
2
QCxQx

��
L2 � 3

�
�2.b/;

1
2
QCxQx

�
L2 CO

�
1

T 9

�
: (6-2)

Remark. The signs on the right-hand side of (6-2) are very important.

Proof. The proof uses a frequency-localized Morawetz estimate. The Morawetz potential is the same as
the Morawetz potential used in [Dodson 2015]. See also [Dodson 2016a].

Let  .x/ 2 C1.R/ be a smooth, even function, satisfying  .x/ D 1 on jxj � 1 and supported on
jxj � 2. Then for some large R (RD T 1=25 will do), let

�.x/D

Z x

0

�

�
�1y

R

�
dy D

Z x

0

 2

�
�1y

R

�
dy; (6-3)
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and let

M.t/D

Z
�.x/ ImŒP�kC9u@xP�kC9u�.t;x/ dx:

Doing some algebra using (3-2), as in (5-1),

u.t;x/D e�i.t/�.t/�1=2Q

�
x

�.t/

�
Ce�i.t/�.t/�1=2�

�
t;

x

�.t/

�
D e�i.t/ zQ.x/Ce�i.t/

Q�.t;x/: (6-4)

Since ImŒP�kC9u@x.P�kC9u/� is invariant under the multiplication operator u 7! e�i.t/u,

M.t/D

Z
�.x/ ImŒP�kC9

zQ.x/CP�kC9 Q�.t;x/@x.P�kC9
zQ.x/CP�kC9 Q�.t;x//� dx:

Since Q is real-valued, Z
�.x/ ImŒP�kC9

zQ.x/@x.P�kC9
zQ.x//� dx D 0:

Next, by Corollary 17,Z
�.x/ ImŒP�kC9 Q�.t;x/@x.P�kC9 Q�.t;x//� dx . R

�2
1

22k

T 99=100

Z
J

k�.t/k2
L2�.t/

�2 dt C
R

�2
1

22kT �9:99:

Next, since �.t/� 1=�1, Q and @xQ are rapidly decreasing, �.x/D x for jxj �R=�1, and j�x.x/j � 1,Z
�.x/ ImŒP�kC9 Q�.t;x/@x.P�kC9

zQ.x//� dx D�.�2;xQx/L2 CO.T �10/: (6-5)

Indeed, since Q is real, by rescaling,Z
x ImŒQ�.t;x/@x. zQ.x//� dx D�.�2.t/;xQx/L2 : (6-6)

Next, since �.t/� T 1=100=�1 and RD T 1=25,Z
x ImŒQ�.t;x/@x. zQ.x//� dx�

Z
�.x/ ImŒQ�.t;x/@x. zQ.x//� dx

�

Z
jxj�R=�1

x

�.t/3=2

ˇ̌̌̌
Qx

�
x

�.t/

�ˇ̌̌̌ ˇ̌̌̌
1

�.t/1=2
�

�
t;

x

�.t/

�ˇ̌̌̌
dx . T �10: (6-7)

Also, since Q and all its derivatives are rapidly decreasing, �.t/� 1=�1, RD T 1=25, and 23k D ��2
1

T ,Z
�.x/ ImŒQ�.t;x/@x. zQ.x//� dx�

Z
�.x/ ImŒQ�.t;x/@x.P�kC9

zQ.x//� dx

.Rk�kL2kP�kC9
zQx.x/kL2 . T �10: (6-8)

Next, (6-3) implies that j�.j/.x/j . 1 for any j � 1, and since Q is smooth and all its derivatives are
rapidly decreasing, integrating by parts, for j sufficiently large, yieldsZ
�.x/ ImŒP�kC9 Q�.t;x/@x.P�kC9

zQ.x//� dx

D

Z
�.x/ Im

�
�j

�j
P�kC9 Q�.t;x/@x.P�kC9

zQ.x//

�
dx . T �10; (6-9)
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so (6-6)–(6-9) imply (6-5). Finally,Z
�.x/ ImŒP�kC9

zQ.x/@x.P�kC9 Q�.t;x//� dxD (6-5)�
Z
�

�
�1x

R

�
ImŒP�kC9

zQ.x/ �P�kC9 Q�.t;x/� dx:

Making an argument similar to (6-6)–(6-9),

�

Z
�

�
�1x

R

�
ImŒP�kC9

zQ.x/ �P�kC9 Q�.t;x/� dx D�.�2;Q/L2 CO.T �10/: (6-10)

Therefore,

M.b/�M.a/D 2
�
�2.a/;

1
2
QCxQx

�
L2 � 2

�
�2.b/;

1
2
QCxQx

�
L2 CO.T �10/

CO

�
R

�2
1

22k

T 99=100

Z
J

k�.t/k2
L2�.t/

�2 dt

�
CO

�
R

�2
1

22kT �9:99

�
:

Following (4-22),

i@tP�kC9uC�P�kC9uCF.P�kC9u/D F.P�kC9u/�P�kC9F.u/D�N : (6-11)

Plugging in (6-11) and integrating by parts,

d

dt
M.t/D

Z
�.x/ReŒ�P�kC9uxxP�kC9uxCP�kC9uP�kC9uxxx �

C

Z
�.x/ReŒ�jP�kC9uj4P�kC9u.P�kC9ux/CP�kC9u@x.jP�kC9uj4P�kC9u/�

C

Z
�.x/ReŒP�kC9u@xN �.t;x/�

Z
�.x/ReŒN@xP�kC9u�.t;x/

D 2

Z
 2

�
�1x

R

�
j@xP�kC9uj2 dx�

�2
1

2R2

Z
�00
�
�1x

R

�
jP�kC9uj2 dx

�
2

3

Z
 2

�
�1x

R

�
jP�kC9uj6 dxC

Z
�.x/ReŒP�kC9u@xN �.t;x/

�

Z
�.x/ReŒN@xP�kC9u�.t;x/: (6-12)

Next, following (4-28),

N D P�kC9.3ju�k j
4u�kC6C 2ju�k j

2.u�k/
2
Nu�kC6/

� .3ju�k j
4u�kC6C 2ju�k j

2.u�k/
2PkC6� ��kC9u/CP�kC9O..u�k/.u�kC6/u

3/

CO..PkC6� ��kC9u/.Pk� ��kC9u/u3/

D N .1/
C N .2/:

As in (4-29), since j�.x/j. ��1
1

R, by Theorems 13 and 14,Z b

a

Z
�.x/ReŒP�kC9u@xN .2/� dx dt �

Z b

a

Z
�.x/ReŒN .2/@xP�kC9u� dx dt

.
2kR��1

1

T

Z
k�.t/k2

L2�.t/
�2 dt C

2kR��1
1

T 10
: (6-13)
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Making calculations identical to the estimate (6-13),Z b

a

Z
�.x/ReŒPkC3� ��kC9u@xN .1/� dx dt �

Z b

a

Z
�.x/ReŒN .1/@xPkC3� ��kC9u� dx dt

. 2kRk.u�kC6/.u�k/kL2
t;x
k.u�kC3/.u�k/kL2

t;x
ku�kk

2
L1t;x

.
2kR��1

1

T

Z b

a

k�.t/k2
L2�.t/

�2 dt C
2kR��1

1

T 10
:

Finally, using Bernstein’s inequality and the integration by parts argument in (4-34),Z T

0

Z
�.x/ReŒP�kC3u@xN .1/� dx dt �

Z T

0

Z
�.x/ReŒN .1/@xP�kC3u� dx dt

. kP�kC6�.x/kL1k.P�kC6u/.P�ku/kL2
t;x
ku�kk

4

L8
t;x

. 1

T 10
:

Remark. The last estimate follows from the fact that � is smooth and
R

J �.t/
�2 dt D T , which by a

local well-posedness argument implies

kukL6
t;x.J�R/ . T 1=6:

Plugging this estimate of the error term back into (6-12),

2

Z b

a

Z
 2

�
�1x

R

�
j@xP�kC9uj2 dx dt �

�2
1

2R2

Z b

a

Z
�00
�
�1x

R

�
jP�kC9uj2 dx dt

�
2

3

Z b

a

Z
 2

�
�1x

R

�
jP�kC9uj6 dx dt

D 2
�
�2.a/;

1
2
QCxQx

�
L2 � 2

�
�2.b/;

1
2
QCxQx

�
L2

CO

�
22kT 1=20

T

Z b

a

k�.t/k2
L2�.t/

�2 dt

�
CO

�
1

T 9

�
: (6-14)

Since Q is a real-valued function,

jP�kC9uj2 D .P�kC9
zQ.x//2C 2P�kC9

zQ.x/ �P�kC9 Q�1.t;x/CjP�kC9 Q�.t;x/j
2:

The support of  00.x/, the fact that �.t/� T 1=100=�1, and (1-8) imply that

�2
1

R2

Z
�00
�
�1x

R

�
zQ.x/2 dx .

�2
1

R2

1

T 11
. 1

�.t/2
1

T 11
: (6-15)

Also, since Q and all its derivatives are rapidly decreasing and �.t/� 1=�1,

kP�kC9
zQ.x/k2

L2 . 2�30k: (6-16)

Therefore, since RD T 1=25 and �.t/� T 1=100=�1, (6-15), (6-16), and the Cauchy–Schwarz inequality
imply

�2
1

R2

Z
�00
�
�1x

R

�
jP�kC9u.t;x/j2 dx . 1

�.t/2
1

T 11
C

1

�.t/2
1

R
k�k2

L2 :
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Next, letting �1xC i�2x D @x�, write the decomposition

2

Z
 2

�
�1x

R

�
jP�kC9uxj

2 dx�
2

3

Z
 2

�
�1x

R

�
jP�kC9uj6 dx

D
4

�.t/3

Z
 2

�
�1x

R

��
1

2
P�kC9Qx

�
x

�.t/

�2

�
1

6
P�kC9Q

�
x

�.t/

�6�
dx

C
4

�.t/3

Z
 2

�
�1x

R

��
P�kC9Qx

�
x

�.t/

�
P�kC9�1x

�
t;

x

�.t/

�
�P�kC9Q

�
x

�.t/

�5

P�kC9�1

�
t;

x

�.t/

��
dx

C
4

�.t/3

Z
 2

�
�1x

R

��
1

2

�
P�kC9�1x

�
t;

x

�.t/

��2

�
5

2
P�kC9Q

�
x

�.t/

�4�
P�kC9�1

�
t;

x

�.t/

��2�
dx

C
4

�.t/3

Z
 2

�
�1x

R

��
1

2

�
P�kC9�2x

�
t;

x

�.t/

��2

�
1

2
P�kC9Q

�
x

�.t/

�4�
P�kC9�2

�
t;

x

�.t/

���2

dx

�
4

�.t/3

Z
 2

�
�1x

R

� 
10

3

�
P�kC9Q

�
x

�.t/

��3�
P�kC9�

�
t;

x

�.t/

��3

C
5

2

�
P�kC9Q

�
x

�.t/

��2�
P�kC9�

�
t;

x

�.t/

��4

C

�
P�kC9Q

�
x

�.t/

���
P�kC9�

�
t;

x

�.t/

��5

C
1

6

�
P�kC9�

�
t;

x

�.t/

��6
!

dx: (6-17)

Remark. Due to the presence of derivatives in

2

Z
 2

�
�1x

R

�
jP�kC9uxj

2 dx�
2

3

Z
 2

�
�1x

R

�
jP�kC9uj6 dx;

it is convenient to dispense with the zQ.x/ and Q�.t;x/ notation and return to the Q and � notation.
We understand that P�kC9Q.x=�.t// denotes the frequency projection after rescaling, not a rescaled
projection. A rescaled projection appears in (6-18).

For terms of order �3 and higher, it is not too important to pay attention to complex conjugates, since
these terms will be estimated using Hölder’s inequality.

First, using the fact that
1
2
Q2

x �
1
6
Q6
D

1
2
Q2
�

1
3
Q6

combined with the fact that 1=�1 � �� T 1=100=�1, RD T 1=25, and Q is smooth and rapidly decreasing,

4

�.t/3

Z
 2

�
�1x

R

��
1

2
Qx

�
x

�.t/

�2

�
1

6
Q

�
x

�.t/

�6�
dx

D
4

�.t/3

Z
 2

�
�1x

R

��
1

2
Q

�
x

�.t/

�2

�
1

3
Q

�
x

�.t/

�6�
. 1

�.t/2
1

T 11
:

Also, since ��2
1

T D 23k and Q and its derivatives are smooth and rapidly decreasing, �.t/� 1=�1 and
Bernstein’s inequality implies that
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and
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Therefore,
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C
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:

Integrating by parts,
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Again using (1-8), 1=�1 � �.t/� T 1=100=�1, and the support of  0.x/,
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�.t/2
k�kL2 :

Also, since Q and all its derivatives are rapidly decreasing, by Bernstein’s inequality,
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T 6�.t/2
k�kL2 ;

and
4
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Meanwhile, by conservation of mass, (1-8), (1-10), the upper and lower bounds of �.t/, and the fact
that Q and all its derivatives are rapidly decreasing,
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:

Therefore,
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Next, by Bernstein’s inequality, since 1=�1 � �.t/� T 1=100=�1,
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Taking k.t/ 2 R that satisfies 2k.t/ D �.t/ and rescaling,
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Integrating by parts,
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where L is given in (3-12) and

Q� D  

�
�1�.t/x

R

�
.P�kC9Ck.t/�1.t;x//:

Remark. This Q� is not the same as the Q� in (6-4).

For a function u?Q3 and u?Qx , by the spectral properties of L,

.Lu;u/L2 � .u;u/L2 � 0:

For a general u 2L2,

uD a1Q3
C a2QxCu?;

where u? ?Q3 and u? ?Qx , we have

.Lu;u/L2 � .u;u/L2 � �O.a2
1/�O.a2

2/:

Since �1 ?Q3 and �1 ?Qx , by Bernstein’s inequality and the fact that 1=�1 � �.t/� T 1=100=�1,
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Therefore, for some 0� ı < 1 (ı D 1=100 will do), since jQ.x/j3 � 3,
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Likewise, since � ? iQ3 and � ? iQx ,
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Therefore,
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Now, by the fundamental theorem of calculus and the product rule, for any x 2 R,
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Therefore, by Hölder’s inequality, the fact that k�kL2 � ��, the fact that 1=�1 � �.t/� T 1=100=�1, and
RD T 1=25,
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Next, by Hölder’s inequality and the Cauchy–Schwarz inequality, for j D 3; 4; 5,
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Therefore, for ��� ı sufficiently small and T sufficiently large,
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: (6-19)

Plugging (6-19) into (6-14), integrating in time, and using the fact that 23k D ��2
1

T for T .�1/ sufficiently
large, the term

O

�
22kT 1=20

T

Z b

a

k�.t/k2
L2�.t/

�2 dt

�
can be absorbed into the integral of the first term on the right-hand side of (6-19). SinceZ

J

�.t/�2 dt D T;

the proof of Theorem 18 is complete. �

Since both the left and right-hand sides of (6-2) are scale invariant, the same argument also holds for
an interval J where

A� �.t/�AT 1=100 (6-20)
for any A> 0.

Corollary 19. Let J D Œa; b� be an interval where (6-1) holds for some T sufficiently large and (6-20)
also holds. Then (6-2) holds.

7. An L
p
s bound on k�.s/kL2 when p > 1

Transitioning to s variables, under the change of variables (3-10), Theorem 18 and Corollary 19 imply
that if Œa; aCT �� Œ0;1/ is an interval on which

sups2Œa;aCT � �.s/

infs2Œa;aCT � �.s/
� T 1=100;

then Z aCT

a

k�.s/k2
L2 ds � 3

�
�.a/; 1

2
QCxQx

�
L2 � 3

�
�.aCT /; 1

2
QCxQx

�
L2 CO

�
1

T 9

�
:

Theorem 18 implies good L
p
s integrability bounds on k�.s/kL2 under (2-8), which is equivalent to

sup
s2Œ0;1/

k�.s/kL2 � ��:
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Theorem 20. Let u be a symmetric solution to (1-1) that satisfies kukL2 D kQkL2 , and suppose

sup
s2Œ0;1/

k�.s/kL2 � �� (7-1)

and k�.0/kL2 D ��. Then Z 1
0

k�.s/k2
L2 ds . ��; (7-2)

with implicit constant independent of �� when ��� 1 is sufficiently small.
Furthermore, for any j 2 Z�0, let

sj D inffs 2 Œ0;1/ W k�.s/kL2 D 2�j��g:

By definition, s0 D 0, and the continuity of k�.s/kL2 combined with Theorem 8 implies that such an sj

exists for any j > 0. Then, Z 1
sj

k�.s/k2
L2 ds . 2�j�� (7-3)

for each j , with implicit constant independent of �� and j � 0.

Proof. Set T� D 1=�� and suppose that T� is large enough that Theorem 18 holds. Then by (3-15)
and (7-1), for any s0 � 0, ˇ̌

sup
s2Œs0; s0CT��

ln�.s/� inf
s2Œs0; s0CT��

ln�.s/
ˇ̌
. 1; (7-4)

with implicit constant independent of s0 � 0. Let J be the largest dyadic integer that satisfies

J D 2j� � � ln �1=2
� :

By (7-4) and the triangle inequality,ˇ̌
sup

s2Œs0; s0CJ T��

ln�.s/� inf
s2Œs0; s0CJ T��

ln�.s/
ˇ̌
. J;

and therefore
sups2Œs0; s0C3J T �� �.s/

infs2Œs0; s0C3J T �� �.s/
. T

1=100
� : (7-5)

Therefore, Theorem 18 may be utilized on Œs0; s0CJT��. In particular, for any s0 � 0,Z s0CJ T�

s0
k�.s/k2

L2 ds . k�.s0/kL2 Ck�.s0CJT�/kL2 CO

�
1

J 9T 9
�

�
: (7-6)

In fact, if s0 > JT�, then by (7-5),Z s0CJ T�

s0
k�.s/k2

L2 ds . inf
s2Œs0�J T�; s0�

k�.s/kL2 C inf
s2Œs0CJ T�; s0C2J T��

k�.s/kL2 CO

�
1

J 9T 9
�

�
: (7-7)
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In particular, for a fixed s0 � 0,

sup
a>0

Z s0C.aC1/J T�

s0CaJ T�
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Meanwhile, when aD 0,Z s0CJ T�
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L2 .k�.s0/kL2C
1

J 1=2T
1=2
�

�
sup
a�0

Z s0C.aC1/J T�

s0CaJ T�

k�.s/k2
L2 ds

�1=2

CO

�
1

J 9T 9
�

�
: (7-9)

Therefore, taking s0 D sj� ,

sup
a�0

Z sj�C.aC1/J T�

sj�CaJ T�

k�.s/k2
L2 ds . 2�j���CO.2�9j��9

�/: (7-10)

Then by the triangle inequality,

sup
s0�sj�

Z s0CJ T�

s0
k�.s/k2

L2 ds . 2�j���;

and by Hölder’s inequality,

sup
s0�sj�

Z s0CJ T�

s0
k�.s/kL2 ds . 1:

In fact, arguing by induction, there exists a constant C <1 such that

sup
s0�snj�

Z s0CJ nT�

s0
k�.s/kL2 ds � C (7-11)

for some n> 0 implies that

sup
s0�s.nC1/j�

Z s0CJ nC1T�

s0
k�.s/k2

L2 ds � CJ�.nC1/T �1
� ; (7-12)

and by Hölder’s inequality,

sup
s0�s.nC1/j�

Z s0CJ nC1T�

s0
k�.s/kL2 ds � C 1=2:

Therefore, (7-11) holds for any integer n> 0.
Now take any j 2 Z and suppose nj� < j � .nC 1/j�. Then by (7-11),

sup
a�0

Z sjC.aC1/J nC1T�

sjCaJ nC1T�

k�.s/kL2 ds . J:

Therefore, as in (7-10),

sup
a�0

Z sjC.aC1/J nC1T�

sjCaJ nC1T�

k�.s/k2
L2 ds . 2�j��;
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and therefore by Hölder’s inequality, for any s0 � sj ,

sup
s0�sj

Z s0C2j T�

s0
k�.s/kL2 ds . 1;

with bound independent of j . Then by the triangle inequality, (7-5) holds for the interval Œs0; s0C3�2j JT��,
and by (7-6)–(7-9), Z sjC2j J T�

sj

k�.s/k2
L2 . 2�j��; (7-13)

and therefore, by the mean value theorem,

inf
s2Œsj; sjC2j J T��

k�.s/kL2 . 2�j��J
�1=2;

which implies
sjC1 2 Œsj ; sj C 2j JT��:

Therefore, by (7-13) and Hölder’s inequality,Z sjC1

sj

k�.s/k2
L2 ds . 2�j�� and

Z sjC1

sj

k�.s/kL2 ds . 1; (7-14)

with constant independent of j . Summing in j gives (7-2) and (7-3). �

Now, by (2-18),
k�.s0/kL2 � k�.s/kL2

for any s0 2 Œs; sC 1�, so (7-2) implies
lim

s!1
k�.s/kL2 D 0:

Next, by definition of sj , (7-14) impliesZ sjC1

sj

k�.s/kL2 ds . 1;

and, for any 1< p <1, Z sjC1

sj

k�.s/k
p

L2 ds. �p�1
� 2�j.p�1/; (7-15)

which implies that k�.s/kL2 belongs to L
p
s for any p > 1 but not to L1

s .
Comparing (7-15) to the pseudoconformal transformation of the soliton, (1-11), for 0< t < 1,

�.t/� t and k�.t/kL2 � t;

so Z 1

0

k�.t/kL2�.t/�2 dt D1;

but for any p > 1, Z 1

0

k�.t/k
p

L2�.t/
�2 dt <1:

For the soliton, �.s/� 0 for any s 2 R, so obviously � 2L
p
s for 1� p �1.
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8. Monotonicity of �

Next, using a virial identity from [Merle and Raphael 2005], it is possible to show that �.s/ is an
approximately monotone decreasing function.

Theorem 21. For any s � 0, let
Q�.s/D inf

�2Œ0; s�
�.�/:

Then for any s � 0,

1�
�.s/

Q�.s/
� 3: (8-1)

Proof. Suppose there exist 0� s� � sC <1 satisfying

�.sC/

�.s�/
D e: (8-2)

Then we can show that u is a soliton solution to (1-1), which is a contradiction since �.s/ is constant in
that case.

The proof that (8-2) implies that u is a soliton uses a virial identity from [Merle and Raphael 2005].
Using (3-11), compute

d

ds
.�;y2Q/C

�s

�
kyQk2

L2 C 4
�

1
2
QCyQy ; �2

�
L2

DO.jsC 1jk�kL2/CO

�ˇ̌̌̌
�s

�

ˇ̌̌̌
k�kL2

�
CO.k�k2

L2/CO.k�kL2k�k4L8/: (8-3)

Indeed, by direct computation,

@xx.x
2Q/CQ4.x2Q/�x2QD 4

�
1
2
QCxQx

�
:

Then by (3-15), (3-16), (7-2), and the fundamental theorem of calculus,

kyQk2
L2 C 4

Z sC

s�

�
�2;

1
2
QCxQx

�
L2 DO.��/:

Therefore, there exists s0 2 Œs�; sC� such that�
�2;

1
2
QCxQx

�
L2 < 0: (8-4)

Since s0 � 0, there exists some j � 0 such that sj � s0CT� < sjC1. Using the proof of Theorem 20, in
particular (7-14), Z sjC1CJ

s0

ˇ̌̌̌
�s

�

ˇ̌̌̌
ds . J: (8-5)

Then by Theorem 18, (8-4) impliesZ sjC1CJ

s0
k�.s/k2

L2 ds . 2�.jC1CJ /��;
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and therefore by definition of sjC1CJ ,Z sjC1CJ

s0
k�.s/kL2 ds . 1: (8-6)

Then, (8-6) implies that (8-5) holds on the interval Œs0; sjC1C2J �, and arguing by induction, for any k � 1,Z sjCk

s0
k�.s/k2

L2 ds . 2�j�k��

and Z sjCk

s0
k�.s/kL2 ds . 1;

with implicit constant independent of k. Taking k!1,Z 1
s0
k�.s/k2

L2 ds D 0;

which implies that �.s/D 0 for all s � s0. Therefore,

u0 D �
1=2Q.�x/ei

for some  2 R and � > 0, which proves that u is a soliton solution. �

9. Almost monotone �.t/

The almost monotonicity of � implies that when sup.I/D1, u is equal to a soliton solution, and when
sup.I/ <1, u is the pseudoconformal transformation of the soliton solution.

Theorem 22. If u satisfies the conditions of Theorem 7, u blows up forward in time, and

sup.I/D1;

then u is equal to a soliton solution.

Proof. For any integer k � 0, let

I.k/D fs � 0 W 2�kC2
� Q�.s/� 2�kC3

g: (9-1)

Then by (8-1),
2�k
� �.s/� 2�kC3 (9-2)

for all s 2 I.k/. By (3-10), the fact that sup.I/D1 implies thatX
2�2k
jI.k/j D1:

Therefore, there exists a sequence kn%1 such that

jI.kn/j2
�2kn �

1

k2
n

and such that jI.kn/j � jI.k/j for all k � kn.
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Lemma 23. For n sufficiently large, there exists sn 2 I.kn/ such that

k�.sn/kL2 . k2
n2�2kn:

Proof. Let I.kn/D Œan; bn�. By Theorem 18, for n sufficiently large,Z
I.kn/

k�.s/k2
L2 ds . ��C 2�18knk18

n . ��:

Then, using the virial identity in (8-3),Z .3anCbn/=4

an

�
�2;

1
2
QCxQx

�
L2 ds DO.��/CO.1/:

Therefore, by the mean value theorem, there exists s�n 2
�
an;

1
4
.3anC bn/

�
such that

ˇ̌�
�2.s

�
n /;

1
2
QCxQx

�
L2

ˇ̌
. 1

jI.kn/j
: (9-3)

By a similar calculation, there exists sCn 2
�

1
4
.anC 3bn/; bn

�
such that

ˇ̌�
�2.s

C
n /;

1
2
QCxQx

�
L2

ˇ̌
. 1

jI.kn/j
: (9-4)

Plugging (9-3) and (9-4) into Theorem 18,Z s
C
n

s�n

k�.s/k2
L2 ds . 1

jI.kn/j
:

Then by the mean value theorem there exists sn 2 Œs
�
n ; s
C
n � such that

k�.sn/k
2
L2 .

1

jI.kn/j2
:

Since jI.kn/j � 22knk�2
n , the proof of Lemma 23 is complete. �

Returning to the proof of Theorem 22, let m be the smallest integer such that

22kn

k2
n

2m
� jI.kn/j: (9-5)

Since jI.k/j � jI.kn/j for all 0� k � kn, (9-5) implies that

jsnj � 22knCmC1:

Let rn be the smallest integer that satisfies

2.2knCmC1/=32kn
1

�1

� 2rn:
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Since �.s/� 2�kn for all s 2 Œ0; sn�, setting tnD s�1.sn/, rescaling so that �.t/� 1=�1 on Œ0; 22kn��2
1

tn�,
applying Theorem 18, then rescaling back,

kP�rn
ukU 2

�
.Œ0;tn��R/ . ��:

Arguing by induction on frequency and using (4-41) and the preceding computations,

kP�rnCkn=4Cm=4ukU 2
�
.Œ0;tn��R/ . k2

n2�2kn2�m: (9-6)

Then using the computations in (5-1)–(5-6),

E.P�rnCkn=4Cm=4u.tn//. .k2
n2�2kn2�m2rnCkn=4Cm=4/2 � .k2

n2�kn=12�5m=12��1
1 /2:

Next, following the computations in the proof of Theorem 16 and using (9-6),

sup
t2Œ0;tn�

E.P�rnCkn=4Cm=4u.t//. .k2
n2�kn=12�5m=12��1

1 /2:

Since m � 0 for any n, taking n ! 1 implies that E.u0/ D 0. Then by the Gagliardo–Nirenberg
inequality, u0 is a soliton. �

It only remains to show that when sup.I/ <1, u is a pseudoconformal transformation of the soliton.
If one could show that the energy of u0 is finite, then this fact would follow directly from the result of
[Merle 1993]. Similarly, if one could generalize the result of that paper to data that need not have finite
energy, then the proof would also be complete.

We do not quite prove this fact. Instead, suppose without loss of generality that sup.I/D 0 and

sup
�1<t<0

k�.t/kL2 � ��:

Then write the decomposition

u.t;x/D
e�i.t/

�.t/1=2
Q

�
x

�.t/

�
C

e�i.t/

�.t/1=2
�

�
t;

x

�.t/

�
and apply the pseudoconformal transformation to u.t;x/. For �1< t < �1, let

v.t;x/D
1

t1=2
u

�
1

t
;
x

t

�
eix2=4t

D
1

t1=2

ei.1=t/

�.1=t/1=2
Q

�
x

t�.1=t/

�
eix2=4t

C
1

t1=2

ei.1=t/

�.1=t/1=2
�

�
1

t
;

x

t�.1=t/

�
eix2=4t :

Since the L2 norm is preserved by the pseudoconformal transformation,

lim
t&�1

 1

t1=2

ei.1=t/

�.1=t/1=2
�

�
1

t
;

x

t�.1=t/

�
eix2=4t


L2

D 0

and

sup
�1<t<�1

 1

t1=2

ei.1=t/

�.1=t/1=2
�

�
1

t
;

x

t�.1=t/

�
eix2=4t


L2

� ��:
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Since
1

t1=2

ei.1=t/

�.1=t/1=2
Q

�
x

t�.1=t/

�
is in the form

ei Q.t/

Q�.t/1=2
Q

�
x

Q�.t/

�
;

it only remains to estimate  1

t1=2

ei.1=t/

�.1=t/1=2
Q

�
x

t�.1=t/

�
.eix2=4t

� 1/


L2

:

Once again take (9-1). As in (9-2), for any k � 0, we have �.s/ � 2�k for all s 2 I.k/. Furthermore,
by (3-15), k�.t/kL2 ! 0 as t % 0 implies that there exists a sequence ck %1 such that

jI.k/j � ck for all k � 0:

Then by (3-10), there exists r.t/& 0 as t % 0 such that

�.t/� t1=2r.t/; so �.1=t/� t�1=2r.1=t/: (9-7)

Therefore, since Q is rapidly decreasing,

lim
t&�1

 1

t1=2�.1=t/1=2
Q

�
x

t�.1=t/

�
x2

4t


L2

D 0 (9-8)

as well as

lim
t&�1

 1

t1=2�.1=t/1=2
Q

�
x

t�.1=t/

�
.eix2=4t

� 1/


L2

D 0:

Therefore, by time reversal symmetry, v satisfies the conditions of Theorem 7, and v is a solution that
blows up backward in time at inf.I/ D �1, so therefore, by Theorem 22, v must be a soliton. In
particular,

v.t;x/D ei�2tei��1=2Q.�x/D
1

t1=2
u

�
1

t
;
x

t

�
eix2=4t:

Doing some algebra,

u

�
1

t
;
x

t

�
D ei�2tei�e�ix2=4t t1=2�1=2Q.�x/;

so

u.t;x/D e�i�2=te�i�eix2=4t 1

t1=2
�1=2Q

�
�x

t

�
:

This is clearly the pseudoconformal transformation of a soliton. This finally completes the proof of
Theorem 7.
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10. A nonsymmetric solution

When there is no symmetry assumption on u, there is no preferred origin, either in space or in frequency.
As a result, two additional group actions on a solution u must be accounted for, translation in space:

u.t;x/ 7! u.t;x�x0/; x0 2 R; (10-1)

and the Galilean symmetry:

e�it�2
0 eix�0u.t;x� 2t�0/; �0 2 R: (10-2)

This gives a four parameter family of soliton solutions to (1-1), given by (1-14). Making the pseudocon-
formal transformation of (1-14) gives a solution in the form of (1-15).

In this section we prove Theorem 5, that the only nonsymmetric blowup solutions to (1-1) with mass
ku0k

2
L2 D kQk

2
L2 belong to the family of solitons and pseudoconformal transformation of a soliton. To

prove this, we will go through the proof of Theorem 4 in Sections 2–9, section by section, generalizing
each step to the nonsymmetric case. There are several steps for which the argument in the symmetric case
has an easy generalization to the nonsymmetric case, after accounting for the additional group actions
(10-1) and (10-2). There are other steps for which the nonsymmetric case will require substantially more
work.

10.1. Reductions of a nonsymmetric blowup solution. Using the same arguments showing that Theorem 4
may be reduced to Theorem 7, Theorem 5 may be reduced to:

Theorem 24. Let 0< ��� 1 be a small fixed constant to be defined later. If u is a solution to (1-1) on
the maximal interval of existence I � R, ku0kL2 D kQkL2 , u blows up forward in time, and

sup
t2Œ0;sup.I //

inf
�;;�0;x0

kei eix�0�1=2u.t; �xCx0/�Q.x/kL2 � ��; (10-3)

then u is a soliton solution of the form (1-14) or the pseudoconformal transformation of a soliton of the
form (1-15).

Reducing Theorem 5 to Theorem 24 requires the following generalization of Theorem 8, which was
proved in [Dodson 2021, Theorem 2].

Theorem 25. Assume that u is a solution to (1-1) with ku0kL2 D kQkL2 that does not scatter forward in
time. Let .T �.u/;TC.u// be its lifespan (T �.u/ could be �1 and TC.u/ could be C1). Then there
exists a sequence tn% TC.u/ and a family of parameters �n > 0, �n 2 R, xn 2 R, and n 2 R such that

�1=2
n eix�neinu.tn; �nxCxn/!Q in L2:

Lemma 6 can be generalized to the nonsymmetric case, proving that kei eix�0�1=2u0.�xCx0/�QkL2

attains its infimum on  2 R, �0 2 R, x0 2 R, and � > 0. Theorem 9 is also easily generalized to the
nonsymmetric case, showing that the left-hand side of (10-3) is upper semicontinuous in time and
continuous in time when small. Therefore, Theorem 5 is easily reduced to Theorem 24 using the same
argument that reduced Theorem 4 to Theorem 7.
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10.2. Decomposition of a nonsymmetric solution near Q. When a nonsymmetric u is close to a soliton,
it is possible to make a decomposition of u, generalizing Theorem 10 to account for the additional group
actions in (10-1) and (10-2).

Theorem 26. Take u 2L2. There exists ˛ > 0 sufficiently small such that if there exist �0 > 0, 0 2 R,
x0 2 R, and �0 2 R that satisfy

kei0eix�0�
1=2
0

u.�0xCx0/�Q.x/kL2 � ˛;

then there exist unique � > 0,  2 R, Qx 2 R, and � 2 R that satisfy

.�;Q3/L2 D .�; iQ3/L2 D .�;Qx/L2 D .�; iQx/L2 D 0;

where

�.x/D ei eix��1=2u.�xC Qx/�Q: (10-4)

Furthermore,

k�kL2C

ˇ̌̌̌
�

�0

�1

ˇ̌̌̌
Cj �0��0. Qx�x0/jC

ˇ̌̌̌
��

�

�0

�0

ˇ̌̌̌
C

ˇ̌̌̌
Qx�x0

�0

ˇ̌̌̌
. kei0eix�0�

1=2
0

u.�0xCx0/�QkL2 :

Remark. Once again, since ei is 2�-periodic, the  in (10-4) is unique up to translations by 2�k for
some integer k.

Proof. By Hölder’s inequality, if � D ei0eix�0�
1=2
0

u.�0xCx0/�Q.x/, then

j.�;Q3/L2 jC j.�;Qx/L2 jC j.�; iQ3/L2 jC j.�; iQx/L2 j. kei0eix�0�
1=2
0

u.�0xCx0/�Q.x/kL2 :

As in the proof of Theorem 10,

.ei eix��1=2u.�xC Qx/�Q.x/; f /L2 (10-5)

is C 1 as a function of  , �, Qx, and � , when

f 2 fQ3; iQ3;Qx; iQxg:

Indeed, by Hölder’s inequality and the L2-invariance of the scaling symmetry,

@

@
.ei eix��1=2u.�xC Qx/�Q.x/; f /L2 D .iei eix��1=2u.�xC Qx/; f /L2 . kukL2kf kL2 :

Next,

@

@�
.ei eix��1=2u.�xC Qx/�Q.x/; f /L2 D .ixei eix��1=2u.�xC Qx/; f /L2 . kukL2kxf kL2 : (10-6)

Since Q and all its derivatives are rapidly decreasing, xf 2L2 and (10-6) is well defined.
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Next, integrating by parts,

@

@�
.ei eix��1=2u.�xC Qx/�Q.x/; f /L2

D

�
1

2�
ei eix��1=2u.�xC Qx/Cxei eix��1=2ux.�xC Qx/; f

�
L2

D
1

2�
.ei eix��1=2u.�xC Qx/; f /L2 �

1

�

�
ei eix��1=2u.�xC Qx/; f

�
L2

�
�

�
.iei eix��1=2u.�xC Qx/;xf /L2 �

1

�
.ei eix��1=2u.�xC Qx/;xfx/L2

. 1

�
kukL2kf kL2 C

1

�
kukL2kxfxkL2 C

j�j

�
kukL2kxf kL2 :

Similarly,

@

@ Qx
.ei eix��1=2u.�xC Qx/�Q.x/; f /L2

D .ei eix��1=2ux.�xC Qx/; f /L2

D�
1

�
.i�ei eix��1=2u.�xC Qx/; f /L2 �

1

�
.ei eix��1=2u.�xC Qx/; fx/L2

. 1

�
kukL2kf kL2 C

j�j

�
kukL2kfxkL2 :

Similar calculations also prove uniform bounds on the Hessians of (10-5).
Suppose �0 D 1, 0 D 0, x0 D 0, and �0 D 0. Compute

@

@�
.ei eix��1=2u.�xC Qx/�Q.x/;Q3/L2

ˇ̌̌
�D1;D0; QxD0;�D0;uDQ

D
�

1
2
QCxQx;Q

3
�
L2 D

1
4
kQk4

L4 ;

@

@�
.ei eix��1=2u.�xC Qx/�Q.x/; iQ3/L2

ˇ̌̌
�D1;D0; QxD0;�D0;uDQ

D
�

1
2
QCxQx; iQ

3
�
L2 D 0;

@

@�
.ei eix��1=2u.�xC Qx/�Q.x/;Q3/L2

ˇ̌̌
�D1;D0; QxD0;�D0;uDQ

D
�

1
2
QCxQx;Qx

�
L2 D 0;

@

@�
.ei eix��1=2u.�xC Qx/�Q.x/;Q3/L2

ˇ̌̌
�D1;D0; QxD0;�D0;uDQ

D
�

1
2
QCxQx; iQx

�
L2 D 0I

@

@
.ei eix��1=2u.�xC Qx/�Q.x/;Q3/L2

ˇ̌̌
�D1;D0; QxD0;�D0;uDQ

D .iQ;Q3/L2 D 0;

@

@
.ei eix��1=2u.�xC Qx/�Q.x/; iQ3/L2

ˇ̌̌
�D1;D0; QxD0;�D0;uDQ

D .iQ; iQ3/L2 D kQk4L4 ;

@

@
.ei eix��1=2u.�xC Qx/�Q.x/;Q3/L2

ˇ̌̌
�D1;D0; QxD0;�D0;uDQ

D .iQ;Qx/L2 D 0;

@

@
.ei eix��1=2u.�xC Qx/�Q.x/;Q3/L2

ˇ̌̌
�D1;D0; QxD0;�D0;uDQ

D .iQ; iQx/L2 D 0I

@

@ Qx
.ei eix��1=2u.�xC Qx/�Q.x/;Q3/L2

ˇ̌̌
�D1;D0; QxD0;�D0;uDQ

D .Qx;Q
3/L2 D 0;

@

@ Qx
.ei eix��1=2u.�xC Qx/�Q.x/; iQ3/L2

ˇ̌̌
�D1;D0; QxD0;�D0;uDQ

D .Qx; iQ
3/L2 D 0;
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@

@ Qx
.ei eix��1=2u.�xC Qx/�Q.x/;Q3/L2

ˇ̌̌
�D1;D0; QxD0;�D0;uDQ

D .Qx;Qx/L2 D kQxk
2
L2 ;

@

@ Qx
.ei eix��1=2u.�xC Qx/�Q.x/;Q3/L2

ˇ̌̌
�D1;D0; QxD0;�D0;uDQ

D .Qx; iQx/L2 D 0I

@

@�
.ei eix��1=2u.�xC Qx/�Q.x/;Q3/L2

ˇ̌̌
�D1;D0; QxD0;�D0;uDQ

D .ixQ;Q3/L2 D 0;

@

@�
.ei eix��1=2u.�xC Qx/�Q.x/; iQ3/L2

ˇ̌̌
�D1;D0; QxD0;�D0;uDQ

D .ixQ; iQ3/L2 D 0;

@

@�
.ei eix��1=2u.�xC Qx/�Q.x/;Qx/L2

ˇ̌̌
�D1;D0; QxD0;�D0;uDQ

D .ixQ;Qx/L2 D 0;

@

@�
.ei eix��1=2u.�xC Qx/�Q.x/;Q3/L2

ˇ̌̌
�D1;D0; QxD0;�D0;uDQ

D .ixQ; iQx/L2 D�
1
2
kQk2

L2 :

Therefore, by the inverse function theorem, if �0 D 1, 0 D 0, �0 D 0, and x0 D 0, there exists � > 0,
 2 R, � 2 R, and Qx 2 R satisfying

k�kL2 Cj�� 1jC j jC j�jC j Qxj. kei0eix�0�
1=2
0

u.�0xCx0/�QkL2 : (10-7)

As in (3-5) and (3-6), � > 0,  2 R, and Qx 2 R are unique, and  2 R is unique in R=2�n.
For general �0 > 0, x0 2 R, �0 2 R, and 0 2 R, combining (10-7) with symmetries of (1-1) yields

k�kL2 C

ˇ̌̌̌
�

�0

� 1

ˇ̌̌̌
Cj � 0� �0. Qx�x0/jC

ˇ̌̌̌
� �

�

�0

�0

ˇ̌̌̌
C

ˇ̌̌̌
Qx�x0

�0

ˇ̌̌̌
. kei0eix�0�

1=2
0

u.�0xCx0/�QkL2 : �

As in Theorem 11, it is possible to show that �.t/,  .t/, x.t/, and �.t/ are continuous functions
on Œ0; sup.I// and are differentiable almost everywhere on Œ0; sup.I//. Let s.t/ be as in (3-10). Since
s W Œ0; sup.I//! Œ0;1/ is monotone, the function is invertible: t.s/ W Œ0;1/! Œ0; sup.I//. Letting

 .s/D  .t.s//; �.s/D �.t.s//; x.s/D x.t.s//; �.s/D �.t.s//;

and letting

�.s;x/D ei.s/eix�.s/�.s/1=2u.t.s/; �.x/xCx.s//�Q.x/; (10-8)

we can compute

�s D is.QC �/C i�sx.QC �/C
�s

�

�
1
2
.QC �/Cx.QC �/x

�
� i

�s

�
�.s/x.QC �/

C
xs

�
.QC �/x � i

xs

�
�.s/.QC �/C i.QC �/xx

C 2�.s/.QC �/x � i�.s/2.QC �/C i jQC �j4.QC �/: (10-9)

Taking f 2 fQ3; iQ3;Qx; iQxg,

d

ds
.�; f /L2 D .�s; f /L2 D 0:
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Using the fact that f belongs to the span of fQ3; iQ3;Qx; iQxg if and only if if belongs to the span of
fQ3; iQ3;Qx; iQxg as a real vector space, compute the following:

.is.QC �/; f /L2 D .isQ; f /L2 D 0 if f DQ3;Qx; iQx;

.is.QC �/; iQ
3/D skQk

4
L4 I

(10-10)

�
�s �

�s

�
�.s/

�
.ix.QC �/; f /L2 D

8̂̂<̂
:̂
�

1
2

�
�s.s/�

�s

�
�.s/

�
kQk2

L2

CO
�ˇ̌
�s.s/�

�s

�
�.s/

ˇ̌
k�kL2

�
if f D iQx;

O
�ˇ̌
�s.s/�

�s

�
�.s/

ˇ̌
k�kL2

�
if f 2 fQ3;Qx; iQ

3gI

(10-11)

�
�i

xs

�
�.s/.QC �/; f

�
L2

D

�
�i

xs

�
�.s/Q; f

�
L2

D 0 if f DQ3;Qx; iQx;�
�i

xs

�
�.s/;Q; iQ3

�
L2

D�
xs

�
�.s/kQk4

L4 I

(10-12)

.i�.s/2.QC �/; f /L2 D .i�.s/2Q; f /L2 D 0 if f DQ3;Qx; iQx;

.i�.s/2Q; iQ3/D �.s/2kQk4
L4 I

(10-13)

�s

�

�
1
2
.QC �/Cx.QC �/x;Q

3
�
L2 D

�s

4�
kQk4

L4 CO

�ˇ̌̌̌
�s

�

ˇ̌̌̌
k�kL2

�
;

�s

�

�
1
2
.QC �/Cx.QC �/x; f

�
L2 DO

�ˇ̌̌̌
�s

�

ˇ̌̌̌
k�kL2

�
if f DQx; iQ

3; iQxI

(10-14)

�
xs

�
C 2�.s/

�
..QC �/x;Qx/L2 D

�
xs

�
C 2�.s/

�
kQxk

2
L2 CO

�ˇ̌̌̌
xs

�
C 2�.s/

ˇ̌̌̌
k�kL2

�
;�

xs

�
C 2�.s/

�
..QC �/x; f /L2 DO

�ˇ̌̌̌
xs

�
C 2�.s/

ˇ̌̌̌
k�kL2

�
if f DQ3; iQ3; iQx :

(10-15)

Finally, taking � D �1C i�2,

.i.QC �/xxC i jQC �j4.QC �/; f /L2

D .iQ; f /L2 C .iL�1�L��2; f /L2 CO..j�j2.j�j3CjQj3/; f /L2 ; (10-16)

where L, L� are given by (3-12). Since L, L� are self-adjoint operators, .�1;Q
3/L2 D .�2;Q

3/L2 D 0,
LQx D 0, and

.i.QC �/xxC i jQC �j4.QC �/; f /L2

D

8̂̂̂̂
<̂
ˆ̂̂:
kQk4

L4 CO..j�j2.j�j3CjQj3/; f /L2 if f D iQ3;

O..j�j2.j�j3CjQj3/; f /L2 if f D iQx;

�.�2;L�Q3/L2 CO..j�j2.j�j3CjQj3/; f /L2 if f DQ3;

�.�2;L�Qx/L2 CO..j�j2.j�j3CjQj3/; f /L2 if f DQx :

(10-17)
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Combining (10-10)–(10-17), we have proved�
sC 1�

xs

�
�.s/� �.s/2

�
kQk4

L4 CO

�ˇ̌̌̌
�s �

�s

�
�.s/

ˇ̌̌̌
k�kL2

�
CO

�ˇ̌̌̌
�s

�

ˇ̌̌̌
k�kL2

�
CO

�ˇ̌̌̌
xs

�
C 2�.s/

ˇ̌̌̌
k�kL2

�
CO.k�k2

L2.kQk
3
L1 Ck�k

3
L1//D 0; (10-18)

�
1

2

�
�s �

�s

�
�.s/

�
kQk2

L2 CO

�ˇ̌̌̌
�s �

�s

�
�.s/

ˇ̌̌̌
k�kL2

�
CO

�ˇ̌̌̌
�s

�

ˇ̌̌̌
k�kL2

�
CO

�ˇ̌̌̌
xs

�
C 2�.s/

ˇ̌̌̌
k�kL2

�
CO.k�k2

L2.kQk
3
L1 Ck�k

3
L1//D 0; (10-19)

�s

4�
kQk4

L4 � .�2;L�Q3/L2 CO

�ˇ̌̌̌
�s �

�s

�
�.s/

ˇ̌̌̌
k�kL2

�
CO

�ˇ̌̌̌
�s

�

ˇ̌̌̌
k�kL2

�
CO

�ˇ̌̌̌
xs

�
C 2�.s/

ˇ̌̌̌
k�kL2

�
CO.k�k2

L2.kQk
3
L1 Ck�k

3
L1//D 0; (10-20)�

xs

�
C 2�

�
kQxk

2
L2 � .�2;L�Qx/L2 CO

�ˇ̌̌̌
�s �

�s

�
�.s/

ˇ̌̌̌
k�kL2

�
CO

�ˇ̌̌̌
�s

�

ˇ̌̌̌
k�kL2

�
CO

�ˇ̌̌̌
xs

�
C 2�.s/

ˇ̌̌̌
k�kL2

�
CO.k�k2

L2.kQk
3
L1 Ck�k

3
L1//D 0: (10-21)

Using the same analysis as in (3-15)–(3-18), for any a 2 Z�0,Z aC1

a

ˇ̌̌̌
sC 1�

xs

�
�.s/� �.s/2

ˇ̌̌̌
ds .

Z aC1

a

k�.s/k2
L2 ds; (10-22)Z aC1

a

ˇ̌̌̌
�s �

�s

�
�.s/

ˇ̌̌̌
ds .

Z aC1

a

k�.s/k2
L2 ds; (10-23)Z aC1

a

ˇ̌̌̌
�s

�

ˇ̌̌̌
ds .

Z aC1

a

k�.s/kL2 ds; (10-24)Z aC1

a

ˇ̌̌̌
xs

�
C 2�

ˇ̌̌̌
ds .

Z aC1

a

k�.s/kL2 ds: (10-25)

10.3. A long-time Strichartz estimate in the nonsymmetric case. The symmetry (10-1) does not impact
the long-time Strichartz estimates in Theorems 13–15 at all. However, the Galilean symmetry (10-2)
does, since it involves a translation in frequency, and therefore will impact estimates of u under frequency
cutoffs. Nevertheless, it is possible to prove a modification of Theorem 15 using virtually the same
arguments.

Theorem 27. Suppose �.t/, x.t/, �.t/, and  .t/ are as in (10-4). Also suppose that on the interval
J D Œa; b�,

�.t/�
1

�1

;

Z
J

�.t/�2 dt D T; and ��2
1 T D 23k:

Furthermore, suppose that
j�.t/j

�.t/
� �0 for all t 2 Œa; b�:
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Then

kP�kukU 2
�
.Œa;b��R/ . T �10

C

�
1

T

Z b

a

k�.t/k2
L2�.t/

�2 dt

�1=2

:

Proof. Observe that by (10-4),

u.t;x/D e�i.t/e�ix�.t/=�.t/�.t/�1=2Q

�
x�x.t/

�.t/

�
Ce�i.t/e�ix�.t/=�.t/�.t/�1=2�

�
t;

x�x.t/

�.t/

�
: (10-26)

Then by (4-3), (4-4), and (10-26),

kP>0uk2
L1t L2

x.Œa;b��R/
� 4�2

0:

Applying the induction on frequency arguments in Theorems 13–15 gives the same results. �

10.4. Almost conservation of energy for a nonsymmetric solution. It is possible to use the long-time
Strichartz estimates in Theorem 27 to prove an almost conservation of energy for a nonsymmetric solution.

Theorem 28. Let J D Œa; b� be an interval such that

�.t/�
1

�1

;
j�.t/j

�.t/
� �0 for all t 2 J and

Z
J

�.t/�2 dt D T; ��2
1 T D 23k:

Then,

sup
t2J

E.P�kC9u.t//. 22k

T

Z
J

k�.t/k2
L2�.t/

�2 dt C

�
sup
t2J

�.t/

�.t/

�2

C 22kT �10: (10-27)

Proof. Decompose the energy as in Theorem 12. Since E.Q/D 0 and .�2;Qx/D 0,

E.u/DE

�
e�i.t/e�ix�.t/=�.t/�.t/�1=2Q

�
x�x.t/

�.t/

�
C e�i.t/e�ix�.t/=�.t/�.t/�1=2�

�
t;

x�x.t/

�.t/

��
D

1

2�.t/2
kQxk

2
L2 C

�.t/2

2�.t/2
kQk2

L2 �
1

6�.t/2
kQk6

L6 C
1

2�.t/2
k�k2

L2 �
2�.t/

�.t/2
.Qx; �2/L2

�
�.t/2

2�.t/2
k�k2

L2 C
1

2�.t/2
kr�k2

L2 �
�.t/

�.t/2
.r�1; �2/L2 C

�.t/

�.t/2
.r�2; �1/L2 C

�.t/2

2�.t/2
k�k2

L2

�
5

2�.t/2

Z
Q.x/4�1.t;x/

2 dx�
1

2�.t/2

Z
Q.x/4�2.t;x/

2 dx

CO

�
1

�.t/2
k�k3

L3 C
1

�.t/2
k�k6

L6

�
D

�.t/2

2�.t/2
kQk2

L2 C
1

2�.t/2
k�k2

L2 �
�.t/

�.t/2
.r�1; �2/L2 C

�.t/

�.t/2
.r�2; �1/L2 C

1

2�.t/2
kr�k2

L2

�
5

2�.t/2

Z
Q.x/4�1.t;x/

2 dx�
1

2�.t/2

Z
Q.x/4�2.t;x/

2 dx

CO

�
1

�.t/2
k�k3

L3 C
1

�.t/2
k�k6

L6

�
: (10-28)
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Using the bounds on j�.t/j=�.t/, the fact that Q and all its derivatives are rapidly decreasing, Fourier
truncation, and the mean value theorem implies that (10-27) holds for some t0 2 J. Then, using the
long-time Strichartz estimates in Theorem 27 and following the proof of Theorem 16 gives Theorem 28. �

It is also possible to generalize Corollary 17 to the nonsymmetric case.

Corollary 29. If

1

�1

� �.t/�
1

�1

T 1=100;
j�.t/j

�.t/
� �0 for all t 2 J and

Z
J

�.t/�2 dt D T; ��2
1 T D 23k;

then

sup
t2J

P�kC9

�
e�i.t/e�ix�.t/=�.t/

�.t/1=2
�

�
t;

x�x.t/

�.t/

��2

PH 1

. 22k

T

Z
J

k�.t/k2
L2�.t/

�2 dt C

�
sup
t2J

�.t/2

�.t/2

�
C 22kT �10

and

sup
t2J

k�.t/k2
L2 .

22kT 1=50

�2
1
T

Z
J

k�.t/k2
L2�.t/

�2 dt C
T 1=50

�2
1

�
sup
t2J

�.t/2

�.t/2

�
C 22k T 1=50

�2
1

T �10:

Proof. As in the proof of Theorem 12, since � ? fQ3;Qx; iQ
3; iQxg, there exists some c > 0 such that

1

2�.t/2
k�k2

L2C
1

2�.t/2
kr�k2

L2�
5

2�.t/2

Z
Q.x/4�1.t;x/

2 dx�
1

2�.t/2

Z
Q.x/4�2.t;x/

2 dx

�
1

2�.t/2
k�k2

L2 C
c

�.t/2
kr�k2

L2 : (10-29)

Next, for k�kL2 � �0 sufficiently small, by the Cauchy–Schwarz inequality, taking ı D k�kL2=kQkL2 in
the last step,

�.t/2

�.t/2
kQk2

L2 �
�.t/

�.t/2
.r�1; �2/L2 C

�.t/

�.t/2
.r�2; �1/L2 �

�.t/2

�.t/2
kQk2

L2 �
1

ı

�.t/2

�.t/2
k�k2

L2 �
ı

�.t/2
kr�k2

L2

� �O

�
�0

�.t/2

�
kr�k2

L2 : (10-30)

Finally, by Hölder’s inequality and the Sobolev embedding theorem, since k�kL2 � 1,

O

�
1

�.t/2
k�k3

L3 C
1

�.t/2
k�k6

L6

�
�

1

�.t/2
k�k2

L2 C
1

�.t/2
kr�k2

L2 : (10-31)

Plugging (10-29)–(10-31) into (10-28) proves the corollary. �

10.5. A frequency-localized Morawetz estimate for nonsymmetric u. As in Section 6, the long-time
Strichartz estimates of Theorem 27 and the energy estimates of Theorem 28 and Corollary 29 give a
theorem analogous to Theorem 18 in the nonsymmetric case.
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Theorem 30. Let J D Œa; b� be an interval on which

j�.t/j

�.t/
� �0;

1

�1

� �.t/�
1

�1

T 1=100 for all t 2 J and
Z

J

�.t/�2 dt D T; ��2
1 T D 23k:

Also suppose �D �1C i�2, where � is given by Theorem 10. Finally, suppose there exists a uniform bound
on x.t/,

sup
t2J

jx.t/j �RD T 1=25: (10-32)

Finally, suppose that �.a/D 0 and x.b/D 0. Then for T sufficiently large,Z b

a

k�.t/k2
L2�.t/

�2 dt

� 3
�
�2.a/;

�
1
2
QCxQx

��
L2 � 3

�
�2.b/;

1
2
QCxQx

�
L2 C

T 1=50

�2
1

sup
t2J

�.t/2

�.t/2
CO

�
1

T 9

�
:

Proof. This time let

�.x/D

Z x

0

�

�
�1y

2R

�
dy D

Z x

0

 2

�
�1y

2R

�
dy; (10-33)

and let

M.t/D

Z
�.x/ ImŒP�kC9u@xP�kC9u�.t;x/ dx:

Since

j�.x/j. ��1
1 R and j�.t/j=�.t/� �0;

Theorem 27 implies that the error terms arising from frequency truncation may be handled in exactly the
same manner as in Theorem 18.

Next, observe that by (10-30) and (10-31), the additional terms in the left-hand side of (6-17) that
arise from the fact that �.t/ need not be zero may be handled in exactly the same manner as the terms
involving �3 and higher powers of �.

Now decompose M.b/�M.a/. Since Q is real-valued, symmetric, and rapidly decreasing, (10-33),
the bounds on �.t/, and (10-32) implyZ
�.x/ Im

�
e�i.t/e�ix�.t/=�.t/�.t/�1=2P�kC9Q

�
x�x.t/

�.t/

�
� @x

�
e�i.t/e�ix�.t/=�.t/�.t/�1=2P�kC9Q

�
x�x.t/

�.t/

���
dx

D
�.t/

�.t/2

Z
�.x/Q

�
x�x.t/

�.t/

�2

dxCO.T �10/D
�.t/

�.t/
x.t/kQk2

L2 CO.T �10/: (10-34)

Since �.a/D 0 and x.b/D 0,
�.t/

�.t/
x.t/kQk2

L2

ˇ̌̌b
a
D 0:
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Next, by Corollary 29,Z
�.x/ Im

�
P�kC9e�i.t/e�ix�.t/=�.t/�.t/�1=2�

�
t;

x�x.t/

�.t/

�
� @x

�
P�kC9e�i.t/e�ix�.t/=�.t/�.t/�1=2�

�
t;

x�x.t/

�.t/

���
dx

. R

�2
1

22k

T 99=100

Z
J

k�.t/k2
L2�.t/

�2 dt C
R

�2
1

22kT �9:99
C

T 1=50

�2
1

sup
t2J

�.t/2

�.t/2
: (10-35)

Next, using the computations proving (6-5) combined with the fact that .�2;Qx/D 0,Z
�.x/ Im

�
P�kC9e�i.t/e�ix�.t/=�.t/�.t/�1=2�

�
t;

x�x.t/

�.t/

�
� @x

�
P�kC9e�i.t/e�ix�.t/=�.t/�.t/�1=2Q

�
x�x.t/

�.t/

���
dx

D�.�2;xQx/L2 C
x.t/

�.t/
.�2;Qx/L2 �

�.t/

�.t/
.�1;Q/L2 CO.T �10/

D�.�2;xQx/L2 �
�.t/

2�.t/
k�k2

L2 CO.T �10/: (10-36)

Finally, integrating by parts,Z
�.x/ Im

�
P�kC9e�i.t/e�ix�.t/=�.t/�.t/�1=2Q

�
x�x.t/

�.t/

�
� @x

�
P�kC9�.t/

�1=2e�i.t/e�ix�.t/=�.t/�

�
t;

x�x.t/

�.t/

���
dx

D (10-36)�
Z
�

�
�1x

2R

�
Im
�
P�kC9e�i.t/e�ix�.t/=�.t/�.t/�1=2Q

�
x�x.t/

�.t/

�
�P�kC9e�i.t/e�ix�.t/=�.t/�.t/�1=2�

�
t;

x�x.t/

�.t/

��
dx: (10-37)

As in (6-10),

�

Z
�

�
�1x

2R

�
Im
�
P�kC9e�i.t/e�ix�.t/=�.t/�.t/�1=2Q

�
x�x.t/

�.t/

�
�P�kC9e�i.t/e�ix�.t/=�.t/�.t/�1=2�

�
t;

x�x.t/

�.t/

��
dx

D�.�2;Q/L2 CO.T �10/: (10-38)

Summing up (10-34)–(10-38) and using the fundamental theorem of calculus and the Morawetz estimate
completes the proof of Theorem 30. �

10.6. An L
p
s bound on k�.s/kL2 when p > 1 for nonsymmetric u. Combining Theorem 30 with

(10-18)–(10-21), it is possible to prove Theorem 20 for nonsymmetric u.



1750 BENJAMIN DODSON

Theorem 31. Let u be a nonsymmetric solution to (1-1) that satisfies kukL2 D kQkL2 , and suppose

sup
s2Œ0;1/

k�.s/kL2 � �� (10-39)

and k�.0/kL2 D ��. Then Z 1
0

k�.s/k2
L2 ds . ��; (10-40)

with implicit constant independent of �� when ��� 1 is sufficiently small.
Furthermore, for any j 2 Z�0, let

sj D inffs 2 Œ0;1/ W k�.s/kL2 D 2�j��g:

By definition, s0 D 0, and, as in Theorem 20, such an sj exists for any j > 0. Then,Z 1
sj

k�.s/k2
L2 ds . 2�j�� (10-41)

for each j , with implicit constant independent of �� and j � 0.

Proof. Set T� D 1=�� and suppose that T� is large enough that Theorem 30 holds. Then by (10-39)
and (10-22), ˇ̌

sup
s2Œs0;s0CT��

ln�.s/� inf
s2Œs0;s0CT��

ln�.s/
ˇ̌
. 1:

Let J be the largest dyadic integer that satisfies

J D 2j� � � ln �1=4
� :

By (10-24) and the triangle inequality,ˇ̌
sup

s2Œs0;s0CJ T��

ln�.s/� inf
s2Œs0;s0CJ T��

ln�.s/
ˇ̌
. J;

and therefore,
sups2Œs0;s0C3J T��

�.s/

infs2Œs0; s0C3J T �� �.s/
. T

1=100
� :

Rescale so that infs2Œs0; s0C3J T�� �.s/D 1=�1. Then make a Galilean transformation so that �.s0/D 0 and
a translation in space so that x.s00/D 0 when s00 2 Œs0; s0C 3JT�� is the other endpoint of the interval of
integration. Then by (10-23) and (10-25),

sup
s2Œs0;s0C3J T��

j�.s/j

�.s/
. ��J�1� �0 and sup

s2Œs0;s0C3J T��

jx.s/j. J 2T
1=100
� C

1

�1

T
1=100
� J � T

1=25
� :

Therefore, by Theorem 30,

sup
a>0

Z s0C.aC1/J T�

s0CaJ T�

k�.s/k2
L2.

1

J 1=2T
1=2
�

�
sup
a�0

Z s0C.aC1/J T�

s0CaJ T�

k�.s/k2
L2 ds

�1=2

CT
1=50
� �2

�CO

�
1

J 9T 9
�

�
;
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and when aD 0,Z s0CJ T�

s0
k�.s/k2

L2

. k�.s0/kL2 C
1

J 1=2T
1=2
�

�
sup
a�0

Z s0C.aC1/J T�

s0CaJ T�

k�.s/k2
L2 ds

�1=2

CT
1=50
� �2

�CO

�
1

J 9T 9
�

�
:

Therefore, taking s0 D sj� ,

sup
a�0

Z sj�C.aC1/J T�

sj�CaJ T�

k�.s/k2
L2 ds . 2�j���CO.2�9j��9

�/:

By the triangle inequality,

sup
s0�sj�

Z s0CJ T�

s0
k�.s/k2

L2 ds . 2�j���;

and by Hölder’s inequality,

sup
s0�sj�

Z s0CJ T�

s0
k�.s/kL2 ds . 1:

It is therefore possible to prove Theorem 31 by induction. Indeed, suppose that for some n> 0,

sup
s0�snj�

Z s0CJ nT�

s0
k�.s/kL2 ds � C and sup

s0�snj�

Z s0CJ nT�

s0
k�.s/k2

L2 ds � C 2J�n��:

Then by (10-24),

sup
s0�sj�

ˇ̌
sup

s2Œs0;s0CJ nC1T��

ln�.s/� inf
s2Œs0;s0CJ T��

ln�.s/
ˇ̌
. CJ: (10-42)

Next, rescaling so that infs2Œs0; s0CJ nC1T��
�.s/D 1=�1 and setting �.s0/D 0, (10-23) implies

sup
s2Œs0;s0CJ nC1T��

j�.s/j

�.s/
. 2�j�n���1C 2J � �0; (10-43)

and by (10-25), if x.s00/D 0, where s00 is the other endpoint of the interval of integration,

sup
s2Œs0CJ nC1T��

jx.s/j. C 2J 2T
1=100
� CC

1

�1

T
1=100
� J � T

1=25
� : (10-44)

Then by Theorem 30, as in (7-12),

sup
s0�s.nC1/j�

Z s0CJ nC1T�

s0
k�.s/k2

L2 ds . J�.nC1/T �1
� CT

1=25
� 2�2j�n�2

�C
4J 2 . J�.nC1/T �1

� ; (10-45)

and by Hölder’s inequality,

sup
s0�s.nC1/j�

Z s0CJ nC1T�

s0
k�.s/kL2 ds . 1: (10-46)
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It is important to observe that the implicit constants in (10-45) and (10-46) are independent of C so long
as the final inequalities in (10-43) and (10-44) hold and C � T

1=2
� .

Now take any j 2 Z and suppose nj� < j � .nC 1/j�. Then by (10-45) and (10-46),

sup
a�0

Z sjC.aC1/J nC1T�

sjCaJ nC1T�

k�.s/kL2 ds . J and sup
a�0

Z sjC.aC1/J nC1T�

sjCaJ nC1T�

k�.s/k2
L2 ds . 2�j��;

and therefore, after appropriate rescaling and Galilean and spatial translation, (10-42)–(10-44) hold.
Therefore, by Theorem 30,

sup
s0�sj

Z s0C2j T�

s0
k�.s/kL2 ds . 1 and

Z s0C2j T�

s0
k�.s/k2

L2 ds . 2�j��;

with implicit constant independent of j . Furthermore, as in (7-13),Z s0C2j J T�

s0
k�.s/k2

L2 ds . 2�j��;

so by the mean value theorem,

inf
s2Œsj; sjC2jJ T��

k�.s/kL2 . 2�j��J
�1=2;

which implies
sjC1 2 Œsj ; sj C 2j JT��:

Therefore, Z sjC1

sj

k�.s/k2
L2 ds . 2�j�� and

Z sjC1

sj

k�.s/kL2 ds . 1;

with constant independent of j . Summing in j gives (10-40) and (10-41). �

Now then, as in Section 7,

lim
s!1

k�.s/kL2 D 0;

Z sjC1

sj

k�.s/kL2 ds . 1;

and, for any 1< p <1 Z sjC1

sj

k�.s/k
p

L2 ds. �p�1
� 2�j.p�1/;

which implies that k�.s/kL2 belongs to L
p
s for any p > 1 but not to L1

s .

10.7. Monotonicity of � in the nonsymmetric case. It is possible to use the virial identity from [Merle
and Raphael 2005] to show monotonicity in the nonsymmetric case as well.

Theorem 32. For any s � 0, let
Q�.s/D inf

�2Œ0; s�
�.�/:

Then for any s � 0,

1�
�.s/

Q�.s/
� 3:
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Proof. Suppose there exist 0� s� � sC <1 satisfying

�.sC/

�.s�/
D e:

Then using (10-9) and the computations in Theorem 21,

d

ds
.�;y2Q/L2 C

�s

�
kyQk2

L2 C 4
�
�2;

1
2
QCyQy

�
L2

DO

�ˇ̌̌̌
sC 1�

xs

�
�.s/� �.s/2

ˇ̌̌̌
k�kL2

�
CO

�ˇ̌̌̌
�s

�

ˇ̌̌̌
k�kL2

�
CO

�ˇ̌̌̌
xs

�
C 2�.s/

ˇ̌̌̌
k�kL2

�
CO

�ˇ̌̌̌
�s �

�s

�
�.s/

ˇ̌̌̌
k�kL2

�
CO.k�k2

L2/CO.k�k2
L2k�k

3
L1/: (10-47)

Then by Theorem 30 and the fundamental theorem of calculus,

kyQk2
L2 C 4

Z sC

s�

�
�2;

1
2
QCxQx

�
L2 DO.��/:

Therefore, there exists s0 2 Œs�; sC� such that�
�2;

1
2
QCxQx

�
L2 < 0:

Make a Galilean transformation setting �.s0/D 0 and a translation in space such that x.s00/D 0, where s00

is the other endpoint of the interval of integration. Also rescale so that �.s0/D T
1=200
� =�1. Since s0 � 0,

there exists some j � 0 such that sj � s0CT� < sjC1. By Theorem 31 and (10-23),Z sjC1CJ

s0

ˇ̌̌̌
�s

�

ˇ̌̌̌
ds . J D)

1

�1

� �.t/�
1

�1

T
1=100
� ;

sup
s2Œs0;sjC1CJ �

j�.s/j

�.s/
� �0; and sup

s2Œs0;sjC1CJ �

jx.s/j � T
1=25
� :

(10-48)

Then by Theorems 30 and 31,Z sjC1CJ

s0
k�.s/k2

L2 ds . 2�.jC1CJ /��CT
1=50
� ��

Z sjC1CJ

s0
k�.s/k2

L2 ds . 2�.jC1CJ /��;

and therefore by definition of sjC1CJ ,Z sjC1CJ

s0
k�.s/kL2 ds . 1:

Then, (10-48) holds on the interval Œs0; sjC1C2J �, and arguing by induction, for any k � 1,Z sjCk

s0
k�.s/k2

L2 ds . 2�j�k�� and
Z sjCk

s0
k�.s/kL2 ds . 1;

with implicit constant independent of k. Taking k!1,Z 1
s0
k�.s/k2

L2 ds D 0;

which implies that �.s/D 0 for all s � s0. Therefore, u is a soliton solution to (1-1). �
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10.8. Almost monotone �.t/. In the nonsymmetric case, when sup.I/ D 1, u is equal to a soliton
solution, and when sup.I/ <1, u is the pseudoconformal transformation of the soliton solution.

Theorem 33. If u satisfies the conditions of Theorem 24, u blows up forward in time, and

sup.I/D1;

then u is equal to a soliton solution.

Proof. As in Theorem 22, for any integer k � 0, let

I.k/D fs � 0 W 2�kC2
� Q�.s/� 2�kC3

g:

As in the proof of Theorem 22, there exists a sequence kn%1 such that

jI.kn/j2
�2kn �

1

k2
n

and such that jI.kn/j � jI.k/j for all k � kn.

Lemma 34. For n sufficiently large, there exists sn 2 I.kn/ such that

k�.sn/kL2 . k2
n2�2kn:

Proof. Let I.kn/D Œan; bn�. By Theorem 31,Z
I.kn/

k�.s/k2
L2 ds . ��;

Then, using the virial identity in (10-47),Z .3anCbn/=4

an

�
�2;

1
2
QCxQx

�
L2 ds DO.��/CO.1/:

Therefore, by the mean value theorem, there exists s�n 2
�
an;

1
4
.3anC bn/

�
such thatˇ̌�

�2.s
�
n /;

1
2
QCxQx

�
L2

ˇ̌
. 1

jI.kn/j
: (10-49)

By a similar calculation, there exists sCn 2
�

1
4
.anC 3bn/; bn

�
such thatˇ̌�

�2.s
C
n /;

1
2
QCxQx

�
L2

ˇ̌
. 1

jI.kn/j
: (10-50)

Therefore, by Theorem 30, (10-49) and (10-50) implyZ s
C
n

s�n

k�.s/k2
L2 ds . 1

jI.kn/j
: (10-51)

Indeed, rescale so that �.s�n / D 1=�1. Then by Galilean transformation, suppose �.s�n / D 0 and by
translation in space, suppose x.sCn /D 0. For all s 2 Œs�n ; s

C
n �, by (10-23) and Theorem 31,

j�.s/j

�.s/
. �1�� and jx.s/j � T

1=25
� : (10-52)
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Therefore, by Theorem 30 and (10-23),Z s
C
n

s�n

k�.s/k2
L2 ds . 1

jI.kn/j
C ��T

1=25
�

Z s
C
n

s�n

k�.s/k2
L2 ds . 1

jI.kn/j
:

Remark. To make these computations completely rigorous, partition Œs�n ; s
C
n � into a dyadic integer

number of subintervals of length � 1=��, and then following the arguments proving Theorem 31, it is
possible to prove that (10-52) holds on subintervals of length � J=��, and then by induction, (10-52)
holds on Œs�n ; s

C
n �, which by Theorem 30 implies that (10-51) holds.

Then by the mean value theorem,

k�.sn/k
2
L2 .

1

jI.kn/j2
:

Since jI.kn/j � 22knk�2
n , the proof of Lemma 34 is complete. �

Make a Galilean transformation so that �.sn/D 0. Then by (10-23), since �.s/& 2�kn for all s 2 Œ0; sn�,

j�.s/j

�.s/
. 2kn��: (10-53)

Now let m be the smallest integer such that

22kn

k2
n

2m
� jI.kn/j: (10-54)

Since jI.k/j � jI.kn/j for all 0� k � kn, (10-54) implies that

jsnj � 22knCmC1:

Let rn be the smallest integer that satisfies

2.2knCmC1/=32kn
1

�1

� 2rn:

Then, as in the proof of Theorem 27, setting tn D s�1.sn/, (10-53) and induction on frequency implies

kP�rn
ukU 2

�
.Œ0;tn��R/ . ��

and

kP�rnCkn=4Cm=4ukU 2
�
.Œ0;tn��R/ . k2

n2�2kn2�m:

Furthermore,

E.P�rnCkn=4Cm=4u.tn//. .k2
n2�2kn2�m2rnCkn=4Cm=4/2 � .k2

n2�kn=12�5m=12��1
1 /2

and

sup
t2Œ0;tn�

E.P�rnCkn=4Cm=4u.t//. .k2
n2�kn=12�5m=12��1

1 /2:
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By (10-30), if �n.s/ is the �.s/ in (10-8) for which �n.sn/D 0,

sup
0�s�sn

j�n.s/j
2

�.s/2
. .k2

n2�kn=12�5m=12��1
1 /2;

which implies that �.s/ converges to some �1 as s!1. Making a Galilean transformation that maps �1
to the origin and taking n ! 1, since m � 0, (10-10) implies that E.u0/ D 0. Therefore, by the
Gagliardo–Nirenberg inequality, u0 is a soliton. �

When sup.I/ <1, suppose without loss of generality that sup.I/D 0, and

sup
�1<t<0

k�.t/kL2 � ��:

Then write the decomposition

u.t;x/D
e�i.t/ exp

h
�ix �.t/

�.t/

i
�.t/1=2

Q

�
x�x.t/

�.t/

�
C

e�i.t/ exp
h
�ix �.t/

�.t/

i
�.t/1=2

�

�
t;

x�x.t/

�.t/

�
;

and apply the pseudoconformal transformation to u.t;x/. For �1< t < �1,

v.t;x/D
1

t1=2
u

�
1

t
;
x

t

�
eix2=4t

D
1

t1=2

ei.1=t/ exp
h
ix �.1=t/
�.1=t/

i
�.1=t/1=2

Q

�
x� tx.1=t/

t�.1=t/

�
eix2=4t

C
1

t1=2

ei.1=t/ exp
h
ix �.1=t/
�.1=t/

i
�.1=t/1=2

�

�
1

t
;
x� tx.1=t/

t�.1=t/

�
eix2=4t:

Since the L2 norm is preserved by the pseudoconformal transformation,

lim
t&�1

 1

t1=2

ei.1=t/ exp
h
ix �.1=t/
�.1=t/

i
�.1=t/1=2

�

�
1

t
;
x� tx.1=t/

t�.1=t/

�
eix2=4t


L2

D 0:

Next,

1

t1=2

ei.1=t/ exp
h
ix �.1=t/
�.1=t/

i
�.1=t/1=2

Q

�
x� tx.1=t/

t�.1=t/

�
exp

�
ix

x.1=t/

2

�
exp

�
�i

t

4
x

�
1

t

�2�
is of the form

e�i Q.t/ exp
�
�ix
Q�.t/

Q�.t/

�
Q�.t/�1=2Q

�
x� Qx.t/

Q�.t/

�
;

where

Q .t/D 
�

1

t

�
�

1

4
x
�

1

t

�2
t; Q�.t/D �

�
1

t

�
C

1

2
x
�

1

t

�
t�
�

1

t

�
;

Q�.t/D t�
�

1

t

�
; and Qx.t/D tx

�
1

t

�
:
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Also, 1

t1=2

ei.1=t/ exp
h
ix �.1=t/
�.1=t/

i
�.1=t/1=2

Q

�
x� tx.1=t/

t�.1=t/

�
eix2=4t

�
1

t1=2

ei.1=t/ exp
h
ix �.1=t/
�.1=t/

i
�.1=t/1=2

Q

�
x� tx.1=t/

t�.1=t/

�
exp

�
ix

x.1=t/

2

�
eitx.1=t/2


L2

D

 1

t1=2�.1=t/1=2
Q

�
x� tx.1=t/

t�.1=t/

��
exp

�
i
.x� tx.1=t//2

4t

�
� 1

�
L2

:

As in (9-7) and (9-8),

lim
t&�1

 1

t1=2�.1=t/1=2
Q

�
x� tx.1=t/

t�.1=t/

��
exp

�
i
.x� tx.1=t//2

4t

�
� 1

�
L2

D 0:

Therefore, by time reversal symmetry, v satisfies the conditions of Theorem 24, and v is a solution that
blows up backward in time at inf.I/D�1, so therefore, by Theorem 33, v must be a soliton. Therefore,
u is the pseudoconformal transformation of a soliton, which proves Theorem 5.

Appendix: U p and V p spaces

The description here of U p and V p spaces comes from Section 5.3 of [Dodson 2019]. See also [Koch
et al. 2014].

Definition (U p space). Suppose u2U p. We say that u is a U p atom if there exists a sequence ftkg%1
satisfying

uD
X

k

1Œtk ;tkC1/uk ;

and X
kukk

p

L2.Rd /
D 1:

Then define the norm

ku.t/kU p.R�Rd / D inf
�X
�

jc�j W u.t/D
X
�

c�u� for almost every t 2 R; where u�.t/ is a U p atom
�
:

Then set
kukU p

�
.R�Rd / D ke

�it�ukU p.R�Rd /:

Functions with finite U
p
�

norm have finite Strichartz norms L
Qp
t L

q
x when p � Qp �1 and .p; q/ is an

admissible pair. Bilinear Strichartz estimates also hold for Qp in the appropriate range.

Theorem 35. If I is an interval with t0 2 I, for any 1< p <1, if 1=pC 1=p0 D 1,Z t

t0

ei.t��/�F.�/ d�


U

p

�
.I�Rd /

. sup
kGk

V
p0

�
.I�Rd /

D1

Z
I

hG;Fi d�:
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The V
p
�

space is defined as follows.

Definition (V p
�

spaces). Suppose I D Œ0;T � is a compact interval. Define the partition

Z D f0D t0 < t1 < � � �< tn D T g:

Then for 1< p <1 define the norm

kvk
p

V p.ZII�Rd /
D

nX
kD1

kv.tk/� v.tk�1/k
p

L2.Rd /
:

Then write
kvk

p

V
p

�
.ZII�Rd /

D ke�it�v.t/k
p

V
p

�
.ZII�Rd /

;

and define the norm

kvkV p

�
.I�Rd / D sup

Z
kvkV p

�
.ZII�Rd /CkvkL1t L2

x.I�Rd /:

The V p space embedding will be extremely useful.

Theorem 36. If p < q,
V p
� U q:
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1. Introduction

1A. Overview. We study the family of “Euclidean isoperimetric problems” on Rn, n ≥ 2, given by

9(σ,m)= inf
{
ACσ (u) :

∫
Rn

V (u)= m, u ∈ H 1(Rn
; [0, 1])

}
, σ,m > 0, (1-1)

associated to the Allen–Cahn energy functionals of a nondegenerate double-well potential W (see (1-11)
and (1-12) below)

ACσ (u)= σ

∫
Rn

|∇u|
2
+

1
σ

∫
Rn

W (u), σ > 0. (1-2)

We analyze in particular the relation of these problems to the classical Euclidean isoperimetric problem

9iso(m)= inf{P(E) : E ⊂ Rn, |E | = m} = nω1/n
n m(n−1)/n, m > 0, (1-3)

in the natural regime where the phase transition length scale σ and the volume constraint m satisfy

0< σ < ε0m1/n (1-4)
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for some sufficiently small (dimensionless) constant ε0 = ε0(n,W ). The volume constraint in 9(σ,m) is
prescribed by means of the potential V (t)=

(∫ t
0

√
W

)n/(n−1). This specific choice is natural in light of the
classical estimate obtained by combining Young’s inequality with the BV-Sobolev inequality/Euclidean
isoperimetry, and showing that, if u ∈ H 1(Rn

; [0, 1]), then, for 8(t)=
∫ t

0

√
W ,

ACσ (u)≥ 2
∫

Rn
|∇u|

√
W (u)= 2

∫
Rn

|∇8(u)|> 2nω1/n
n

(∫
Rn

V (u)
)(n−1)/n

. (1-5)

In particular, by our choice of V, 9(σ,m) is always nontrivial,1 with

9(σ,m) > 29iso(m) for all σ,m > 0. (1-6)

(The strict sign does not follow from (1-5) alone, but also requires the existence of minimizers in (1-5).)
By combining (1-6) with a standard construction of competitors for 9(σ,m), one sees immediately that

lim
σ→0+

9(σ,m)= 29iso(m) for all m > 0. (1-7)

The relation between the Allen–Cahn energy and the perimeter functional is of course a widely explored
subject (without trying to be exhaustive, see, for example, [Modica and Mortola 1977; Modica 1987a;
Sternberg 1988; Luckhaus and Modica 1989; Hutchinson and Tonegawa 2000; Röger and Tonegawa 2008;
Le 2011; Tonegawa and Wickramasekera 2012; Dal Maso et al. 2015; Le 2015; Gaspar 2020]), and so is
the relation between the “volume-constrained” minimization of ACσ and relative isoperimetry/capillarity
theory in bounded or periodic domains (see, e.g., [Modica 1987b; Sternberg and Zumbrun 1998; 1999;
Pacard and Ritoré 2003; Carlen et al. 2006; Bellettini et al. 2006; Leoni and Murray 2016]). The goal of
this paper is exploring in detail the proximity of 9(σ,m) to the classical Euclidean isoperimetric problem
9iso(m) in connection with two fundamental properties of the latter:

(i) The validity of the sharp quantitative Euclidean isoperimetric inequality [Fusco et al. 2008]: if E ⊂ Rn

has finite perimeter P(E) and positive and finite volume (Lebesgue measure) Ln(E), then

C(n)

√
P(E)

nω1/n
n Ln(E)(n−1)/n

− 1 ≥ inf
x0∈Rn

Ln(E1Br (x0))

Ln(E)
, r =

(
Ln(E)
ωn

)1/n

, (1-8)

where ωn denotes the volume of the unit ball in Rn.

(ii) Alexandrov’s theorem [1962] (see [Delgadino and Maggi 2019] for a distributional version): a bounded
open set whose boundary is smooth and has constant mean curvature is a ball; in other words, among
bounded sets, the only volume-constrained critical points of the perimeter functional are its (global)
volume-constrained minimizers.

1Obviously, this is not always true with others choices of V. For example, setting V (t) = t in (1-1), which is the most
common choice in addressing diffuse interface capillarity problems in bounded containers, one has 9(σ,m)= 0 by a simple
scaling argument. Among the possible choices that make 9(σ,m) nontrivial, ours has of course the advantage of appearing
naturally in the lower bound (1-5). For this reason, and in the interest of definiteness and simplicity, we have not considered
more general options here.
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Concerning property (i), the natural question in relation to 9(σ,m) is if a sharp stability estimate
similar to (1-8) holds uniformly with respect to the ratio σ/m1/n

∈ (0, ε0) for 9(σ,m). Uniformity in
σ/m1/n seems indeed a necessary feature for a stability estimate of this kind to be physically meaningful
and interesting.

Concerning property (ii), we notice that the notion of smooth, volume-constrained critical point of
9(σ,m) is that of a nonzero function u ∈ C2(Rn

; [0, 1]) such that the semilinear PDE

−2σ 21u = σλV ′(u)− W ′(u) on Rn (1-9)

holds for a Lagrange multiplier λ ∈ R. The boundedness assumption in Alexandrov’s theorem is crucial to
avoid examples of nonspherical constant mean curvature boundaries, like cylinders and unduloids. This is
directly translated, for solutions of (1-9), into the requirement that u(x)→ 0 as |x | → ∞, without which
semilinear PDEs like (1-9) are known to possess nonradial solutions modeled on the aforementioned
examples of unbounded constant mean curvature boundaries; see, e.g., [Pacard and Ritoré 2003].

Under the decay assumption u(x) → 0 as |x | → ∞, and without further constraints on σ and λ,
every solution of (1-9) will be radial symmetric thanks to the moving-planes method [Gidas et al. 1981].
However, even in presence of symmetry, possible solutions to (1-9) will have a geometric meaning (and
thus a chance of being exhausted by the family of global minimizers of 9(σ,m)) only if the parameters σ
and λ are taken in the “geometric regime” where σ λ is small. To explain why we consider such regime
geometrically significant, we notice that the Lagrange multiplier λ in (1-9) has the dimension of an
inverse length, which, geometrically, is the dimensionality of curvature. For σ to be the length of a phase
transition around an interface of curvature λ, it must be that

0< σ λ < ν0 (1-10)

for some sufficiently small (dimensionless) constant ν0 = ν0(n,W ). Notice that since inverse length
is volume−1/n

= m−1/n, (1-10) is compatible with (1-4). We conclude that a natural generalization of
Alexandrov’s theorem to the Allen–Cahn setting is showing the existence of constants ε0 and ν0, depending
on n and W only, such that, if u ∈ C2(Rn

; [0, 1]) vanishes at infinity and solves (1-9) for σ and λ as in
(1-10), then u is a minimizer of 9(σ,m) for some value m such that (1-4) holds.

1B. Statement of the main theorem. We start by setting the following notation and conventions:

Assumptions on W . The double-well potential W ∈ C2,1
[0, 1] satisfies the standard set of nondegeneracy

assumptions
W (0)= W (1)= 0, W > 0 on (0, 1), W ′′(0),W ′′(1) > 0, (1-11)

as well as the normalization ∫ 1

0

√
W = 1. (1-12)

Correspondingly to W, we introduce the potential V used in imposing the volume constraint in 9(σ,m),
by setting

V (t)=8(t)n/(n−1), 8(t)=

∫ t

0

√
W , t ∈ [0, 1]. (1-13)
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Notice that both V and 8 are strictly increasing on [0, 1], with V (1) = 8(1) = 1 and 8(t) ≈ t2 and
V (t)≈ t2n/(n−1) as t → 0+. All the relevant properties of W, 8 and V are collected in Section A3.

Classes of radial decreasing functions. We say that u : Rn
→ R is radial if u(x) = ζ(|x |) for some

ζ : [0,∞)→ R, and that u is radial decreasing if, in addition, ζ is decreasing. We denote by

R0, R∗

0,

the family of radial decreasing and radial strictly decreasing functions. For the sake of simplicity, when
u is radial we shall simply write u in place of ζ , that is, we shall use interchangeably u(x) and u(r) to
denote the value of u at x with |x | = r . Similarly, we shall write u′, u′′, etc. for the radial derivatives of u.

Universal constants and rates. We say that a real number is a universal constant it is positive and can be
defined in terms of the dimension n and of the double-well potential W only. Following a widely used
convention, we will use the latter C for a generically “large” universal constant, and 1/C for a generically
“small” one. We will use ε0, δ0, ν0, ℓ0, etc. for small universal constants whose value will be typically
“chosen” at the end of an argument to make products like Cε0 “sufficiently small”. Finally, given k ∈ N,
we will write “ f (ε)= O(εk) as ε→ 0+” if there exists a universal constant C such that | f (ε)| ≤ Cεk for
every ε ∈ (0, 1/C); similar definitions are given for “O(t) as t → ∞”, etc.

Theorem 1.1 (main theorem). If n ≥ 2 and W ∈ C2,1
[0, 1] satisfies (1-11) and (1-12), then there exists a

universal constant ε0 such that setting

X (ε0)= {(σ,m) : 0< σ < ε0m1/n
}

the following hold:

(i) For every (σ,m)∈X (ε0) there exists a minimizer uσ,m of 9(σ,m) such that uσ,m ∈R∗

0∩C2(Rn
; (0, 1)),

every other minimizer of 9(σ,m) is obtained from uσ,m by translation, and the Euler–Lagrange equation

−2σ 21uσ,m = σ3(σ,m)V ′(uσ,m)− W ′(uσ,m) (1-14)

holds on Rn for some 3(σ,m) > 0.

(ii) 9 is continuous on X (ε0) and

9(σ, ·) is strictly concave, strictly increasing, and continuously differentiable on ((σ/ε0)
n,∞), (1-15)

3(σ, ·)=
∂9

∂m
(σ, ·) is strictly decreasing and continuous on ((σ/ε0)

n,∞), (1-16)

9( ·,m) is strictly increasing on (0,ε0m1/n). (1-17)

Moreover, setting ε = σ/m1/n, we have

9(σ,m)
m(n−1)/n = 2nω1/n

n + 2n(n − 1)ω2/n
n κ0ε+ O(ε2), (1-18)

m1/n3(σ,m)= 2(n − 1)ω1/n
n + O(ε), (1-19)
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as ε→ 0+ with (σ,m) ∈ X (ε0). Here κ0 is the universal constant defined by

κ0 =

∫
R

(V ′(η)η′
+ W (η))s ds, (1-20)

and η is the unique solution to η′
= −

√
W (η) on R with η(0)=

1
2 .

(iii) Uniform stability: for every (σ,m) ∈ X (ε0) and u ∈ H 1(Rn
; [0, 1]) with

∫
Rn V (u)= m we have, for

a universal constant C ,

C

√
ACσ (u)
9(σ,m)

− 1 ≥ inf
x0∈Rn

1
m

∫
Rn

|8(u)−8(Tx0uσ,m)|n/(n−1), (1-21)

where Tx0uσ,m(x)= uσ,m(x − x0), x ∈ Rn;

(iv) Rigidity of critical points: there exists a universal constant ν0 such that, if σ > 0, u ∈ C2(Rn
; [0, 1]),

u(x)→ 0+ as |x | → ∞, and u is a solution of

−2σ 21u = σλV ′(u)− W ′(u) on Rn (1-22)

for a parameter λ such that

0< σλ < ν0, (1-23)

then there exist x0 ∈ Rn and m > 0 such that

σ < ε0m1/n, λ=3(σ,m), u = Tx0uσ,m .

In particular, u is a minimizer of 9(σ,m).

1C. Relation of Theorem 1.1(iii) to Euclidean isoperimetric stability. We start with some remarks
connecting the (σ,m)-uniform stability estimate (1-21) to the sharp quantitative Euclidean isoperimetric
inequality (1-8). To this end, it will be convenient to introduce the unit volume problem

ψ(ε)=9(ε, 1)= inf
{
ACε(u) :

∫
Rn

V (u)= 1, u ∈ H 1(Rn
; [0, 1])

}
, ε > 0,

and correspondingly set

λ(ε)=3(ε, 1)=
∂9

∂m
(ε, 1), uε = uε,1, ε > 0.

Notice that all the information about 9(σ,m), uσ,m , and 3(σ,m), is contained in ψ(ε), uε and λ(ε),
thanks to the identities

9(σ,m)
m(n−1)/n = ψ

(
σ

m1/n

)
, m1/n 3(σ,m)= λ

(
σ

m1/n

)
, uσ,m(x)= uσ/m1/n

(
x

m1/n

)
,

which are easily proved by a scaling argument (see (A-1) and (A-2)).
With this terminology at hand, we start by noticing that the right-hand side of (1-21) is bounded from

above by C(n) thanks to the volume constraint
∫

Rn V (u) = m. Therefore, in proving (1-21) with, say,
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(σ,m)= (ε, 1), one can directly assume that u is a “low-energy competitor for ψ(ε)” in the sense that,
for a suitably small universal constant ℓ0,

ACε(u)≤ ψ(ε)+ ℓ0. (1-24)

Now, if u is such a low-energy competitor u, then f =8(u) is (ℓ0+Cε)-close to being an equality case
for the BV-Sobolev inequality

|D f |(Rn)≥ nω1/n
n if

∫
Rn | f |

n/(n−1)
= 1, (1-25)

where |D f | denotes the total variation measure of f ∈ BV(Rn), and |D f | = |∇ f | dx if f ∈ W 1,1(Rn);
see [Ambrosio et al. 2000]. Indeed, by an elementary comparison argument, we have

ψ(ε)≤ 2nω1/n
n + Cε for all ε < ε0, (1-26)

while (1-5) gives

ACε(u)− 2nω1/n
n =

∫
Rn

(
√
ε|∇u| −

√
W (u)
ε

)2

+ 2
{∫

Rn
|∇[8(u)]| − nω1/n

n

}
, (1-27)

so that the combination of (1-24), (1-26) and (1-27) gives∫
Rn

|∇[8(u)]| − nω1/n
n ≤ C(ℓ0 + ε),

while, clearly,
∫

Rn f n/(n−1)
=

∫
Rn V (u)= 1.

It is well known that (1-25) boils down to the Euclidean isoperimetric inequality if f = 1E is the
characteristic function of E ⊂ Rn, and that equality holds in (1-25) if and only if f = a 1Br (x0) for some
r, a ≥ 0. A sharp quantitative version of (1-25) was proved in [Fusco et al. 2008] on sets, and then in
[Fusco et al. 2007, Theorem 1.1] on functions, and takes the following form: if n ≥ 2, f ∈ BV(Rn),
f ≥ 0, and

∫
Rn f n/(n−1)

= 1, then there exist x0 ∈ Rn and r > 0 such that

C(n)
√

|D f |(Rn)− nω1/n
n ≥ inf

x0∈Rn,r>0

∫
Rn

| f − a(r)1Br (x0)|
n/(n−1), (1-28)

where a(r) is defined by ωnrna(r)n/(n−1)
= 1. The uniform stability estimate (1-21) is thus modeled after

(1-28), where of course one is working with a different “deficit”, namely, ACε(u)−ψ(ε) rather than
|D f |(Rn)− n ω1/n

n for f =8(u), and with a different “asymmetry”, namely, the n/(n−1)-th power of
the distance of 8(u) from 8 composed with uε rather than with the multiple of the characteristic function
of a ball.

The key result behind (1-21) is the following Fuglede-type estimate for ψ(ε) (Theorem 4.1): there
exist universal constants δ0 and ε0 such that if ε < ε0, u ∈ H 1(Rn

; [0, 1]) is a radial (but not necessarily
radial decreasing) function,

∫
Rn V (u)= 1 and∫

Rn
|u − uε|2 ≤ Cε, ∥u − uε∥L∞(Rn) ≤ δ0, (1-29)

then

C(ACε(u)−ψ(ε))≥

∫
Rn
ε|∇(u − uε)|2 +

(u − uε)2

ε
. (1-30)
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Note carefully the restriction here to radial functions. The right-hand side of (1-30) is the natural
ε-dependent Hilbert norm associated to ACε. By the usual trick based on Young’s inequality, (1-30)
implies

C(ACε(u)−ψ(ε))≥

∫
Rn

|∇[(u − uε)2]| for all u radial,
∫

Rn V (u)= 1, (1-31)

and, then, thanks to the H 1-Sobolev inequality,

C(ACε(u)−ψ(ε))≥

(∫
Rn

|u − uε|2n/(n−1)
)(n−1)/n

for all u radial,
∫

Rn V (u)= 1. (1-32)

The ε-independent stability estimate (1-32) (and, a fortiori, the stronger estimate (1-31)) cannot hold
on general u ∈ H 1(Rn

; [0, 1]) with
∫

Rn V (u)= 1: indeed, if this were the case, one could take in (1-32)
u = vε to be a family of smoothings of 1E for any set E ⊂ Rn, and then let ε→ 0+, to find a version of
(1-8) with linear rather than quadratic rate. However, such linear estimate is well known to be false, since
the rate in (1-8) is saturated, for example, by a family of ellipsoids converging to a ball.

We conclude that, on radial functions, one can get estimates, like (1-30), (1-31) and (1-32), that are
stronger than what is available for generic functions. We notice in this regard that the validity of stronger
stability estimates in presence of symmetries is well-known. For example, in the case of the BV-Sobolev
inequality, it was proved in [Fusco et al. 2007, Theorem 3.1] that if f ∈ BV(Rn) is radial decreasing,
f ≥ 0, and

∫
Rn f n/(n−1)

= 1, then (1-28) can be improved to

C(n)(|D f |(Rn)− n ω1/n
n )≥

∫
Rn

| f − a(r)1Br |
n/(n−1)

; (1-33)

i.e., the quadratic rate in (1-28) is refined into a linear rate.
We finally notice that (1-21) implies the sharp quantitative form of the Euclidean isoperimetric inequality

(1-8) by a standard approximation argument. However, since our proof of (1-21) exploits (1-8), we are
not really providing a new proof of (1-8). We approach the proof of (1-21) as follows. Adopting the
general selection principle strategy of [Cicalese and Leonardi 2012] we start by deducing (1-21) on
radial functions from the Fuglede-type inequality (1-30). Then we adapt to our setting the quantitative
symmetrization method from the proof of (1-8) originally devised in [Fusco et al. 2008], and thus reduce
the proof of (1-21) from the general case to the radial decreasing case. (It is in this reduction step, see
in particular Theorem 5.4, that we exploit (1-8).) In principle, one could have tried to approach (1-21) by
working on general functions in both the selection principle and in the Fuglede-type estimate steps. This
approach does not seem convenient, however, since it would not save the work needed to implement the
selection principle and the Fuglede-type estimates on radial functions, while, at the same time, it would
still require the repetition of all the work done in [Cicalese and Leonardi 2012] to prove (1-8). In other
words, an advantage of the approach followed here is that it separates neatly the two stability mechanisms
at work in (1-21), the one related to the relation with the Euclidean isoperimetric problem, and the one
specific to optimal transition profile problem (which is entirely captured by working with radial functions).

1D. Remarks on the Alexandrov-type result.We now make some comments on the proof of Theorem 1.1(iv)
and explain why this result is closely related to the stability problem addressed in Theorem 1.1(iii).
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We start by noticing that any u ∈ C2(Rn
; [0, 1]), with u(x)→ 0 as |x | → ∞, and solving (1-22) for

some σ > 0 and λ ∈ R, will necessarily be a radial function by the moving planes method of [Gidas et al.
1981]; see Theorem 6.2(i) below.

However, as explained in the overview, there is no clear reason to expect these solutions to have a
geometric meaning unless σ and λ are in a meaningful geometric relation, which, interpreting λ as a
curvature and σ as a phase transition length, must take the form of 0 < σλ < ν0 for some sufficiently
small ν0; see (1-10). In Theorem 6.2(ii) we apply to (1-22) a classical result of [Peletier and Serrin
1983] about the uniqueness of radial solutions of semilinear PDEs on Rn. Interestingly, the condition
0< σλ < ν0, which was introduced because its natural geometric interpretation, plays a crucial role in
checking the validity of one of the assumptions of the Peletier–Serrin uniqueness theorem.2

Once symmetry and uniqueness have been addressed by means of classical results like [Gidas et al.
1981; Peletier and Serrin 1983], proving Theorem 1.1(iv) essentially amounts to answering the following
question: what is the range of values of λ in (1-22) corresponding to the minimizers uσ,m of9(σ,m) (with
0< σ < ε0m1/n)? Can we show that every λ satisfying 0< σ λ < ν0 for a sufficiently small universal ν0

falls in that range?
Looking back at (1-14) we are thus trying to identify the range of m 7→3(σ,m)= (∂9/∂m)(σ,m)

for m > (σ/ε0)
n, and to show that it contains an interval of the form (0, ν0/σ). Such range is indeed

proved to be an interval in Theorem 1.1(ii), where we show that 3(σ, · ) is decreasing and continuous.
The fact that this interval contains a subinterval of the form (0, ν0/σ) is also something that is established
in Theorem 1.1(ii), specifically when we analyze the asymptotic behavior of 3(σ,m) as σ/m1/n

→ 0; see
(1-19). Here we want to stress, however, the role of the continuity of 3(σ, · ), which is of course crucial
in showing that {3(σ,m)}m>(σ/ε0)n covers the interval of values between the end-points 3(σ,+∞)= 0
and 3(σ, (σ/ε0)

n). In turn, the Fuglede-type stability estimate (1-30) plays a crucial role in our proof of
this continuity property: see Step 3 in the proof of Corollary 4.2.

The importance of the Fuglede-type estimate (1-30) in answering both questions of uniform stability and
of Alexandrov-type rigidity is the main reason why both problems have been addressed in a same paper.

1E. Organization of the paper and proof of Theorem 1.1. The existence of minimizers of ψ(ε) (for
ε < ε0) and the fact that such minimizers must be radial decreasing (although not necessarily unique up to
translations) is established in Section 2 (see Theorem 2.1) through a careful concentration-compactness
argument, which exploits both the quantitative stability for the BV-Sobolev inequality (in ruling out
vanishing) and the specific properties of the Allen–Cahn energy (in ruling out dichotomy). After deducing
the validity of the Euler–Lagrange equation (which, because of the range constraint 0 ≤ u ≤ 1, holds
initially only as a system of variational inequalities), the radial decreasing rearrangement of a minimizer
is proved to be strictly decreasing, so that the Brothers–Ziemer theorem [1988] can be used to infer that
generic minimizers belong to R∗

0. This existence argument is then adapted to a more general family of
perturbations of ψ(ε), which later plays a crucial role in obtaining the main stability estimates (1-21) on

2In particular, it is not obvious to us if, outside of the “geometrically natural” regime defined by (1-10), we should expect
uniqueness of radial solutions of (1-22) with decay at infinity.
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radial decreasing functions; see Theorem 2.2. Here the notion of “critical sequence” forψ(εj ), εj ∈ (0, ε0),
which mixes the notion of “low-energy sequence” to that of “Palais–Smale sequence”, is introduced.

In Section 3 we prove a resolution result for minimizers of ψ(ε) (and, more generally, for the above-
mentioned notion of critical sequence). In particular, in Theorem 3.1, we show, quantitatively in ε, that
minimizers uε of ψ(ε) in R0 are close to an ansatz which is well-known in the literature (see, e.g.,
[Niethammer 1995; Leoni and Murray 2016]) and is given by

uε(x)≈ η

(
|x | − R0

ε
− τ0

)
, R0 =

1

ω
1/n
n
, τ0 =

∫
R

η′V ′(η)s ds,

where η is the unique solution of η′
= −

√
W (η) on R with η(0)= 1

2 . Exponential decay rates against this
ansatz are then obtained in that same theorem. Our analysis is comparably simpler than that of [Leoni
and Murray 2016] because our solutions are monotonic decreasing, and, in particular, cannot exhibit
the oscillatory behavior at infinity also described, for positive solutions of general semilinear PDEs like
(1-22), in [Ni 1983].

Section 4 is devoted to the proof of the Fuglede-type estimate (1-30). This is crucially based on the
resolution theorem and on a careful contradiction argument based on the concentration-compactness
principle. The Fuglede-type estimate is then shown to imply the uniqueness of radial minimizers (in
particular, there is a unique minimizer uε of ψ(ε) in R0, and every other minimizer of ψ(ε) is obtained
from uε by translation), the continuity of λ(ε) on ε < ε0, and the expansions as ε → 0+ for ψ(ε) and
λ(ε) (which, by scaling, imply (1-18) and (1-19)).

In Section 5 we prove the uniform stability inequality (1-21). As explained in the remarks above, we
first prove (1-21) on radial decreasing functions by means of the selection principle method of [Cicalese
and Leonardi 2012] (this is where Theorem 2.2 and the above-mentioned notion of critical sequence are
used), and then reduce the proof of (1-21) from the general case to the radial decreasing case by adapting
to our setting the quantitative symmetrization method introduced in [Fusco et al. 2008] for proving (1-8).

In Section 6 we prove the Alexandrov-type result along the lines already illustrated in Section 1D.
Finally, in the Appendix we collect, for ease of reference, some basic facts and results which are

frequently used throughout the paper. Readers are recommended to quickly familiarize themselves with
the basic estimates for the potentials W, 8 and V contained therein before entering into the technical
aspects of our proofs.

2. Existence and radial decreasing symmetry of minimizers

We begin by proving the following existence and symmetry result for minimizers of ψ(ε).

Theorem 2.1. If n ≥ 2 and W ∈ C2,1
[0, 1] satisfies (1-11) and (1-12), then there exists a universal

constant ε0 such that ψ is continuous on (0, ε0) and, for every ε < ε0, there exist minimizers of ψ(ε).
Moreover, if uε is a minimizer of ψ(ε) with ε < ε0, then, up to a translation, uε ∈ R∗

0 ∩ C2,α
loc (R

n) for
every α ∈ (0, 1), 0< uε < 1 on Rn, and, for some λ ∈ R, uε solves

−2ε21uε = ελV ′(uε)− W ′(uε) on Rn, (2-1)
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where λ satisfies

λ=
(n − 1)

n
ψ(ε)+

1
n

{
1
ε

∫
Rn

W (uε)− ε
∫

Rn
|∇uε|2

}
. (2-2)

Finally, λ obeys the bound

|λ− 2(n − 1)ω1/n
n | ≤ C

√
ε for all ε < ε0, (2-3)

so that, in particular, 0< 1/C ≤ λ≤ C for a universal constant C.

Proof. Step 1: We show the existence of universal constants ℓ0, M0, and C such that if ε < ε0 and
u ∈ H 1(Rn

; [0, 1]) satisfies

ACε(u)≤ 2nω1/n
n + ℓ,

∫
Rn

V (u)= 1, (2-4)

for some ℓ < ℓ0, then, up to a translation,∫
BM0

V (u)≥ 1 − C
√
ℓ. (2-5)

Moreover, in the special case when u ∈ R0, the factor
√
ℓ in (2-5) can replaced by ℓ.

Indeed, by applying (1-28) to f = 8(u) and exploiting the identity (1-27), we deduce that, up to a
translation of u, we have∫

Rn
|8(u)− (ω1/n

n r)1−n1Br |
n/(n−1)

≤ C(n)
(
ACε(u)

2
− nω1/n

n

)1/2

≤ C
√
ℓ (2-6)

for suitable r > 0, with ℓ in place of
√
ℓ if u ∈ R0 thanks to (1-33). Clearly, (2-6) implies∫

Bc
r

V (u)≤ C
√
ℓ. (2-7)

Let us now define M0 by setting
8

( 1
4

)
[ω1/n

n M0]
n−1

= 1.

Clearly, if r ≤ M0, then (2-7) gives ∫
Bc

M0

V (u)≤ C
√
ℓ,

and (2-5) follows. Assuming by contradiction that r > M0, by the definition of M0 we find

[ω1/n
n r ]

1−n < [ω1/n
n M0]

1−n
=8

( 1
4

)
<8

(1
2

)
,

so that ∫
{u≥1/2}∩Br

∣∣8(1
2

)
− [ω1/n

n r ]
1−n

∣∣n/(n−1)
≤

∫
{u≥1/2}

|8(u)− [ω1/n
n r ]

1−n1Br |
n/(n−1).

In particular, (2-6) and the fact that 8
( 1

2

)
−8

( 1
4

)
is a universal constant imply∣∣{u ≥

1
2

}
∩ Br

∣∣ ≤ C
√
ℓ0. (2-8)
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At the same time (A-13) gives∫
{u<1/2}

V (u)≤ C
∫

{u<1/2}

W (u)≤ CεACε(u)≤ Cε. (2-9)

By using, in the order, (2-9), the fact that V is increasing with V (1)= 1, (2-8) and (2-7), we conclude

1 =

∫
Rn

V (u)≤

∫
{u≥1/2}

V (u)+ Cε ≤
∣∣{u ≥

1
2

}
∩ Br

∣∣ + ∫
Bc

r

V (u)+ Cε

≤ C(
√
ℓ0 + ε0),

which is a contradiction provided we take ℓ0 and ε0 small enough.

Step 2: We show the existence of a universal constant ℓ0 such that, if ε < ε0 and {u j }j is a sequence in
H 1(Rn

; [0, 1]) with

ACε(u j )≤ ψ(ε)+ ℓ0,

∫
Rn

V (u j )= 1 for all j, (2-10)

then there exists u ∈ H 1(Rn
; [0, 1]) such that, up to extracting subsequences and up to translations,

8(u j )→8(u) in Ln/(n−1)(Rn) and, in particular,
∫

Rn V (u)= 1.
We first notice that, by the elementary upper bound (1-26) and by (2-10), we have ACε(u j )≤ C for

every j . Next, we apply the concentration-compactness principle (see Section A2) to {V (u j ) dx}j . By
(2-5) in Step 1, we find that ∫

BM0

V (u j )≥ 1 − C
√
ℓ0 for all j. (2-11)

This rules out the vanishing case. We consider the case that the dichotomy case occurs. To that end, it
will be convenient to notice the validity of the Lipschitz estimate

|ACε(u)−ACν ε(u)| ≤ C |1 − ν|ACε(u) for all ν ≥
1
C
, u ∈ H 1(Rn

; [0, 1]), (2-12)

which is deduced immediately from

ACνε(u)−ACε(u)= (ν− 1)ε
∫

Rn
|∇u|

2
+

(1
ν

− 1
)1
ε

∫
Rn

W (u).

By (2-11), if we are in the dichotomy case, then there exists

α ∈ (1 − C
√
ℓ0, 1) (2-13)

such that for every τ ∈ (0, α/2) we can find S(τ ) > 0 and Sj (τ )→ ∞ as j → ∞ such that∣∣∣∣α−

∫
BS(τ )

V (u j )

∣∣∣∣< τ, ∣∣∣∣(1 −α)−

∫
Bc

Sj (τ )

V (u j )

∣∣∣∣< τ for all j. (2-14)

We now pick a cut-off function3 ϕ between BS(τ ) and BSj (τ ), so that ϕ ∈ C∞
c (BSj (τ )) with 0 ≤ ϕ ≤ 1 and

|∇ϕ| ≤ (Sj (τ )− S(τ ))−1
≤ 2Sj (τ )

−1 on Rn, and with ϕ = 1 on BS(τ ). We notice that (2-14) and the

3Notice that ϕ depends on both j and τ . We will not stress this dependency in the notation.
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monotonicity of V give∣∣∣∣α−

∫
Rn

V (ϕ u j )

∣∣∣∣< 2τ,
∣∣∣∣(1 −α)−

∫
Rn

V ((1 −ϕ)u j )

∣∣∣∣< 2τ for all j. (2-15)

We compute that

ACε(u j )= ACε(ϕu j )+ACε((1 −ϕ)u j )+ aj + bj ,

aj = 2ε
∫

BSj (τ )\BS(τ )

ϕ(1 −ϕ)|∇u j |
2
− u2

j |∇ϕ|
2
− (1 − 2ϕ)u j∇u j · ∇ϕ,

bj =
1
ε

∫
BSj (τ )\BS(τ )

W (u j )− W (ϕu j )− W ((1 −ϕ)u j ),

where we have taken into account that ϕ (1 −ϕ) and ∇ϕ are supported in BSj (τ ) \ BS(τ ), as well as that
W (0)= 0. Let us now set, for σ ∈ (0, 1),

0+

j (τ, σ )= (BSj (τ ) \ BS(τ ))∩ {u j > σ }, 0−

j (τ, σ )= (BSj (τ ) \ BS(τ ))∩ {u j < σ }.

By (2-14), we have

V (σ )Ln(0+

j (τ, σ ))≤

∫
BSj (τ )\BS(τ )

V (u j )≤ Cτ for all j.

Taking into account (A-11), if σ < δ0, then we have

Ln(0+

j (τ, σ ))≤ C
τ

V (σ )
≤ C

τ

σ 2n/(n−1) for all j.

Provided τ ≤ τ∗ for a suitable small universal constant τ∗ we can thus guarantee that

σ(τ) := τ 1/[1+(2n/(n−1))]
= τ (n−1)/(3n−1) < δ0, (2-16)

and, therefore, that, setting for brevity σ = σ(τ) as in (2-16),

Ln(0+

j (τ, σ ))≤ Cτ (n−1)/(3n−1)
= Cσ for all j.

At the same time, we can apply (A-5) with b = u j and a = 0 to get∣∣∣∣W (u j )− W ′′(0)
u2

j

2

∣∣∣∣ ≤ Cu3
j ≤ Cσu2

j on 0−

j (τ, σ ), (2-17)

and identical inequalities with ϕu j and (1 −ϕ)u j in place of u j , thus finding

bj ≥
W ′′(0)

2ε

∫
0−

j (τ,σ )

u2
j − (ϕu j )

2
− ((1 −ϕ)u j )

2
−

Cσ
ε

∫
0−

j (τ,σ )

u2
j −

C
ε
Ln(0+

j (τ, σ ))

≥
W ′′(0)
ε

∫
0−

j (τ,σ )

ϕ(1 −ϕ)u2
j −

Cσ
ε

∫
0−

j (τ,σ )

u2
j − C σ

ε

≥ −
Cσ
ε

∫
Rn

W (u j )− C σ
ε

≥ −C σ
ε
,
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where, in the last line, we have used W ′′(0)≥ 0, ε−1
∫

Rn W (u j )≤ ACε(u j )≤ C , and the fact that (A-6)
and u j ≤ σ ≤ δ0 on 0−

j (τ, σ ). This gives us

u2
j ≤ CW (u j ) on 0−

j (τ, σ ). (2-18)

Similarly, if we discard the first term in the expression for aj (which is, indeed, nonnegative), we find

aj ≥ −2ε
∫

BSj (τ )\BS(τ )

u2
j |∇ϕ|

2
+ u j |∇u j ||∇ϕ|

≥ −Cε∥∇ϕ∥C0(Rn)

∫
BSj (τ )\BS(τ )

ε|∇u j |
2
+

u2
j

ε
≥ −

C
Sj (τ )

,

where we have used ∥∇ϕ∥C0(Rn) ≤ 2Sj (τ )
−1 and that Sj (τ )→ ∞ as j → ∞, as well as noticed that

ε

∫
Rn

|∇u j |
2
≤ CACε(u j )≤ C,∫

Rn
u2

j ≤ Ln({u j ≥ δ0})+ C
∫

{u j ≤δ0}

W (u j )≤ C
∫

{u j ≥δ0}

V (u j )+ CεACε(u j )≤ C,

thanks to V (t) ≥ 1/C for t ∈ (δ0, 1) and to W (t) ≥ t2/C on for t ∈ (0, δ0); see (A-6) and (A-14).
Combining the lower bounds for aj and bj , we have thus proved

ACε(u j )≥ ACε(ϕu j )+ACε((1 −ϕ)u j )− C
(
σ

ε
+

1
Sj (τ )

)
. (2-19)

If we set
m j =

∫
Rn

V (ϕu j ), n j =

∫
Rn

V ((1 −ϕ)u j ),

and define
vj (x)= (ϕu j )(m

1/n
j x), wj (x)= ((1 −ϕ)u j )(n

1/n
j x), x ∈ Rn, (2-20)

then by (A-1) and (A-2) we find∫
Rn

V (vj )= 1, AC
ε/m1/n

j
(vj )= m(1−n)/n

j ACε(ϕu j ), (2-21)

with analogous identities for wj . By (2-15) and (2-12), and keeping in mind (2-13), we find

ACε(ϕu j )= m(n−1)/n
j AC

ε/m1/n
j
(vj )

≥ (α− Cτ)(n−1)/n(1 − C |m−1/n
j − 1|)ACε(vj )

≥ (α− Cτ)(n−1)/n(1 − C |α− 1| − Cτ)ψ(ε). (2-22)

Similarly, taking τ small enough with respect to 1 −α, since
∫

Rn V (wj )= 1 we have

ACε((1 −ϕ)u j )= n(n−1)/n
j AC

ε/n1/n
j
(wj )≥ ((1 −α)− Cτ)(n−1)/n2nω1/n

n . (2-23)

By combining (2-22) and (2-23) with (2-19) we get

ACε(u j )

ψ(ε)
≥ (α− Cτ)(n−1)/n(1 − C |α− 1| − Cτ)+

c(n)
ψ(ε)

((1 −α)− Cτ)(n−1)/n
−

C
ψ(ε)

(
σ

ε
+

1
Sj (τ )

)
.



1774 FRANCESCO MAGGI AND DANIEL RESTREPO

Considering that ψ(ε) ≤ C for ε < ε0, we let first j → ∞ and then τ → 0+ (recall that σ → 0+ as
τ → 0+) to find

1 ≥ (1 − C |α− 1|)α(n−1)/n
+ c(n)(1 −α)(n−1)/n

≥ 1 − C |α− 1| + c(n)(1 −α)(n−1)/n. (2-24)

Since 1> α > 1 − C
√
ℓ0, by taking ℓ0 small enough we can make α arbitrarily close to 1 in terms of n

and W, thus obtaining a contradiction with (2-24). This proves that {V (u j ) dx}j is in the compactness
case of the concentration–compactness principle. Since (2-10) implies that {8(u j )}j has bounded total
variation on Rn and since V (u j )=8(u j )

n/(n−1) does not concentrate mass at infinity, the compactness
statement now follows by standard considerations.

Step 3: Let {u j }j be a minimizing sequence of ψ(ε) for some ε < ε0. By (1-26) we can assume that for
every j

ACε(u j )≤ ψ(ε)+ Cε ≤ 2nω1/n
n + Cε.

We can then apply the compactness statement of Step 2 to deduce the existence of minimizers of ψ(ε).
To prove the continuity of ψ on (0, ε0), let εj → ε∗ ∈ (0, ε0) as j → ∞, and, for each εj , let u j be a
minimizer of ψ(εj ). By (1-26) we can apply Step 2 to {u j }j and deduce the existence, up to translations
and up to extracting subsequences, of u∗ ∈ H 1(Rn

; [0, 1]) such that 8(u j )→8(u∗) in Ln/(n−1)(Rn) as
j → ∞. If v ∈ H 1(Rn

; [0, 1]) with
∫

Rn V (v)= 1, then

ACεj (u j )≤ ACεj (v)

so that, letting j → ∞ and using lower semicontinuity,

ACε∗(u∗)≤ lim inf
j→∞

ACεj (u j )≤ lim
j→∞

ACεj (v)= ACε∗(v).

Since
∫

Rn V (u∗)= 1, we conclude that u∗ is a minimizer of ψ(ε∗); and by plugging v= u∗ in the previous
chain of inequalities, we find that ψ(εj )→ ψ(ε∗) as j → ∞.

Step 4: We now notice that, by the Pólya–Szegő inequality [Brothers and Ziemer 1988], once there is a
minimizer of ψ(ε), there is also a minimizer of ψ(ε) which belongs to R0, or, in brief, a radial decreasing
minimizer (more precisely, a radial decreasing minimizer with maximum at 0). In this step we prove that
every radial decreasing minimizer uε of ψ(ε) satisfies 0< uε < 1 on Rn and uε ∈ C2,α

loc (R
n), and that in

correspondence of uε one can find λ ∈ R such that

−2ε21uε = ελV ′(uε)− W ′(uε) on Rn. (2-25)

To begin with, since uε is radial decreasing and has finite Dirichlet energy, uε is continuous on Rn. In
particular, there exist 0 ≤ a < b ≤ +∞ such that

{uε > 0} = Bb, {uε < 1} = Rn
\ Ba = {x : |x |> a}.

A standard first variation argument shows the existence of λ ∈ R such that

−2ε21uε = ελV ′(uε)− W ′(uε) in D′(�), �= Bb \ Ba. (2-26)
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Since (2-26) implies that 1uε is bounded in �, by the Calderon–Zygmund theorem we find that uε ∈

Liploc(�). As a consequence, (2-26) gives that −2ε21uε = f (uε) for some f ∈ C1(0, 1), and thus, by
Schauder’s theory, uε ∈ C2,α

loc (�) for every α ∈ (0, 1). We complete this step by showing that �= Rn.

Proof that � = Rn: Considering functions of the form u + t ϕ with t ≥ 0 and either ϕ ∈ C∞
c (R

n
\ Ba),

ϕ ≥ 0, or ϕ ∈ C∞
c (Bb), ϕ ≤ 0, and then adjusting the volume constraint by a suitable variation localized

in Bb \ Ba , we also obtain the validity, in distributional sense, of the inequalities

−2ε21uε ≥ ελV ′(uε)− W ′(uε) in D′(Rn
\ Ba), (2-27)

−2ε21uε ≤ ελV ′(uε)− W ′(uε) in D′(Bb). (2-28)

We prove only (2-27) in detail: Pick any ψ ∈ C∞
c ({0< uε < 1}) with ψ ≥ 0 and

∫
Rn V ′(uε)ψ = 1 (such

choice is possible since {0 < uε < 1} is nonempty and
∫

Rn V ′(uε) > 0), and notice for future use that,
thanks to (2-26),

ε

∫
Rn

∇uε · ∇ψ +
1
ε

∫
Rn

W ′(uε)ψ = λ

∫
Rn

V ′(uε)ψ = λ. (2-29)

Given ϕ∈C∞
c (R

n
\Ba)with ϕ≥0, since Rn

\Ba ={uε<1}, we can find t0, s0 positive such that u+tϕ+sψ
takes values in [0, 1] whenever (t, s) ∈ A0 := [0, t0] × [−s0, s0]. Setting h(t, s)=

∫
Rn V (uε + tϕ+ sψ),

we see that h ∈ C2(A0) with

h(0, 0)= 1,
∂h
∂t
(0, 0)=

∫
Rn

V ′(uε)ϕ,
∂h
∂s
(0, 0)=

∫
Rn

V ′(uε)ψ = 1. (2-30)

Moreover, by the strict monotonicity of V, we see that h(0, s0) =
∫

Rn V (u + s0ψ) > h(0, 0) = 1, and
similarly h(0,−s0) < 1, so that, by continuity and up to decreasing t0 and s0,

h(t, s0) > 1> h(t,−s0) for every t ∈ [0, t0],
∂h
∂s

≥
1
2

on A0. (2-31)

Therefore there is s(t) : [0, t0] → (−s0, s0) such that h(t, s(t))= 1. Differentiating and exploiting (2-30),
we find s ′(0)= −

∫
Rn V ′(uε)ϕ, so that, by minimality of uε and by (2-29)

0 ≤
d
dt

∣∣∣
t=0+

ACε(uε + tϕ+ s(t)ψ)

= ε

∫
Rn

∇uε · ∇ϕ+
1
ε

∫
Rn

W ′(uε)ϕ+ s ′(0)ε
∫

Rn
∇uε · ∇ψ +

1
ε

∫
Rn

W ′(uε)ψ

= ε

∫
Rn

∇uε · ∇ϕ+
1
ε

∫
Rn

W ′(uε)ϕ− λ

∫
Rn

V ′(uε)ϕ.

By the arbitrariness of ϕ we thus find (2-27).
Having (2-27) and (2-28) at our disposal, we now prove � = Rn. We stress that, in the rest of the

argument, the only property of

f (t)= ελV ′(t)− W ′(t), t ∈ [0, 1],

that will be used is the validity of the bound

| f (t)| ≤ C(1 + |λ|)t (1 − t) for all t ∈ [0, 1]. (2-32)
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This remark will be useful to avoid repetitions when we come to Step 2 of the proof of Theorem 2.2. Notice
that (2-32) indeed holds true thanks to (A-6) and (A-11), and that in (2-32) we cannot absorb |λ| into C
since we do not know yet that |λ| admits a universal bound (this will actually be proved in Step 5 below).

By (2-32), (2-27) implies

−2ε2
{

u′′

ε + (n − 1)
u′
ε

t

}
≥ −C(1 + |λ|)uε in D′(a,∞). (2-33)

Assuming by contradiction that b <∞, let r ∈ (a, b), s be such that (r − s, r + s) ⊂ (a, b), and ζs be
the Lipschitz function with ζs = 0 on (0, r − s), ζs = 1 on (r + s,∞), and ζ ′

s = 1/(2s) on (r − s, r + s).
Testing (2-33) with −u′

εζs ≥ 0 (which is compactly supported in (a,∞)) we find that

ε2
∫

∞

a
[(u′

ε)
2
]
′ζs + 2(n − 1)

(u′
ε)

2

t
ζs ≥ C(1 + |λ|)

∫
∞

a
uεu′

εζs,

so that, after integration by parts, we obtain

2(n − 1)ε2
∫

∞

a

(u′
ε)

2

t
ζs +

C(1 + |λ|)

2s

∫ r+s

r−s

u2
ε

2
≥
ε2

2s

∫ r+s

r−s
(u′

ε)
2.

Letting s → 0+ we obtain

2(n − 1)ε2
∫ b

r

(u′
ε)

2

t
+ C(1 + |λ|)

uε(r)2

2
≥ ε2u′

ε(r)
2.

Finally letting r →b− we conclude that u′
ε(b

−)=0. This fact, combined with uε(b)=0 and the uniqueness
theorem for the second-order ODE (2-26), implies that uε = 0 on (a, b), which is in contradiction with
the continuity of uε if a > 0, and with

∫
Rn V (uε)= 1 if a = 0. This proves that b = +∞ (and thus that

uε > 0 on Rn).
The proof of a = 0 (that is, of uε < 1 on Rn) is analogous. After the change of variables v = 1 − uε,

we have v ≥ 0, v′
≥ 0, v = 0 on (0, a), and, thanks to (2-28),

−2ε2
{
v′′

+ (n − 1)
v′

t

}
≥ −C(1 + |λ|)v in D′(0,∞). (2-34)

Notice that (2-34) is identical to (2-33), and that an even reflection by r = a maps the boundary conditions
of v into those of uε: the same argument used for proving u′

ε(b
−)= 0 will thus show that v′(a+)= 0. For

the sake of clarity we give some details. We pick r > a, introduce a Lipschitz function ζ̄s with ζ̄s = 1 on
(0, r − s), ζ̄s = 0 on (r + s,∞), and ζ̄ ′

s = −1/(2s) on (r − s, r + s), and test (2-34) with v′ζ̄s ≥ 0, to get

−ε2
∫

∞

0
[(v′)2]′ζ̄s + 2(n − 1)

(v′)2

t
ζ̄s ≥ −C(1 + |λ|)

∫
∞

0
vv′ζ̄s .

Integration by parts now gives

−
ε2

2s

∫ r+s

r−s
(v′)2 − 2(n − 1)ε2

∫ r+s

a

(v′)2

t
ζ̄s ≥ −

C(1 + |λ|)

2s

∫ r+s

r−s

v2

2
,
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so that in the limit s → 0+, and then r → a+, we find v′(a+) = 0, that is to say, u′
ε(a

+) = 0. If a > 0
and thus uε(a)= 1, this, combined with (2-26), implies uε = 1 on Rn, a contradiction.

Step 5: Given a radial decreasing minimizer uε of ψ(ε), we prove that the corresponding λ ∈ R such that
(2-25) holds satisfies

nλ= (n − 1)ACε(uε)+
1
ε

∫
Rn

W (uε)− ε
∫

Rn
|∇uε|2, (2-35)

as well as
|λ− 2(n − 1)ω1/n

n | ≤ C
√
ε. (2-36)

In particular, up to decreasing the value of ε0, we always have 1/C ≤ λ≤ C for a universal constant C .
To prove (2-35), following [Luckhaus and Modica 1989], we test the distributional form of (2-25) with
ϕ = X · ∇uε for some X ∈ C∞

c (R
n
; Rn), and get

2ε
∫

Rn
∇uε · ∇ X [∇uε] = −

∫
Rn

{
2ε∇2uε[∇uε] +

(
W ′(uε)
ε

− λ V ′(uε)
)

∇uε

}
· X

=

∫
Rn

{
ε|∇uε|2 +

W (uε)
ε

− λV (uε)
}

Div X. (2-37)

We now pick η ∈ C∞
c (B2) with 0 ≤ η≤ 1 on B2 and η= 1 in B1. We set ηR(x)= η(x/R) and test (2-37)

with X (x)= ηR(x) x . We notice that Div X = n ηR +(x/R) ·(∇η)R , and that, by dominated convergence,

lim
R→∞

∫
Rn

{
ε|∇uε|2 +

W (uε)
ε

− λV (uε)
}

nηR = n(ACε(uε)− λ),

lim
R→∞

∫
Rn

{
ε|∇uε|2 +

W (uε)
ε

− λV (uε)
}

x
R

· (∇η)R = 0,

lim
R→∞

∫
Rn

∇uε ·

(
ηRId +

x
R

⊗ (∇η)R

)
[∇uε] =

∫
Rn

|∇uε|2.

(2-38)

In particular, (2-37) implies

nλ= nACε(uε)− 2ε
∫

Rn
|∇uε|2,

which can be easily rearranged into (2-35). At the same time, by (1-26) we find∫
Rn

∣∣∣∣ε|∇uε|2 −
W (uε)
ε

∣∣∣∣ ≤

(∫
Rn

∣∣∣∣√ε|∇uε| −

√
W (uε)
ε

∣∣∣∣2)1/2(∫
Rn

∣∣∣∣√ε|∇uε| +

√
W (uε)
ε

∣∣∣∣2)1/2

=

(
ACε(uε)− 2

∫
Rn

|∇8(uε)|
)1/2(∫

Rn

∣∣∣∣√ε|∇uε| +

√
W (uε)
ε

∣∣∣∣2)1/2

≤ C
√
ε
√
ACε(uε)≤ C

√
ε,

which can be combined with (2-35) and with (1-26) to deduce (2-36).

Step 6: We are left to prove that every minimizer of ψ(ε) is radial decreasing. Indeed, let u be a generic,
possibly nonradial, minimizer of ψ(ε), and let v ∈ R0 denote its radial decreasing rearrangement. By
standard properties of rearrangements,

∫
Rn V (u)=

∫
Rn V (v)= 1, while by the Pólya–Szegő inequality
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ACε(u) ≥ ACε(v), so that v is a minimizer of ψ(ε) and equality holds in the Pólya–Szegő inequality
for u, that is, ∫

Rn
|∇u|

2
=

∫
Rn

|∇v|2. (2-39)

By Steps 4 and 5, v solves the ODE

2ε2
{
v′′

+ (n − 1)
v′

r

}
= W ′(v)− λεV ′(v) on (0,∞), (2-40)

with 0< 1/C ≤ λ≤ C . Multiplying in (2-40) by v′ and integrating over (0, r) for some r > 0, we obtain

ε2v′(r)2 + 2(n − 1)
∫ r

0

(v′)2

t
= W (v(r))− λεV (v(r))+ λεV (v(0)) for all r > 0, (2-41)

where we have used v′(0)= 0, v(1)= 1, and W (1)= 0. If r is such that v(r)≤ δ0, then by (A-6), (A-11)
and (2-41) we find

ε2v′(r)2 ≥ W (v)− CεV (v)≥
v(r)2

C
− Cε

v(r)2n/(n−1)

C
≥
v(r)2

C
,

which gives, in particular, v′(r) < 0; if r is such that v(r) ∈ (δ0, 1 − δ0), then, by the same method and
thanks to inf(δ0,1−δ0) W ≥ 1/C , we find that

ε2v′(r)2 ≥ W (v)− CεV (v)≥
1
C

− Cε ≥
1
C
,

so that, once again, v′(r) < 0; finally, if the interval {v ≥ 1 − δ0} is nonempty, then it has the form (0, a]

for some a > 0; multiplying (2-40) by rn−1, integrating over (0, r), and taking into account that W ′ < 0
on (1 − δ0, 1), V ′ > 0 on (0, 1) and λ > 0, we find

2ε2rn−1v′(r)=

∫ r

0
[W ′(v)− λεV ′(v)]rn−1 dr < 0,

that is, once again v′(r) < 0. We have thus proved that v′ < 0 on (0,∞). This information, combined
with (2-39), allows us to exploit the Brothers–Ziemer theorem [1988] to conclude that u is a translation
of v. This shows that every minimizer of ψ(ε) is in R∗

0, and concludes the proof of the theorem. □

The compactness argument used in the proof of Theorem 2.1 is relevant also in the implementation
of the selection principle used in the proof of the stability estimate (1-21) in the radial decreasing case.
Specifically, an adaptation of that argument is needed in showing the existence of minimizers in the
variational problems used in the selection principle strategy. In the interest of clarity, it thus seems
convenient to discuss this adaptation in this same section. We thus turn to the proof of Theorem 2.2 below.
In the statement of this theorem we use for the first time the quantity

d8(u, v)=

∫
Rn

|8(u)−8(v)|n/(n−1), (2-42)
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which is finite whenever u, v ∈ H 1(Rn
; [0, 1]) (indeed, u ∈ H 1(Rn

; [0, 1]) and W (t)≤ Ct2 for t ∈ [0, 1]

imply ACε(u) < ∞, thus |D(8(u))|(Rn) < ∞, and hence 8(u) ∈ Ln/(n−1)(Rn) by the BV-Sobolev
inequality).

Theorem 2.2. If n ≥ 2 and W ∈ C2,1
[0, 1] satisfies (1-11) and (1-12), then there exist universal constants

ε0, a0, ℓ0 and C with the following properties:

(i) If a ∈ (0, a0), ε < ε0, uε is a minimizer of ψ(ε), and vε ∈ H 1(Rn
; [0, 1]) is such that∫

Rn
V (vε)= 1, ACε(vε)≤ ψ(ε)+ aℓ0, d8(vε, uε)≤ ℓ0, (2-43)

then the variational problem

γ (ε, a, vε)= inf
{
ACε(w)+ ad8(w, vε) : w ∈ H 1(Rn

; [0, 1]),

∫
Rn

V (w)= 1
}

admits minimizers.

(ii) If , in addition, vε ∈ R0, then γ (ε, a, vε) admits a minimizer wε ∈ R0. Every such minimizer satisfies
wε ∈ R∗

0 ∩ C2,1/(n−1)
loc (Rn), 0<wε < 1 on Rn, and solves

−2ε21wε = εwε(1 −wε)Eε − W ′(wε) on Rn, (2-44)

where Eε is a continuous radial function on Rn with

sup
Rn

|Eε| ≤ C. (2-45)

Proof. Step 1: Set γ = γ (ε, a, vε) for the sake of brevity, and let {u j }j be a minimizing sequence for γ .
Since a > 0, we can assume that

ACε(u j )+ ad8(u j , vε)≤ γ + aℓ0 for all j. (2-46)

In particular, comparing u j by means of (2-46) with vε and uε respectively, we obtain the two basic
bounds

ACε(u j )+ ad8(u j , vε)≤ ACε(vε)+ aℓ0 ≤ ψ(ε)+ 2ℓ0, (2-47)

ACε(u j )+ ad8(u j , vε)≤ ψ(ε)+ ad8(uε, vε)+ aℓ0. (2-48)

Subtracting ψ(ε) from (2-48), noticing that ACε(u j )≥ ψ(ε), and using (2-43), we also find

d8(u j , vε)≤ d8(uε, vε)+ ℓ0 ≤ 2ℓ0, (2-49)

and hence, using again (2-43),
d8(u j , uε)≤ Cℓ0. (2-50)

Finally, by (2-43), (2-47), and ψ(ε)≤ 2nω1/n
n + Cε, we can apply Step 1 of the proof of Theorem 2.1 to

u j , uε and vε, to find

min
{∫

BM0

V (u j ),

∫
BM0

V (uε),
∫

BM0

V (vε)
}

≥ 1 − C
√
ℓ0 + ε0 for all j, (2-51)
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where M0 is a universal constant. Since (2-51) rules out the possibility of the vanishing case for
{V (u j ) dx}j , we can directly assume that the dichotomy case occurs, and in particular that there exists

α ∈ (1 − C
√
ℓ0 + ε0, 1) (2-52)

such that for every τ ∈ (0,min{α/2, τ∗}) (here τ∗ is as in (2-16)) we can find S(τ ) > 0, Sj (τ )→ ∞ and
a cut-off function ϕ between BS(τ ) and BSj (τ ) such that |∇ϕ| ≤ 2Sj (τ )

−1 on Rn, and

α− Cτ ≤

∫
BS(τ )

V (u j ),

∫
Rn

V (ϕu j )≤ α+ Cτ,

(1 −α)− Cτ ≤

∫
Bc

Sj (τ )

V (u j ),

∫
Rn

V ((1 −ϕ)u j )≤ (1 −α)+ Cτ.

(2-53)

We can now verbatim repeat the argument used in Step 2 of the proof of Theorem 2.1 to deduce (2-19)
and find that, if σ = τ (n−1)/(3n−1) as in (2-16), then

ACε(u j )≥ ACε(ϕu j )+ACε((1 −ϕ)u j )− C
(
σ

ε
+

1
Sj (τ )

)
; (2-54)

in the same vein, by exactly the same argument used to deduce (2-23), we also have

ACε((1 −ϕ)u j )≥ c(n)((1 −α)− Cτ)(n−1)/n. (2-55)

We now need to show that the ACε(ϕ u j )-term is larger than γ up to O(1 −α) and O(τ ) errors, but, for
reasons that will become clearer in a moment, we cannot do this by just taking a rescaling of ϕu j as done
in Theorem 2.1. We will rather need to introduce the “localized” family of rescalings which we now
describe.

We let ζ ∈ C∞
c (B2M0; [0, 1])∩R0 with ζ = 1 on BM0 and |ζ ′

| ≤ 2/M0. In particular,

|x | |ζ ′
| ≤ 2 on Rn. (2-56)

Next, we set ft(x)= x + t ζ(|x |) x and x̂ = x/|x | for x ∈ Rn and t > 0. By (2-56), if |t | ≤ t0 = t0(n) < 1,
then ft : Rn

→ Rn is a diffeomorphism with

ft(x)= x on Bc
2M0
,

ft(x)= (1 + t)x on BM0,

∇ ft(x)= (1 + tζ )Id + t |x |ζ ′ x̂ ⊗ x̂,

J ft(x)= (1 + tζ )n−1(1 + t (ζ + |x |ζ ′))= 1 + (nζ + |x |ζ ′)t + O(t2).

We set vj (t)= (ϕ u j ) ◦ ft , so that vj (0)= ϕ u j , and consider the functions

bj (t)=

∫
Rn

V (vj (t))=

∫
Rn

V (ϕu j )J ft , |t | ≤ t0.

Clearly we have

bj (0)=

∫
Rn

V (ϕu j ) ∈ [α− Cτ, α+ Cτ ], (2-57)

|b′′

j (t)| =

∫
Rn

V (ϕu j )

∣∣∣∣d2(J ft)

dt2

∣∣∣∣ ≤ C for all |t | ≤ t0; (2-58)
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more crucially, if we choose ε0 and ℓ0 small enough, then by (2-51) and (2-56) we find

b′

j (0)=

∫
Rn

V (ϕu j )(nζ + |x |ζ ′)≥ n
∫

BM0

V (u j )− (n + 2)
∫

B2M0\BM0

V (u j )≥
n
2
.

As a consequence, by (2-58), we can find a universal constant t1 such that

b′

j (t)≥
n
3

for all |t | ≤ t1. (2-59)

In particular, bj is strictly increasing on [−t1, t1], with

bj (t1)≥ bj (0)+
n
3

t1 ≥ α− Cτ +
n
3

t1 > 1 − C(ℓ0 + ε0 + τ)+
n
3

t1 > 1,

bj (−t1)≤ bj (0)−
n
3

t1 ≤ α+ Cτ −
n
3

t1 ≤ 1 + C(ℓ0 + ε0 + τ)−
n
3

t1 < 1 −
n
4

t1,

so that, for every j , there exists tj ∈ (−t1, t1) such that bj (tj )= 1: in other words,∫
Rn

V (vj (tj ))= 1. (2-60)

We now compare the energy of vj (tj )= (ϕ u j ) ◦ ftj to that of ϕ u j . To this end, we first notice that, by
comparing bj (0)=

∫
Rn V (ϕ u j )= α+ O(τ ) to bj (tj )= 1, thanks to (2-59) we conclude that

|tj | ≤ C((1 −α)+ τ) for all j. (2-61)

Denoting by ∥A∥ the operator norm of a linear map A, we have

∥∇ ft(x)− Id∥ ≤ C |t |, |J ft(x)− 1| ≤ C |t | for all x ∈ Rn,

so that

ACε(vj (t))=

∫
Rn

{
ε|(∇ ft ◦ f −1

t )[∇(ϕu j )]|
2
+

W (ϕu j )

ε

}
J ft

≤

∫
Rn

{
ε(1 + C |t |)2|∇(ϕu j )|

2
+

W (ϕu j )

ε

}
(1 + C |t |)≤ (1 + C |t |)ACε(ϕu j ).

Therefore if we combine (2-54), (2-55), and (2-61) with this last estimate, and take into account that
ACε(u j ),ACε(ϕ u j )≤ C , then we obtain

ACε(u j )+ ad8(u j , vε)≥ ACε(vj (tj ))+ ad8(vj (tj ), vε)+ a(d8(u j , vε)− d8(vj (tj ), vε))

+ c(n)((1 −α)− Cτ)(n−1)/n
− C

(
(1 −α)+ τ +

1
Sj (τ )

+
σ

ε

)
. (2-62)

We notice that for every u, v ∈ H 1(Rn
; [0, 1]), thanks to the triangular inequality in Ln/(n−1) and to

|b1/n′

− a1/n′

| ≥ c(n) b−1/n(b − a) for 0< a < b, we have

c(n)
|d8(u, vε)− d8(v, vε)|

max{d8(u, vε), d8(v, vε)}1/n ≤ d8(u, v)(n−1)/n. (2-63)
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We apply (2-63) with u = u j and v = u j ϕ to find

|d8(u j , vε)− d8(ϕu j , vε)| ≤ C
∫

Rn
|8(u j )−8(ϕu j )|

n/(n−1)

≤

∫
Rn\BS(τ )

V (u j )≤ C((1 −α)+ τ),

where we have used (2-53). Similarly, noticing that
d
ds
8(vj (s))=

√
W (vj (s))[∇(ϕ u j ) ◦ fs] ·

d
ds

fs

=
√

W (vj (s))[∇(ϕu j ) ◦ fs] · (ζ(|x |)x),

with ζ(x) |x | ≤ 2M0 for every x ∈ Rn by (2-56), we find4

|d8(vj (tj ), vε)− d8(ϕ u j , vε)| ≤ C
∫

Rn
|8(vj (tj ))−8(ϕu j )|

n/(n−1)
≤ C

∫
Rn

|8(vj (tj ))−8(ϕu j )|

≤ C
∣∣∣∣∫ tj

0
ds

∫
Rn

√
W (vj (s))[∇(ϕ u j ) ◦ fs] · (ζ(|x |) x)

∣∣∣∣
≤ C

∣∣∣∣∫ tj

0
ds

∫
Rn

√
W (ϕu j )∇(ϕu j ) · (ζ(| f −1

s |) f −1
s )J fs

∣∣∣∣
≤ C M0|tj |

∫
Rn

√
W (ϕu j )|∇(ϕu j )| ≤ C |tj |ACε(ϕu j ). (2-64)

We finally combine (2-61), (2-62), (2-64), and the fact that vj (tj ) is a competitor for γ to conclude that

ACε(u j )+ ad8(u j , vε)≥ γ + c(n)((1 −α)− Cτ)(n−1)/n
− C

(
(1 −α)+ τ +

σ

ε
+

1
Sj (τ )

)
.

Letting j → ∞ and then τ → 0+ (so that σ → 0+ thanks to (2-16)), we finally conclude

0 ≥ c(n)(1 −α)(n−1)/n
− C(1 −α),

which gives a contradiction with (2-52) if ε0 and ℓ0 are small enough. Having excluded vanishing and
dichotomy, by a standard argument we deduce the existence of a minimizer of γ .

Step 2: We now assume that vε ∈ R0. Since 8 is an increasing function on [0, 1], if u∗ denotes the radial
decreasing rearrangement of u : Rn

→ [0,∞), then 8(u∗)=8(u)∗. In particular, by a standard property
of rearrangements,

d8(u, v)=

∫
Rn

|8(u)−8(v)|n/(n−1)
≥

∫
Rn

|8(u)∗ −8(v)∗|n/(n−1)
= d8(u∗, v∗).

This fact, combined with the Pólya–Szegő inequality and the fact that v∗
ε = vε, implies that the radial

decreasing rearrangement of a minimizer of γ is also a minimizer of γ (in brief, a radial decreasing
minimizer).

4This is the key step where using ft (x) rather than (1 + t) x (as done when proving Theorem 2.1) makes a substantial
difference. Indeed, by using a global rescaling to fix the volume constraint of ϕ u j , we end up having to control, in the analogous
estimate to (2-64), the first moment of the energy density of ϕ u j , i.e.,

∫
Rn |x |(ε|∇(ϕu j )|

2
+ W (ϕu j )/ε), rather than the trivially

bounded quantity M0ACε(u j ).
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We now show that every radial decreasing minimizer wε of γ satisfies 0< wε < 1 on Rn, that wε ∈

C2,1/(n−1)
loc (Rn), and that (2-44) holds for a radial continuous function Eε bounded by a universal constant.

Arguing as in Step 4 of the proof of Theorem 2.1, with 0 ≤ a< b ≤ +∞ and �= Bb \ Ba = {0<wε < 1},
we see that wε solves

−2ε21wε = ελV ′(wε)− W ′(wε)− aεZε(x, wε) in D′(�), (2-65)

where, for x ∈ Rn and t ∈ [0, 1], we have set

Zε(x, t)=
n

n − 1
|8(t)−8(vε)|(n/(n−1))−2(8(t)−8(vε))

√
W (t).

By (2-65), 1wε is bounded in �, and thus, by the Calderon–Zygmund theorem, wε ∈ Liploc(�). This
implies that Zε(x, t) ∈ C0,1/(n−1)

loc (�), and thus, by Schauder’s theory, that wε ∈ C2,1/(n−1)
loc (�). We now

want to prove that �= Rn. By the same variational arguments used in deriving (2-27) and (2-28), we have

−2ε21wε ≥ f (x, t) in D′(Rn
\ Ba), (2-66)

−2ε21wε ≤ f (x, t) in D′(Bb), (2-67)

where f (x, t) satisfies

| f (x, t)| ≤ Ct (1 − t) for all (x, t) ∈ Rn
× [0, 1], (2-68)

thanks to (A-6) and (A-11) (which, in particular, give |Zε(x, t)| ≤ Ct (1− t) for every (x, t)∈ Rn
×[0, 1]).

By repeating the same argument used in Step 4 of the proof of Theorem 2.1, we thus see that �= Rn.
Finally, it is easily seen that (2-65), with �= Rn and wε ∈ C2(Rn), takes the form

−2ε21wε = εwε(1 −wε)Eε − W ′(wε) on Rn, (2-69)

for a radial function Eε bounded by a universal constant on Rn, as claimed. □

3. Resolution of almost-minimizing sequences

In the main result of this section, Theorem 3.1 below, we provide a sharp description, up to first order as
ε→ 0+, of the minimizers of ψ(ε). This resolution result is proved not only for minimizers of ψ(ε), but
also for a general notion of “critical sequence for ψ(εj ) as εj → 0+” modeled after the selection principle
minimizers of Theorem 2.2.

In the following statement, η is the solution of η′
= −

√
W (η) on R with η(0)=

1
2 ,

τ0 =

∫
R

η′V ′(η)s ds, τ1 =

∫
R

W (η)s ds,

and R0 = ω
−1/n
n . Relevant properties of η are collected in Section A4.

Theorem 3.1. If n ≥ 2 and W ∈ C2,1
[0, 1] satisfies (1-11) and (1-12), then there exist universal constants

ε0, δ0, and ℓ0 with the following properties:
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Ansatz: For every ε < ε0 there exists a unique τε ∈ R such that if we set

zε(x)= η

(
|x | − R0

ε
− τε

)
, (3-1)

then ∫
Rn

V (zε)= 1. (3-2)

Moreover, we have |τε − τ0| ≤ Cε and, in the limit as ε→ 0+,

ACε(zε)= 2nω1/n
n + 2n(n − 1)ω2/n

n (τ0 + τ1)ε+ O(ε2). (3-3)

Resolution of critical sequences: If εj → 0+ as j → ∞, {vj }j is a sequence in C2(Rn
; [0, 1]) ∩ R0

such that ∫
Rn

V (vj )= 1, (3-4)

ACεj (vj )≤ 2nω1/n
n + ℓ0, (3-5)

and {Ej }j is a sequence of radial continuous functions on Rn with

−2ε2
j1vj = εjvj (1 − vj )Ej − W ′(vj ) on Rn, (3-6)

sup
j

∥Ej∥C0(Rn) ≤ C, (3-7)

then, for j large enough, we have

vj (x)= zεj (x)+ f j

(
|x | − R0

εj

)
, x ∈ Rn, (3-8)

where f j ∈ C2(−R0/εj ,∞), and

| f j (s)| ≤ Cεj e−|s|/C for all s ≥ −R0/εj . (3-9)

Moreover, for j large enough, there exist positive constants bj and cj such that

vj (R0 + cj )= δ0,

vj (R0 − bj )= 1 − δ0,
(3-10)

and bj and cj satisfy
εj

C
≤ bj , cj ≤ Cεj . (3-11)

Finally, one has

C
εj

≥ −v′

j (r)≥
1

Cεj
for all r ∈ [R0 − bj , R0 + cj ], (3-12)

vj (r)≤ Ce−(r−R0)/(Cεj ),

|v
(k)
j (r)| ≤

C
εk

j
e−(r−R0)/(Cεj ) for all r ∈ [R0 + cj ,∞), k = 1, 2, (3-13)
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1 − vj (r)≤ Ce−(R0−r)/(Cεj ),

|v′

j (r)| ≤ C min
{ r
ε2

j
,

1
εj

}
e−(R0−r)/(Cεj ),

|v′′

j (r)| ≤
C
ε2

j
e−(R0−r)/(Cεj)

for all r ∈ (0, R0 − bj ). (3-14)

Proof. The first two steps of the proof take care of the ansatz-part of the statement, while starting from
Step 3 we address the resolution result. We use the fact that, if we set zτ (x)= η([(|x |− R0)/ε]− τ), then
f (τ )=

∫
Rn V (zτ ) is strictly increasing in τ with f (−∞)= 0 and f (+∞)= +∞. For this reason, τε is

indeed uniquely defined by (3-2).

Step 1: We prove that if {wε}ε>0 is defined by

wε(x)= η

(
|x | − R0

ε
− tε

)
+ fε

(
|x | − R0

ε

)
, x ∈ Rn, ε > 0,

for some tε ∈ R and some functions fε ∈ C2(−R0/ε,∞) such that∫
Rn

V (wε)= 1, (3-15)

| fε(s)| ≤ Cεe−|s|/C for all s ≥ −R0/ε, (3-16)
then

|tε − τ0| ≤ Cε for all ε < ε0. (3-17)

Of course, in the particular case when fε ≡ 0, we have wε = zε and tε = τε thanks to (3-1) and (3-2).
Indeed, setting z0(x)= η([(|x | − R0)/ε] − τ0) for x ∈ Rn, and recalling (3-2) and (3-15), we consider

the quantity

κε =

∫
Rn

V (1BR0
)− V (z0)=

∫
Rn

V (wε)− V (z0). (3-18)

We look at the first expression for κε, passing first to the radial coordinate r = |x | and then changing
variables into s = (r − R0)/ε. By taking into account the fact that τ0 satisfies∫

R

(1(−∞,0)(s)− V (η(s − τ0))) ds = 0,

see (A-19), we find

κε

n ωn
= ε

∫
∞

−R0/ε

(1(−∞,0)(s)− V (η(s − τ0)))(R0 + εs)n−1 ds

= εRn−1
0

∫
∞

−R0/ε

(1(−∞,0)(s)− V (η(s − τ0))) ds

+ ε

∫
∞

−R0/ε

(1(−∞,0)(s)− V (η(s − τ0)))[(R0 + εs)n−1
− Rn−1

0 ] ds

= −εRn−1
0

∫
−R0/ε

−∞

(1(−∞,0)(s)− V (η(s − τ0))) ds

+ ε

n−2∑
k=0

ak

∫
∞

−R0/ε

(1(−∞,0)(s)− V (η(s − τ0)))Rk
0(sε)

n−1−k ds,
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with ak =
(n−1

k

)
. Since τ0 = τ0(W ), by the decay properties (A-16) of η, we have

| 1(−∞,0)(s)− V (η(s − τ0))| ≤ Ce−|s|/C for all s ∈ R, (3-19)

so that ∣∣∣∣∫ −R0/ε

−∞

(1(−∞,0)(s)− V (η(s − τ0))) ds
∣∣∣∣ ≤ C

∫
−R0/ε

−∞

e−|s|/C ds ≤ Ce−R0/(Cε),

and, recalling that ωn Rn
0 = 1,

|κε| ≤ Cεe−R0/(Cε) + Cε2
n−1∑
j=1

∫
∞

−R0/ε

|1(−∞,0)(s)− V (η(s − τ0))||s| j ds ≤ Cε2,

where in the last inequality we have used (3-19) again. Taking into account the second formula for κε in
(3-18), we have thus proved

Cε2
≥

∣∣∣∣∫
Rn

V (wε)− V (z0)

∣∣∣∣. (3-20)

With the same change of variables used before we have

Cε ≥

∣∣∣∣∫ ∞

−R0/ε

{V (η(s − tε)+ fε(s))− V (η(s − τ0))}(R0 + εs)n−1 ds
∣∣∣∣,

while the decay properties of fε assumed in (3-16) give∣∣∣∣∫ ∞

−R0/ε

{V (η(s − tε)+ fε(s))− V (η(s − tε))}(R0 + εs)n−1 ds
∣∣∣∣

≤

∫
∞

−R0/ε

fε(s)(R0 + εs)n−1 ds
∫ 1

0
V ′(η(s − tε)+ r fε(s)) dr ≤ Cε;

by combining the last two inequalities we thus find

Cε ≥

∣∣∣∣∫ ∞

−R0/ε

{V (η(s − tε))− V (η(s − τ0))}(R0 + εs)n−1 ds
∣∣∣∣

=

∫
∞

−R0/ε

|V (η(s − tε))− V (η(s − τ0))|(R0 + εs)n−1 ds, (3-21)

where in the last step we have used that τ → V (η( · − τ)) is strictly increasing in τ . Since (3-21) implies
tε → τ0 as ε→ 0+, we can choose ε0 = ε0(n,W ) so that |tε − τ0| ≤ 1 and R0 + ε (τ0 − 1)≥ R0/2. Since
V ◦ η is strictly decreasing on R, we have |(V ◦ η)′| ≥ 1/C on [−2, 2], and noticing that if |s − τ0| ≤ 1,
then |s − tε|< 2, we finally conclude

Cε ≥

∫ τ0+1

τ0−1

|(s − tε)− (s − τ0)|

C
(R0 + εs)n−1 ds ≥

|τ0 − tε|
C

,

thus proving (3-17).
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Step 2: We compute ACε(zε). Passing to the radial coordinate r = |x |, setting first r = R0 + ε s and then
t = s − τε, recalling that η′

= −
√

W (η), and exploiting the decay property (A-16) of η at −∞, we find
that, as ε→ 0+,

ACε(zε)= nωn

∫
∞

−R0/ε

(η′(s − τε)
2
+ W (η(s − τε)))(R0 + εs)n−1 ds

= 2nωn

∫
∞

−τε−R0/ε

W (η(t))(R0 + ε(t + τε))
n−1 dt

= 2nωn

∫
∞

−∞

W (η(t))(R0 + ε(t + τε))
n−1 dt + O(e−C/ε)

= 2nωn

∫
∞

−∞

W (η(t))(R0 + ε(t + τ0))
n−1 dt + O(ε2), (3-22)

where in the last step we have used τε = τ0 + O(ε). Recalling that, by (1-12),∫
R

W (η)= −

∫
R

√
W (η) η′

= −

∫
R

8′(η)η′
=8(η(−∞))−8(η(+∞))=8(1)= 1,

as well as that ωn Rn
0 = 1, we find

ACε(zε)= 2nω1/n
n + 2n(n − 1)ω2/n

n (τ0 + τ1)ε+ O(ε2)

as ε→ 0+, that is (3-3). This proves the first part of the statement of the theorem.

Step 3: In preparation to the proof of the second part of the statement, we show that if ε < ε0 and
u ∈ H 1(Rn

; [0, 1]) satisfies

ACε(u)≤ 2nω1/n
n + ℓ0,

∫
Rn

V (u)= 1, (3-23)

then ∫
Rn

|8(u)− 1BR0
|
n/(n−1)

≤ C((
√
ℓ0)

(n−1)/(2n)
+ ε). (3-24)

Moreover, if u ∈ R0, then
√
ℓ0 can be replaced by ℓ0 in (3-24).

Indeed, by (3-23), as seen in Step 1 of the proof of Theorem 2.1, we have∫
Rn

|8(u)− (ω1/n
n r(u))1−n1Br(u) |

n/(n−1)
≤ C

√
ℓ0 (3-25)

for some r(u) ∈ (0,M0], where M0 is a universal constant. Setting f (r)= (ω
1/n
n r)1−n , and noticing that

f (R0)= 1, it is enough to prove that

|r(u)− R0| ≤ C((
√
ℓ0)

(n−1)/(2n)
+ ε), | f (r(u))− 1| ≤ C((

√
ℓ0)

(n−1)/(2n)
+ ε). (3-26)

Since Lip( f, [R0/2, 2R0])≤ C and f (R0)= 1, it is enough to prove the first estimate in (3-26). To this
end, we start noticing that if r(u) < R0, then f (r(u)) > f (R0)= 1 ≥8(u), and (3-25) gives

C
√
ℓ0 ≥

∫
Br(u)

|8(u)− f (r(u))|n/(n−1)
≥ ωnr(u)n( f (r(u))− 1)n/(n−1)

= (u)n( f (r(u))− f (R0))
n/(n−1)

= c(n)(1 − (r(u)/R0)
n−1)n/(n−1)

≥ c(n)(R0 − r(u))n/(n−1),
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as desired. If, instead r(u) > R0, then by
∫

Rn W (u)≤ εACε(u)≤ C , f (r(u)) ∈ (0, 1) and (A-8) (that is,
8(b)−8(a)≥ (b − a)2/C if 0 ≤ a ≤ b ≤ 1), we deduce that

Cε ≥

∫
BR0

W (u)≥

∫
BR0

W (8−1( f (r(u))))− C
∫

BR0

|u −8−1( f (r(u)))|

≥

∫
BR0

W (8−1( f (r(u))))− C
∫

BR0

|8(u)− f (r(u))|1/2

≥

∫
BR0

W (8−1( f (r(u))))− C
(∫

BR0

|8(u)− f (r(u))|n/(n−1)
)(n−1)/(2n)

,

where in the last inequality we have used the Hölder inequality with p = (2n)/(n − 1) > 1 and the fact
that Ln(BR0) is a universal constant. Hence, by BR0 ⊂ Br(u), (3-25) and ωn Rn

0 = 1,

W (8−1( f (r(u))))≤ C((
√
ℓ0)

(n−1)/(2n)
+ ε).

Now, R0 < r(u)≤ M0 implies 1> f (r(u))≥ f (M0)≥ δ0 (provided we further decrease the value of δ0).
In particular, by W (t)≥ (1 − t)2/C on (δ0, 1) (which can be assumed as done with (A-13)), we have

C((
√
ℓ0)

(n−1)/(2n)
+ ε)≥ (1 −8−1( f (r(u))))2.

By (A-7), we have

1 −8−1(s)≥

√
1 − s
C

for all s ∈ (0, 1),

thus concluding

C((
√
ℓ0)

(n−1)/(2n)
+ ε)≥ 1 − f (r(u))= c(n)(R1−n

0 − r(u)1−n)

≥
c(n)

r(u)n−1

((
r(u)
R0

)n−1

− 1
)

≥
c(n)

Mn−1
0

(r(u)− R0).

This completes the proof of (3-26), and thus of (3-24).

Step 4: We now consider {εj , vj ,Ej }j as in the statement, and begin the proof of the resolution result. We
introduce the radius Rj (t) by setting vj (Rj (t))= t for every t in the range of vj . In this step we prove
that both δ0 (defined in Section A3) and 1 − δ0 belong to the range of each vj , that

3R0 ≥ Rj (δ0)≥ Rj (1 − δ0)≥
R0

3
, (3-27)

εj

C
≤ Rj (δ0)− Rj (1 − δ0)≤ Cεj , (3-28)

and that

−
C
εj

≤ v′

j ≤ −
1

Cεj
on (Rj (1 − δ0), Rj (δ0)). (3-29)

In particular, the constants bj and cj introduced in (3-10) are well-defined, they satisfy

cj = Rj (δ0)− R0, bj = R0 − Rj (1 − δ0), (3-30)

and property (3-12) in the statement boils down to (3-29).
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By Step 3, for j large enough and considering that vj ∈ R0, we have∫
Rn

|1BR0
−8(vj )|

n/(n−1)
≤ C(ℓ(n−1)/(2n)

0 + ε0). (3-31)

By (3-31), if ℓ0 and ε0 are small enough, then both δ0 and 1 − δ0 must belong to the range of each vj .
Now, if Rj (δ0)≤ R0, then∫

BR0\BRj (δ0)

|1BR0
−8(vj )|

n/(n−1)
≥ ωn(Rn

0 − Rj (δ0)
n)(1 −8(δ0))

n/(n−1)
≥

Rn
0 − Rj (δ0)

n

C
,

and Rj (δ0)≥ R0/2 follows by (3-31) for ℓ0 and ε0 small enough; if, instead, Rj (δ0)≥ R0, then∫
BRj (δ0)\BR0

|1BR0
−8(vj )|

n/(n−1)
≥ ωn(Rj (δ0)

n
− Rn

0 )8(δ0)
n/(n−1)

≥
Rj (δ0)

n
− Rn

0

C
,

and Rj (δ0)≤ 2R0 follows, again, for ℓ0 and ε0 small enough; we have thus proved R0/2 ≤ Rj (δ0)≤ 2R0.
Since (3-5) implies ACεj (vj )≤ C we also have

Cεj ≥

∫
Rn

W (vj )≥
Rj (δ0)

n
− Rj (1 − δ0)

n

C
≥

Rj (δ0)− Rj (1 − δ0)

C
,

where in the last inequality we have used Rj (δ0) ≥ R0/2. Thus, we have so far proved (3-27) and the
upper bound in (3-28). Before proving the lower bound in (3-28), we prove (3-29). To this end, we
multiply (3-6) by v′

j , and then integrate over an arbitrary interval (0, r) to get

ε2
j

(
(v′

j )
2
+ 2(n − 1)

∫ r

0

v′

j (t)
2

t
dt

)
= W (vj )− W (vj (0))− εj

∫ r

0
vj (1 − vj )Ejv

′

j . (3-32)

By (3-7), the right-hand side of (3-32) is bounded in terms of n and W, so that (3-32) implies ε2
j (v

′

j )
2
≤ C

on (0,∞); the lower bound in (3-29) then follows by v′

j ≤ 0. To obtain the upper bound in (3-29),
we multiply again (3-6) by v′

j , but this time we integrate over (r,∞) for r ∈ (Rj (1 − δ0), Rj (δ0)), thus
obtaining

ε2
j

(
−v′

j (r)
2
+ 2(n − 1)

∫
∞

r

v′

j (t)
2

t
dt

)
= −W (vj (r))− εj

∫
∞

r
vj (1 − vj )Ejv

′

j . (3-33)

By W (vj (r))≥ inf[δ0,1−δ0] W ≥ 1/C , (3-7), and the nonnegativity of the integral on the left-hand side of
(3-33), we deduce that

2ε2
j v

′

j (r)
2
≥ W (vj (r))− Cεj ≥

1
C

for all r ∈ (Rj (1 − δ0), Rj (δ0)),

which, again by v′

j ≤ 0, implies the upper bound in (3-29). To finally prove the lower bound in (3-28), we
notice that thanks to the lower bound in (3-29) we have

C
εj
(Rj (δ0)− Rj (1 − δ0))≥

∫ Rj (δ0)

Rj (1−δ0)

(−v′

j )= 1 − 2δ0.

We have completed the proofs of (3-27), (3-28) and (3-29).
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Step 5: We obtain sharp estimates for vj as r → ∞: precisely, we prove that for every r ≥ Rj (δ0) one has

vj (r)≤ Ce−(r−Rj (δ0))/(Cεj ), (3-34)

|v
(k)
j (r)| ≤

C
εk

j
e−(r−Rj (δ0))/(Cεj ), k = 1, 2. (3-35)

We first transform (3-6) to get rid of the first-order term and capture the polynomial factor of the form
r (1−n)/2. To this end we consider the so-called Emden–Fowler change of variables. More precisely, we
set vj = q wj and notice that (3-6) gives

ε2
j

{
qw′′

j +wj q ′′
+w′

j

(
2q ′

+
(n − 1)q

r

)
+
(n − 1)q ′wj

r

}
=

1
2
(W ′(vj )− εj vj (1 − vj )Ej ).

Thus setting q(r)= r−a with a = (n − 1)/2 we find the following ODE for wj :

ε2
jw

′′

j =
wj

2

(
ε2

j
2a(a − 1)

r2 +
W ′(vj )− εjvj (1 − vj )Ej

vj

)
. (3-36)

Recasting (3-6) in spherical coordinates, exploiting (3-7) and (A-6), and taking j large enough to give
εj < σ0, we deduce that

ε2
jw

′′

j ≥
wj

2

(
ε2

j
2a(a − 1)

r2 +
1
C

− Cεj

)
≥
wj

2C∗

(3-37)

for some C∗ universal. We now notice that

w∗(r)= δ0e−(r−Rj (δ0))/(
√

2C∗εj )

satisfies ε2
jw

′′
∗

= w∗/2C∗ and

w∗(Rj (δ0))= δ0 = wj (Rj (δ0)).

Therefore, if r ≥ Rj (δ0), then

wj (r)≤ w∗(r)= δ0e−(r−Rj (δ0))/(
√

2C∗εj ), (3-38)

from which we deduce

vj (r)≤
δ0

r (n−1)/2 e−(r−Rj (δ0))/(
√

2C∗εj ) for all r ≥ Rj (δ0),

that is, (3-34). By combining (3-36) with (3-38) we first find

|w′′

j (r)| ≤
C
ε2

j
e−(r−Rj (δ0))/(

√
2C∗εj ) for all r ≥ Rj (δ0),

and then, by integration,

|w′

j (r)| ≤

∫
∞

r
|w′′

j (s)| ds ≤
C
εj

e−(r−Rj (δ0))/(
√

2C∗εj ) for all r ≥ Rj (δ0);

these last two estimates, combined with vj = r−(n−1)/2wj and the Leibniz rule, yield (3-35) for k = 1, 2.
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Step 6: We obtain sharp estimates for vj (r) when r → 0+; precisely, we prove that for every r ≤ Rj (1−δ0)

one has
1 − vj (r)≤ Ce−(Rj (1−δ0)−r)/(Cεj ), (3-39)

|v′

j (r)| ≤ C min
{

r
ε2

j
,

1
εj

}
e−(Rj (1−δ0)−r)/(Cεj ), (3-40)

|v′′

j (r)| ≤
C
ε2

j
e−(Rj (1−δ0)−r)/(Cεj ). (3-41)

To this end, it is convenient to recast (3-6) in terms of wj = 1 − vj , so that

2ε2
j

{
w′′

j + (n − 1)
w′

j

r

}
= −W ′(1 −wj )+ εjwj (1 −wj )Ej . (3-42)

By (A-6) and (3-7), if r ≤ Rj (1 − δ0), then

−W ′(1 −wj )+ εjwj (1 −wj )Ej ≤ C(1 −wj ), (3-43)

so that (3-42) implies in particular

2ε2
j

{
w′′

j + (n − 1)
w′

j

r

}
≤ Cwj on (0, Rj (1 − δ0)). (3-44)

Multiplying by w′

j ≥ 0 and integrating on (0, r)⊂ (0, Rj (1 − δ0)) we deduce

ε2
j

{
w′

j (r)
2
+

∫ r

0

(w′

j )
2

t

}
≤ C(wj (r)2 −wj (0)2)≤ Cwj (r)2,

that is,
εjw

′

j ≤ Cwj on (0, Rj (1 − δ0)). (3-45)

Combining (3-45) with (3-42), (A-6) and (3-7), we find that

2ε2
jw

′′

j + Cεjwj ≥ 2ε2
j

{
w′′

j +
n − 1

r
w′

j

}
= −W ′(1 −wj )+ εjwj (1 −wj )Ej ≥

wj

C
− Cεjwj

on [R0/4, Rj (1 − δ0)), so that, for j large enough and for a constant C∗ depending on n and W only, we
have

ε2
jw

′′

j ≥
wj

C∗

on [R0/4, Rj (1 − δ0)). (3-46)

Correspondingly to C∗, we introduce the barrier

w∗(r)= δ0{e((R0/4)−r)/
√

C∗ ε
2
j + e(r−Rj (1−δ0))/

√

C∗ε
2
j }, r > 0.

By the monotonicity of wj and by Rj (1 − δ0)≥ R0/3 (recall (3-27)),

w∗(R0/4)≥ δ0 = wj (Rj (1 − δ0))≥ wj (R0/4),

w∗(Rj (1 − δ0))≥ δ0 = wj (Rj (1 − δ0)),

ε2
jw

′′

∗
=
w∗

C∗

on [0,∞).
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We thus find wj ≤ w∗ on [R0/4, Rj (1 − δ0)); that is, for every R0/4 ≤ r ≤ Rj (1 − δ0),

1 − vj (r)≤ δ0{e((R0/4)−r)/
√

C∗ε
2
j + e(r−Rj (1−δ0))/

√
C∗ε

2
j }. (3-47)

By testing (3-47) with

r∗ =
R0/4 + R0/3

2

and exploiting the monotonicity of vj , we find that for r ∈ (0, r∗]

1 − vj (r)≤ δ0e−1/(Cεj ) for all r ∈ (0, r∗] (3-48)

(thus obtaining the crucial information that, for j large enough and, for every k ∈N, ∥1−vj∥C0[0,r∗]
=o(εk

j )

as j → ∞). At the same time, for r∗ ≤ r ≤ Rj (1 − δ0), the second exponential in (3-47) is bounded from
below in terms of a universal constant, while the first exponential is bounded from above by e−1/Cεj , so
that (3-47) and (3-48) can be combined into

1 − vj (r)≤ Ce−(Rj (1−δ0)−r)/(Cεj ) for all r ∈ (0, Rj (1 − δ0)],

that is, (3-39). By combining (3-39) and (3-45) we also find

−v′

j (r)≤
C
εj

e−(Rj (1−δ0)−r)/(Cεj ) for all r ∈ (0, Rj (1 − δ0)], (3-49)

which is half of the estimate for |v′

j | in (3-40). Multiplying (3-44) by rn−1 we find

2ε2
j (r

n−1w′

j )
′
≤ Crn−1wj for all r ∈ (0, Rj (1 − δ0)],

which we integrate over (0, r)⊂ (0, Rj (1 − δ0)) to conclude that

ε2
j rn−1(−v′

j (r))≤ C
∫ r

0
wj (t)tn−1 dt ≤ C(1 − vj (r))rn for all r ∈ (0, Rj (1 − δ0)];

in particular, by combining this last inequality with (3-39) we find

−v′

j (r)≤ C
r
ε2

j
e−(Rj (1−δ0)−r)/(Cεj) for all r ∈ (0, Rj (1 − δ0)],

that is, the missing half of (3-40). Finally, by (3-42) with (3-43) we find

ε2
j |v

′′

j | ≤ C
{
(1 − vj )+

|v′

j |

r

}
on (0, Rj (1 − δ0)),

and then (3-41) follows from (3-39) and (3-40).

Step 7: We now improve the first set of inequalities in (3-27), and show that

R0 − Cεj ≤ Rj (1 − δ0) < Rj (δ0)≤ R0 + Cεj . (3-50)

Let us set

αj =

∫
BRj (1−δ0)

V (vj ), βj =

∫
BRj (δ0)\BRj (1−δ0)

V (vj ), γj =

∫
BRj (δ0)

c

V (vj ).
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By (A-11), (3-39) and (3-27) we have

|αj −ωn Rj (1 − δ0)
n
| =

∫
BRj (1−δ0)

1 − V (vj )≤ C
∫

BRj (1−δ0)

(1 − vj )
2

≤ C
∫

BRj (1−δ0)

e−(Rj (1−δ0)−|x |)/(Cεj ) dx

= C
∫ Rj (1−δ0)

0
e−(Rj (1−δ0)−r)/(Cεj )rn−1 dr

= Cεj

∫ 0

−Rj (1−δ0)/εj

es/C(Rj (1 − δ0)+ εj s)n−1 ds ≤ Cεj .

Similarly, by (A-11), (3-27) and (3-34) we find

|γj | =

∫
Bc

Rj (δ0)

V (vj )≤ C
∫

BRj (δ0)
c

v
2n/(n−1)
j ≤ C

∫
∞

Rj (δ0)

e−(r−Rj (δ0))/(Cεj )rn−1 dr

= Cεj

∫
∞

0
e−s/C(Rj (δ0)+ εj s)n−1 ds ≤ Cεj .

Finally, thanks to (3-27),

|βj | =

∫
BRj (δ0)\BRj (1−δ0)

V (vj )≤ C(Rj (δ0)− Rj (1 − δ0))≤ Cεj .

Combining the estimates for αj , βj and γj with the fact that

ωn Rn
0 = 1 =

∫
Rn

V (vj )= αj +βj + γj ,

we conclude that

Cεj ≥ ωn|Rn
0 − Rj (1 − δ0)

n
| ≤

|R0 − Rj (1 − δ0)|

C
,

so that (3-50) follows by (3-27).

Step 8: We conclude the proof of the theorem: (3-29), (3-30) and (3-50) imply (3-10) and (3-12), as
well as

|bj |, |cj | ≤ Cεj , (3-51)

which is a weaker form of (3-11); (3-34) and (3-35) imply (3-13), while (3-39), (3-40), and (3-41) imply
(3-14). We are thus left to prove the full form of (3-11) (which includes a positive lower bound in the
form εj/C for both bj and cj ), as well as (3-8): that is, we want to show that if vj satisfies (3-4), (3-5),
(3-6) and (3-7), then, for every x ∈ Rn and j large enough, we have

vj (x)= zεj (x)+ f j

(
|x | − R0

εj

)
= η

(
|x | − R0

εj
− τj

)
+ f j

(
|x | − R0

εj

)
, (3-52)

with functions f j ∈ C2(Ij ) such that

| f j (s)| ≤ Cεj e−|s|/C for all s ∈ Ij = (−R0/εj ,∞), (3-53)
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and with τj = τεj for τε defined by (3-1) and (3-2). In fact, (3-52) and (3-53) imply the full form of (3-11):
for example, combined with (3-12) and (3-17), they give

C
bj

εj
≥

∫ R0

R0−bj

(−v′

j )= vj (R0 − bj )− vj (R0)= (1 − δ0)− η(−τj )− f j (0)

≥ 1 − δ0 − η(−τ0)− Cεj ,

where the latter quantity is positive provided j is large enough and we further decrease the value of δ0 to
have δ0 < 1 − η(−τ0).

We can thus focus on (3-52) and (3-53), which we recast by looking at the functions

ηj (s)= vj (R0 + εj s), s ∈ Ij ,

in terms of which f j (s)= ηj (s)− η(s − τj ). Thus, our goal becomes proving that

|ηj (s)− η(s − τj )| ≤ Cεj e−|s|/C for all s ∈ Ij . (3-54)

We start noticing that, by (3-12), (3-13) and (3-14), we have

C ≥ −η′

j (s)≥
1
C

for all s ∈ (−bj/εj , cj/εj ), (3-55)

η
(k)
j (s)≤ Ce−s/C for all s ∈ (cj/εj ,∞), k = 0, 1, 2, (3-56)
(1 − ηj (s))+ |η′′

j (s)| ≤ Ces/C ,

|η′

j | ≤ C min
{

R0 + εj s
εj

, 1
}

es/C
for all s ∈ (−R0/εj ,−bj/εj ) (3-57)

(while the analogous estimates for η are found in (A-16) and (A-18)). In order to estimate f j (s) =

ηj (s)− η(s − τj ), we introduce
gj (s)= ηj (s)− η(s − tj )

for tj defined by the identity
η(−(bj/εj )− tj )= 1 − δ0. (3-58)

(Notice that the definition is well-posed by η′ < 0 and η(R)= (0, 1).) We claim that the proof of (3-53)
can be reduced to that of

|gj (s)| ≤ Cεj e−|s|/C for all s ∈ Ij . (3-59)

Indeed, by (3-4), if (3-59) holds, then we are in the position to apply Step 1, and deduce from (3-17) that
|tj − τ0| ≤ Cεj . Having also (by the same argument) |τj − τ0| ≤ Cεj , we deduce that

|τj − tj | ≤ Cεj ,

which we exploit in combination with (3-56) and (3-57) to deduce

| f j (s)− gj (s)| = |η(s − tj )− η(s − τj )| ≤ C
∫ 1

0
|η′(s − τj − t (tj − τj ))| dt

≤ Cεj e−|s|/C for all s ∈ Ij .
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We are thus left to prove (3-59). To this end, we preliminarily notice that, since ηj (−bj/εj )=vj (R0−bj )=

1 − δ0, the definition of tj is such that
gj (−bj/εj )= 0. (3-60)

Moreover, by the decay properties (A-16) of η and by |bj | ≤ Cεj , (3-58) implies

|tj | ≤ C. (3-61)

We now divide the proof of (3-59) in three separate arguments:

We prove (3-59) for |s| ≥ C log(1/εj ): This is trivial from the decay properties of η and ηj . Indeed, by
(A-16), (3-61), (3-56) and (3-57) we find that

|gj (s)| ≤ K1e−|s|/K1 for all s ∈ Ij . (3-62)

for a universal constant K1. In particular, we trivially have

|gj (s)| ≤ K1εj e−|s|/(2K1) for all s ∈ Ij , |s| ≥ 2K1 log
( 1
εj

)
. (3-63)

We will later increase the value of K1 in (3-62) so that (3-74) below holds too.

We prove (3-59) on arbitrary compact subsets of Ij : More precisely, we show that for every K > 0 we can
find CK = CK (n,W ) (that is, a constant that depends on n, W and K only) such that

|gj (s)| ≤ CK εj for all s ∈ Ij , |s| ≤ K . (3-64)

To this end, setting E∗

j (s)= Ej (R0 + εj s), we deduce from (3-6) that ηj satisfies the ODE

2η′′

j + 2εj
n − 1

R0 + εj s
η′

j = W ′(ηj )− εjηj (1 − ηj )E∗

j on Ij . (3-65)

Multiplying (3-65) by −η′

j and integrating over (s,∞) we find

η′

j (s)
2
− 2εj (n − 1)

∫
∞

s

η′

j (t)
2

R0 + εj t
dt = W (ηj (s))+ εj

∫
∞

s
ηj (1 − ηj )η

′

j E
∗

j . (3-66)

Since η′(s − tj )
2
= W (η(s − tj )) for every s ∈ R, we find that

η′

j (s)
2
− η′(s − tj )

2
= W (ηj (s))− W (η(s − tj ))+ εj L j (s),

where L j (s)=

∫
∞

s

(
2(n − 1)

η′

j (t)
2

R0 + εj t
+ ηj (1 − ηj )η

′

j E
∗

j

)
dt. (3-67)

Setting

ℓj (s)=
W (ηj (s))−W (η(s−tj ))

ηj (s)−η(s−tj )
, dj (s)= η′

j (s)+η
′(s−tj ), 0j (s)=

ℓj (s)
dj (s)

,

and noticing that dj < 0 on Ij , (3-67) takes the form

g′

j (s)−0j (s)gj (s)=
εj L j (s)

dj (s)
for all s ∈ Ij . (3-68)
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Multiplying (3-68) by exp(−
∫ s

0 0j ), integrating over an interval (−bj/εj , s), and taking into account
(3-60), we find

gj (s)e−
∫ s

0 0j = εj

∫ s

−bj/εj

e−
∫ t

0 0j

dj (t)
L j (t) dt for all s ∈ Ij . (3-69)

We now notice that by (3-7), (3-56) and (3-57),

|L j (s)| ≤ C min{1, e−s/C
} for all s ∈ Ij . (3-70)

Moreover, by Lip W ≤ C we have |ℓj | ≤ C on Ij , while η′

j ≤ 0 and (3-61) give

dj (s)≤ η′(s − tj )≤ −
1

CK
for all |s| ≤ K , (3-71)

and, in particular, |0j (s)| ≤ CK for |s| ≤ K . Now, assuming without loss of generality that K is large
enough to give K ≥ |bj |/εj (as we can do since |bj | ≤ Cεj for a universal constant C), we can combine
(3-69), (3-70), (3-71) and |0j | ≤ CK on [−K , K ] to get (3-64).

Finally, we prove (3-59) in the remaining case: Having in mind (3-63) and (3-64), we are left to prove the
existence of a sufficiently large universal constant K2 such that (3-59) holds (provided j is large enough)
for every s ∈ Ij with K2 ≤ |s| ≤ 2K1 log(1/εj ). To this end, we start by subtracting 2η′′

= W (η) from
(3-65), and obtain

2g′′

j − m j gj = εj

{
ηj (1 − ηj )E∗

j − 2(n − 1)
η′

j

R0 + εj s

}
for all s ∈ Ij , (3-72)

where

m j (s)=
W ′(ηj (s))− W ′(η(s − tj ))

ηj (s)− η(s − tj )
, s ∈ Ij .

The coefficient m j is uniformly positive: indeed, the decay properties of η and ηj at infinity, combined
with |tj | ≤ C , imply the existence of a universal constant K2 such that if |s| ≥ K2, then ηj (s) and η(s − tj )

are both at distance at most δ0 from {0, 1}, and since W ′′
≥ 1/C on (0, δ0)∪ (1 − δ0, 1) by (A-6), we

conclude that, up to further increasing the value of K2,

m j (s)≥
1

K2
for all s ∈ Ij , |s| ≥ K2. (3-73)

At the same time, the right-hand side of (3-72) has exponential decay: indeed, by (3-7), (3-55), (3-56)
and (3-57), if |s| ≤ log(1/εj ), s ∈ Ij , then we get∣∣∣∣ηj (1 − ηj )E∗

j − 2(n − 1)
η′

j

R0 + εj s

∣∣∣∣ ≤ K1εj e−|s|/K1, (3-74)

up to further increasing the value of the universal constant K1 introduced in (3-63). Let us thus consider

g∗(s)= C1εj e−|s|/
√

2C2, s ∈ R,
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for C1 and C2 universal constants to be determined. By combining (3-72) with (3-73) and (3-74) we find
that, if s ∈ Ij with K2 ≤ |s| ≤ 2K1 log(1/εj ), then

2(gj − g∗)
′′
− m j (gj − g∗)≥ m j g∗ − 2g′′

∗
− K1εj e−|s|/K1

≥

(
1

K2
−

1
C2

)
g∗ − K1εj e−|s|/K1

= εj

{
C1

K1

(
1

K2
−

1
C2

)
e[(1/K1)−(1/

√
2C2)]|s| − 1

}
K1e−|s|/K1,

where the latter quantity is nonnegative for every |s| ≥ K2 provided

C1 ≥ 3K1K2e−K0/(2K1), C2 ≥ max{2K2, 2K 2
1 }. (3-75)

At the same time, by (3-63),
|gj (±2K1 log(1/εj ))| ≤ K1ε

2
j ,

while C2 ≥ 2K 2
1 gives

g∗(±2K1 log(1/εj ))= C1εj e−2K1 log(1/εj )/
√

2C2 ≥ C1ε
2
j .

Upon further requiring C1 ≥ K1 we thus have

g∗(s)≥ |gj (s)| at s = ±2K1 log(1/εj ). (3-76)

Similarly, by (3-64),
|gj (±K2)| ≤ CK2εj ,

while C≥2K2 gives
g∗(±K2)= C1εj e−K2/

√
2C2 ≥ C1εj e−

√
K2/2.

Upon requiring that C1 ≥ CK2e
√

K2/2, we find that

g∗(s)≥ |gj (s)| at s = ±K2. (3-77)

In summary, we have proved that if K1 satisfies (3-62) and (3-74), K2 satisfies (3-73), and C1 and C2

are taken large enough in terms of K1 and K2, then (3-76) and (3-77) holds. In particular, h j = gj − g∗

is nonpositive on the boundary of the intervals [−2K1 log(1/εj ),−K2] and [K2, 2K1 log(1/εj )], with
h′′

j − m j h ≥ 0, m j ≥ 0, on those intervals thanks to (3-75) and (3-73); correspondingly, by the maximum
principle, h j ≤ 0 there, that is,

gj (s)≤ C1εj e−|s|/
√

2C2 for all s ∈ Ij , K2 ≤ |s| ≤ 2K1 log(1/εj ).

To get the matching lower bound we notice that, again by (3-74),

(−g∗ − gj )
′′
− m j (−g∗ − gj )≥ m j g∗ − g′′

∗
− K1εj e−|s|/K1

so that, by the same considerations made before, the maximum principle can be applied to kj =−g∗−gj on
[−2K1 log(1/εj ),−K2]∪[K2, 2K1 log(1/εj )] to deduce gj ≥−g∗. This completes the proof of (3-59). □
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4. Strict stability among radial functions

In this section we are going to exploit the resolution result in Theorem 3.1 to deduce a stability estimate
for ψ(ε) on radial (not necessarily decreasing) functions. More precisely, we shall prove the following
statement.

Theorem 4.1 (Fuglede-type estimate). If n ≥ 2 and W ∈ C2,1
[0, 1] satisfies (1-11) and (1-12), then there

exist universal constants δ0 and ε0 with the following property: if ε < ε0, uε ∈ R0 is a minimizer of ψ(ε),
and u ∈ H 1(Rn

; [0, 1]) is radial and such that ∫
Rn

V (u)= 1, (4-1)∫
Rn
(u − uε)2 ≤ Cε, (4-2)

∥u − uε∥L∞(Rn) ≤ δ0, (4-3)

then, setting h = u − uε,

ACε(u)−ψ(ε)≥
1
C

∫
Rn
ε|∇h|

2
+

h2

ε
. (4-4)

Before entering into the proof of Theorem 4.1, we show how it can be used to improve on the
conclusions of Theorem 2.1. In particular, it gives the uniqueness of minimizers in ψ(ε) and, together
with the resolution result in Theorem 3.1, allows us to compute the precise asymptotic behavior of ψ(ε)
and λ(ε) up to second and first order in ε → 0+ respectively. Notice in particular that (4-7) sharply
improves (2-3).

Corollary 4.2. If n ≥ 2 and W ∈ C2,1
[0, 1] satisfies (1-11) and (1-12), then there exists a universal

constant ε0 such that, if ε < ε0, then ψ(ε) admits a unique minimizer (modulo translations). In particular,
for every ε < ε0, λ(ε) is unambiguously defined as the Lagrange multiplier of the unique minimizer
uε ∈ R0 of ψ(ε) by the identity (2-2), i.e.,

λ(ε)=

(
1 −

1
n

)
ψ(ε)+

1
n

{
1
ε

∫
Rn

W (uε)− ε
∫

Rn
|∇uε|2

}
. (4-5)

Finally, ε ∈ (0, ε0) 7→ λ(ε) is continuous and the following expansions hold as ε→ 0+:

ψ(ε)= 2nω1/n
n + 2n(n − 1)ω2/n

n κ0ε+ O(ε2), (4-6)

λ(ε)= 2(n − 1)ω1/n
n + O(ε), (4-7)

where κ0 = τ0 + τ1 =
∫

R
[η′V ′(η)+ W (η)]s ds and η is the unique solution to η′

= −
√

W (η) on R with
η(0)=

1
2 .

Proof of Corollary 4.2. Step 1: Let ε ∈ (0, ε0) and let uε and vε be two minimizers of ψ(ε), so that, up to
translations, uε, vε ∈ R∗

0 thanks to Theorem 2.1. By Theorem 3.1, if we set hε = vε − uε, then

hε(x)= fε

(
|x | − R0

ε

)
,
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where fε ∈ C2(−R0/ε,∞), and

| fε(s)| ≤ Cεe−s/C for all s ≥ −R0/ε. (4-8)

We thus see that u = vε satisfies (4-1) and (4-3). Moreover, by (4-8),∫
Rn

h2
ε = nωn

∫
∞

−R0/ε

fε(s)2(R0 + εs)n−1ε ds ≤ Cε2,

so that (4-2) holds too. We can thus apply (4-4) with u = vε, and exploit the minimality of vε to deduce that

0 = ACε(vε)−ψ(ε)≥
1
C

∫
Rn
ε|∇hε|2 +

h2
ε

ε
,

that is, hε = 0 on Rn, as claimed.

Step 2: We prove (4-6) and (4-7). If uε is the minimizer of ψ(ε) in R0, then by Theorem 3.1 we have
uε(x)= zε(x)+ fε((|x | − R0)/ε) for every x ∈ Rn, and with fε satisfying (4-8). Moreover, as proved in
(3-3), we have

ACε(zε)= 2nω1/n
n + 2n(n − 1)ω2/n

n κ0 + O(ε2).

Since ACε(uε)≤ACε(zε), we are left to prove that ACε(uε)≥ACε(zε)−Cε2. Setting |x | = R0 +εs, we
have

uε(x)= η(s − τε)+ fε(s), ∇uε(x)=
η′(s − τε)+ f ′

ε(s)
ε

x
|x |
,

while zε satisfies the same identities with fε = 0, so that

ACε(uε)−ACε(zε)=

∫
∞

−R0/ε

(
2η′(s − τε) f ′

ε(s)+ f ′

ε(s)
2)(R0 + εs)n−1 ds

+

∫
∞

−R0/ε

(
W (η(s − τε)+ fε(s))− W (η(s − τε))

)
(R0 + εs)n−1 ds. (4-9)

Integration by parts and 2η′′
= W ′(η) give∫

∞

−R0/ε

2η′(s − τε) f ′

ε(s)(R0 + εs)n−1 ds = −

∫
∞

−R0/ε

W ′(η(s − τε)) fε(s)(R0 + εs)n−1 ds

− 2(n − 1)ε
∫

∞

−R0/ε

η′(s − τε) fε(s)(R0 + εs)n−2 ds.

Dropping the nonnegative term with f ′
ε(s)

2 in (4-9), and noticing that, by (A-5) and (4-8), we have

|W (η(s − τε)+ fε(s))− W (η(s − τε))− W ′(η(s − τε)) fε(s)| ≤ C fε(s)2

for every s >−R0/ε, we thus find

ACε(uε)−ACε(zε)

≥ −2(n − 1)ε
∫

∞

−R0/ε

η′(s − τε) fε(s)(R0 + εs)n−2 ds − C
∫

∞

−R0/ε

fε(s)2(R0 + εs)n−1 ds ≥ −Cε2,
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where in the last inequality we have used (4-8), |τε| ≤ C and the decay estimate for η′ in (A-18). Coming
to (4-7), rearranging terms in (4-5) we have

λ(ε)=

(
1 −

2
n

)
ψ(ε)+

2
n

1
ε

∫
Rn

W (uε). (4-10)

By (4-8)
1
ε

∫
Rn

W (uε)=
1
ε

∫
Rn

W (zε)+ O(ε)=
ψ(ε)

2
+ O(ε),

where in the second identity we have used (3-22). Hence λ(ε) = (1 − (1/n)) ψ(ε)+ O(ε) and (4-7)
follows from (4-6).

Step 3: We prove the continuity of λ on (0, ε0). Let εj → ε∗ ∈ (0, ε0) as j → ∞ and set h j = uεj − uε∗ .
By the resolution formula (3-8) we have

|uεj (x)− uε∗(x)| ≤

∣∣∣∣η( |x | − R0

εj
− τεj

)
− η

(
|x | − R0

ε∗
− τε∗

)∣∣∣∣ + ∣∣∣∣ fεj

(
|x | − R0

εj

)
− fε∗

(
|x | − R0

ε∗

)∣∣∣∣
≤ Cε∗e−(|x |−R0)/Cε∗ +

∣∣∣∣η( |x | − R0

εj
− τ0

)
− η

(
|x | − R0

ε∗
− τ0

)∣∣∣∣,
where we have used (3-17), (3-9) and (A-16). Similarly, since εj → ε∗> 0, for j large enough we see that∣∣∣∣η( |x | − R0

εj
− τ0

)
− η

(
|x | − R0

ε∗
− τ0

)∣∣∣∣ ≤

∫ 1

0

∣∣∣∣η′

(
|x | − R0

ε∗ + t (εj − ε∗)
− τ0

)∣∣∣∣ ||x | − R0|

(ε∗ + t (εj − ε∗))2
|εj − ε∗|

≤ C
|εj − ε∗|

ε2
∗

e−(|x |−R0)/(Cε∗)||x | − R0| ≤ Cε∗e−(|x |−R0)/(Cε∗).

Setting h j = uεj − uε∗ we see that (4-1), (4-2) and (4-3) hold with ε = ε∗ and for j large enough, thus
deducing that

1
C

∫
Rn
ε∗|∇h j |

2
+

h2
j

ε∗
≤ ACε∗(uεj )−ψ(ε∗)≤ max

{
εj

ε∗
,
ε∗

εj

}
ψ(εj )−ψ(ε∗).

From the continuity of ψ on (0, ε0) (Theorem 2.1) we conclude that

lim
j→∞

∫
Rn

|∇uεj − ∇uε∗ |
2
= 0, lim

j→∞

∫
Rn

W (uεj )=

∫
Rn

W (uε∗),

and thus λ is continuous on (0, ε0) thanks to (4-10). □

We now turn to the proof of Theorem 4.1. This is based on a series of three lemmas, each containing a
different stability estimate, coming increasingly closer to (4-4).

Lemma 4.3 (first stability lemma). Let η be the unique solution to η′
= −

√
W (η) on R with η(0) =

1
2 .

Let n ≥ 2, let W ∈ C2,1
[0, 1] satisfy (1-11) and (1-12), and let

Q(u)=

∫
R

2(u′)2 + W ′′(η)u2, u ∈ H 1(R).

Then Q(u)≥ 0 on H 1(R), and Q(u)= 0 if and only if u = tη′ for some t ∈ R.
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Proof. Let us consider the variational problem

γ = inf
{

Q(u) :

∫
R

u2
= 1

}
.

By (A-18) we have η′
∈ H 1(R). Differentiating 2η′′

= W ′(η) we find 2(η′)′′ = W ′′(η)η′, and then
integration by parts gives Q(η′)= 0. At the same time we clearly have Q(u)≥ −∥W ′′

∥C0(0,1)
∫

R
u2 for

every u ∈ H 1(R), so that
−∥W ′′

∥C0(0,1) ≤ γ ≤ 0.

We now prove that γ is attained. Let {wj }j be a minimizing sequence for γ . By the concentration-
compactness principle, {w2

j dx}j is in the vanishing case if

lim
j→∞

∫
IR

w2
j = 0 for all R > 0, (4-11)

where we have set IR = (−R, R). By (A-16) and (A-6) there exists S0 such that

W ′′(η)≥
1
C

on R \ IS0 . (4-12)

Therefore by applying (4-11) twice with R = S0 we find

lim sup
j→∞

∫
R

w2
j = lim sup

j→∞

∫
R\IS0

w2
j ≤ C lim sup

j→∞

∫
R\IS0

W ′′(η)w2
j

= C lim sup
j→∞

∫
R

W ′′(η)w2
j ≤ lim

j→∞

Q(wj )= γ ≤ 0,

a contradiction to
∫

R
w2

j = 1. If, instead, {w2
j dx}j is in the dichotomy case, then there is α ∈ (0, 1) such

that for every τ ∈ (0, α/2) there exist R > 0 and Rj → ∞ as j → ∞ such that∣∣∣∣1 −α−

∫
IR

w2
j

∣∣∣∣< τ, ∣∣∣∣α−

∫
R\IRj

w2
j

∣∣∣∣< τ, (4-13)

where, without loss of generality, we can assume R ≥ S0 for S0 as in (4-12). In particular, if ϕ is a cut-off
function between IR and IRj , then we have

Q(wj )= Q(ϕ wj )+ Q((1 −ϕ)wj )+ E j , (4-14)

where, taking into account that ϕ′ and (1 −ϕ) ϕ are supported in IRj \ IR , we have

E j = 2
∫

IRj \IR

W ′′(η)(1 −ϕ)ϕw2
j + 4

∫
IRj \IR

(ϕwj )
′((1 −ϕ)wj )

′. (4-15)

The first integral in (4-15) is nonnegative by (4-12), while the second integral contains a nonnegative
term of the form ϕ(1 −ϕ)(w′

j )
2; therefore, by (4-13),

E j ≥ 4
∫

IRj \IR

wjw
′

j (1 −ϕ)ϕ′
−wjw

′

jϕϕ
′
−w2

j (ϕ
′)2

≥ −C
∫

IRj \IR

w2
j − C

(∫
IRj \IR

w2
j

)1/2(∫
R

(w′

j )
2
)1/2

≥ −C
√
τ , (4-16)
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where we have also used Q(wj )→ γ as j → ∞ to infer∫
R

(w′

j )
2
≤ Q(wj )+ ∥W∥C0[0,1] ≤ C.

We can take ϕ supported in IR+1. In this way, up to extracting a subsequence, we have that ϕ wj admits a
weak limit w in H 1(R). By lower semicontinuity, homogeneity of Q and (4-13) we have

lim inf
j→∞

Q(ϕwj )≥ Q(w)≥ γ

∫
R

w2
≥ (1 −α)γ − Cτ. (4-17)

Finally, since (1 −ϕ) is supported on R \ IS0 , by (4-12) we have∫
R

Q((1 −ϕ)vj )≥
1
C

∫
R

(1 −ϕ)2w2
j ≥

α

C
− Cτ,

so that, combining (4-14), (4-16), and (4-17) we find

γ ≥ (1 −α)γ +
α

C
− C

√
τ .

Letting τ → 0+ we find a contradiction with γ ≤ 0 and α > 0. Having excluded vanishing and dichotomy,
we have proved the existence of minimizers of γ .

Let now u be a minimizer of γ . Up to replacing u with |u| we can assume u ≥ 0. By a standard
variational argument there exists λ ∈ R such that∫

R

2u′v′
+ W ′′(η)uv = λ

∫
R

uv for all v ∈ H 1(R). (4-18)

Testing with v = η′ and recalling that 2(η′)′′ = W ′′(η)η′, we deduce that

λ

∫
R

η′u = 0,

and, since u ≥ 0,
∫

R
u2

= 1, and η′ < 0, we find λ = 0. From here, if we test (4-18) with the same
minimizer u, we conclude that Q(u)= 0 and, therefore, that γ = 0. We remark that this latter observation
also implies that η′ is a minimizer of γ .

We claim now that any minimizer of γ has to be either positive or negative on the whole line. Indeed,
let v be any minimizer of γ . Therefore, u = |v| is a nonnegative minimizer satisfying (4-18) with λ= 0.
Thus, u is a C2-solution of the ODE

2u′′
= W ′′(η)u

on R. If 0 = v(r0)= u(r0) for some r0 ∈ R, then u′(r0) ̸= 0 (otherwise we would have u = 0 on R, against∫
R

u2
= 1), and u′(r0) ̸= 0 contradicts u ≥ 0 on R. Hence, u > 0 on R, and, therefore, v must have one

sign too.
If u is also minimizer of γ , then, again by (4-18),

Q(u + sη′)= Q(u)+ s2 Q(η′)= 0 for all s ∈ R.
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In particular, if s ∈R is such that u+sη′ is not identically zero on R, then (u+sη′)/∥u+sη′
∥

2
L2(R)

is a mini-
mizer of γ , and thus u+sη′ is either positive or negative on the whole R. Let s0 = inf{s :u + sη′ < 0 on R}.
If, say, u is a negative minimizer (like η′ is), then s0 ≤ 0; while, clearly, s0 >−∞, since, for s negative
enough, we must have u + sη′ > 0 at at least one point, and thus everywhere. Since u + s0η

′
≤ 0 on R

with u + s0η
′
= 0 at at least one point, we deduce that u + s0η

′
= 0 on R. □

Lemma 4.4 (second stability lemma). If n ≥ 2 and W ∈ C2,1
[0, 1] satisfies (1-11) and (1-12), then there

exists a universal constant ε0 with the following property. If uε ∈ R∗

0 is a minimizer of ψ(ε) for ε < ε0

and h ∈ H 1(Rn) is a radial function such that∫
Rn

V ′(uε)h = 0, (4-19)

then ∫
Rn

2ε|∇h|
2
+

(
W ′′(uε)
ε

− λ(ε)V ′′(uε)
)

h2
≥

1
C

∫
Rn
ε|∇h|

2
+

h2

ε
, (4-20)

where λ(ε) is the Lagrange multiplier of uε as in (4-5).

Proof. Step 1: We show that is enough to prove the lemma with∫
Rn

2ε|∇h|
2
+

(
W ′′(uε)
ε

− λ(ε)V ′′(uε)
)

h2
≥

1
C

∫
Rn

h2

ε
(4-21)

in place of (4-20). Indeed, if ε0 is small enough, then |λ(ε)| ≤ c(n) thanks to (2-3), and thus we can find
a universal constant C∗ such that∫

Rn

∣∣∣∣1
ε

W ′′(uε)− λ(ε)V ′′(uε)
∣∣∣∣h2

≤ C∗

∫
Rn

h2

ε
,

whenever uε is a minimizer of ψ(ε), ε < ε0, and h ∈ H 1(Rn). Let us now fix a radial function h ∈ H 1(Rn)

satisfying (4-19). If C∗

∫
Rn h2/ε ≤

∫
Rn ε|∇h|

2, then we trivially have∫
Rn

2ε|∇h|
2
+

(
W ′′(uε)
ε

− λ(ε) V ′′(ζε)

)
h2

≥

∫
Rn

2ε|∇h|
2
− C∗

∫
Rn

h2

ε
≥

∫
Rn
ε|∇h|

2
;

if, instead, C∗

∫
Rn h2/ε ≥

∫
Rn ε|∇h|

2, then we deduce from (4-21)∫
Rn

2ε|∇h|
2
+

(
W ′′(uε)
ε

− λ(ε)V ′′(uε)
)

h2
≥

1
C

∫
Rn

h2

ε
≥

1
CC∗

∫
Rn
ε|∇h|

2.

In both cases, (4-20) is easily deduced.

Step 2: We prove (4-21). We argue by contradiction, and consider εj →0+ as j →∞, u j ∈R∗

0 minimizers
of ψ(εj ), and radial functions h j ∈ H 1(Rn) such that∫

Rn
V ′(u j )h j = 0, (4-22)∫

Rn
2εj |∇h j |

2
+

(
W ′′(u j )

εj
− λj V ′′(u j )

)
h2

j <
1
j

∫
Rn

h2
j

εj
, (4-23)
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where λj are the Lagrange multipliers corresponding to u j . By the homogeneity of (4-22) and (4-23) we
can also assume that ∫

Rn

h2
j

εj
= 1. (4-24)

Therefore, setting

ηj (s)= u j (R0 + εj s), βj (s)= h j (R0 + εj s), s ≥ −
R0

εj
,

we can recast (4-23) and (4-24) as∫
∞

−R0/εj

(
2(β ′

j )
2
+ (W ′′(ηj )− εjλj V ′′(ηj ))β

2
j
)
(R0 + εj s)n−1 ds ≤

1
j
, (4-25)∫

∞

−R0/εj

βj (s)2(R0 + εj s)n−1 ds = 1. (4-26)

By εj → 0+ and by (2-3) we know λj → c(n) as j → ∞, which combined with ∥V ′′
∥C0[0,1] ≤ C and

εj → 0+ shows that (4-25) and (4-26) imply

lim sup
j→∞

∫
∞

−R0/εj

{2(β ′

j )
2
+ W ′′(ηj )β

2
j }(R0 + εj s)n−1 ds ≤ 0. (4-27)

Since W ′′ is bounded on [0, 1], by (4-26) and (4-27) we deduce that {βj }j is bounded in H 1(−s0, s0) for
every s0 > 0. In particular there exists β ∈ H 1

loc(R) such that, up to extracting subsequences, β is the weak
limit of {βj }j in H 1(−s0, s0) for every s0 > 0. By β ′

j ⇀β ′ in L2(−s0, s0) for every s0 > 0 we easily find

lim inf
j→∞

∫
∞

−R0/εj

2β ′

j (s)
2(R0 + εj s)n−1 ds ≥ Rn−1

0

∫
R

2(β ′)2. (4-28)

We now apply the concentration-compactness principle to the sequence of measures

µj = 1(−R0/εj ,∞)(s)βj (s)2(R0 + εj s)n−1 ds,

which satisfy µj (R)= 1 thanks to (4-24). We claim that, if the compactness case holds, and thus

lim
s0→+∞

sup
j
µj (R \ [−s0, s0])= 0, (4-29)

then we can reach a contradiction, and complete the proof of the lemma. To prove this claim, let us set

η0(s)= η(s − τ0)

for τ0 as in (A-19), and let us notice that, for every s0 > 0 we have

lim sup
j→∞

∣∣∣∣∫ ∞

−R0/εj

W ′′(ηj )βj (s)2(R0 + εj s)n−1 ds − Rn−1
0

∫
R

W ′′(η0)β
2
∣∣∣∣

≤ lim sup
j→∞

∫ s0

−s0

|W ′′(ηj )βj (s)2(R0 + εj s)n−1
− Rn−1

0 W ′′(η0)β
2
|

+ ∥W ′′
∥C0[0,1] sup

j∈N

µj (R \ [−s0, s0])+ Rn−1
0 ∥W ′′

∥C0[0,1]

∫
R\[−s0,s0]

β2. (4-30)
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Since βj → β in L2
loc(R) and ηj → η0 locally uniformly on R thanks to Theorem 3.1, the first term on

the right-hand side of (4-30) is equal to zero. Letting now s0 → ∞, the second term goes to zero thanks
to (4-29), while the third term goes to zero thanks to the fact that (4-29) implies in particular

Rn−1
0

∫
R

β2
= 1. (4-31)

We can combine this information with (4-28) and finally deduce from (4-27) that∫
R

2(β ′)2 + W ′′(η0)β
2
≤ 0. (4-32)

By Lemma 4.3 we deduce that, if we set β0(s)= β(s + τ0), then β0 = t η′ for some t ̸= 0 (t = 0 being
ruled out by (4-31)). In particular, β = tη′

0, and therefore∫
R

V ′(η0)β = tV (η0)|
+∞

−∞
= tV (1)= t ̸= 0.

However, by (4-22), we see that

0 =

∫
Rn

V ′(u j )h j =

∫
∞

−R0/εj

V ′(ηj )βj (s)(R0 + sεj )
n−1 ds for all j,

and we can thus obtain a contradiction by showing that

lim
j→∞

∫
∞

−R0/εj

V ′(ηj )βj (s)(R0 + sεj )
n−1 ds = Rn−1

0

∫
R

V ′(η0)β. (4-33)

This is proved by noticing that (A-11), (A-16), (3-56) and (3-57) give

0 ≤ max{V ′(ηj ), V ′(η0)} ≤ Ce−|s|/C

for every s ∈ R (or for every s ≥ −R0/εj , in the case of ηj ). In particular,

lim
s0→∞

lim sup
j→∞

[∫
−s0

−R0/εj

+

∫
∞

s0

]
V ′(ηj )|βj |(R0 + sεj )

n−1 ds

≤ C lim
s0→∞

lim sup
j→∞

(∫
{|s|>s0}

e−|s|/C(R0 + sεj )
n−1 ds

)1/2

µj (R \ [−s0, s0])
1/2

= 0,

so that a similar argument to the one used in (4-30) can be repeated to prove (4-33).
We are thus left to prove that the sequence of probability measures {µj }j cannot be in the vanishing

case nor in the dichotomy case of the concentration-compactness principle.

To exclude that {µj }j is in the vanishing case: Since ηj → η locally uniformly on R, up to take j large
enough and for S0 as in (4-12) we have W ′′(ηj (s))≥ 1/C for |s| ≥ S0, s ≥ −R0/εj . Since we are in the
vanishing case, it holds

lim
j→∞

∫ S0

−S0

βj (s)2(R0 + εj s)n−1 ds = 0, (4-34)
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so that, by using first the lower bound on W ′′, and then (4-34), we get

1
C

lim sup
j→∞

[∫
−S0

−R0/εj

+

∫
∞

S0

]
βj (s)2(R0 + εj s)n−1 ds

≤ lim sup
j→∞

[∫
−S0

−R0/εj

+

∫
∞

S0

]
W ′′(ηj )βj (s)2(R0 + εj s)n−1 ds

= lim sup
j→∞

∫
∞

−R0/εj

W ′′(ηj )βj (s)2(R0 + εj s)n−1 ds ≤ 0,

where in the last inequality we have used (4-27). Combining this information with (4-34) we obtain a
contradiction to (4-26), thus excluding the vanishing case.

To exclude that {µj }j is in the dichotomy case: With S0 as above, if we are in the dichotomy case, then
there exists α ∈ (0, 1) such that for every τ ∈ (0, α/2) there exist R > S0 and Rj → ∞ such that

|µj (IR)− (1 −α)|< τ, |µj (R \ IRj )−α|< τ for all j. (4-35)

Setting Aj = ϕβj , Bj = (1 −ϕ)βj , where ϕ is a cut-off function between BR and BR+1, and setting for
the sake of brevity

Q j (A, B)=

∫
∞

−R0/εj

{2A′B ′
+ W ′′(ηj )AB}(R0 + εj s)n−1 ds, Q j (A)= Q j (A, A),

we can rewrite (4-27) as

lim sup
j→∞

Q j (Aj )+ Q j (Bj )+ 2Q j (Aj , Bj )≤ 0. (4-36)

Now, since ϕ′ and (1 −ϕ)ϕ are supported in IR+1 \ IR , we see that

Q j (Aj , Bj )≥ 2
∫

IR+1\IR

(1 − 2ϕ)ϕ′βjβ
′

j (R0 + εj s)n−1 ds +

∫
IR+1\IR

{W ′′(ηj )− (ϕ
′)2}β2

j (R0 + εj s)n−1 ds,

where, thanks to (4-27) and the Hölder inequality,∫
IR+1\IR

(1 − 2ϕ)ϕ′βjβ
′

j (R0 + εj s)n−1 ds ≤ Cµj (IR+1 \ IR)
1/2

≤ C
√
τ ,∫

IR+1\IR

{W ′′(ηj )− (ϕ
′)2}β2

j (R0 + εj s)n−1 ds ≤ Cµj (IR+1 \ IR)≤ Cτ.

We thus conclude that Q j (Aj , Bj )≥ −C
√
τ for every j , and thus, by (4-36), that

lim sup
j→∞

Q j (Aj )+ Q j (Bj )≤ C
√
τ . (4-37)

Now, since the supports of the Aj are uniformly bounded, we easily see that there exists A ∈ H 1(R) such
that Aj ⇀ A weakly in H 1(R); in particular,

lim inf
j→∞

Q j (Aj )≥

∫
R

2(A′)2 + W ′′(η0)A2
≥ 0,
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where in the last inequality we have used Lemma 4.3. By combining this last inequality with (4-37),
W ′′(ηj )≥ 1/C on R \ IS0 , and R ≥ S0, we conclude that

C
√
τ ≥ lim sup

j→∞

Q j (Bj )≥
1
C

lim sup
j→∞

∫
∞

−R0/εj

(1 −ϕ)2β2
j (R + sεj )

n−1 ds

and thus, by (4-35), that C
√
τ ≥ (α/C)− Cτ . Letting τ → 0+ we obtain a contradiction with α > 0. □

Lemma 4.5 (third stability lemma). If n ≥ 2 and W ∈ C2,1
[0, 1] satisfies (1-11) and (1-12), then

there exist universal constants δ0 and ε0 such that, if uε ∈ R∗

0 is a minimizer of ψ(ε) for ε < ε0 and
u ∈ H 1(Rn

; [0, 1]) is a radial function with ∫
Rn

V (u)= 1, (4-38)∫
Rn
(u − uε)2 ≤ Cε, (4-39)

∥u − uε∥L∞(Rn) ≤ δ0, (4-40)
then, setting h = u − uε,∫

Rn
2ε|∇h|

2
+

(
W ′′(uε)
ε

− λ(ε)V ′′(uε)
)

h2
≥

1
C

∫
Rn
ε|∇h|

2
+

h2

ε
, (4-41)

where λ(ε) is the Lagrange multiplier of uε as in (4-5).

Proof. It will be convenient to set

Pε(u, v)=

∫
Rn
ε∇u · ∇v+

uv
ε
,

Qε(u, v)=

∫
Rn
ε∇u · ∇v+

(
W ′′(uε)
ε

− λ(ε)V ′′(uε)
)

uv,

as well as Pε(u)= Pε(u, u) and Qε(u)= Qε(u, u). Let us start noticing that by Theorem 3.1 we have

lim
σ→0

sup
ε<σ

sup
vε

∣∣∣∣∫
Rn

V ′(vε)vε − Rn−1
0

∫
R

V ′(η)η

∣∣∣∣ = 0,

where vε runs over all radial minimizers of ψ(ε). Since
∫

R
V ′(η)η is a positive constant depending on n

and W only, this shows in particular that

1
C

≤

∫
Rn

V ′(uε)uε ≤ C for all ε < ε0. (4-42)

By (4-42), given h = u − uε as in the statement, we can always find t ∈ R such that∫
Rn

V ′(uε)(h + tuε)= 0, i.e., t = −

∫
Rn V ′(uε)h∫

Rn V ′(uε)uε
. (4-43)

By (A-12), (4-40), and since 0 ≤ uε + h ≤ 1, we have that, on Rn,∣∣∣∣V (uε + h)− V (uε)− V ′(uε)h − V ′′(uε)
h2

2

∣∣∣∣ ≤ Cδ0h2, (4-44)
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so that, by (4-38), ∣∣∣∣∫
Rn

V ′(uε)h + V ′′(uε)
h2

2

∣∣∣∣ ≤ Cδ0

∫
Rn

h2, (4-45)

and thus, thanks to ∥V ′′
∥C0[0,1] ≤ C , (4-42), (4-39), and (4-43),

|t | ≤ C
∫

Rn
h2

≤ Cεmin{Pε(h), 1}. (4-46)

By (4-43) we can apply Lemma 4.4 to uε + th and find that

Qε(h + tuε)≥
Pε(h + tuε)

C
,

which can be more conveniently rewritten as

Qε(h)≥
Pε(h)

C
+ 2t

{
Pε(h, uε)

C
− Qε(h, uε)

}
+ t2

{
Pε(uε)

C
− Qε(uε)

}
. (4-47)

By Theorem 3.1, we see that Pε(uε)+|Qε(uε)| ≤ C (uniformly on ε < ε0), so that (4-47) and (4-46) give

Qε(h)≥
Pε(h)

C
+ 2t

{
Pε(h, uε)

C
− Qε(h, uε)

}
. (4-48)

By the Hölder inequality, ab ≤ (a2
+ b2)/2, Pε(uε)≤ C , and (4-46) we see that

|t |Pε(h, uε)≤
|t |
2
(Pε(h)+ Pε(uε))≤ CεPε(h), (4-49)

while by |V ′
| + |W ′′

| ≤ C and |λ(ε)| ≤ C for ε < ε0 we find, arguing as in (4-49),

|t |Qε(h, uε)≤ |t |
{
ε

∫
Rn

|∇h||∇uε| +
C
ε

∫
Rn

|h|uε

}
≤ CεPε(h). (4-50)

By combining (4-48), (4-49), and (4-50) we conclude that Qε(h)≥ Pε(h)/C , as desired. □

We are finally ready to prove Theorem 4.1.

Proof of Theorem 4.1. We are given uε and h as in Lemma 4.5, and now want to prove that

ACε(uε + h)−ψ(ε)≥
1
C

∫
Rn
ε|∇h|

2
+

h2

ε
(4-51)

holds. By (A-5) and (4-40) we have∣∣∣W (uε + h)− W (uε)− W ′(uε)h − W ′′(uε)
h2

2

∣∣∣ ≤ Cδ0h2 on Rn
;

therefore

ACε(uε + h)−ACε(uε)≥
∫

Rn
2ε∇uε · ∇h +

W ′(uε)
ε

h +

∫
Rn
ε|∇h|

2
+

W ′′(uε)
2ε

h2
− Cδ0

∫
Rn

h2. (4-52)

By the Euler–Lagrange equation for uε, see (2-1), we have∫
Rn

2ε∇uε · ∇h +
W ′(uε)
ε

h = λ(ε)

∫
Rn

V ′(uε)h. (4-53)
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Moreover, by (4-45), ∣∣∣∣∫
Rn

V ′(uε)h +

∫
Rn

V ′′(uε)
h2

2

∣∣∣∣ ≤ Cδ0

∫
Rn

h2. (4-54)

On combining (4-52), (4-53), and (4-54) with (4-41) we find that

ACε(uε + h)−ψ(ε)≥
1
2

∫
Rn

2ε|∇h|
2
+

{
1
ε

W ′′(uε)− λ(ε)V ′′(uε)
}

h2
− Cδ0

∫
Rn

h2

≥

∫
Rn
ε|∇h|

2
+

h2

ε
− Cδ0

∫
Rn

h2,

so that (4-51) follows by taking δ0 small enough. □

5. Proof of the uniform stability theorem

In this section we prove Theorem 1.1(iii), i.e., we prove (1-21). We focus directly on the case (σ,m)=

(ε, 1), from which the general case follows immediately by scaling.

Theorem 5.1. If n ≥ 2 and W ∈ C2,1
[0, 1] satisfies (1-11) and (1-12), then there exist universal constants

ε0 > 0 and C such that if ε < ε0 and u ∈ H 1(Rn
; [0, 1]) with

∫
Rn V (u)= 1, then

C
√
ACε(u)−ψ(ε)≥ inf

x0∈Rn

∫
Rn

|8(u)−8(Tx0uε)|n/(n−1), (5-1)

where Tx0uε(x)= uε(x − x0), x ∈ Rn, and uε denotes the unique minimizer of ψ(ε) in R0.

In order to streamline the exposition of the proof of Theorem 5.1, we introduce the isoperimetric deficit
and asymmetry of u ∈ H 1(Rn

; [0, 1]) with
∫

Rn V (u)= 1, by setting

δε(u)= ACε(u)−ψ(ε),

αε(u)= inf
x0∈Rn

d8(u, Tx0uε).

Here, as in Theorem 2.2,

d8(u, v)=

∫
Rn

|8(u)−8(v)|n/(n−1) for all u, v ∈ H 1(Rn
; [0, 1]).

With this notation, Theorem 5.1 states the existence of universal constants C and ε0 such that if ε<ε0, then

C
√
δε(u)≥ αε(u) for all u ∈ H 1(Rn

; [0, 1]),

∫
Rn

V (u)= 1. (5-2)

In the following subsections we discuss some key steps of the proof of Theorem 5.1, which is then
presented at the end of this section.

5A. Reduction to the small asymmetry case. Thanks to the volume constraint
∫

Rn V (u)= 1 and to the
triangular inequality in Ln/(n−1), we always have αε(u)≤ 2n/(n−1). In particular, in proving (5-2), we can
always assume that δε(u)≤ δ0 for a universal constant δ0. This is useful because, by the following lemma,
by assuming δε(u)≤ δ0 we can take αε(u) as small as needed independent of n and W.
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Lemma 5.2 (ε-uniform qualitative stability). If n ≥ 2 and W ∈ C2,1
[0, 1] satisfies (1-11) and (1-12),

then there exists a universal constant ε0 with the following property: for every α > 0 there exists δ > 0
such that

u ∈ H 1(Rn
; [0, 1]),

∫
Rn

V (u)= 1, ε < ε0, δε(u)≤ δ

imply
αε(u)≤ α.

Proof. We pick ε0 such that Theorem 2.1 and Corollary 4.2 hold. If the lemma is false for such ε0, then
there exists α∗ > 0 and a sequence {u j }j in H 1(Rn

; [0, 1]) with
∫

Rn V (u j )= 1 such that

δεj (u j )→ 0+ as j → ∞, (5-3)

for some εj → ε∗ ∈ [0, ε0] and with αεj (u j )≥ α∗. By (5-3), there is ℓj → 0+ as j → ∞ such that

ACεj (u j )≤ ψ(εj )+ ℓj for all j, (5-4)

We now distinguish two cases:

Case 1: ε∗ > 0. In this case, by the continuity of ψ (see Theorem 2.1) and since

ACε∗(u j )−ψ(ε∗)≤ bj (ACεj (u j )−ψ(εj ))+ bjψ(εj )−ψ(ε∗), bj = max
{
εj

ε∗
,
ε∗

εj

}
,

we can assume that ACε∗(u j ) − ψ(ε∗) ≤ ℓ0 for ℓ0 as in Step 2 of the proof of Theorem 2.1. We
can thus apply that statement and conclude that, up to translations and up to subsequences, there is
u ∈ H 1(Rn

; [0, 1]) with
∫

Rn V (u)= 1 such that d8(u j , u)→ 0 as j → ∞. In particular, u is a minimizer
of ψ(ε∗), and therefore, up to a translation, we can assume that u = uε∗ ∈ R0. Now, by repeating this
same argument with the minimizers uεj of ψ(εj ) in R0 in place of u j , we see that

d8(uεj , uε∗)→ 0 as j → ∞,

so that, thanks to (2-63), we find the contradiction

α∗ ≤ αεj (u j )≤ d8(u j , uεj )≤ d8(u j , uε∗)+ Cd8(uεj , uε∗)
(n−1)/n

→ 0+

as j → ∞.

Case 2: ε∗ = 0. In this case, thanks to (5-4),

2|D[8(u j )]|(R
n)≤ ACεj (u j )≤ ψ(εj )+ ℓj ≤ 2nω1/n

n + Cεj + ℓj ,

so that {8(u j )}j is asymptotically optimal for the sharp BV-Sobolev inequality. By the concentration-
compactness principle (see, e.g., [Fusco et al. 2007, Theorem A.1]), up to subsequences and up to
translations, 8(u j )→ a1Br in Ln/(n−1)(Rn) as j → ∞ for some a and r such that an/(n−1)ωnrn

= 1. The
fact that ACεj (vj ) is bounded implies that vj → {0, 1} a.e. on Rn; therefore, by 8(0)= 0 and 8(1)= 1, it
must be a = 1 and R = R0 for ωn Rn

0 = 1. By Theorem 3.1, if uεj is a the minimizer of ψ(εj ) in R0, then

d8(uεj , 1BR0
)→ 0 as j → ∞,
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which gives the contradiction

α∗ ≤ αεj (u j )≤ d8(u j , uεj )≤ d8(u j , 1BR0
)+ Cd8(uεj , 1BR0

)(n−1)/n
→ 0+

as j → ∞. □

5B. Proof of Theorem 5.1 in the radial decreasing case. We start by noticing that, thanks to the results
proved in the previous sections, we can quickly prove Theorem 5.1 for functions in R0.

Theorem 5.3. If n ≥2 and W ∈C2,1
[0, 1] satisfies (1-11) and (1-12), then there exist universal constants C

and ε0 such that, for every ε < ε0, denoting by uε the unique minimizer of ψ(ε) in R0, one has

C
√
δε(u)≥ d8(u, uε), (5-5)

whenever u ∈ H 1(Rn
; [0, 1])∩R0 with

∫
Rn V (u)= 1.

Proof. Arguing by contradiction, we can find εj → 0+ and {vj }j in H 1(Rn
; [0, 1])∩R0 with∫

Rn
V (vj )= 1, aj =

ACεj (vj )−ψ(εj )

d8(vj , u j )2
→ 0 as j → ∞,

where u j = uεj and, thanks to Lemma 5.2 and to aj → 0+, we have

lim
j→∞

d8(vj , u j )= 0. (5-6)

Correspondingly we consider the variational problems

γj = γ (εj , aj , vj )= inf
{
ACεj (w)+ aj d8(w, vj ) : w ∈ H 1(Rn

; [0, 1]),

∫
Rn

V (w)= 1
}
.

With a0, ℓ0 and ε0 as in Theorem 2.2, we notice that, for j large enough, we have aj ∈ (0, a0), εj <ε0, and

ACεj (vj )≤ ψ(εj )+ ajℓ0, d8(vj , u j )≤ ℓ0. (5-7)

In particular we can apply Theorem 2.2, and deduce the existence of minimizers wj of γj . We claim that,
as j → ∞,

lim
j→∞

ACεj (wj )−ψ(εj )

d8(wj , u j )2
= 0. (5-8)

To show this, we first notice that, by comparing wj to u j we have

ACεj (wj )+ aj d8(wj , vj )≤ ψ(εj )+ aj d8(u j , vj ),

so that (5-6) gives δεj (wj )→ 0, and then Lemma 5.2 implies

lim
j→∞

d8(wj , u j )= 0. (5-9)

Next, comparing wj to vj we find that

ACεj (wj )+ aj d8(wj , vj )≤ ACεj (vj ),

so that ψ(εj )≤ ACεj (wj ) and the definition of aj give

d8(wj , vj )≤
ACεj (vj )−ψ(εj )

aj
= d8(vj , u j )

2. (5-10)
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By (2-63), (5-6), (5-9), and (5-10) we find

|d8(wj , u j )− d8(vj , u j )| ≤ C max{d8(wj , u j ), d8(vj , u j )}
1/n d8(wj , vj )

(n−1)/n

= o(d8(vj , u j )
2(n−1)/n),

where 2(n − 1)/n ≥ 1 thanks to n ≥ 2. Thus, d8(wj , u j ) ≥ d8(vj , u j )/C for j large enough, and
ACεj (wj )≤ ACεj (vj ) gives

ACεj (wj )−ψ(εj )

d8(wj , u j )2
≤ C

ACεj (vj )−ψ(εj )

d8(vj , u j )2
→ 0+,

as claimed in (5-8).
We now derive a contradiction to (5-8). By Theorem 2.2, we know that wj ∈ R∗

0 ∩ C2,1/(n−1)
loc (Rn),

0<wj < 1 on Rn, and

−2ε2
j1wj = εjwj (1 −wj )Ej − W ′(wj ) on Rn, (5-11)

where Ej is a continuous radial function on Rn with

sup
Rn

|Ej | ≤ C. (5-12)

We can thus apply Theorem 3.1 to wj . In particular, since both u j and wj obey the resolution formula
(3-8), we have that h j = wj − u j satisfies

|h j (R0 + εj s)| ≤ Cεj e−|s|/C for all s ≥ −
R0

εj
. (5-13)

In particular,

∥h j∥L∞(Rn) ≤ Cεj ,

∫
Rn

h2
j ≤ Cεj ,

and we can thus apply Theorem 4.1 to deduce

ACεj (wj )−ψ(εj )≥
1
C

∫
Rn
εj |∇h j |

2
+

h2
j

εj

≥
1
C

∫
Rn

|∇(h2
j )| ≥

1
C

(∫
Rn

|h j |
2n/(n−1)

)(n−1)/n

, (5-14)

where we have also used the BV-Sobolev inequality. By (5-13), and by applying (3-14) to u j in combination
with (A-6), we find that, if Aj = BR0+cj \ BR0−bj , then, for every x ∈ Rn

\ Aj , we have

|8(u j (x))−8(wj (x))| ≤ |h j (x)|
∫ 1

0

√
W (u j (x)+ th j (x)) dt ≤ C |h j (x)|e−||x |−R0|/(Cεj ),

and, therefore,∫
Rn\Aj

|8(u j )−8(wj )|
n/(n−1)

≤C
∫

Rn\Aj

|h j |
n/(n−1)e−||x |−R0|/Cεj ≤C

√
εj

(∫
Rn

|h j |
2n/(n−1)

)1/2

. (5-15)

If, instead, x ∈ Aj , then by |8(u j )−8(wj )| ≤ C |h j | and Ln(Aj )≤ Cεj we find∫
Aj

|8(u j )−8(wj )|
n/(n−1)

≤ C
√
εj

(∫
Rn

|h j |
2n/(n−1)

)1/2

. (5-16)



UNIFORM STABILITY IN THE EUCLIDEAN ISOPERIMETRIC PROBLEM FOR THE ALLEN–CAHN ENERGY 1813

By combining (5-14), (5-15) and (5-16), and thanks to εj ≤ 1, n/(n − 1) ≥ 1, and δεj (wj ) ≤ 1, we
conclude that

d8(u j , wj )≤ C
√
εjδεj (wj )

n/(2(n−1))
≤ C

√
δεj (wj ),

in contradiction to (5-8). □

Remark. The argument we have just presented provides further indication that (5-5) should not provide
a sharp rate on radial decreasing functions. The sharp stability estimate on small radial perturbations
of uε is clearly given in Theorem 4.1, but it is not clear what form the sharp stability estimate should take
on R0 (or, more generally, on arbitrary radial functions).

5C. Reduction to radial decreasing functions. We now discuss the reduction of (5-2) to the case of
radial decreasing functions. We do this by adapting to our setting the “quantitative symmetrization”
strategy developed in [Fusco et al. 2007; 2008] in the study of Euclidean isoperimetry.

Given n ≥ 2 and k ∈ {1, . . . , n}, we say that u : Rn
→ R is k-symmetric if there exist k mutually

orthogonal hyperplanes such that u is symmetric by reflection through each of these hyperplanes. The
class of n-symmetric functions is particularly convenient when it comes to quantifying sharp inequalities
involving radial decreasing rearrangements. Consider for example the Pólya–Szegő inequality∫

Rn
|∇u|

2
≥

∫
Rn

|∇u∗
|
2, (5-17)

where u∗ is the radial decreasing rearrangement of u. A classical result of [Brothers and Ziemer 1988]
shows that equality can hold in (5-17) without u being a translation of u∗; in general, the additional
condition that (u∗)′ < 0 a.e. must be assumed to deduce symmetry from equality in (5-17) (compare with
Step 6 in the proof of Theorem 2.1). However, if u is n-symmetric, then equality in (5-17) automatically
implies that u is radial decreasing. A quantitative version of this statement is proved in [Fusco et al. 2007,
Theorem 2.2] in the BV-case of (5-17), and in [Cianchi et al. 2009, Theorem 3] in the Sobolev case. The
following theorem is an adaptation of those results to our setting.

Theorem 5.4 (reduction from n-symmetric to radial decreasing functions). If n ≥ 2 and W ∈ C2,1
[0, 1]

satisfies (1-11) and (1-12), then there exists a universal constant C with the following property. If u ∈

H 1(Rn
; [0, 1]) is an n-symmetric function with

∫
Rn V (u)=1 and u∗ is its radial decreasing rearrangement,

then

d8(u, u∗)≤ C
(∫

Rn
W (u)

)1/2(∫
Rn

|∇u|
2
−

∫
Rn

|∇u∗
|
2
)1/2

. (5-18)

Moreover, for every ε > 0 we have

αε(u)≤ C
(
αε(u∗)+ (ACε(u)δε(u))1/2

)
. (5-19)

Proof. We first claim that

d8(u, u∗)≤
n

n − 1

∫ 1

0
Ln(Et)8(t)1/(n−1)

√
W (t) dt, (5-20)∫

Rn
|∇u|

2
−

∫
Rn

|∇u∗
|
2
≥

1
C(n)

∫ 1

0

(
Ln(Et)

µ(t)

)2
µ(t)2(n−1)/n

−µ′(t)
dt, (5-21)
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where Et = {u > t}1{u∗ > t}, µ(t)= Ln({u > t}), and µ′(t) denotes the absolutely continuous part of
the distributional derivative of the decreasing function µ. To prove (5-20) we recall that, by [Cianchi
et al. 2009, Lemma 5], we have

d8(u, u∗)≤
n

n − 1

∫ 1

0
Ln(Fs)s1/(n−1) ds,

provided Fs = {8(u) > s}1{8(u∗) > s}. Since 8 is strictly increasing, we have F8(t) = Et , so that the
change of variables s =8(t) gives (5-20). To prove (5-21) we just notice that this is [Cianchi et al. 2009,
equation (3.18)]. Now, by the Hölder inequality and (5-20), we find that∫ 1

0
Ln(Es)8

1/(n−1)
√

W =

∫ 1

0

Ln(Es)

µ

µ(n−1)/n

(−µ′)1/2

(−µ′)1/2

µ−1/n 81/(n−1)
√

W

≤

(∫ 1

0

(
Ln(Es)

µ

)2
µ2(n−1)/n

−µ′

)1/2(∫ 1

0

−µ′

µ−2/n8
2/(n−1)W

)1/2

.

By 1 =
∫

Rn V (u)≥ V (t)µ(t) for every t ∈ (0, 1), we have∫ 1

0

−µ′

µ−2/n8
2/(n−1)W ≤

∫ 1

0
−µ′(Vµ)2/nW ≤

∫ 1

0
−µ′W ≤

∫
Rn

W (u),

where in the last inequality we have used −µ′ dL1
≤ −Dµ, integration by parts and Fubini’s theorem to

deduce

−

∫ 1

0
W d[Dµ] =

∫ 1

0
W ′(t)µ(t) dt =

∫
Rn

dx
∫ u(x)

0
W ′(t) dt =

∫
Rn

W (u).

By combining (5-20), (5-21) and these estimates we find (5-18). To prove (5-19), we notice that, by∫
Rn W (u)=

∫
Rn W (u∗) and

∫
Rn V (u∗)= 1, (5-18) gives

d8(u, u∗)≤ CACε(u)1/2(ACε(u)−ACε(u∗))1/2 ≤ CACε(u)1/2δε(u)1/2 (5-22)

and then (5-19) follows by the triangular inequality in Ln/(n−1)(Rn). □

Next we discuss the reduction from generic functions to n-symmetric ones.

Theorem 5.5 (reduction to n-symmetric functions). If n ≥ 2 and W ∈ C2,1
[0, 1] satisfies (1-11) and

(1-12), then there exist universal constants ε0 and δ0 with the following property. If u ∈ H 1(Rn
; [0, 1]),∫

Rn V (u)= 1 and δε(u)≤ δ0 for some ε < ε0, then there exists v ∈ H 1(Rn
; [0, 1]) with

∫
Rn V (v)= 1 such

that v is n-symmetric and
αε(u)≤ Cαε(v), δε(v)≤ Cδε(u). (5-23)

Proof. Without loss of generality we can assume that δε(u)≤ δ0 for a universal constant δ0. By Lemma 5.2
we can choose δ0 so that αε(u)≤ α0 for α0 a universal constant of our choice. We divide the proof into a
few steps.

Step 1: We prove that, if u is k-symmetric, {Hi }
k
i=1 are the mutually orthogonal hyperplanes of symmetry

of u, and J =
⋂k

i=1 Hi , then
αε(u; J )= inf

x∈J
d8(u, Tx uε)≤ C(n)αε(u). (5-24)
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In other words, in computing the asymmetry of u in the proof of an estimate like (5-2), we can compare u
with a translation of uε with maximum on J.

Indeed, let x0 ∈ Rn be such that αε(u) = d8(u, Tx0uε). Without loss of generality, we can assume
x0 ̸∈ J. In particular, if y0 denotes the reflection of x0 with respect to J, then y0 ̸= x0 and

d8(u, Ty0uε)= d8(u, Tx0uε)= αε(u), (5-25)

that is, also y0 is an optimal center for computing αε(u). Let z0 = (x0 + y0)/2, so that z0 ∈ J, let
ν = (x0 − y0)/|x0 − y0| (which is well-defined by x0 ̸= y0), and let H be the open half-space orthogonal
to ν, containing x0, and such that z0 ∈ ∂H. By Tz0+tνuε(x)= uε(x − z0 − tν), we have

d
dt

Tz0+tνuε(x)= −ν ·
x − z0 − tν
|x − z0 − tν|

u′

ε(|x − x0 − tν|) > 0 for all x ∈ H, t < 0,

since u′
ε < 0, and since the fact that ν points inside H gives

(z − z0) · ν > 0 for all z ∈ H,

z = x − tν ∈ H for all x ∈ H, t < 0.
We thus find that, if t < 0,

d
dt

∫
H

|8(Tx0u)−8(Tz0+tνuε)|n/(n−1)

=
n

n−1

∫
H

|8(u)−8(Tz0+tνuε)|1/(n−1)
√

W (Tz0+tνuε)
d
dt

Tz0+tνuε > 0,

so that∫
H

|8(Tx0u)−8(Ty0uε)|n/(n−1)
=

∫
H−

|8(Tx0u)−8(Tz0+t νuε)|n/(n−1)
|t=−|x0−y0|/2

≤

∫
H

|8(Tx0u)−8(Tz0+t νuε)|n/(n−1)
|t=0

≤

∫
H

|8(Tx0u)−8(Tz0uε)|n/(n−1). (5-26)

Now, since both u and Tz0uε are symmetric by reflection with respect to ∂H, we have∫
Rn

|8(u)−8(Tz0uε)|n/(n−1)
= 2

∫
H

|8(u)−8(Tz0uε)|n/(n−1)
; (5-27)

therefore, by (5-25), (5-26) and (5-27) we conclude that

αε(u; J )≤ d8(u, Tz0uε)= 2
∫

H
|8(u)−8(Tz0uε)|n/(n−1)

≤ C(n)
(∫

H
|8(u)−8(Tx0uε)|n/(n−1)

+

∫
H

|8(Tx0uε)−8(Tz0uε)|n/(n−1)
)

≤ C(n)
(
αε(u)+

∫
H

|8(Ty0uε)−8(Tx0uε)|n/(n−1)
)

≤ C(n)(αε(u)+ d8(Ty0uε, Tx0uε))

≤ C(n)(αε(u)+ d8(Ty0uε, u)+ d8(u, Tx0uε))= C(n)αε(u),
that is, (5-24).
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Step 2: Let H1 and H2 be two orthogonal hyperplanes through the origin, let H±

i be the half-spaces
defined by Hi , and let x±

i ∈ ∂Hi . For i = 1, 2, consider the functions

U [uε, Hi , x+

i , x−

i ] = 1H+

i
Tx+

i
uε + 1H−

i
Tx−

i
uε

obtained by “gluing” the restriction of uε to H+

i translated by x+

1 to the restriction of uε to H−

i translated
by x+

1 (notice that translating by x±

i brings H+

i and H−

i into themselves). Setting for brevity

Uε,i = U [uε, Hi , x+

i , x−

i ],

we claim that, for every a ∈ (0, 1) there is κ = κ(a, n,W ) > 0 such that if

max{|x+

1 − x−

1 |, |x+

2 − x−

2 |, |x+

1 − x+

2 |} ≤ κ, (5-28)
then, for every ε < ε0,

max{d8(Tx+

1
uε, Tx−

1
uε), d8(Tx+

2
uε, Tx−

2
uε)} ≤

8
1−a

d8(Uε,1,Uε,2). (5-29)

Indeed, since H1 and H2 are hyperplanes through the origin and uε ∈ R0, we have∫
H±

1

V (Tx±

1
uε)=

1
2
,

∫
H±

2

V (Tx±

2
uε)=

1
2
.

It is in general not true that, say, H+

1 ∩ H+

2 has measure 1
4 for either V (Tx±

1
uε) dx or V (Tx±

1
uε) dx .

However, provided we choose κ sufficiently small, thanks to Theorem 3.1, we can definitely ensure that,
for every ε < ε0 and β, γ ∈ {+,−}, we have∫

Hβ

1 ∩Hγ

2

|8(Txβ1
uε)−8(Txγ2

uε)|n/(n−1)
≥

1−a
4

d8(Txβ1
uε, Txγ2

uε).

Correspondingly,

d8(Uε,1,Uε,2)≥

∫
Hβ

1 ∩Hγ

2

|8(Uε,1)−8(Uε,2)|
n/(n−1)

=

∫
Hβ

1 ∩Hγ

2

|8(Txβ1
uε)−8(Txγ2

uε)|n/(n−1)
≥

1−a
4

d8(Txβ1
uε, Txγ2

uε),

and thus

d8(Tx+

1
uε, Tx−

1
uε)(n−1)/n

≤ d8(Tx+

1
uε, Tx+

2
uε)(n−1)/n

+ d8(Tx+

2
uε, Tx−

1
uε)(n−1)/n

≤

( 8
1−a

d8(Uε,1,Uε,2)
)(n−1)/n

,

as claimed.

Step 3: Given u ∈ H 1(Rn
; [0, 1]) with

∫
Rn V (u)= 1, we now consider a hyperplane H such that, if H+

and H− denote the two open half-spaces defined by H, then∫
H+

V (u)=

∫
H−

V (u)=
1
2
.

Denoting by ρH the reflection with respect to H, we let

u+
= 1H+u + 1H−(u ◦ ρH ), u−

= 1H−u + 1H+(u ◦ ρH ), (5-30)
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and notice that u±
∈ H 1(Rn

; [0, 1]), with

2ACε(u)= ACε(u+)+ACε(u−),

∫
Rn

V (u+)=

∫
Rn

V (u−)= 1. (5-31)

We claim that

max{δε(u+), δε(u−)} ≤ 2δε(u), αε(u)≤ C(n), {αε(u+)+αε(u−)+ d8(Tx+uε, Tx−uε)}, (5-32)

provided Tx+uε = and Tx−uε = Tx−uε are such that x+, x−
∈ H, with

αε(u+
; H)= d8(u+, Tx+uε), αε(u−

; H)= d8(u−, Tx−uε).

The first inequality in (5-32) is obvious from (5-31). To prove the second one we notice that

αε(u)≤ d8(u, Tx+uε)

=

∫
H+

|8(u)−8(Tx+uε)|n/(n−1)
+

∫
H−

|8(u)−8(Tx+uε)|n/(n−1)

=

∫
H+

|8(u+)−8(Tx+uε)|n/(n−1)
+

∫
H−

|8(u−)−8(Tx+uε)|n/(n−1)

≤ C(n){d8(u+, Tx+uε)+ d8(u−, Tx−uε)+ d8(Tx−uε, Tx+uε)},

that is, the second inequality in (5-32).
With these preliminary considerations in place, we now prove that if u ∈ H 1(Rn

; [0, 1]) with∫
Rn V (u) = 1, if H1 and H2 are orthogonal hyperplanes such that the corresponding half-spaces H±

i
satisfy ∫

H±

i

V (u)=
1
2
,

and if u±

i as in (5-30) starting from Hi , then there is at least one v ∈ {u+

1 , u−

1 , u+

2 , u−

2 } such that (5-23)
holds. Given that δε(v)≤ 2δε(u) for every v ∈ {u+

1 , u−

1 , u+

2 , u−

2 }, we need to show that

there exists v ∈ {u+

1 , u−

1 , u+

2 , u−

2 } such that αε(u)≤ Cαε(v). (5-33)

Denoting by x±

i the points in Hi such that

αε(u±

i ; Hi )= d8(u±

i , Tx±

i
uε),

we notice that (5-33) follows if we can show that, provided α0 is small enough,

either d8(Tx+

1
uε, Tx−

1
uε)≤ M{αε(u+

1 ; H1)+αε(u−

1 ; H1)} (5-34)

or d8(Tx+

2
uε, Tx−

2
uε)≤ M{αε(u+

2 ; H2)+αε(u−

2 ; H2)} (5-35)

for a constant M (as it turns out, any M > 16 works). Indeed, if, for example, (5-34) holds, then (5-24)
and (5-32) with H = H1 give

αε(u)≤ C{αε(u+

1 )+αε(u
−

1 )+αε(u
+

1 ; H1)+αε(u−

1 ; H1)} ≤ C{αε(u+

1 )+αε(u
−

1 )},

and then either Cαε(u+

1 )≥ αε(u) or Cαε(u+

2 )≥ αε(u); in particular, (5-33) holds. We now want to prove
that either (5-34) or (5-35) holds. We argue by contradiction. Recalling that αε(u±

i ; Hi )= d8(u±

i , Tx±

i
uε),
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let us thus assume that both

d8(Tx+

1
uε, Tx−

1
uε) > M{d8(u+

1 , Tx+

1
uε)+ d8(u−

1 , Tx−

1
uε)}, (5-36)

d8(Tx+

2
uε, Tx−

2
uε) > M{d8(u+

2 , Tx+

2
uε)+ d8(u−

2 , Tx−

2
uε)} (5-37)

hold for M to be determined. In particular, if Uε,i , i = 1, 2, are defined as in Step 2, and α0 is small
enough that (5-28) holds, then, by (5-29), we have

max{d8(Tx+

1
uε, Tx−

1
uε), d8(Tx+

2
uε, Tx−

2
uε)}(n−1)/n

≤

(
8

1 − a
d8(Uε,1,Uε,2)

)(n−1)/n

≤

(
8

1 − a

)(n−1)/n 2∑
i=1

d8(Uε,i , u)(n−1)/n

=

(
8

1 − a

)(n−1)/n 2∑
i=1

( ∑
β=+,−

∫
Hβ

i

|8(Txβi
uε)−8(u

β

i )|
n/(n−1)

)(n−1)/n

≤

(
8

M(1 − a)

)(n−1)/n 2∑
i=1

(d8(Tx+

i
uε, Tx−

i
uε))(n−1)/n

≤

(
16

M (1 − a)

)(n−1)/n

max{d8(Tx+

1
uε, Tx−

1
uε), d8(Tx+

2
uε, Tx−

2
uε)}(n−1)/n.

We fix M > 16 and apply the above with a ∈ (0, 1) such that M (1−a) > 16. We find that either x+

1 = x−

1
(a contradiction to (5-36)) or x+

2 = x−

2 (a contradiction to (5-37)).

Step 4: We now pick a family of n mutually orthogonal hyperplanes {Hi }
n
i=1 such that, denoting by H±

i
the corresponding half-spaces, we have∫

H±

i

V (u)=
1
2

for all i = 1, . . . , n.

Considering the hyperplanes in pairs and arguing inductively on Step 3, up to a relabeling we reduce to a
situation where there exists a function v, symmetric by reflection with respect to each Hi , i = 1, . . . , n−1,
and such that

αε(u)≤ Cαε(v), δε(v)≤ 2n δε(v),

∫
H±

n

V (v)=
1
2
.

We can thus consider the functions v± obtained by reflecting v with respect to Hn as in Step 3. By (5-32)
we have

max{δε(v
+), δε(v

−)} ≤ 2δε(v), αε(u)≤ C(n){αε(v+)+αε(v
−)+ d8(Tx+uε, Tx−uε)},

where x+ and x− are optimal centers for αε
(
v+

;
⋂n

i=1 Hi
)

and αε
(
v−

;
⋂n

i=1 Hi
)
. However,

⋂n
i=1 Hi is

a point; therefore x+
= x− and we have actually proved

αε(u)≤ C(n){αε(v+)+αε(v
−)}.

Either v+ or v− is an n-symmetric function with the required properties. □

5D. Proof of Theorem 5.1. We finally prove Theorem 5.1. By Theorem 5.5 we can directly assume
that u is n-symmetric. Hence, by Theorem 5.4, we can directly assume that u ∈ R0. For u ∈ R0, the
conclusion follows from Theorem 5.3. Theorem 5.1 is proved.
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6. Proof of the Alexandrov-type theorem

In this section we complete the proof of Theorem 1.1, including in particular proof of the Alexandrov-type
result of part (iv) of the statement. We begin by proving some of the properties of 9(σ,m) stated in
Theorem 1.1(ii) and not yet discussed. We then review, in Section 6B, some classical uniqueness and
symmetry results for semilinear PDEs in relation to our setting. Finally, in Section 6C we review how the
various results of the paper combine into Theorem 1.1.

6A. Some properties of 9(σ, m). We prove here the properties of 9(σ,m) stated in Theorem 1.1(ii).
As explained in the Introduction, these properties will be crucial in proving Theorem 1.1(iv).

Theorem 6.1. If n ≥ 2 and W ∈ C2,1
[0, 1] satisfies (1-11) and (1-12), then there exists a universal

constant ε0 such that, setting
X (ε0)= {(σ,m) : 0< σ < ε0m1/n

},

the following hold:

(1) For every σ > 0, 9(σ, · ) is concave on (0,∞); it is strictly concave on (0,∞) in n ≥ 3 and on
((σ/ε0)

n,∞) if n = 2.

(2) 3(σ,m) is continuous on X (ε0) and

|m1/n3(σ,m)− 2(n − 1)ω1/n
n | ≤ C

σ

m1/n for all (σ,m) ∈ X (ε0). (6-1)

(3) 9(σ, · ) is differentiable with

∂9

∂m
(σ,m)=3(σ,m) for all (σ,m) ∈ X (ε0). (6-2)

In particular, for every σ > 0

9(σ, · ) is strictly increasing on ((σ/ε0)
n,∞),

3(σ, · ) is strictly decreasing ((σ/ε0)
n,∞).

(4) For every m > 0, 9( ·,m) is increasing on (0, ε0m1/n).

Proof. We recall for convenience the scaling formulas∫
Rn

f (ρt u)=
1
t

∫
Rn

f (u), (6-3)∫
Rn

|∇(ρt u)|2 = t (2/n)−1
∫

Rn
|∇u|

2,

ACε(ρt u)= εt (2/n)−1
∫

Rn
|∇u|

2
+

1
εt

∫
Rn

W (u)=
ACεt1/n (u)

t (n−1)/n , (6-4)

9(σ,m)= m(n−1)/nψ

(
σ

m1/n

)
,

where ρt u(x)= u(t1/nx) for x ∈ Rn and t > 0, and the divide the argument in a few steps.
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Step 1: We prove the concavity of 9(σ, · ). Given m2 > m1 > 0, t ∈ (0, 1), σ > 0, and a minimizing
sequence {wj }j for 9(σ, tm1 + (1 − t)m2), we set

α1 =
tm1 + (1 − t)m2

m1
, α2 =

tm1 + (1 − t)m2

m2
,

so that t/α1 + (1 − t)/α2 = 1. Since ρα1wj and ρα2wj are competitors for 9(σ,m1) and 9(σ,m2)

respectively, by the concavity of t 7→ t (n−2)/n (strict if n ≥ 3), we see that

t9(σ,m1)+(1−t)9(σ,m2)≤ tACσ (ρα1wj )+(1−t)ACσ (ρα2wj ) (6-5)

=
t
α1

(∫
Rn
σα

2/n
1 |∇wj |

2
+

W (wj )

σ

)
+

1−t
α2

(∫
Rn
σα

2/n
2 |∇wj |

2
+

W (wj )

σ

)
=ACσ (wj )+

(
t
(

1
α1

)(n−2)/n

+(1−t)
(

1
α2

)(n−2)/n

−1
)
σ

∫
Rn

|∇wj |
2 (6-6)

≤ACσ (wj ). (6-7)

Letting j → ∞ we deduce the concavity of 9(σ, · ) on (0,∞) (strict, if n ≥ 3). If n = 2 and m1 ≥ (σ/ε0)
n,

then by Theorem 2.1 we can replace the minimizing sequence {wj }j in the above argument with a
minimizer w of 9(σ, t m1 + (1 − t)m2). Since w solves the Euler–Lagrange equation (1-9), there cannot
be a t ̸= 1 such that ρtw solves (1-9) with the same σ and some t ∈ R. Thus, ραiw cannot be a minimizer
of 9(σ,mi ), and therefore we have a strict inequality in (6-5), and no need to take a limit in (6-7) (since
ACσ (w)=9(σ, tm1 + (1 − t)m2)).

Step 2: By Theorem 2.1 and Corollary 4.2 for every m> 0 and σ <ε0m1/n there exists a unique uσ,m ∈R0

such that uσ,m is a minimizer of 9(σ,m) and every other minimizer of 9(σ,m) is a translation of uσ,m .
Moreover, there is 3(σ,m) > 0 such that

−2σ 21uσ,m = σ3(σ,m)V ′(uσ,m)− W ′(uσ,m) on Rn.

Hence, if uε denotes as usual the unique minimizer of ψ(ε) in R0, then by (6-3) and (6-4) we find

uσ,m = ρ1/m uε, ε =
σ

m1/n ,

and thus
3(σ,m)=

λ(ε)

m1/n , ε =
σ

m1/n . (6-8)

By combining (6-8) with Corollary 4.2 and with (4-7) we thus find that 3 is continuous on X (ε0), with∣∣∣∣3(σ,m)−
2(n − 1)ω1/n

n

m1/n

∣∣∣∣ ≤ C
σ

m2/n . (6-9)

Step 3: We prove statement (iii). For (σ,m) ∈ X (ε0), we set

a(t)= ACσ ((1 + t)uσ,m), m(t)=

∫
Rn

V ((1 + t)uσ,m).

Then
m′(0)=

n
n−1

∫
Rn
8(uσ,m)1/(n−1)

√
W (uσ,m)uσ,m > 0
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and thus there exist t∗ > 0 and an open interval I of m such that m is strictly increasing from (−t∗, t∗)
to I with m(0)= m. From 9(σ,m(t))≤ a(t) for every |t |< t∗ and from that fact that a is differentiable
on (−t∗, t∗) we deduce that, if m is such that 9(σ, · ) is differentiable at m, then

∂9

∂m
(σ,m)=

a′(0)
m′(0)

=

∫
Rn 2σ ∇uσ,m · ∇uσ,m + (1/σ)W ′(uσ,m)uσ,m∫

Rn V ′(uσ,m)uσ,m
=3(σ,m).

Now, by statement (i), 9(σ, · ) is differentiable a.e. on ((σ/ε0)
n,∞), as well as absolutely continuous,

while 3(σ, · ) is continuous on ((σ/ε0)
n,∞): by the fundamental theorem of calculus we thus conclude

that (∂9/∂m)(σ, · ) exists for every m > (σ/ε0)
n and agrees with 3(σ,m).

Step 4: We prove statement (iv). Recalling that

9(σ,m)= m(n−1)/nψ

(
σ

m1/n

)
for all σ,m > 0, (6-10)

we see that, since 9(σ, · ) is differentiable on ((σ/ε0)
n,∞), we know ψ is differentiable on (0, ε0). Since

ψ is differentiable on (0, ε0, by (6-10) we see that 9( ·,m) is differentiable on (0, ε0m1/n) for every
m > 0, with

∂9

∂σ
= m(n−2)/nψ ′

(
σ

m1/n

)
.

Statement (iv) will thus follow by proving that ψ ′ > 0 on (0, ε0). To derive a useful formula for ψ we
differentiate (6-10) in m and use (6-2) and λ(σ/m1/n)= m1/n3(σ,m) to find that

n − 1
n

1
m1/nψ

(
σ

m1/n

)
−

1
n

σ

m2/nψ
′

(
σ

m1/n

)
=
λ(σ/m1/n)

m1/n .

In particular, by (4-5),

εψ ′(ε)= (n − 1)ψ(ε)− nλ(ε)= ε

∫
Rn

|∇uε|2 −
1
ε

∫
Rn

W (uε).

By (3-8), if we set ηε(s)= η(s − τε) and change variables according to |x | = R0 + εs we find

εψ ′(ε)=

∫
∞

−R0/ε

{(η′

ε + f ′

ε)
2
− W (ηε + fε)}(R0 + εs)n−1 ds. (6-11)

Multiplying by u′
ε and then integrating on (r,∞) the Euler–Lagrange equation

−2ε2
{

u′′

ε + (n − 1)
u′
ε

r

}
= ελ(ε)V ′(uε)− W ′(uε),

we obtain as usual

ε2(u′

ε)
2
− 2(n − 1)ε2

∫
∞

r

(u′
ε)

2

ρ
dρ = W (uε)− ελ(ε)V (uε)

for every r > 0; by the change of variables r = R0 + εs we thus find

(η′

ε + f ′

ε)
2
− 2(n − 1)ε

∫
∞

s

(η′
ε + f ′

ε)
2

R0 + εt
dt = W (ηε + fε)− λ(ε)εV (ηε + fε)
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for every s ∈ (−R0/ε,∞). We combine this identity into (6-11) to find

εψ ′(ε)=

∫
∞

−R0/ε

{
2(n − 1)ε

∫
∞

s

(η′
ε + f ′

ε)
2

R0 + ε t
dt − λ(ε)εV (ηε + fε)

}
(R0 + εs)n−1 ds. (6-12)

We now notice that, by (A-16), (A-18), and (3-9) (that is, by the exponential decay of η, η′, η′′ and by
| fε(s)| ≤ Cεe−|s|/Cε for s >−R0/ε), we have∫

∞

s

(η′
ε + f ′

ε)
2
− (η′

ε)
2

R0 + εt
dt ≥ 2

∫
∞

s

η′
ε f ′
ε

R0 + εt
dt

= −2
η′
ε(s) fε(s)
R0 + εs

− 2
∫

∞

s
fε(s)

(
η′
ε

R0 + ε t

)′

dt ≥ −Cεe−|s|/C

so that (6-12) gives

εψ ′(ε)≥

∫
∞

−R0/ε

{
2(n − 1)ε

∫
∞

s

(η′
ε)

2 dt
R0 + εt

− λ(ε)εV (ηε + fε)
}
(R0 + εs)n−1 ds − Cε2. (6-13)

By (4-7), (3-9), R0 = ω
−1/n
n and (6-13), we have

ψ ′(ε)≥ 2(n − 1)ω1/n
n

∫
∞

−R0/ε

{∫
∞

s
(η′

ε)
2 dt − V (ηε)

}
(R0 + εs)n−1 ds − Cε. (6-14)

Since
∫

∞

s (η′
ε)

2
=8(ηε(s)) thanks to η′

ε = −
√

W (ηε)= −8′(ηε), by (6-14) we have

ψ ′(ε)≥ 2(n − 1)ω1/n
n

∫
R

(8(ηε)− V (ηε))(R0 + εs)n−1 ds − Cε

≥ 2(n − 1)ω1/n
n Rn−1

0

∫
R

(8(η)− V (η)) ds − Cε.

Since 8 takes values in (0, 1), V =8n/(n−1) <8 on (0, 1), and∫
R

(8(η)− V (η)) ds

is a universal constant. In particular, ψ ′(ε)≥ 1/C for every ε < ε0. □

6B. General criteria for radial symmetry and uniqueness. In this brief section we exploit two classical
results from [Gidas et al. 1981; Peletier and Serrin 1983] to deduce a symmetry and uniqueness result for
the kind of semilinear PDE arising as the Euler–Lagrange equation of 9(σ,m).

Theorem 6.2. Let n ≥ 2, let W ∈ C2,1
[0, 1] satisfy (1-11) and (1-12), and consider ℓ ∈ R and σ > 0.

(1) If u ∈ C2(Rn
; [0, 1]) is a nonzero solution to

−2σ 21u = σℓV ′(u)− W ′(u) on Rn, (6-15)

with u(x)→ 0 as |x | → ∞, then 0< u < 1 on Rn and u ∈ R∗

0.

(2) There exists a universal constant ν0 such that, if 0< σ ℓ < ν0, then, modulo translation, (6-15) has a
unique solution among functions u ∈ R∗

0, with u(x)→ 0 as |x | → ∞ and 0< u < 1 on Rn.
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Remark. Notice that the smallness of σℓ is required only for proving statement (ii).

Proof. Step 1: We prove statement (i). We intend to apply the following particular case of [Gidas et al.
1981, Theorem 2]: if n ≥ 2, u ∈ C2(Rn

; [0, 1]), u > 0 on Rn, u(x)→ 0 as |x | → ∞, −1u +m u = g(u)
on Rn, with m> 0 and g ∈ C1

[0, 1] with g(t)= O(t1+α) as t → 0+ for some α> 0, then, up to translations,
u ∈ R∗

0.
To this end we reformulate (6-15) as

−1u + mu = g(u) on Rn, (6-16)

where m = W ′′(0)/(2σ 2) > 0 and

g(t)=
ℓV ′(t)

2σ
+

W ′′(0)t − W ′(t)
2σ 2 , t ∈ [0, 1].

As noticed in Section A3, V ∈ C2,γ
[0, 1] for some γ ∈ (0, 1], while W ∈ C2,1

[0, 1]: in particular
g ∈ C1

[0, 1]. By W ∈ C2,1
[0, 1] with W ′(0)= 0 we have |W ′(t)− W ′′(0)t | ≤ Ct2, while (A-11) states

that |V ′(t)| ≤ Ct1+α for t ∈ [0, 1] for some α > 0, so that

|g(t)| ≤ C(n,W, ℓ, σ )t1+α for all t ∈ [0, 1]. (6-17)

To check that u > 0 on Rn, we notice that, by (6-17), for every m′
∈ (0,m), we can find t0 > 0 such that

(6-16) implies that −1u + m′ u ≥ 0 on the open set {u < t0}. Since u ≥ 0 and u is nonzero, we conclude
by the strong maximum principle that u > 0 on {u < t0}, and thus, on Rn. We are thus in the position to
apply the stated particular case of [Gidas et al. 1981, Theorem 2] and conclude that u ∈ R∗

0.
We prove that u < 1 on Rn. Let us set

f (t)=
ℓV ′(t)

2σ
−

W ′(t)
2σ 2 , t ∈ [0, 1], (6-18)

and notice that (6-15) is equivalent to −1u = f (u) on Rn. Since f is a Lipschitz function on [0, 1] with
f (1)= 0, we can find c > 0 such that f (t)+ ct is increasing on [0, 1], and rewrite −1u = f (u) as

−1(1 − u)+ c(1 − u)= ( f (t)+ ct)|t=1
t=u ≥ 0.

We thus conclude that v = 1 − u is nonnegative on Rn and such that −1v+ cv ≥ 0. Since v is nonzero
(thanks to u(x)→ 0 as |x | → ∞), by the strong maximum principle we conclude that v > 0 on Rn, i.e.,
u < 1 on Rn.

Step 2: We prove statement (ii). We intend to use [Peletier and Serrin 1983, Theorem 2]: if

(a) f locally Lipschitz on (0,∞),

(b) f (t)/t → −m as t → 0+ where m > 0,

(c) setting F(t)=
∫ t

0 f (s) ds, there exists δ > 0 such that F(δ) > 0,

(d) setting β = inf{t > 0 : F(t) > 0} (so that by (b) and (c), β ∈ (0, δ)), the function t 7→ f (t)/(t −β) is
decreasing on (β,∞)∩ { f > 0},

then there is at most one u ∈ C2(Rn) ∩ R0, with u > 0 on Rn and u(x) → 0 as |x | → ∞, solving
−1u = f (u) on Rn .
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Since, by statement (i), solutions to (6-15) satisfy 0 < u < 1 on Rn, in checking that f as in (6-18)
satisfies the above assumptions it is only the behavior of f on (0, 1) (and not on (0,∞)) that matters.
Evidently (a) holds, since f ∈C1,α

[0, 1] for some α∈ (0, 1). Assumption (b) holds with m = W ′′(0)/(2σ 2).
Property (c) holds (with δ ∈ (0, 1)) since

F(t)=

∫ t

0
f (s) ds =

ℓV (t)
2σ

−
W (t)
2σ 2 , t ∈ [0, 1],

and F(1)= (ℓV (1)/2σ)= ℓ/2σ > 0 by ℓ > 0 and W (1)= 0. We finally prove (d). Notice that, clearly,
β ∈ (0, 1) and, by the continuity of F, F(β)= 0, so that, taking (A-3) and (A-6) into account, and using
σ ℓ < ν0 and V (1)= 1,

min{β2, (1 −β)2}

C
≤ W (β)= σℓV (β)≤ ν0. (6-19)

If ν0 < 1, then by (A-6) and (A-11) we find

2σ 2 F(t)= σℓV (t)− W (t)≤ V (t)− W (t)≤ Ct2n/(n−1)
−

t2

C
< 0 for all t ∈ (0, δ0). (6-20)

By (6-20) it must be β ≥ δ0. Hence, by (6-19), if ν0 is sufficiently small, then (1 − β)2 ≤ Cν0. Up to
further decreasing the value of ν0, we can finally get that (β, 1)⊂ (1 − δ0, 1), with δ0 as in Section A3.

We are now going to check property (d) by showing that

f ′(t)(t −β)≤ f (t) for all t ∈ (β, 1) (6-21)

(recall that 0< u < 1 on Rn, so we can use a version of [Peletier and Serrin 1983, Theorem 2] localized
to (0, 1)). Using the explicit formula for f , (6-21) is equivalent to

σℓV ′′(t)(t −β)≤ σℓV ′(t)− W ′(t)+ W ′′(t)(t −β) for all t ∈ (β, 1). (6-22)

By (A-6), we have W ′′(t)(t −β) > 0 on (β, 1)⊂ (1− δ0, 1), and since V ′
≥ 0 on [0, 1], (6-22) is implied

by checking that, for every t ∈ (β, 1),

−W ′(t)≥ σℓV ′′(t)= σℓ

{
n

(n − 1)2
W (t)(∫ t

0

√
W

)(n−2)/(n−1) +
n

n − 1

(∫ t

0

√
W

)1/(n−1) W ′(t)
2
√

W (t)

}
.

In turn, since W ′ < 0 on (1 − δ0, 1) and σ ℓ < ν0 < 1, it is actually enough to check that

−W ′(t)≥
n

(n − 1)2
W (t)(∫ t

0

√
W

)(n−2)/(n−1) for all t ∈ (1 − δ0, 1).

But, up to further decreasing the value of δ0, this is obvious: indeed (A-6) gives −W ′(t)≥ (1 − t)/C and
W (t)≤ C(1 − t)2 for every t ∈ (1 − δ0, 1). □

6C. Proof of Theorem 1.1. Theorem 2.1, Corollary 4.2, Theorem 6.1 and a scaling argument show the
validity of statements (i) and (ii), while statement (iii) follows similarly by scaling and by Theorem 5.1.
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To prove the Alexandrov-type theorem, that is, statement (iv)5 we consider u ∈ C2(Rn
; [0, 1]), with

u(x)→ 0 as |x | → ∞, and solving

−2σ 21u = σℓV ′(u)− W ′(u) on Rn, (6-23)

for some σ and ℓ with 0 < σℓ < ν0. By Theorem 6.2(i), u ∈ R∗

0, and by Theorem 6.2, provided ν0 is
small enough, we know that there is at most one radial solution to (6-23). Since we know that uσ,m is a
radial solution of (6-23) with ℓ=3(σ,m), we are left to prove that for every ℓ ∈ (0, ν0/σ) there exists a
unique m ∈ ((σ/ε0)

n,∞) such that 3(σ,m)= ℓ.
To this end, we first notice that, by (4-7) and by scaling, for every σ > 0 we have

3(σ,m)=
1

m1/n λ

(
σ

m1/n

)
→ 0+ as m → +∞.

In particular, since, by Theorem 6.1, 3(σ, · ) is continuous and strictly decreasing on ((σ/ε0)
n,∞), we

have {
3(σ,m) : m >

(
σ

ε0

)n}
=

(
0,3

(
σ,

(
σ

ε0

)n ))
.

Now, setting m = (σ/ε0)
n in (6-1), that is, in

|m1/n3(σ,m)− 2(n − 1)ω1/n
n | ≤ C

σ

m1/n ,

we find that ∣∣∣∣σ3(
σ,

(
σ

ε0

)n)
− 2(n − 1)ω1/n

n ε0

∣∣∣∣ ≤ Cε2
0,

which implies

3

(
σ,

(
σ

ε0

)n )
≥
(n − 1)ω1/n

n ε0

σ
for all σ > 0,

provided ε0 is small enough. Up to further decreasing the value of ν0 so to have ν0 ≤ (n − 1) ω1/n
n ε0, we

have proved that (
0,
ν0

σ

)
⊂

{
3(σ,m) : m >

(
σ

ε0

)n}
,

and that for each ℓ ∈ (0, ν0/σ) there is a unique m > (σ/ε0)
n such that ℓ=3(σ,m), as claimed. This

completes the proof of Theorem 1.1.

Appendix: Frequently used auxiliary facts

A1. Scaling identities. If u ∈ H 1(Rn
; [0,∞)), t > 0, we set

ρt u(x)= u(t1/n x), x ∈ Rn,

and notice that ∫
Rn

f (ρt u)=
1
t

∫
Rn

f (u),
∫

Rn
|∇(ρt u)|2 = t (2/n)−1

∫
Rn

|∇u|
2, (A-1)

5Notice that we are using ℓ in (6-23) rather than λ (as done in (1-22)) to denote the Lagrange multiplier of u. This is meant to
avoid confusion with the function λ(ε)= (∂9/∂m)(ε, 1) appearing in the argument.
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ACε(ρt u)= εt (2/n)−1
∫

Rn
|∇u|

2
+

1
εt

∫
Rn

W (u)=
ACεt1/n (u)

t (n−1)/n . (A-2)

whenever f : R → R is continuous.

A2. Concentration-compactness principle. Denoting by Br (x) the ball of center x and radius r in Rn, and
setting Br = Br (0) when x = 0, we provide a reference statement for Lions’ concentration-compactness
criterion, which is repeatedly used in our arguments: if {µj }j is a sequence of probability measures
in Rn, then, up to extracting subsequences and composing each µj with a translation, one of the following
mutually excluding possibilities holds:

Compactness case: for every τ > 0 there exists R > 0 such that

inf
j
µj (BR)≥ 1 − τ.

Vanishing case: for every R > 0,
lim

j→∞

sup
x∈Rn

µj (BR(x))= 0.

Dichotomy case: there exists α ∈ (0, 1) such that for every τ > 0 one can find S> 0 with Sj →∞ such that

sup
j

|α−µj (BS)|< τ, sup
j

|(1 −α)−µj (R
n
\ BSj )|< τ.

Notice that the formulation of the dichotomy case used here is a bit more descriptive than the original one
presented in [Lions 1984, Lemma I]. Its validity is inferred by a quick inspection of the proof presented
in the cited reference.

A3. Estimates for W, 8 and V. Throughout the paper we work with a double-well potential W ∈

C2,1
[0, 1] satisfying (1-11) and (1-12), that is,

W (0)= W (1)= 0, W > 0 on (0, 1), W ′′(0),W ′′(1) > 0, (A-3)∫ 1

0

√
W = 1. (A-4)

Frequently used properties of W are the validity, for a universal constant C , of the expansion∣∣∣W (b)− W (a)− W ′(a)(b − a)− W ′′(a)(b−a)2

2

∣∣∣ ≤ C |b − a|
3 for all a, b ∈ [0, 1], (A-5)

and the existence of a universal constant δ0 <
1
2 such that

1
C

≤
W
t2 ,

W ′

t
,W ′′

≤ C on (0, δ0],

1
C

≤
W

(1 − t)2
,
−W ′

1 − t
,W ′′

≤ C on [1 − δ0, 1).
(A-6)

We can use (A-6) to quantify the behaviors near the wells of 8 and, crucially, of V. We first notice that,
by (A-3), 8 ∈ C3

loc(0, 1), with

8′
=

√
W , 8′′

=
W ′

2
√

W
, 8′′′

=
W ′′

2
√

W
−
(W ′)2

4W 3/2 on (0, 1).
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By (A-6) and (A-4) we thus see that 8 satisfies

1
C

≤
8

t2 ,
8′

t
,8′′

≤ C on (0, δ0],

1
C

≤
1 −8

(1 − t)2
,
8′

1 − t
,−8′′

≤ C on [1 − δ0, 1),
(A-7)

from which we easily deduce

|8(b)−8(a)| ≥
(b − a)2

C
for all a, b ∈ [0, 1]. (A-8)

Moreover, by exploiting (A-7) and setting for brevity a = W ′′(0), we see that as t → 0+

8′′′
=

2W ′′W − (W ′)2

4W 3/2 =
2(a + O(t))(a(t2/2)+ O(t3))− (at + O(t2))2

4(a(t2/2)+ O(t3))3/2
=

O(t3)

4a3/2t3 + o(t3)
,

and a similar computation holds for t → 1−, so that

|8′′′
| ≤ C on (0, δ0)∪ (1 − δ0, 1). (A-9)

By (A-7) and (A-9) we see that 8 ∈ C2,1
[0, 1] with a universal estimate on its C2,1

[0, 1]-norm: in
particular,∣∣∣8(b)−8(a)−8′(a)(b − a)−8′′(a)(b−a)2

2

∣∣∣ ≤ C |b − a|
3 for all a, b ∈ (0, 1). (A-10)

Since V =81+α for α = 1/(n −1) ∈ (0, 1] (recall that n ≥ 2) and 8(t)= 0 if and only if t = 0, we easily
see that V ∈ C3

loc(0, 1), with

V ′
= (1 +α)8α8′, V ′′

= (1 +α)

{
α
(8′)2

81−α
+8α8′′

}
, |V ′′′

| ≤ C(α)
{
(8′)3

82−α
+
8′

|8′′
|

81−α
+8α|8′′′

|

}
.

By (A-10), and keeping track of the sign of 8′′ and of the fact that negative powers of 8(t) are large
only near t = 0, but are bounded near t = 1, we find that

1
C

≤
V

t2+2α ,
V ′

t1+2α ,
V ′′

t2α ≤ C, |V ′′′
| ≤

C
t1−2α on (0, δ0],

1
C

≤
1 − V
(1 − t)2

,
V ′

1 − t
≤ C, |V ′′

|, |V ′′′
| ≤ C on [1 − δ0, 1).

(A-11)

In particular, V ∈ C2,γ (n)
[0, 1], γ (n)= min{1, 2/(n − 1)} ∈ (0, 1], with second-order Taylor expansions

of the form∣∣∣V (b)− V (a)− V ′(a)(b − a)− V ′′(a)(b−a)2

2

∣∣∣ ≤ C |b − a|
2+γ (n) for all a, b ∈ (0, 1). (A-12)

We finally notice that we can find a universal constant C such that

t2

C
≤ W (t), V (t)≤ Ct2, V (t)≤ CW (t) for all t ∈ (0, 1 − δ0) (A-13)
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(as it is easily deduced from the bounds on W and V in (A-6) and (A-11) and from the fact that W > 0
on (0, 1)), and that we can also find C so that

V (t)≥
1
C

for all t ∈ (δ0, 1). (A-14)

A4. Estimates for the optimal transition profile η. A crucial object in the analysis of the Allen–Cahn
energy is of course the optimal transition profile η, defined by the first-order ODE{

η′
= −

√
W (η) on R,

η(0)=
1
2 ,

(A-15)

which can be seen to satisfy (see, e.g., [Leoni and Murray 2016]) η ∈ C2,1(R), η′ < 0 on R (and
−C ≤ η′

≤ −1/C for |s| ≤ 1), η(−∞)= 1, and η(+∞)= 0, with the exponential decay properties

1 − η(s)≤ Ces/C for all s < 0, η(s)≤ Ce−s/C for all s > 0, (A-16)

for a universal constant C . Similarly, by combining (A-16) with (A-15), with the second-order ODE
satisfied by η, namely,

2η′′
= W ′(η) on R, (A-17)

and with (A-6) we see that also the first and second derivatives of η decay exponentially

|η′(s)|, |η′′(s)| ≤ Ce−|s|/C for all s ∈ R. (A-18)

Combining again (A-16) and (A-6) we also see that

s ∈ R 7→ 1(−∞,0)(s)− V (η(s − τ))

belongs to L1(R) for every τ ∈ R, with

τ ∈ R 7→

∫
∞

−∞

(1(−∞,0)(s)− V (η(s − τ))) ds

increasing in τ and converging to ∓∞ as τ → ±∞. In particular, there is a unique universal constant τ0

such that ∫
∞

−∞

(1(−∞,0)(s)− V (η(s − τ0))) ds = 0. (A-19)

The constant τ0 appears in the computation of the first-order expansion of ψ(ε) as ε→ 0+ and can be
characterized, equivalently, to be

τ0 =

∫
R

η′V ′(η)s ds. (A-20)

Indeed, (A-19) gives

0 =

∫
∞

−∞

(1(−∞,0)(s)− V (η(s − τ0))) ds

=

∫ 0

−∞

(1 − V (η(s − τ0))) ds −

∫
∞

0
V (η(s − τ0)) ds

= −

∫ 0

−∞

ds
∫ s−τ0

−∞

η′(t)V ′(η(t)) dt +

∫
∞

0
ds

∫
∞

s−τ0

η′(t)V ′(η(t)) dt.
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Both integrands are nonnegative; therefore by Fubini’s theorem

0 = −

∫
−τ0

−∞

dt
∫ 0

t+τ0

η′(t)V ′(η(t)) ds −

∫
∞

−τ0

dt
∫ t+τ0

0
η′(t)V ′(η(t)) ds

=

∫
−τ0

−∞

(t + τ0)η
′(t)V ′(η(t)) dt +

∫
∞

−τ0

(t + τ0)η
′(t)V ′(η(t)) dt,

that is, ∫
R

η′V ′(η)t dt = −τ0

∫
R

η′V ′(η)= V (1)τ0 = τ0,

as claimed.
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boundary Poincaré inequalities in open sets � ⊂ Rn+1, with codimension-1 Ahlfors–David regular bound-
aries. First, we prove that if � satisfies both the local John condition and the exterior corkscrew condition,
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In their work, they solved a long-standing open problem [Kenig 1994, Problem 3.2.2] (see also [Toro
2010, Question 2.5]) about the solvability of the regularity problem for the Laplacian. More precisely,
they proved the following theorem. We give the exact definitions of the objects and concepts in the
theorem in Sections 2 and 3.

Theorem 1.1 [Mourgoglou and Tolsa 2021, part of Theorems 1.2 and 1.5]. Let � ⊂ Rn+1 be a bounded
open set satisfying the corkscrew condition (see Definition 2.7), with n-dimensional Ahlfors–David regular
boundary ∂� (see Definition 2.6). For 1 < p ≤ 2 we have:

(a) The regularity problem for the Laplacian is solvable in L p for � (see Definition 2.31) if and only if
the Dirichlet problem is solvable in L p′

(see Definition 2.30), where p′ satisfies 1/p + 1/p′
= 1.

(b) Suppose that either ∂� supports a weak p-Poincaré inequality (see Definition 2.29) or that �

satisfies the 2-sided local John condition (see Definitions 2.1 and 3.2). If the regularity problem for
the Laplacian is solvable in L p for �, then the tangential regularity problem for the Laplacian is
also solvable in L p for � (see Definition 2.31).

Remark that, in particular, from (a) in the theorem above it follows that the regularity problem is
solvable in L p for chord-arc domains (see Definition 2.10) for some p > 1; see, e.g., [David and Jerison
1990; Semmes 1990]. This extends previous results of [Jerison and Kenig 1982b] in the plane, and of
[Verchota 1984] in Lipschitz domains.

Our goal is to revisit the assumptions of Theorem 1.1(b) by studying them from the point of view of
2-sided chord-arc domains: we show that a 2-sided local John domain with codimension 1 Ahlfors–David
regular boundary is a 2-sided chord-arc domain, and the boundary of any 2-sided chord-arc domain
supports weak Poincaré inequalities. To be more precise, we prove the following two results:

Theorem 1.2. Suppose that � ⊂ Rn+1 is an open set with n-dimensional Ahlfors–David regular boundary
that satisfies the local John condition and the exterior corkscrew condition (see Definitions 2.1 and 2.7).
Then � also satisfies the Harnack chain condition (see Definition 2.9). In particular, a 2-sided local John
domain with codimension 1 Ahlfors–David regular boundary is a 2-sided chord-arc domain.

Theorem 1.3. Suppose that �⊂ Rn+1 is a 2-sided chord-arc domain. Then the following weak 1-Poincaré
inequality for Lipschitz functions on ∂� holds: there exist constants C ≥ 1 and 3 ≥ 1 such that for every
Lipschitz function f on ∂� and every 1 = 1(y, r) = B(y, r) ∩ ∂� we have

/
∫

1

| f (x) − ⟨ f ⟩1| dσ(x) ≤ Cr /
∫

31

|∇t f (x)| dσ(x), (1.4)

where ∇t f is the tangential gradient of f (see Definition 2.27), σ := Hn
|∂� is the surface measure and

⟨ f ⟩1 :=
1

σ(1)

∫
1

f (y) dσ(y)

is the integral average of f over 1.

We note that the conclusion of Theorem 1.2 holds if the local John condition is “good enough” in
the sense that a D0-local John condition implies the Harnack chain condition but a (D0, R0)-local John
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condition for R0 = c · diam(∂�) and c < 1 small enough does not if diam(∂�) < ∞. See the definitions
and discussion in Section 3.

Theorem 1.3 and its consequence Corollary 1.6 improve some results in the literature. Earlier, Semmes
proved that a weak 2-Poincaré inequality for the tangential gradient (that is, inequality (1.4) with the right-
hand side replaced by Cr(/

∫
31

|∇t f (x)|2 dσ(x))1/2) holds for smooth functions on any chord-arc surface
with small constant [Semmes 1991, Lemma 1.1] (see the introduction of that work for the definition of
these surfaces). Theorem 1.3 both provides a stronger inequality and generalizes the class of surfaces
considered by Semmes. A key element in the proof of Theorem 1.3 is the machinery built by Hofmann,
Mitrea and Taylor [Hofmann et al. 2010]. In their paper, they prove a weak (p, p)-Poincaré inequality with
a tail for the Hofmann–Mitrea–Taylor Sobolev space L p

1 (∂�) with respect to the Hofmann–Mitrea–Taylor
gradient (see Definition 2.28) for any 1 < p < ∞ on boundaries of 2-sided local John domains [Hofmann
et al. 2010, Proposition 4.13]. Combining Theorem 1.3 with some density results in [Hofmann et al.
2010] and tools in [Mourgoglou and Tolsa 2021] shows us that the tail in their inequality can be removed,
at least when � is a bounded 2-sided chord-arc domain (see Corollary 7.13).

Our results have some immediate consequences. First, we note that since chord-arc domains satisfy
the local John condition, Theorem 1.2 gives us the following characterization result:

Corollary 1.5. Let � ⊂ Rn+1 be an open set satisfying a 2-sided corkscrew condition, with n-dimensional
Ahlfors–David regular boundary ∂�. Then the following conditions are equivalent:

(a) � satisfies the local John condition.

(b) � satisfies the Harnack chain condition.

For recent related results for semiuniform domains and chord-arc domains, see [Azzam 2021b; Azzam
et al. 2017].

Second, Theorem 1.3 combined with a Lipschitz characterization of Poincaré inequalities [Keith 2003,
Theorem 2] gives us the following Heinonen–Koskela-type weak 1-Poincaré inequality:

Corollary 1.6. Let � ⊂ Rn+1 be a 2-sided chord-arc domain. There exist constants C ≥ 1 and 3 ≥ 1
such that for every 1 = 1(y, r) we have

/
∫

1

| f (x) − ⟨ f ⟩1| dσ(x) ≤ Cr /
∫

31

ρ(x) dσ(x) (1.7)

for any f ∈ L1
loc(∂�) and any upper gradient ρ of f (see Definition 2.25), where σ := Hn

|∂� is the
surface measure.

We note that this weak 1-Poincaré inequality implies a weak p-Poincaré inequality (that is, inequality
(1.7) with the right-hand side replaced by Cr

(
/
∫
31

|ρ(x)|p dσ(x)
)1/p) for any 1 < p < ∞ by Hölder’s

inequality. Furthermore, by [Heinonen et al. 2015, Corollary 9.14], these weak p-Poincaré inequalities
imply weak (p, p)-Poincaré inequalities of the type(

/
∫

1

| f (x) − ⟨ f ⟩1|
p dσ(x)

)1/p

≤ C̃r
(

/
∫

31

|ρ(x)|p dσ(x)

)1/p

,
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where we used the same notation as in Corollary 1.6. See also Corollary 7.13 for an inequality of this
type for the Hofmann–Mitrea–Taylor Sobolev spaces in bounded 2-sided chord-arc domains. We also
note that the conclusion of Corollary 1.6 is the inequality appearing in Theorem 1.1. It is natural to ask if
Corollary 1.6 can be strengthened into a characterization but this is not possible: there exist non-chord-arc
domain open sets � ⊂ Rn+1 with n-dimensional Ahlfors–David regular boundaries ∂� that support
weak Poincaré inequalities. See Section 8 for an example and discussion. However, we point out that a
result for the converse direction was recently proven by Azzam [2021a] who showed that weak Poincaré
inequalities imply uniform rectifiability (see Definition 2.8) for Ahlfors–David regular sets E ⊂ Rn+1.

Furthermore, Corollary 1.6, combined with [Heinonen and Koskela 1998, Theorem 5.7; Korte 2007,
Theorem 3.3; Cheeger 1999, Theorem 17.1] (see also, e.g., [Merhej 2017; Heinonen et al. 2015]),
immediately gives us the following two new results about the geometric structure of boundaries of 2-sided
chord-arc domains:

Corollary 1.8. Let � ⊂ Rn+1 be a 2-sided chord-arc domain. Then ∂� is a Loewner space (see
Definition 2.24).

Examples of Loewner spaces include the Euclidean space, Carnot groups and Riemannian manifolds of
nonnegative Ricci curvature [Heinonen and Koskela 1998, Section 6]. For other examples, see [Heinonen
et al. 2015, Section 14.2].

Corollary 1.9. Let � ⊂ Rn+1 be a 2-sided chord-arc domain. Then

• if n = 1, then ∂� is quasiconvex (see Definition 2.22),

• if n > 1, then ∂� is annularly quasiconvex (see Definition 2.22).

We note that the case n = 1 in Corollary 1.9 cannot be improved to annular quasiconvexity: �= B(0, 1)

(the unit disc) is a 2-sided chord-arc domain but for any z ∈ ∂� and any 0 < r < 1
2 there exist points

x, y ∈ B(z, 2r)\ B(z, r) such that x and y can be joined in ∂�\ {z} only with paths γ such that ℓ(γ ) ≥ 1.
The proofs of Theorems 1.2 and 1.3 and Corollary 1.6 utilize significant advances in geometric analysis

over the past 25 years. For Theorem 1.2, we use harmonic measure theory (particularly the very recent
results of Azzam, Hofmann, Martell, Mourgoglou and the second author [Azzam et al. 2020]) and uniform
rectifiability techniques (particularly the bilateral weak geometric lemma of [David and Semmes 1993]).
For Theorem 1.3 and Corollary 1.6, we combine layer potential techniques of [Hofmann et al. 2010] and
pointwise and Lipschitz characterizations of Poincaré inequalities of [Heinonen and Koskela 1998; Keith
2003] (see also [Heinonen 2001]) with suitable localization and truncation arguments. One of the novelties
in the proof of Theorem 1.3 is the use of a weak type-(1, 1) version of a weak Poincaré inequality with
a tail, analogous to the strong type-(p, p) version proved previously in [Hofmann et al. 2010].

The paper is organized as follows. In Section 2 we fix the basic notation, review the numerous
definitions needed in the paper and consider some auxiliary results from the literature. In Section 3, we
define three different John-type conditions and compare them. In Section 4, we consider the bilateral
weak geometric lemma of David and Semmes and prove some straightforward related results for the proof
of Theorem 1.2, and in Section 5 we prove Theorem 1.2. In Section 6, we consider the Hofmann–Mitrea–
Taylor-type weak p-Poincaré inequality with a tail for 1 < p < ∞ and use techniques from its proof to
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prove a weak-type estimate for the case p = 1. In Section 7, we use this weak-type estimate together
with some key results from the theory of Poincaré inequalities in metric spaces to prove Theorem 1.3
and Corollary 1.6. In Section 8, we end the paper by constructing an example that shows us that the
assumptions in Corollary 1.6 are not optimal and consider some questions related to this work.

2. Notation, basic definitions and auxiliary results

Definition 2.1. Let � ⊂ Rn+1 be an open set and consider a geometric condition; such as the local John
condition (see Definition 3.2). If the interior of �c satisfies the condition, we say that � satisfies the
exterior version of the condition. If both � and the interior of �c satisfy the same condition, we say that
� satisfies the 2-sided version of the same condition.

We use the following basic notation and terminology:

• � ⊂ Rn+1 is an open set with n-dimensional boundary ∂�. We denote the surface measure of ∂� by
σ :=Hn

|∂�. Unless explicitly mentioned, we assume that ∂� is Ahlfors–David regular (see Definition 2.6)
and that both � and int �c satisfy the corkscrew condition (that is, � satisfies the 2-sided corkscrew
condition; see Definitions 2.1 and 2.7).

• Usually, we use capital letters X, Y, Z , and so on, to denote points in �, and lowercase letters x, y, z,
and so on, to denote points in ∂�.

• For every point X ∈ Rn+1, we define δ(X) := dist(X, ∂�).

• We denote the open (n+1)-dimensional Euclidean ball with radius r > 0 by B(X, r) or B(x, r),
depending on whether the center point lies in � or ∂�. For any x ∈ ∂� and any r > 0, we denote the
surface ball centered at x with radius r by 1(x, r) := B(x, r) ∩ ∂�.

• Given a Euclidean ball B := B(X, r) or a surface ball 1 := 1(x, r) and a constant κ > 0, we define
κ B := B(X, κr) and κ1 := 1(x, κr).

• For a metric measure space (X, d, µ), a function f and an open ball B, we denote the average of f
over B by

⟨ f ⟩B := /
∫

B
f dµ :=

1
µ(B)

∫
B

f dµ.

• A path is a continuous function γ : [0, 1] → X, where X is a metric space. With slight abuse of
terminology, we call a path γ : [0, 1] → � a path in � if γ (t) ∈ � for every t ∈ (0, 1]. With slight abuse
of notation, we write Z ∈ γ if there exists t ∈ [0, 1] such that γ (t) = Z . We say that a path γ is from X1

to X2 if γ (0) = X1 and γ (1) = X2.

• The length of a path γ : [0, 1] → � is defined as

ℓ(γ ) := sup
{ k∑

i=0

|γ (ti ) − γ (ti+1)|

}
,

where the supremum is taken over all finite partitions 0 = t0 < t1 < · · · < tk = 1 of the interval [0, 1]. We
say that a path γ is rectifiable if the length of γ is finite.
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• Given a rectifiable path γ and a function f , we denote the arc-length parametrization of γ (that is, the
reparametrization of γ with respect to ℓ(γ )) by γℓ : [0, ℓ(γ )] → Rn+1 and the integral of f over γ by∫

γ

f :=

∫ ℓ(γ )

0
f ◦ γℓ(t) dt.

• For a path γ and points X1, X2 ∈ γ with γ (t) = X1 and γ (s) = X2 for t, s ∈ [0, 1], t < s, we denote
the piece of γ from X1 to X2 by γ (X1, X2) and its length by ℓ(γ (X1, X2)). Again, with slight abuse of
notation, we write Z ∈ γ (X1, X2) if there exists u ∈ (s, t) such that γ (u) = Z .

• We denote harmonic measure with pole at X ∈ � by ωX. Usually, we drop the pole from the notation if
we consider properties that hold for every X ∈ �.

• Let A ⊂ Rn+1, f : A → R, α > 0 and β ≥ 1. We say that f is α-Lipschitz if

| f (x) − f (y)| ≤ α|x − y|

for all x, y ∈ A. We say that f is locally α-Lipschitz if

lim sup
A∋y→x

y ̸=x

| f (x) − f (y)|

|x − y|
≤ α (2.2)

for every x ∈ A. We say that f is β-bi-Lipschitz if

1
β

|x − y| ≤ | f (x) − f (y)| ≤ β|x − y|

for all x, y ∈ A.

• We denote the measure-theoretic boundary of � by ∂∗�: we have x ∈ ∂∗� if and only if x ∈ ∂�, and

lim inf
r→0+

|B(x, r) ∩ �|

rn+1 > 0 and lim inf
r→0+

|B(x, r) \ �|

rn+1 > 0. (2.3)

• For any p > 1, we denote the Hölder conjugate of p by p′. The numbers p and p′ satisfy 1/p+1/p′
= 1.

• We denote the nontangential maximal operator by N∗: for a function u in �, N∗u is a function ∂�

defined as
N∗u(x) := sup

Y∈0α(x)

|u(Y )|, (2.4)

where 0α(x) is the cone at x ∈ ∂� with aperture α,

0α(x) := {Y ∈ Rn+1
: |x − Y | < α δ(Y )}. (2.5)

We say that a function u in � converges nontangentially to a function f on ∂� if u(Y ) → f (x) as Y → x
inside 0α(x).

• The letters c and C and their obvious variations denote constants that depend only on dimension, ADR
constant (see Definition 2.6), UR constants (see Definition 2.8) and other similar parameters. The values
of c and C may change from one occurrence to another. We do not track how our bounds depend on these
constants and usually just write α1 ≲ α2 if α1 ≤ c α2 for a constant like this c and α1 ≈ α2 if α1 ≲ α2 ≲ α1.
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If the constant cκ depends only on parameters of the previous type and some other parameter κ , we
usually write α1 ≲κ α2 instead of α1 ≤ cκα2.

2A. ADR, UR, NTA, CAD, and the corkscrew condition.

Definition 2.6 (ADR). We say that a closed set E ⊂ Rn+1 is a d-ADR (Ahlfors–David regular) set if
there exists a constant D ≥ 1 such that

1
D

rd
≤ Hd(B(x, r) ∩ E) ≤ Drd

for every x ∈ E and every r ∈ (0, diam(E)), where diam(E) may be infinite.

Definition 2.7 (corkscrew condition). We say that � satisfies the corkscrew condition if there exists a
constant c ∈ (0, 1) such that for every surface ball 1 := 1(x, r), with x ∈ ∂� and 0 < r < diam(∂�),
there exists a point X1 ∈ � such that B(X1, cr) ⊂ B(x, r) ∩ �,

Definition 2.8 (UR). Following [David and Semmes 1991; 1993], we say that an n-ADR set E ⊂ Rn+1

is UR (uniformly rectifiable) if it contains big pieces of Lipschitz images of Rn, i.e., there exist constants
θ, M >0 such that for every x ∈ E and r ∈ (0, diam(E)) there is a Lipschitz mapping ρ =ρx,r : Rn

→Rn+1,
with Lipschitz norm no larger than M, such that

Hn(E ∩ B(x, r) ∩ ρ({y ∈ Rn
: |y| < r})) ≥ θrn.

Definition 2.9 (NTA). Following [Jerison and Kenig 1982a], we say that a domain 2 ⊂ Rn+1 is NTA
(nontangentially accessible) if

• 2 satisfies the Harnack chain condition: there exists a uniform constant C such that for every ρ > 0,
3 ≥ 1 and X, X ′

∈ 2 with δ(X), δ(X ′) ≥ ρ and |X − X ′
| < 3ρ there exists a chain of open balls

B1, . . . , BN ⊂2, N ≤C(3), with X ∈ B1, X ′
∈ BN , Bk ∩Bk+1 ̸=∅ and C−1 diam(Bk)≤dist(Bk, ∂2)≤

C diam(Bk),

• both 2 and Rn+1
\ 2 satisfy the corkscrew condition.

Definition 2.10 (CAD). An open set � ⊂ Rn+1 is a CAD (chord-arc domain) if it is NTA, and ∂� is
n-ADR.

The following result originates from [David and Jerison 1990; Semmes 1990] (see also [Hofmann et al.
2010, Definition 3.7 and Corollary 3.9]):

Theorem 2.11. Suppose that � ⊂ Rn+1 is an open set satisfying the two-sided corkscrew condition and
that ∂� is ADR. Then ∂� is UR and σ(∂� \ ∂∗�) = 0.

2A1. Dyadic cubes.

Theorem 2.12 (see, e.g., [Christ 1990; Sawyer and Wheeden 1992; Hytönen and Kairema 2012]). Suppose
that E is a d-ADR set. Then there exists a countable collection D (that we call a dyadic system),

D :=

⋃
k∈Z

Dk, Dk := {Qk
α : α ∈ Ak},

of Borel sets Qk
α (that we call (dyadic) cubes) such that
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(i) the collection D is nested: if Q, P ∈ D, then Q ∩ P ∈ {∅, Q, P},

(ii) E =
⋃

Q∈Dk
Q for every k ∈ Z and the union is disjoint,

(iii) there exist constants c1 > 0 and C1 ≥ 1 such that

1(zk
α, c12−k) ⊆ Qk

α ⊆ 1(zk
α, C12−k), (2.13)

(iv) for every set Qk
α there exist at most N cubes Qk+1

βi
(called the children of Qk

α) such that Qk
α =⋃

i Qk+1
βi

, where the constant N depends only on the ADR constant of E.

Notation 2.14. We shall use the following notational conventions.

(1) For each k, and for every cube Qk
α := Q ∈ Dk , we define ℓ(Q) := C12−k and xQ := zk

α . We call ℓ(Q)

the side length of Q, and xQ the center of Q. If the set E is bounded or disconnected, the side length
might not be well-defined, but we can fix this problem easily by, for example, considering the minimum
of the numbers C12−k such that Q ⊂ 1(xQ, C12−k).

(2) For every Q = Qk
α and κ ≥ 1, we define

κ BQ := B(zk
α, κℓ(Q)).

For κ = 1, we simply let κ BQ = BQ .

Definition 2.15. We say that a collection A ⊂ D satisfies a Carleson packing condition if there exists a
constant C ≥ 1 such that ∑

Q∈A,Q⊂Q0

σ(Q) ≤ Cσ(Q0)

for every cube Q0 ∈ D. We call the smallest such constant C the Carleson packing norm of A and denote
it by CA.

We need the following straightforward lemma in the proof of Theorem 1.2:

Lemma 2.16. Let A ⊂ D be a collection satisfying a Carleson packing condition. Also, let Q0 ∈ D be a
cube and A ⊂ Q0 a measurable subset such that σ(A) ≥ c σ(Q0) for a constant c ∈ (0, 1). Then there
exists a cube Q ∈ D \A such that σ(Q ∩ A) > 0 and ℓ(Q) ≈CA,c ℓ(Q0).

Proof. Let us consider the first K > CA/c generations of subcubes of Q0. Each of these generations
covers the set A. For contradiction, suppose that σ(Q ∩ A) = 0 for each of these subcubes such that
Q /∈ A. Then, for every m = 1, . . . , K , we can cover the set A (up to a set of measure 0) by cubes from
the collection {Q ∈ A : ℓ(Q) = 2−mℓ(Q0)}. In particular, we get∑
Q∈A,Q⊂Q0

σ(Q)=

∞∑
m=0

∑
Q∈A

ℓ(Q)=2−mℓ(Q0)

σ(Q)≥

K∑
m=1

∑
Q∈A

ℓ(Q)=2−mℓ(Q0)

σ(Q∩A)=

K∑
m=1

σ(A)≥ K c σ(Q0)>CA σ(Q0),

which contradicts the Carleson packing condition. Hence, there exists at least one cube Q from the first
⌈CA/c⌉ generations of subcubes of Q0 such that σ(Q ∩ A) > 0 and Q ∈ D \A. □
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2B. Harmonic measure and the weak-A∞ condition.

Definition 2.17 (weak A∞ for harmonic measure). For harmonic measure ω, we write ω ∈ weak-A∞(σ )

if there exist constants C ≥ 1 and s > 0 such that if B := B(x, r) with x ∈ ∂� and r ∈
(
0, 1

2 diam(∂�)
)

and A ⊂ 1 := B ∩ ∂� is a Borel set, then

ωY (A) ≤ C
(

σ(A)

σ (1)

)s

ωY (21) (2.18)

for every Y ∈ � \ 4B.

We note that the constant 2 in (2.18) can be replaced with any constant c > 1 without changing the
class weak-A∞(σ ) and that the weak-A∞ property is equivalent with a weak reverse Hölder property for
the Radon–Nikodym derivative; see, e.g., [Anderson et al. 2017, Section 8].

We use the following lemma from [Azzam et al. 2020] in the proof of Theorem 1.2. The lemma is
a key ingredient for the proof of the geometric characterization of the weak-A∞ property of harmonic
measure:

Lemma 2.19 [Azzam et al. 2020, Section 10]. Suppose that � has a uniformly rectifiable boundary ∂� and
that ω ∈ weak-A∞. Suppose also that R0 ∈ D(∂�) is a dyadic cube and Y ∈ � \ 4BR0 is a point such that

c1ℓ(R0) ≤ δ(Y ) ≤ dist(Y, R0) ≤ c−1
1 ℓ(R0)

and ωY (R0) ≥ c2 > 0. Then there exist a constant c3 > 0 and a subset A ⊂ R0 such that σ(A) ≥ c3 σ(R0)

and each point x ∈ A can be joined to Y by a D-nontangential path (see Definition 3.1), where c3 and D
depend only on c1, c2, n, the weak-A∞ constants and the uniform rectifiability constants.

We also need the following classical estimate (sometimes referred to as Bourgain’s estimate [1987,
Lemma 1]):

Lemma 2.20. There exist uniform constants c0 ∈ (0, 1) and C0 > 1, depending only on n and the
ADR constant, such that the following holds: if x ∈ ∂�, r ∈ (0, diam(∂�)) and Y ∈ B(x, c0r), then
ωY (1(x, r)) ≥ 1/C0 > 0.

2C. Quasiconvexity, annular quasiconvexity and Loewner spaces.

Definition 2.21. Let (X, d) be a metric space. We say that a nonempty set E ⊂ X is a continuum if it is
compact and connected. We call a continuum nondegenerate if it contains more than one point. We say
that points x, y ∈ F ⊂ X can be joined in F if there exists a continuum E ⊂ F such that x, y ∈ E .

Definition 2.22. Let (X, d) be a metric space. We say that X is

(i) quasiconvex if there exists a constant C ≥ 1 such that for any pair of points x, y ∈ X there exists a
path γx,y : [0, 1] → X such that γx,y(0) = x , γx,y(1) = y and ℓ(γx,y) ≤ C d(x, y),

(ii) annularly quasiconvex if there exists a constant C ≥ 1 such that if x, y ∈ B(z, 2r)\ B(z, r) for z ∈ X
and r < (1/C) diam(X), then x and y can be joined by a path γ = γx,y in B(z, Cr) \ B(z, r/C)

such that ℓ(γ ) ≤ C d(x, y).

(iii) rectifiably connected if for any pair of points x, y ∈ X there exists a rectifiable path γx,y from x to y.
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Definition 2.23. Let (X, d, µ) be a rectifiably connected metric measure space with a locally finite Borel
measure µ. Let E, F ⊂ X be two disjoint nondegenerate continua, (E, F) = (E, F; X) be the family of
paths in X connecting E and F and p ≥ 1. We define the p-modulus of (E, F) as

modp(E, F) := inf
ϱ

∫
X

ϱp dµ,

where the infimum is taken over all nonnegative Borel functions ϱ : X → [0, ∞) satisfying∫
γ

ϱ ds ≥ 1

for every γ in (E, F).

Definition 2.24. Let (X, d, µ) be a d-dimensional, rectifiably connected metric measure space with a
locally finite Borel measure µ. We say that X is a d-Loewner space if there exists a function φ : (0, ∞) →

(0, ∞) such that if E and F are two disjoint, nondegenerate continua in X satisfying

dist(E, F)

min{diam(E), diam(F)}
≤ t,

then φ(t) ≤ modd(E, F).

2D. Upper, Hajłasz, tangential and Hofmann–Mitrea–Taylor gradients, Sobolev spaces, and weak
Poincaré inequalities on ∂�.

Definition 2.25. Let f : ∂� → R. We say that a Borel-measurable function ρ : ∂� → [0, ∞] is an upper
gradient of f if we have

| f (x) − f (y)| ≤

∫
γ

ρ =

∫ ℓ(γ )

0
ρ ◦ γℓ(t) dt

for all x, y ∈ ∂� and every rectifiable path γ from x to y, where γℓ : [0, ℓ(γ )] → R is the arc-length
parametrization of γ .

The notion of upper gradients originates from [Heinonen and Koskela 1996; 1998], where they were
called very weak gradients.

Definition 2.26. Let f : ∂� → R. We say that a Borel-measurable function g : ∂� → R is a Hajłasz
gradient of f if we have

| f (x) − f (y)| ≤ (g(x) + g(y))|x − y|

for almost every x, y ∈ ∂�. We denote the class of all Hajłasz gradients of f by D( f ). For p ≥ 1,
we denote the space of Borel functions with a Hajłasz gradient in L p(∂�) by Ẇ 1,p(∂�) and define a
seminorm ∥ · ∥Ẇ 1,p(∂�) for this space by setting

∥ f ∥Ẇ 1,p(∂�) := inf
g∈D( f )

∥g∥L p(∂�).

The notion of Hajłasz gradients originates from [Hajłasz 1996]. By [Jiang et al. 2015], if f, g ∈ L1
loc(∂�)

and g is a Hajłasz gradient of f , then there exist functions f̃ , g̃ ∈ L1
loc(∂�) such that f = f̃ and g = g̃

almost everywhere and 4g̃ is an upper gradient of f̃ .
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Definition 2.27. Let f : ∂� → R be a Lipschitz function and let x ∈ ∂� be a point such that the
approximate tangent plane Tx∂� exists. Let f̃ : Rn+1

→ R be any Lipschitz extension of f to Rn+1. We
say that f is tangentially differentiable at x if f̃ |x+Tx∂� is differentiable at x . When it exists, we denote
the corresponding tangential gradient at x by ∇t f (x).

A thorough reference for these types of differentiability results is [Maggi 2012]. In particular, since
∂� is uniformly rectifiable by Theorem 2.11 (and therefore ∂� is rectifiable; see [Hofmann et al. 2010,
p. 2629] for an explicit proof), we know that the approximate tangent plane exists for almost every point
x ∈ ∂� by [Maggi 2012, Theorem 10.2], the tangential gradient exists for σ -a.e. point x ∈ ∂� by [loc. cit.,
Theorem 11.4] and the definition of the tangential gradient is independent of the choice of the Lipschitz
extension by [loc. cit., Theorem 10.1, Proposition 10.5, and Lemma 11.5].

By [Hofmann et al. 2010], the next definitions make sense if we know that — on top of the standing
assumptions on � and ∂� (see the beginning of Section 2) — � is a set of locally finite perimeter and
σ(∂�\∂∗�) = 0 (recall (2.3)). Since we only use the following objects when � satisfies the 2-sided local
John condition (or, equivalently by Corollary 1.5, when � is a 2-sided chord-arc domain), the assumptions
are automatically satisfied by Theorem 2.11 and [Hofmann et al. 2010, Corollary 3.14].

Definition 2.28. Let ν(x) := (νj (x))n+1
j=1 be the outer unit normal at x ∈ ∂�. For a function ϕ : Rn+1

→ R,
ϕ ∈ C1

c , we define the (Hofmann–Mitrea–Taylor) tangential derivatives of ϕ as

∂t, j,kϕ := νj (∂kϕ)|∂� − νk(∂jϕ)|∂�

for 1 ≤ j, k ≤ n + 1. The Hofmann–Mitrea–Taylor Sobolev space L p
1 (∂�) is the space of the functions

f ∈ L p(∂�) such that there exists a finite constant C f such that∑
1≤ j,k≤n+1

∣∣∣∣∫
∂�

f ∂t,k, jϕ dσ

∣∣∣∣ ≤ C f ∥ϕ∥L p′
(σ )

for every ϕ ∈ C∞
c (Rn+1). By the Riesz representation theorem, for every f ∈ L p

1 (∂�) and each j, k =

1, 2, . . . , n + 1 there exists a function h j,k ∈ L p(∂�) satisfying∫
∂�

h j,kϕ dσ =

∫
∂�

f ∂t,k, jϕ dσ

for every ϕ ∈ C∞
c (Rn+1). We set ∂t, j,k f := h j,k and define the Hofmann–Mitrea–Taylor gradient ∇HMT f

by setting

∇HMT f :=

(∑
k

νk∂t, j,k f
)n+1

j=1
.

For the comprehensive theory of Hofmann–Mitrea–Taylor Sobolev spaces, see in particular Section 3
and 4 in [Hofmann et al. 2010].

Definition 2.29. Let 1 ≤ p < ∞. We say that ∂� supports a weak (Heinonen–Koskela-type) p-Poincaré
inequality if there exist constants C = C p ≥ 1 and 3 ≥ 1 such that for every 1 = 1(y, r) we have

/
∫

1

| f (x) − ⟨ f ⟩1| dσ(x) ≤ Cr
(

/
∫

31

ρ(x)p dσ(x)

)1/p

for any f ∈ L1
loc(∂�) and any upper gradient ρ of f .
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2E. Solvability for the Laplacian.

Definition 2.30. Let 1 ≤ p < ∞. We say that the Dirichlet problem (for the Laplacian) is solvable in L p

for � if there exists a constant C such that for any continuous function f ∈ C(∂�) the solution u = u f to
the Dirichlet problem with datum f converges nontangentially to f σ -a.e. and

∥N∗u∥L p(∂�) ≤ C∥ f ∥L p(∂�),

where N∗ is the nontangential maximal operator (recall (2.4)).

Definition 2.31. Let 1 ≤ p < ∞. We say that the regularity problem ( for the Laplacian) is solvable in L p

for � if there exists a constant C such that for any Lipschitz function f : ∂� → R the solution u = u f to
the Dirichlet problem with datum f converges nontangentially to f σ -a.e. and

∥N∗(∇u)∥L p(∂�) ≤ C∥ f ∥Ẇ 1,p(∂�), (2.32)

where ∥ · ∥Ẇ 1,p(∂�) is the Hajłasz seminorm (see Definition 2.26). For 1 < p < ∞, we say that the
tangential regularity problem ( for the Laplacian) is solvable in L p if the previous holds after we replace
(2.32) with the estimate

∥N∗(∇u)∥L p(∂�) ≤ C∥∇t f ∥L p(∂�).

3. John, local John and weak local John conditions

In this section, we define different John-type conditions, compare them by considering some examples
and make some remarks related to literature. We assume that � ⊂ Rn+1 is an open set, with n-dimensional
Ahlfors–David regular boundary. We do not assume that the corkscrew conditions hold in general but we
discuss their role below.

Definition 3.1 (nontangential paths). Let γ : [0, 1] → � be a path in � from X to Y. For D ≥ 1, we say
that γ is a D-nontangential path if we have

ℓ(γ (X, Z)) ≤ D δ(Z)

for every Z ∈ γ .

Notice that Definition 3.1 is not symmetric with respect to X and Y. The general idea is that we
use nontangential paths to measure how well we can connect boundary points to certain points inside
the space. We use the name nontangential path to emphasize the connection between these paths and
nontangential convergence we discussed in Section 2. Indeed, if there exists a D-nontangential path γ

from x ∈ ∂� to Y ∈ �, then, by definition, we have

|x − Z | ≤ ℓ(γ (x, Z)) ≤ D δ(Z)

for every Z ∈ γ and therefore we have Z ∈ 0D(x) for every Z ∈ γ . Here 0D(x) is the cone at x of
aperture D (see (2.5)).

Definition 3.2 (John, local John and weak local John conditions). Let D0 ≥ 1. We say that � satisfies

(i) the D0-John condition if there exists a point X0 ∈ � such that for every Y ∈ � there exists a
D0-nontangential path in � from Y to X0,
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(ii) the local D0-John condition if for every x ∈ ∂� and every r ∈ (0, diam(∂�)) there exists a point
Yx ∈ B(x, r)∩� (that we call a local John point) such that B(Yx , r/D0)⊂� and for every z ∈1(x, r)

there exists a D0-nontangential path γz in � from z to Yx such that ℓ(γz) ≤ D0r ,

(iii) the weak local D0-John condition if there exist constants θ ∈ (0, 1] and R ≥ 2 such that for every
X ∈ � there exists a Borel set F ⊂ 1X := B(X, R δ(X)) ∩ ∂� such that σ(F) ≥ θσ (1X ) and for
every z ∈ F there exists a D0-nontangential path γz in � from z to X such that ℓ(γz) ≤ D0 R δ(X).

The John condition was first used in [John 1961] but the terminology originates from [Martio and
Sarvas 1979]. The local John condition was first used in [Hofmann et al. 2010, Definition 3.12] and weak
local John condition originates from [Azzam et al. 2020, Definition 2.11].

Generally, the John condition does not imply the local John condition, the local John condition does
not imply the John condition, and there are domains that satisfy the weak local John condition but not the
local John condition. We can see this by considering some straightforward examples:

Example 3.3. In R2 we have the following:

(1) �1 := B(0, 1)\{(x, 0) : x ∈[0, 1]} satisfies the John condition (we can choose, e.g., X0 =
(
0, −1

2

)
as the

“John point”) but not the local John condition. We can see this by noticing that any ball B((1, 0), r)∩�1

contains points (y, t) ∈ �1 and (z, t) ∈ ∂�1 for both t < 0 and t > 0 with arbitrarily small |t |. Hence, no
matter how we choose the point X̃0 ∈ B((1, 0), r)∩�1, there are points in B((1, 0), r)∩ ∂�1 that can be
connected to X̃0 inside �1 only with paths γ satisfying ℓ(γ ) ≥ 1.

(2) �2 := R2
\ ∂ B(0, 1) satisfies the local John condition but not the John condition because we cannot

connect a point in B(0, 1) to a point in R2
\ B(0, 1) with a path in �2.

(3) �3 := B(0, 1)\{(x, 0) : x ∈ (−1, 1)} satisfies the weak local John condition but not the John condition
or the local John condition. This is because �3 is not connected (and hence cannot satisfy the John
condition) and it cannot satisfy the local John condition for the same reason why �1 in the part (1) of this
example does not satisfy it.

To the best knowledge of the authors, it is not known if the local John condition alone implies the
weak local John condition. We note that if there exists an open set � ⊂ Rn+1 with n-ADR boundary such
that it satisfies the weak local John condition but not the local John condition, then � cannot satisfy the
exterior corkscrew condition (see Lemma 3.6).

The John condition can be seen as a stronger form of connectivity of the space, but it does not imply
connectivity for the boundary, not even if the exterior corkscrew condition holds. We can see this by
considering the annulus A := B(0, 2) \ B(0, 1). By the same example and the set �2 in Example 3.3(2),
we see that the local John condition does not generally imply connectivity for the space nor the boundary.
However, by Theorem 1.2, we know that if the exterior corkscrew condition holds and the boundary of
the space is Ahlfors–David regular, the local John condition implies connectivity for the space (but not
the boundary, as we saw from the annulus A). By Corollaries 1.5 and 1.9, we know that the 2-sided local
John condition combined with Ahlfors–David regularity of the boundary implies annular quasiconvexity
(and therefore connectivity) for the boundary.
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Figure 1. The 2-sided local (D0, R0)-John condition does not imply the Harnack chain
condition or any kind of connectivity if R0 is not large enough. In Example 3.5, for the
complement of a closed annulus, we can find local John points for small balls centered at
either the inner or the outer boundary. However, if the ball is large enough, then it contains
both inner and outer boundary points, and we cannot find a point in � that connects to all
the boundary points inside the ball without passing through the annulus itself.

We note that the local John condition in Definition 3.2 is the “extreme” case in the definition given in
[Hofmann et al. 2010, Definition 3.12]. To be more precise, let us consider the following weaker version
of the local John condition:

Definition 3.4. Let � ⊂ Rn+1 be an open set, D0 ≥ 1 and 0 < R0 ≤ diam(∂�). We say that � satisfies the
local (D0, R0)-John condition if for every x ∈∂� and every r ∈ (0, R0) there exists a point Yx ∈ B(x, r)∩�

(that we call a local John point) such that B(Yx , r/D0) ⊂ � and for every z ∈ 1(x, r) there exists a
D0-nontangential path γz in � from z to Yx such that ℓ(γz) ≤ D0r .

Thus, the local D0-John condition and the local (D0, diam(∂�))-condition are the same thing. The
reason why we consider only the case (D0, diam(∂�)) in Theorem 1.2 is simply because the result may
fail if the local John condition is not good enough. We see this by the following simple example (see also
Figure 1):

Example 3.5. Let � := B(0, 1) ∪ {X ∈ R2
: |X | > 2} ⊂ R2 be the interior of the complement of the

annulus B(0, 2) \ B(0, 1). Now ∂� is 1-ADR and � satisfies the 2-sided local
(
D0,

1
2

)
-John condition

for suitable D0 > 1, but � is not a chord-arc domain. In addition, the boundary ∂� is not connected.

In the proof of Theorem 1.2, we use harmonic measure theory and techniques that require that harmonic
measure belongs to the class weak-A∞(σ ). By the main result of [Azzam et al. 2020], we know that,
in our context, the weak-A∞ property is equivalent to uniform rectifiability for ∂� and the weak local
John condition for �. We note that although we do not assume the weak local John condition, it follows
from the assumptions of Theorem 1.2. Indeed, by [David and Jerison 1990, p. 842] (see also [Semmes
1990]), we know that the 2-sided corkscrew condition implies the interior big pieces of Lipschitz graphs
condition (see [Bennewitz and Lewis 2004, p. 572] for the definition). This condition then implies that
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harmonic measure is in weak-A∞ by [Bennewitz and Lewis 2004, Theorem 1]. Combining this with
[Azzam et al. 2020, Theorem 1.1] gives us the weak local John condition:

Lemma 3.6. Let � ⊂ Rn+1 be an open set satisfying the 2-sided corkscrew condition, with n-dimensional
Ahlfors–David regular boundary. Then ω ∈ weak-A∞(σ ) and � satisfies the weak local John condition.

4. The bilateral weak geometric lemma and nontangential approach

In this section, we consider some tools that we use in the proof of Theorem 1.2 to connect two pieces of
different paths to each other without going too close to the boundary. Our approach is based on the use
of β-numbers of [Jones 1990] and the bilateral weak geometric lemma of [David and Semmes 1993].
Throughout the section, we assume that �⊂Rn+1 is an open set satisfying the 2-sided corkscrew condition,
with uniformly rectifiable boundary ∂�, and D is a dyadic system on ∂�. Recall that σ := Hn

|∂� is the
surface measure and δ(X) := dist(X, ∂�) for X ∈ Rn+1.

Given a ball B = B(x, r) ⊂ Rn+1, a hyperplane L ⊂ Rn+1 and a constant c > 0, we define

bβ∂�(B, L) := sup
y∈B∩∂�

dist(y, L)

r
+ sup

Y∈L∩B

δ(Y )

r
,

Uc(L) := {Y ∈ Rn+1
: dist(Y, L) < c}.

For any ball B ⊂ Rn+1, we define the bilateral β-number as

bβ∂�(B) := inf
L

bβ∂�(B, L),

where the infimum is taken over all hyperplanes L ⊂ Rn+1.
Recall from Notation 2.14 that for a cube Q ∈ D we write BQ = B(xQ, ℓ(Q)), where xQ is the center

of Q and ℓ(Q) is its side length. By a straightforward reformulation of [David and Semmes 1993,
Chapter I.2, Theorem 2.4], the following version of the bilateral weak geometric lemma (BWGL) holds:

Lemma 4.1. For every ε > 0, there exists a constant Cε ≥ 1 such that∑
Q∈D,Q⊂R,

bβ∂�(2BQ)>ε

σ(Q) ≤ Cεσ(R) (4.2)

for any R ∈ D, i.e., for any ε > 0 the collection {Q ∈ D : bβ∂�(2BQ) > ε} satisfies a Carleson packing
condition with Carleson packing norm depending only on ε, n and uniform rectifiability constants.

The BWGL actually characterizes the uniform rectifiability property but we only need the part written
in Lemma 4.1.

In the proof of Theorem 1.2, we use the BWGL combined with the following lemmas that help us with
technicalities related to constructing a path from a point to a nearby local John point. Alternatively, we
could use the Whitney region constructions of Hofmann, Martell and Mayboroda [Hofmann et al. 2016,
Section 3] (and their straightforward geometric applications in [Hofmann and Tapiola 2020; 2021]) for the
same purpose, but this alternative approach is slightly less elementary than the one we present in this paper.
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Lemma 4.3. There exists ε0 > 0, depending only on the 2-sided corkscrew condition, such that the
following holds: if B = B(x, r) is a ball with x ∈ ∂� and L B is a hyperplane such that bβ∂�(B, L B) <

ε ≤ ε0, then B \Uεr (L B) consists of two convex components, B+ and B−, such that

B+
⊂ � and B−

⊂ Rn+1
\ �.

Proof. Let B = B(x, r) be a ball with x ∈ ∂�, ε > 0 and L B be a hyperplane such that bβ∂�(B, L B) < ε.
By the definitions of bβ∂�(B, L B) and Uεr (L B), we know that

∂� ∩ B ⊂ Uεr (L B),

and B \Uεr (L B) has exactly two components if ε is small enough, say ε < 1
10 . Thus, the two connected

components V1 and V2 of B \Uεr (L B) are contained in Rn+1
\ ∂� = � ∪ (Rn+1

\ �). Furthermore, the
components V1 and V2 are convex by the definition of Uεr (L B), and each Vi is either fully contained in �

or fully contained in Rn+1
\ �. Indeed, if Vi intersects both � and Rn+1

\ �, then the line segment from
any point Z1 ∈ Vi ∩ � to any point Z2 ∈ V1 ∩ Rn+1

\ � has to contain a point z0 ∈ ∂� which then has to
belong to Vi by convexity. This is impossible because Vi ⊂ B \Uεr (L B) and therefore Vi ∩ ∂� = ∅.

Let us then show that if ε is small enough, one of the components Vi lies in � and the other lies in
Rn+1

\�. By the 2-sided corkscrew condition (applied for the surface ball 1(x, r) = B(x, r)∩∂�), there
exist balls

B1 := B(Z+, cr) ⊂ � ∩ B, B2 := B(Z−, cr) ⊂ (Rn+1
\ �) ∩ B,

where c ∈ (0, 1) is independent of 1. Let us assume that ε ≤
c
5 . Now neither B1 nor B2 can be contained

in Uεr (L B) and therefore both the balls intersect V1 ∪ V2. Since each Vi is either fully contained in �

or fully contained in Rn+1
\ �, we know that Vi ∩ B1 ̸= ∅ implies Vi ⊂ � and Vi ∩ B2 ̸= ∅ implies

Vi ⊂ Rn+1
\ �. We also notice that if V1 ∩ B1 ̸= ∅, then V1 ∩ B2 = ∅ since otherwise V1 intersects

both � and Rn+1
\ �. Thus, since both B1 and B2 intersect V1 ∪ V2, we know that V1 ∩ B1 ̸= ∅ implies

V2 ∩ B2 ̸= ∅, and similarly V1 ∩ B2 ̸= ∅ implies V2 ∩ B1 ̸= ∅. In particular, B1 intersects exactly one of
the components Vi , say V1, which is then contained in �, and B2 then intersects V2, which is contained
in Rn+1

\ �. Thus, we may set B+
= V1 and B−

= V2 and choose ε0 = min
{ 1

10 , c
5

}
. □

Lemma 4.4. Let B = B(x0, r) be a ball with x0 ∈ ∂�, X1 ∈ � a point such that |X1 − x0| ≈ δ(X1) ≥
r
2

and γ a D-nontangential path from x0 to X1, where D ≥ 1. Let ε0 > 0 be as in Lemma 4.3 and suppose
that 0 < ε < min

{
ε0,

1
12D

}
. Let L B be a hyperplane such that bβ∂�(B, L B) < ε, and let B+ and B− be

the components of B as in Lemma 4.3. Now γ intersects B+
\U2εr (L B).

Proof. Since |X1 − x0| ≥
r
2 , we know that X0 /∈ B

(
x0,

r
4

)
. Thus, there exists a point Y0 ∈ γ ∩ ∂ B

(
x0,

r
4

)
.

We claim that Y0 ∈ B+
\U2εr (L B).

We notice that, by the definition of D-nontangential paths, we have

δ(Y0) ≥
1
D

ℓ(γ (x0, Y0)) ≥
1
D

|x0 − Y0| =
1

4D
r. (4.5)

For any point X ∈ Rn+1, let prX be its orthogonal projection onto L B . Let Z ∈
1
2 B ∩U2εr (L B). Now it

holds that
| prZ −x0| ≤ | prZ −Z | + |Z − x0| < 2εr +

1
2r < r,
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and thus, prZ ∈ B. In particular, since prZ ∈ L B and bβ∂�(B, L B) < ε, we have

δ(Z) ≤ |Z − prZ | + δ(prZ ) ≤ 2εr + εr = 3εr <
1

4D
r (4.6)

since ε < 1
12D . In particular, by (4.5) and (4.6), we know that Y0 /∈ 1

2 B ∩U2εr (L B). On the other hand,
since Y0 ∈ γ ∩ ∂ B

(
x0,

r
4

)
, we know that Y0 ∈ B ∩ � and hence Y0 ∈ B+ by Lemma 4.3. In particular,

Y0 ∈ γ ∩ B+
\U2εr (L B), which proves the claim. □

Lemma 4.7. Let ε0 > 0 be as in Lemma 4.3 and suppose that 0 < ε < 1
8ε0. Let B = B(x0, r) be a ball with

x0 ∈ ∂�, L B be a hyperplane such that bβ∂�(B, L B) < ε and y0 ∈
1
2 B ∩ ∂�. Now we have

• bβ∂�

(
B

(
y0,

r
4

)
, L B

)
< 4ε < 1

2ε0,

• the set � ∩ B
(
y0,

r
4

)
\Uεr (L B) is convex,

• for any point Y ∈ � ∩ B
(
y0,

r
4

)
\U2εr (L B) we have δ(Y ) ≥ εr .

Proof. The second claim follows from the first claim combined with Lemma 4.3, and the first claim
follows from the definition of β-numbers and the facts B

(
y0,

r
4

)
⊂ B and bβ∂�(B, L B) < ε < 1

8ε0 in a
straightforward way:

bβ∂�(B, L B) = sup
y∈B∩∂�

dist(y, L B)

r
+ sup

Y∈L B∩B

δ(Y )

r

≥
1
4

sup
y∈B(y0,r/4)∩∂�

dist(y, L B)
r
4

+ sup
Y∈L B∩B(y0,r/4)

δ(Y )
r
4

=
1
4

bβ∂�

(
B

(
y0,

r
4

)
, L

)
.

For the third claim, let Y ∈ � ∩ B
(
y0,

r
4

)
\ U2εr (L B). Since y0 ∈ ∂�, we know that δ(Y ) < r

4 . On the
other hand, for any point Z ∈ Rn+1

\ B we have

r ≤ |x0 − Z | ≤ |x0 − y0| + |y0 − Y | + |Y − Z | <
r
2

+
r
4

+ |Y − Z |,

and thus, |Y − Z | > r
4 . In particular, we have δ(Y ) = infz∈∂�∩B |Y − z|. Let zY ∈ ∂�∩ B be a point such

that δ(Y ) = |Y − zY |. Since Y /∈ U2εr (L B), we know that dist(Y, L B) ≥ 2εr , and since bβ∂�(B, L B) < ε,
we know that dist(zY , L B) < εr . In particular,

2εr ≤ dist(Y, L B) ≤ |Y − zY | + dist(zY , L B) < |Y − zY | + εr = δ(Y ) + εr,

and therefore δ(Y ) ≥ εr , as claimed. □

5. Local John and exterior corkscrews imply Harnack chains

In this section, we prove Theorem 1.2, i.e., that the local John condition together with the exterior
corkscrew condition implies the existence of Harnack chains. Let � ⊂ Rn+1 be an open set with n-ADR
boundary ∂�, and suppose that � satisfies the local D1-John condition and exterior corkscrew condition.
Throughout the section, D is a dyadic system on ∂�.

Proof of Theorem 1.2. Let X, Y ∈ � with δ(X), δ(Y ) ≥ ρ > 0 and |X − Y | < 3ρ for 3 ≥ 1. We start
by noticing that by Theorem 2.11 we know that ∂� is UR, and by Lemma 3.6 we know that harmonic
measure belongs to the class weak-A∞(σ ).
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We will construct a path between X and Y that stays far away from the boundary and use this path
to construct the Harnack chain between X and Y. To ensure that we stay away from the boundary in
a quantitative way, we have to be careful with the construction. This will make the construction quite
technical and therefore we divide the proof into a few different parts.

The argument we present below works as it is in the case diam(∂�) = ∞. We discuss the other cases
in the end of the proof.

Part 1: choosing suitable cubes for X and Y for Lemma 2.19. Take a point zX ∈ ∂� such that δ(X) =

|X − zX |. Let c0 and C0 be the constants from Lemma 2.20. Now, by Lemma 2.20, since X ∈ B(zX , c0 ·

2δ(X)/c0), we know that ωX (1(zX , 2δ(X)/c0)) ≥ 1/C0. Let us cover 1(zX , 2δ(X)/c0) by dyadic
cubes Qi of the same side length such that ℓ(Qi ) ≈ 2δ(X)/c0 and X /∈ 4BQi for any i . There are
at most cn of these types of cubes Qi . Since ωX (1(zX , 2δ(X)/c0)) ≥ 1/C0 and the cubes Qi cover
1(zX , 2δ(X)/c0), we know that there exists a cube Q X ∈{Qi }i such that ωX (Q X )≥ (cnC0)

−1. In addition,
the cube Q X satisfies ℓ(Q X ) ≈ δ(X) ≈ dist(X, Q X ) with uniformly bounded implicit constants since

• one of the cubes Qi contains the point zX and δ(X) = |X − zX |,

• there is only a uniformly bounded number of the cubes Qi , and

• ℓ(Qi ) ≈ 2δ(X)/c0 for every i .

Similarly, we can choose a cube QY that has the same properties but with respect to Y instead of X.

Part 2: choosing a local John point. Let us consider the ball B(zX , D1r0), where

r0 := Cn · max{δ(X), δ(Y ), |X − Y |} (5.1)

for a large enough dimensional constant Cn such that Q X , QY ⊂ B(zX , D1r0). Let Z0 ∈ � be a local
John point for the ball B(zX , D1r0). By the local John condition, we know that B(Z0, D1r0/D1) =

B(Z0, r0) ⊂ � and there exist D1-nontangential paths from the points of 1(zX , D1r0) to Z0. In particular,
there exist D1-nontangential paths from the points on Q X and QY to Z0.

Part 3: choosing starting points for paths. Let us consider the cube Q X . By the choice of Q X and
Lemma 2.19, we know that there exist constants α ∈ (0, 1] and D2 ≥ 1 (independent of X and Q X ) and
a subset AX ⊂ Q X such that

• σ(AX ) ≥ α σ(Q X ), and

• there exist D2-nontangential paths from the points on AX to X.

Let ε0 > 0 be as in Lemma 4.3 and set

ε :=
1
8

min
{ 1

10
ε0,

1
12D1

,
1

12D2

}
. (5.2)

By the bilateral weak geometric lemma (Lemma 4.1) and Lemma 2.16, we know that there exists a cube RX

such that bβ∂�(2BRX ) < ε, σ(RX ∩ AX ) > 0 and ℓ(RX ) ≈ ℓ(Q X ), where the implicit constant depends
only on α and the Carleson packing norm of the collection of cubes Q such that bβ∂�(2BQ) > ε. Let us
choose any point z̃X ∈ RX ∩ AX . Similarly, we can choose sets AY and RY and a point z̃Y for the point Y.
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Part 4: constructing paths between the local John point and X and Y. Let us recap:

• RX ⊂ ∂� is a dyadic cube such that ℓ(RX ) ≈ δ(X).

• ε > 0 is a number defined in (5.2) and we have bβ∂�(2BRX ) < ε.

• z̃X ∈ RX is a point such that there exists a D2-nontangential path from z̃X to X.

• Z0 ∈ � is the local John point for the ball B(zX , D1r0), where |X − zX | = δ(X) and r0 > 0 is the
radius defined in (5.1), and z̃X ∈ B(zX , D1r0).

Let γ1 be a D1-nontangential path from z̃X to Z0 and γ2 be a D2-nontangential path from z̃X to X. Let
L X be a hyperplane such that bβ∂�(2BRX , L X ) < ε and consider the ball B

(
z̃X , 1

2ℓ(RX )
)
. Since we know

that z̃X ∈ RX ⊂ BRX ⊂ 2BRX , Lemma 4.7 gives us

bβ∂�

(
B

(
z̃X ,

1
2
ℓ(RX )

)
, L X

)
< 4ε <

1
2

min
{ 1

10
ε0,

1
12D1

,
1

12D2

}
.

By Lemma 4.4 (applied for bβ∂�

(
B

(
z̃X , 1

2ℓ(RX )
)
, L X

)
< 4ε), we know that both γ1 and γ2 intersect

B
(
z̃X , 1

2ℓ(RX )
)
\U2·4ε·ℓ(RX )/2(L X ) = B

(
z̃X , 1

2ℓ(RX )
)
\U2ε·2ℓ(RX )(L X ).

Let Z1 ∈ γ1 and X1 ∈ γ2 be any points such that Z1, X1 ∈ B
(
z̃X , 1

2ℓ(RX )
)
\ U2ε·2ℓ(RX )(L X ), and let

γ3 be the line segment connecting Z1 to X1. By Lemma 4.7, we know that γ3 is fully contained in
B

(
z̃X , 1

2ℓ(RX )
)
\U2ε·2ℓ(RX )(L X ) and we have

δ(X̂) ≥ ε · 2ℓ(RX ) ≳ δ(X) (5.3)

for every X̂ ∈ γ3, where the implicit constant depends on ε0, D1, D2 and the structural constants appearing
in the proof. Since γ3 is line segment that is fully contained in B

(
z̃X , 1

2ℓ(RX )
)
\U2ε·2ℓ(RX )(L X ), we know

ℓ(γ3) ≤ ℓ(RX ) ≲ δ(X). (5.4)

See Figure 2 for an illustration of the situation.
We now build a path γX from Z0 to X by gluing together (after rescaling) the reversed part of γ1

that travels from Z1 to Z0, the whole γ3 (from Z1 to X1) and the part of γ2 that travels from X1 to X.
Similarly, we can choose a hyperplane LY for RY and points Z2, Y1 ∈ B

(
z̃Y , 1

2ℓ(RY )
)
\ U2ε·2ℓ(RY )(LY )

and construct a path γY from Z0 to Y that passes through Z2 and Y1.

Part 5: constructing the Harnack chains. Let us consider the path γX . Since γ2 is a nontangential path
(from z̃X to X ) and δ(X1) ≈ δ(X), we know that ℓ(γ2)≲ δ(X) and δ(X̂) ≈ δ(X) for every X̂ ∈ γ2(X1, X).
By (5.4), we know that ℓ(γ3) ≲ δ(X), and by (5.3), δ(X̂) ≈ δ(X) for every X̂ ∈ γ3. Thus, for a suitable
uniform implicit constant, we may cover γX \ γ1 by a uniformly bounded number of balls Bi with radii
ri ≈ δ(X) satisfying dist(Bi , ∂�) ≈ diam(Bi ). As for γ1, we notice that since γ1 is a nontangential path
(from z̃X to Z0) given by the local John condition and δ(Z1) ≈ δ(X), we have

ℓ(γ1(z̃X , Z1)) ≲ δ(Z1) ≈ δ(X) and ℓ(γ1) ≲ r0 = Cn · max{δ(X), δ(Y ), |X − Y |},
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X
γ2

Z0
γ1

γ3

X1
Z1

z̃X

U2ε·2ℓ(RX )(L X )

Figure 2. We construct a path between X and the local John point Z0 that stays far away
from the boundary the following way. By a careful choice of a point z̃X ∈ ∂�, we know
that there exists a nontangential path γ1 from z̃X to Z0 (given by the local John condition)
and a nontangential path γ2 from z̃X to X (given by the weak-A∞ property of harmonic
measure through Lemma 2.19). By the BWGL, there exists a hyperplane L X such that L X

approximates B ∩ ∂� well for a suitable ε > 0 and a ball B = B
(
z̃X , 1

2ℓ(RX )
)
, where RX

is a dyadic cube containing z̃X such that ℓ(RX ) ≈ δ(X). By applications of the BWGL,
we know that there exist points Z1 ∈ γ1 ∩ B ∩ � and X1 ∈ γ2 ∩ B ∩ � that do not lie on
the strip U2ε·2ℓ(RX )(L X ), i.e., they lie reasonably far away from the boundary. Because
� ∩ B \ U2ε·2ℓ(RX )(L X ) is convex, we can connect Z1 and X1 to each other with a line
segment γ3. We can now travel from Z0 to X by using pieces of the paths γ1, γ3 and γ2.

and therefore δ(X̂) ≳ δ(X) for all X̂ ∈ γ1(Z1, Z0). In particular, we can cover γX \ (γ2 ∪ γ3) by
N0 ≲ r0/δ(X) balls Bk of radii rk ≈ δ(X) such that dist(Bk, ∂�) ≈ diam(Bk) for each k. Recall that
δ(X), δ(Y ) ≥ ρ > 0 and |X − Y | < 3ρ for 3 ≥ 1. Let us consider different cases:

• Suppose that r0 ≲ |X − Y |. Now we have

N0 ≲
|X − Y |

δ(X)
=

ρ

δ(X)
3 ≤ 3.

• Suppose that r0 = Cnδ(X). Then

N0 ≲
Cnδ(X)

δ(X)
= Cn ≤ Cn3.

• Suppose that r0 = Cnδ(Y ) and δ(Y ) ≫ |X − Y |. Then, by the triangle inequality, δ(X) ≈ δ(Y ) and

N0 ≲
Cnδ(Y )

δ(X)
≈

Cnδ(X)

δ(X)
= Cn ≤ Cn3.

By almost identical arguments, we know that same estimates hold for γY . Thus, we can connect X to Y
by taking the chain of balls Bi that covers γX and γY . These balls satisfy dist(Bi , ∂�) ≈ diam(Bi ) for
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every i with possibly different implicit constants. We may choose a constant C̃ ≥ 1 such that

1
C̃

diam(Bi ) ≤ dist(Bi , ∂�) ≤ C̃ diam(Bi )

for every i since we used only a finite number of different constants in the construction (six, to be more
precise, since we built γX and γY using three pieces for each path with uniform implicit constants for
each piece). We needed a uniformly bounded number of balls to cover the two out of three pieces of γX

(same for γY ) and N ≲ 3 balls to cover the last piece of γX (same for γY ). Thus, the number of balls Bi

is bounded by C3, where C is a large enough constant depending only on n and the ADR, UR, local John,
weak-A∞ and corkscrew constants. Hence, (Bi )i is a Harnack chain between X and Y. This completes
the proof for the case diam(∂�) = ∞.

Let us then consider the remaining two cases. Suppose that diam(∂�) < ∞ and diam(�) < ∞.
Now, if max{δ(X), δ(Y ), |X − Y |} ≪ diam(∂�), things work just as earlier. Thus, we may assume that
max{δ(X), δ(Y ), |X − Y |} ≈ diam(∂�). Since diam(∂�) < ∞, there exists a point Z0 ∈ � such that for
any z ∈ ∂� there exists a D1-nontangential path from z to Z0. Now the previous proof works when we
simply choose this “global” local John point instead of the point we chose in Part 2.

Finally, suppose that diam(∂�) < ∞ and diam(�) = ∞. Let us consider the following three cases:

• If max{δ(X), δ(Y ), |X − Y |} ≪ diam(∂�), we proceed as in the case “diam(∂�) = ∞”.

• If δ(X) ≲ diam(∂�), δ(Y ) ≲ diam(∂�) and |X − Y | ≈ diam(∂�), we proceed as in the case
“diam(∂�) < ∞ and diam(�) < ∞”.

• If δ(X) ≫ diam(∂�) and δ(Y ) ≫ diam(∂�), we can construct a Harnack chain from X to Y in the
simple geometry of Rn+1

\ B(Z , s) for Z ∈ � and s ≈ diam(∂�).

Thus, we may assume that δ(X) ≲ diam(∂�) and δ(Y ) ≫ diam(∂�). The previous procedure does not
work directly in this case because we cannot apply Lemmas 2.20 and 2.19 for δ(Y ) ≫ diam(∂�). Instead,
we connect Y to a point that is close enough to the boundary and then connect this point to X.

Let ŷ ∈∂� be a point such that δ(Y )=|Y − ŷ|. Let us consider the line segment L with endpoints ŷ and Y.
Since L is a line segment and δ(Y )=|Y−ŷ|, we have δ(Z)=|Z−ŷ| for any Z ∈ L . Let us take a point Ŷ ∈ L
such that δ(Ŷ ) = δ(X). Now we can use the earlier procedure to construct a Harnack chain (Bi )i from X
to Ŷ, possibly using a “global” local John point as we did in the case “diam(∂�) < ∞ and diam(�) < ∞”.
Since δ(X) = δ(Ŷ ) ≲ diam(∂�) and δ(Y ) ≫ diam(∂�), the length of the chain (Bi )i depends only on

|X − Ŷ |

δ(X)
≲

|X − Y |

δ(X)
≤

ρ

δ(X)
3 ≤ 3.

We then continue this chain from Ŷ to Y by covering the line segment from Ŷ to Y using balls B̂k with
radii rk ≈ δ(Ŷ ) = δ(X) such that dist(B̂k, ∂�) ≈ diam(B̂k). The number of balls B̂k that we need is
approximately

ℓ(L)

δ(X)
≈

δ(Y )

δ(X)
≈

|X − Y |

δ(X)
≤

ρ

δ(X)
3 ≤ 3,
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where we used that δ(X) ≲ diam(∂�) and δ(Y ) ≫ diam(∂�) (and therefore we have δ(Y ) ≈ |X − Y |).
Hence, combining the chains (Bi )i and (B̂k)k gives us a Harnack chain from X to Y. This completes the
proof of the last case. □

6. Weak (1,1)-version of the Hofmann–Mitrea–Taylor Poincaré inequality and quasiconvexity

Let � be a 2-sided chord-arc domain. In this section, we consider some parts of the Hofmann–Mitrea–
Taylor theory that we need for the proof of Theorem 1.3. Recall the definitions of the tangential
gradient ∇t f , the Hofmann–Mitrea–Taylor Sobolev space L p

1 (∂�) and the Hofmann–Mitrea–Taylor
tangential derivatives ∂t, j,k f and gradient ∇HMT f in Section 2D. It is straightforward to check that for a
compactly supported Lipschitz function f on ∂� we have f ∈ L p

1 (∂�) for every 1 < p < ∞ and hence
the Hofmann–Mitrea–Taylor gradient ∇HMT f exists.

Remark 6.1. In this section and in Section 7, we mostly consider compactly supported Lipschitz
functions but this is enough for our purposes: by the results of [Keith 2003] (see Theorem 7.12 below)
and [Mourgoglou and Tolsa 2021] (see Lemmas 6.2 and 6.4 below), verifying Theorem 1.3 for compactly
supported Lipschitz functions implies Corollary 1.6, which then allows us to give up the assumption
about compact support for Theorem 1.3. Assuming that our Lipschitz functions are compactly supported
ensures that the Hofmann–Mitrea–Taylor gradients exist and we can use the machinery in [Hofmann et al.
2010; Mourgoglou and Tolsa 2021] without additional considerations.

Let us start by recalling two lemmas from [Mourgoglou and Tolsa 2021]. First, when considering
compactly supported Lipschitz functions, the norm of the Hofmann–Mitrea–Taylor gradient agrees with
the norm of the tangential gradient almost everywhere:

Lemma 6.2 [Mourgoglou and Tolsa 2021, Lemma 6.4]. Let f be a compactly supported Lipschitz function
on ∂�. Then

|∇t f | = |∇HMT f | (6.3)

σ -almost everywhere.

In fact, [Mourgoglou and Tolsa 2021, Lemma 6.4] shows us that ∇t f = −∇HMT f almost everywhere,
but we only need the comparability of the norms. We note that that lemma is formulated for bounded
domains but a routine inspection of the proof shows us that it holds for compactly supported Lipschitz
functions also in unbounded domains.

Furthermore, for Lipschitz functions, the norm of the tangential gradient (and hence the norm of the
Hofmann–Mitrea–Taylor gradient) agrees almost everywhere with the “local Lipschitz constant” function:

Lemma 6.4 [Mourgoglou and Tolsa 2021, Lemma 2.2]. Let f be a Lipschitz function on ∂�. Then

|∇t f (x)| = lim sup
∂�∋y→x

| f (x) − f (y)|

|x − y|
≈ lim sup

r→0
/
∫

1(x,r)

| f (x) − f (y)|

|x − y|
dσ(y) (6.5)

for σ -a.e. x ∈ ∂�.

As a part of their extensive work, Hofmann, Mitrea and Taylor proved the following weak (p, p)-
Poincaré inequality with a tail:
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Theorem 6.6 [Hofmann et al. 2010, Proposition 4.13]. Let 1 < p < ∞. There exists a constant C =

C(�, p) such that for every f ∈ L p
1 (∂�), x ∈ ∂� and r > 0 we have(

/
∫

1

| f −⟨ f ⟩1|
p dσ

)1/p

≤ Cr
(

/
∫

51

|∇HMT f |
p dσ

)1/p

+Cr
∞∑
j=2

2− j

σ(2 j1)

∫
2 j 1\2 j−11

|∇HMT f | dσ, (6.7)

where 1 := 1(x, r).

Some remarks related to the formulation of Theorem 6.6 are in order. In [Hofmann et al. 2010],
Theorem 6.6 is formulated assuming only that ∂� is Ahlfors–David regular and � satisfies the 2-sided
local (D0, R0)-John condition (recall Definition 3.4), and the result holds for all r ∈ (0, R0) instead
of all r ∈ (0, diam(∂�)). As we noted in Example 3.5, if R0 is not large enough, the 2-sided local
(D0, R0)-John condition is not strong enough to imply that ∂� is connected. Since Heinonen–Koskela-
type weak Poincaré inequalities (recall Definition 2.29) imply connectivity (see, e.g., [Cheeger 1999,
Theorem 17.1]), we know that the Hofmann–Mitrea–Taylor Poincaré inequalities may hold even when
Heinonen–Koskela-type weak Poincaré inequalities fail.

This being said, if � is a 2-sided chord-arc domain (as we assumed in the beginning of this section),
then the Hofmann–Mitrea–Taylor Poincaré inequalities hold as in Theorem 6.6 and they self-improve to
Heinonen–Koskela-type Poincaré inequalities. The first claim is due to [Hofmann et al. 2010, Lemma 3.13]:
any NTA domain satisfies the local (D0, R0)-John condition where R0 is the upper bound for the scales of
the corkscrew conditions. Since we assume that the corkscrew conditions hold for any 0 < r < diam(∂�),
we get the local D0-John condition. The second claim follows from Corollary 1.6 which we prove using
a Hofmann–Mitrea–Taylor-type Poincaré estimate (see Lemma 6.8 below) in the next section.

For the case p > 1, we can use directly the estimate (6.7) together with the arguments in the next
section to obtain a weak p-Poincaré inequality. However, for the case p = 1, we need to revisit estimate
(6.7) since an inspection of its proof shows us that a simple limiting argument does not work. Because of
this, we prove the following weak (1, 1)-type version of the Hofmann–Mitrea–Taylor Poincaré inequality:

Lemma 6.8. There exists a constant C = C(�) such that the following holds. For every compactly sup-
ported Lipschitz function f on ∂� and every ξ ∈ ∂�, r >0 and 1 :=1(ξ, r), there exists a1 ∈R such that

sup
λ>0

λσ({y ∈1 : | f (y)−a1|>λ})≤Cr
∫

51

|∇HMT f |dσ+Cr
∞∑
j=2

2− j (n+1)

∫
2 j 1\2 j−11

|∇HMT f |dσ. (6.9)

The proof of Lemma 6.8 is similar to the proof of estimate (6.7), which uses heavily the machinery
built in [Hofmann et al. 2010]. For the convenience of the reader, we provide the key arguments below.
For the proof, we recall the definitions of the Riesz transform Rσ , the maximal truncation of the Riesz
transform Rσ,∗ and the double layer potential D of a suitable function f on ∂�: for ε > 0, X ∈ Rn+1 and
Z ∈ �, we set

Rσ,ε f (X) :=
1

Cn

∫
∂�\B(X,ε)

X − y
|X − y|n+1 f (y) dσ(y), Rσ f (X) := lim

ε→0
Rσ,ε f (X),

D f (Z) :=
1

Cn

∫
∂�

ν(y) · (y − Z)

|Z − y|n+1 f (y) dσ(y), Rσ,∗ f (X) := sup
ε>0

|Rσ,ε f (X)|,
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where ν is the measure-theoretic outer unit normal of � (see (2.2.11) in [Hofmann et al. 2010]) and Cn

is the surface area of the unit sphere in Rn+1. We extend D f to the whole Rn+1
\ ∂� by changing the

direction of the normal ν for points X ∈ int �c.

Proof. Let f be a compactly supported Lipschitz function on ∂�, ξ ∈ ∂� and 0 < r < diam(∂�). Let
1 := 1(ξ, r) = B(ξ, r) ∩ ∂�. By the theory of layer potentials we know that for σ -a.e. x ∈ ∂� we have

f (x) = D+ f (x) −D− f (x),

where D+ f (x) and D− f (x) are the inner and outer nontangential limits of D f at x , respectively (see, e.g.,
[Hofmann et al. 2010, Section 3.3] and apply the results separately for � and int �c). These nontangential
limits exist σ -almost everywhere. For a constant vector h1 to be fixed below, we consider the function

u(X) := D f (X) − X · h1, X ∈ Rn+1
\ ∂�.

Then, by the σ -a.e. existence of the limits D± f , the inner and outer nontangential limits u±(x) of u exist
for σ -a.e. x ∈ ∂�. Thus, we have

f (x) = u+(x) − u−(x) for σ -a.e. x ∈ ∂�.

To prove the estimate (6.9), we choose

a1 = u(X+

1) − u(X−

1),

where X+

1 and X−

1 are interior and exterior local John points inside B(ξ, r), respectively. Since
B(X±

1, cr) ⊂ B(ξ, r) \ ∂�, we know that δ(X±

1) ≈ r . Now, for any λ > 0, we have

σ({x ∈ 1 : | f (x) − a1| > λ})

≤ σ
({

x ∈ 1 : |u+(x) − u(X+

1)| >
λ

2

})
+ σ

({
x ∈ 1 : |u−(x) − u(X−

1)| >
λ

2

})
. (6.10)

We only estimate the first term on the right-hand side of (6.10) since the second one is estimated similarly.
For any x ∈ 1, let γ +

x be a nontangential path in � from x to X+

1. Such a nontangential path with a
uniform constant exists for every x ∈ 1 by the local John condition. Since γ +

x is a nontangential path
with a uniform constant, we know that γ +

x ⊂ B(ξ, Ar) for some fixed A ≥ 1. Then, for any Y ∈ γ +
x ∩ �,

the mean value theorem gives us

|u(Y ) − u(X+

1)| ≤ H1(γ +

x ) sup
Z∈γ +

x ∩�

|∇u(Z)| ≲ r N∗(χB(ξ,Ar)|∇u|)(x),

where N∗ is the nontangential maximal operator for suitable aperture constant α > 1 as defined in (2.4)
(recall that a D-nontangential path from x ∈ ∂� to X ∈ � travels inside the cone 0D(x), like we discussed
in the beginning of Section 3). Letting Y → x then gives us

|u+(x) − u(X+

1)| ≲ r N∗(χB(ξ,Ar)|∇u|)(x).

Thus,

σ
({

x ∈ 1 : |u+(x) − u(X+

1)| >
λ

2

})
≲ σ({x ∈ 1 : r N∗(χB(ξ,Ar)|∇u|)(x) > cλ}). (6.11)
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Let us then estimate the right-hand side of (6.11). We notice that for all X ∈ 0α(x)∩ B(ξ, Ar) it holds
that ∇u(X)=∇D f (X)−h1. By (3.6.29) in [Hofmann et al. 2010], we know that for all X ∈� it holds that

∇D f (X) =

(∑
i

∫
∂�

∂iE(X − y) ∂t, j,i f (y) dσ(y)

)
1≤ j≤n+1

,

where E is the fundamental solution to the Laplacian in Rn+1, that is,

E(X) :=


1

Cn(1−n)

1
|X |n−1 if n ≥ 2,

1
2π

log |X | if n = 1
(6.12)

for X ∈ Rn+1
\ {0}, where Cn is the surface area of the unit sphere in Rn+1. Thus, choosing

h1 :=

(∑
i

∫
∂�\2A1

∂iE(ξ − y) ∂t, j,i f (y) dσ(y)

)
1≤ j≤n+1

gives us

∇u(X) =

(∑
i

∫
2A1

∂iE(X − y) ∂t, j,i f (y) dσ(y)

)
1≤ j≤n+1

+

(∑
i

∫
∂�\2A1

(∂iE(X − y) − ∂iE(ξ − y)) ∂t, j,i f (y) dσ(y)

)
1≤ j≤n+1

=

(∑
i

Ri,σ (χ2A1 ∂t, j,i f )(X)

)
1≤ j≤n+1

+

(∑
i

Ri,σ (χ(2A1)c ∂t, j,i f )(X) −Ri,σ (χ(2A1)c ∂t, j,i f )(ξ)|

)
1≤ j≤n+1

=: I (X) + II (X), (6.13)

where Ri,σ stands for the i-th component of the Riesz transform Rσ . We then have

σ({x ∈ 1 : r N∗(χB(ξ,Ar)|∇u|)(x) > cλ})

≤ σ
({

x ∈ 1 : r N∗(χB(ξ,Ar)|I |)(x) >
cλ
2

})
+ σ

({
x ∈ 1 : r N∗(χB(ξ,Ar)|II |)(x) >

cλ
2

})
.

We first estimate the term σ
({

x ∈1 :r N∗(χB(ξ,Ar)|I |)(x)> 1
2 cλ

})
. Let x ∈1 and Y ∈0α(x)∩B(ξ, Ar),

where 0α(x) is the cone at x with aperture α (recall (2.5)). Let ε = εx,Y := 2|x − Y | and 1ε := 1(x, ε).
We then have

|I (Y )| ≤

∑
i, j

|Ri,σ (χ2A1 ∂t, j,i f )(Y )|

≤

∑
i, j

|Ri,σ (χ2A1∩1ε
∂t, j,i f )(Y )| +

∑
i, j

|Ri,σ (χ2A1\1ε
∂t, j,i f )(Y ) −Ri,σ (χ2A1\1ε

∂t, j,i f )(x)|

+

∑
i, j

|Ri,σ (χ2A1\1ε
∂t, j,i f )(x)|. (6.14)

Since dist(Y, ∂�) ≈ ε, the first term on the right-hand side of (6.14) satisfies∑
i, j

|Ri,σ (χ2A1∩1ε
∂t, j,i f )(Y )| ≲

∑
i, j

∫
1ε

|χ2A1 ∂t, j,i f |

εn dσ

≈

∑
i, j

/
∫

1ε

|χ2A1 ∂t, j,i f | dσ ≤ M(χ2A1|∇HMT f |)(x),
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where we used Ahlfors–David regularity for the estimate εn
≈ σ(1(x, ε)) and M stands for the centered

maximal Hardy–Littlewood operator on ∂�. For the second term on the right-hand side of (6.14), we get∑
i, j

|Ri,σ (χ2A1\1ε
∂t, j,i f )(Y ) −Ri,σ (χ2A1\1ε

∂t, j,i f )(x)|

(A)
≲

∫
2A1\1ε

|Y − x |

|x − y|n+1 |∇HMT f (y)| dσ(y)

≲
∫

∂�\1ε

ε

|x − y|n+1 |χ2A1(y)∇HMT f (y)| dσ(y)

(B)
≲

∞∑
k=1

∫
2k1ε\2k−11ε

ε

(2kε)n+1 |χ2A1(y)∇HMT f (y)| dσ(y)

(C)
≲

∞∑
k=1

2−k

σ(2k1ε)

∫
2k1ε\2k−11ε

|χ2A1∇HMT f | dσ ≲ M(χ2A1∇HMT f )(x),

where we used

(A) the mean value theorem for the Riesz kernel functions X = (X1, X2, . . . , Xn+1) 7→ X i/|X |
n+1 and

the estimate |∇ X i/|X |
n+1

| ≲ 1/|X |
n+1,

(B) the fact that x is the center point of 1ε and hence, |x − y| ≈ 2kε for y ∈ 2k1ε \ 2k−11ε,

(C) Ahlfors–David regularity.

In addition, the last term on the right-hand side of (6.14) is bounded above by the sum∑
i, j

Ri,σ,∗(χ2A1 ∂t, j,i f )(x),

where Ri,σ,∗ stands for the maximal truncation of the Riesz transform defined using only the i-th
component of Rσ . Thus,

|I (Y )| ≲ M(χ2A1∇HMT f )(x) +

∑
i, j

Ri,σ,∗(χ2A1 ∂t, j,i f )(x),

and so

σ
({

x ∈ 1 : r N∗(χB(ξ,2r)|I |)(x) >
cλ
2

})
≤ σ

({
x ∈ 1 : M(χ2A1∇HMT f )(x) >

c′λ

r

})
+

∑
i, j

σ
({

x ∈ 1 : Ri,σ,∗(χ2A1 ∂t, j,i f )(x) >
c′λ

r

})
.

Since ∂� is uniformly rectifiable, Rσ is bounded from L2(σ ) to L2(σ ) [David and Semmes 1991], and
therefore Ri,σ,∗ is of weak type-(1, 1) with respect to σ by classical Calderón–Zygmund-type techniques;
see, e.g., [Grafakos 2014, Section 5]. This and the weak type-(1, 1) of the Hardy–Littlewood maximal
operator, combined with the previous estimates, then give us

σ
({

x ∈ 1 : r N∗(χB(ξ,Ar)|I |)(x) >
cλ
2

})
≲ r

λ

∫
2A1

|∇HMT f | dσ. (6.15)
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Let us then consider the term II (X) in (6.13). For x ∈1 and X ∈0α(x)∩B(ξ, Ar), the same arguments
as with the middle sum in (6.14) give us

|II (X)| ≲
∫

∂�\2A1

r
|ξ − y|n+1 |∇HMT f (y)| dσ(y) ≲

∞∑
j=2

2− j

σ(2 j1)

∫
2 j 1\2 j−11

|∇HMT f | dσ.

Therefore,

σ
({

x ∈ 1 : r N∗(χB(ξ,2r)|II |)(x) >
cλ
2

})
≲

r
λ

σ(1)

∞∑
j=2

2− j (n+1)

∫
2 j 1\2 j−11

|∇HMT f | dσ. (6.16)

Combining (6.15) and (6.16) with (6.11) and other previous estimates gives us

σ
({

x ∈ 1 : |u+(x) − u(X+

1)| >
λ

2

})
≲

r
λ

∫
2A1

|∇HMT f | dσ +
r
λ

∞∑
j=2

2− j (n+1)

∫
2 j 1\2 j−11

|∇HMT f | dσ.

By a straightforward covering argument, the right-hand side of the preceding inequality is comparable to
the right-hand side of (6.9), with the comparability constant depending on A. By similar arguments, one
can check that the same estimate holds replacing u+ by u− and X+

1 by X−

1. The claim follows then by
applying the inequalities for u+ and u− to (6.10). □

For the proof of the case diam(∂�) < ∞ in Theorem 1.3, we give a short proof of the fact that
Theorem 6.6 implies quasiconvexity for bounded 2-sided chord-arc domains:

Lemma 6.17. Suppose that � is a 2-sided chord-arc domain such that diam(∂�) < ∞. Then the
boundary ∂� is quasiconvex.

Notice that Corollary 1.6 implies stronger connectivity properties than the conclusion of Lemma 6.17
(recall Corollary 1.9) but we need Lemma 6.17 to prove Corollary 1.6. Lemma 6.17 follows almost
directly from the results reviewed in this section when we combine them with the following result of
Durand-Cartagena, Jaramillo and Shanmugalingam:

Theorem 6.18 [Durand-Cartagena et al. 2013, Theorem 3.6]. Let (X, d, µ) be a complete metric measure
space with a doubling measure µ. Suppose that for every bounded Lipschitz function f that is locally
1-Lipschitz there exists a functional a f : B → [0, ∞) such that

/
∫

B
| f − ⟨ f ⟩B | dµ ≤ a f (B) ≤ CrB,

where B is the collection of all open balls in (X, d), C is a uniform constant and rB is the radius of the
ball B. Then the space (X, d) is quasiconvex.

Proof of Lemma 6.17. Let f be a bounded Lipschitz function on ∂� such that f is locally 1-Lipschitz,
and let B = {1(x, r) : x ∈ ∂�, r < diam(∂�)}. Since diam(∂�) < ∞, we know that ∇HMT f exists (recall
Remark 6.1). Let us define the functional a f : B → R by setting

a f (1) = C2r
(

/
∫

1

|∇HMT f |
2 dσ

)1/2

+ C2r
∞∑
j=2

2− j

σ(2 j1)

∫
2 j 1\2 j−11

|∇HMT f | dσ
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for every 1 = 1(x, r) ∈ B, where C2 is the constant given by Theorem 6.6 for the arbitrary choice p = 2.
By part (1) of Lemma 6.2, the functional a f is well-defined, and the fact that a f (1) < ∞ for each 1 ∈ B
follows from the argument below. Now, by Lemmas 6.2 and 6.4, and the fact that f is locally 1-Lipschitz,
we know that |∇HMT f | ≤ 1 almost everywhere. In particular, for 1 = 1(x, r) ∈ B we have

a f (1) ≤ C2r + C2r
∞∑
j=2

2− j

σ(2 j1)
σ(2 j1 \ 2 j−11) ≤ C2r +

∞∑
j=2

2− j
≤ 2C2r. (6.19)

Thus, we now only need to notice that by Hölder’s inequality and the estimate (6.19), we have

/
∫

1

| f − ⟨ f ⟩1| dσ ≤

(
/
∫

1

| f − ⟨ f ⟩1|
2 dσ

)1/2

≤ a f (1) ≤ 2C2r

for any 1 = 1(x, r) ∈ B, and the claim follows from Theorem 6.18. □

7. Weak 1-Poincaré inequality for boundaries of 2-sided chord-arc domains

Let � be a 2-sided chord-arc domain. In this section, we prove Theorem 1.3 and Corollary 1.6 with
the help of some tools from the literature. As a simple consequence of Theorem 1.3 and some results
in the literature, we also show that the tail in the Hofmann–Mitrea–Taylor weak Poincaré inequality
(Theorem 6.6) can be removed, at least when � is a bounded 2-sided chord-arc domain (see Corollary 7.13).

Instead of proving a Poincaré-type inequality directly, we use the following result to reduce the proof
to a pointwise estimate:

Theorem 7.1 [Heinonen et al. 2015, part of Theorem 8.1.7]. Let (X, d, µ) be a metric measure space
with a doubling measure µ and V be a Banach space. Suppose that 1 ≤ p < ∞, u : X → V is integrable
on balls and g : X → [0, ∞] is measurable. Then the following two conditions are equivalent:

(a) There exist constants C, λ ≥ 1 such that

/
∫

B
|u(x) − ⟨u⟩B | dµ(x) ≤ C diam(B)

(
/
∫

λB
g(x)p dµ(x)

)1/p

for every open ball B in X.

(b) There exist constants C, λ ≥ 1 such that

|u(x) − u(y)| ≤ Cd(x, y)
(
Mλd(x,y)(g p)(x) + Mλd(x,y)(g p)(y)

)1/p

for almost all x, y ∈ X, where MR is the R-truncated centered Hardy–Littlewood maximal operator
on ∂�,

MR f (z0) := sup
r<R

/
∫

1(z0,r)

| f (z)| dσ(z).

These types of characterizations with respect to pointwise inequalities originate from [Heinonen and
Koskela 1998].

Thus, to prove Theorem 1.3, it is enough for us to prove the following lemma (recall also Remark 6.1):
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Lemma 7.2. Suppose that u is a compactly supported Lipschitz function on ∂�. There exists a universal
constant C ≥ 1 such that

|u(x) − u(y)| ≤ C |x − y|
(
MC |x−y|(|∇t u|)(x) + MC |x−y|(|∇t u|)(y)

)
for all points x, y ∈ ∂� for which the tangential gradient ∇t u exists and (6.5) holds.

Let u be a compactly supported Lipschitz function on ∂�. As we noted in Section 2D, the tangential
gradient ∇t u exists for almost every point x ∈ ∂�. By Lemma 6.4, we know that (6.5) holds for almost
every point x ∈ ∂�. Thus, the points in Lemma 7.2 are almost all points in ∂�, as is required in
Theorem 7.1.

In the proof of Lemma 7.2, we use a smooth cutoff function for balls. The construction of the function
uses the usual mollifier technique. For the convenience of the reader — particularly because we need a
quantitative bound for the norm of the gradient — we give the key details below.

Let us start by defining the standard mollifier. We set η : Rn+1
→ R,

η(X) =

{
cne−1/(1−|X |

2) if |X | < 1,

0 if |X | ≥ 1,

where the constant cn is chosen so that
∫

Rn+1 η(X) d X = 1. For any κ > 0, we set

ηκ(X) =
1

κn+1 η

(
X
κ

)
.

Notice that supp ηκ ⊂ B(0, κ). Using the standard mollifier, we define the smooth cutoff function ϕκ for
the ball B(0, κ) characteristic function using convolutions: we set ϕκ : Rn+1

→ R,

ϕκ(X) = ηκ ∗ χB(0,κ)(X). (7.3)

Thus, we have

ϕκ(X) =

∫
Rn+1

ηκ(X − Y ) χB(0,κ)(Y ) dY

=

∫
Rn+1

ηκ(Y ) χB(0,κ)(X − Y ) dY =

∫
B(0,κ)

ηκ(Y ) χB(0,κ)(X − Y ) dY.

From this representation, we see that ϕκ ≡ 1 on B(0, κ) and ϕκ ≡ 0 on Rn+1
\ B(0, 2κ). By the standard

theory of mollifiers (see, e.g., [Evans and Gariepy 1992, p. 123–124]), we know that ϕκ is smooth and it
satisfies

∇ϕκ(X) =

∫
Rn+1

∇Xηκ(X − Y ) χB(0,κ)(Y ) dY. (7.4)

In particular, by the construction, the smoothness and compact support of η and (7.4), for X =(X1, . . . ,Xn+1)

we have ∣∣∣∣ ∂i

∂ X i
ϕκ(X)

∣∣∣∣ =

∣∣∣∣∫
Rn+1

∂i

∂ X i
ηκ(X − Y )χB(0,κ)(Y ) dY

∣∣∣∣
≤

∫
Rn+1

∣∣∣∣ ∂i

∂ X i
ηκ(X − Y )

∣∣∣∣ dY =
1
κ

∫
Rn+1

∣∣∣∣ ∂i

∂ X i
η(X − Y )

∣∣∣∣ dY ≤
C
κ

,
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where the constant C does not depend κ . Thus, we have |∇ϕκ(X)| ≲ 1
κ

. We note that this implies that ϕκ

is a compactly supported Lipschitz function. Therefore the tangential gradient of ϕκ exists for almost
every point x ∈ ∂�, and (7.5) and Lemma 6.4 imply that

|∇tϕκ(x)| ≲ 1
κ

. (7.5)

By translating and adjusting the constant κ , we can construct a smooth cutoff function for any ball B(X, r)

in Rn+1.

Proof of Lemma 7.2. Let us fix points x, y ∈ ∂� such that the tangential gradient exists at x and y and
(6.5) holds for x and y.

We prove the bound by using truncation and localization arguments which help us to control the values
of the function inside balls 1(x, c|x − y|) and 1(y, c|x − y|) and allow us to deal with the tail in the
right-hand side of inequality (6.9). We first assume that diam(∂�) = ∞. Without loss of generality, we
may assume that u(x) = 0 < u(y). In particular, we have |u(x) − u(y)| = u(y). We set

ũ(z) :=


u(z) if u(x) < u(z) < u(y),

0 if u(z) ≤ 0,

u(y) if u(z) ≥ u(y).

Notice that ũ is a Lipschitz function since we get it by truncating the Lipschitz function u from above
and below. Thus, by Lemma 6.4, we have

|∇t u(z0)| = lim sup
∂�∋z→z0

|u(z0) − u(z)|
|z0 − z|

and |∇tũ(z0)| = lim sup
∂�∋z→z0

|ũ(z0) − ũ(z)|
|z0 − z|

for σ -a.e. z0 ∈ ∂�. Let z0 ∈ ∂� be a point such that the above holds. By continuity, we have the following:

(i) If u(z0) < u(x) = 0 or u(z0) > u(y), then |∇tũ(z0)| = 0 ≤ |∇t u(z0)|.

(ii) If u(x) < u(z0) < u(y), then |∇tũ(z0)| = |∇t u(z0)|.

(iii) If u(z0) = u(x) = 0, then there exists r = rz0 > 0 such that if |z0 − z| < r , then u(z) < u(y). For
such z,

• if u(z) > u(x), then |ũ(z0) − ũ(z)| = |u(z0) − u(z)|, and
• if u(z) ≤ u(x), then |ũ(z0) − ũ(z)| = 0 ≤ |u(z0) − u(z)|.

In particular, we have |∇tũ(z0)| ≤ |∇t u(z0)|.

(iv) If u(z0) = u(y), then |∇tũ(z0)| ≤ |∇tu(z0)| by an argument similar to that in (iii).

Thus, for almost every z0 ∈ ∂�, the tangential gradients exist for u and ũ and we have

|∇tũ(z0)| ≤ |∇t u(z0)|. (7.6)

Let us then start processing |u(x) − u(y)|. We define

R := |x − y|, 10 := 1(x, R), 1′

0 := 1(y, R), 1j := 2− j10 and 1′

j := 2− j1′

0.
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Let ϕ = ϕ2α R be a smooth cutoff function for the ball B(x, 2α R) as in (7.3) (after translation, for the
choice κ = 2α R) for large α ∈ N to be fixed later, and let v := ϕ ũ. By Lemma 6.8, there exist numbers
a1j ∈ R such that

sup
λ>0

λ σ({z ∈ 1j : |v(z) − a1j | > λ}) ≤ Crj σ(1j ) Sj , (7.7)

where rj := 2− j R and

Sj := /
∫

51j

|∇HMTv| dσ +

∞∑
k=2

2−k

σ(2k1j )

∫
2k1j \2k−11j

|∇HMTv| dσ. (7.8)

An analogous estimate holds when we replace 1j , a1j and Sj by 1′

j , a1′

j
and S′

j , respectively, where S′

j
is defined as Sj with 1′

j in place of 1j . We claim now that

lim
j→∞

a1j = v(x) = ũ(x) = u(x) = 0. (7.9)

Indeed, for any λ ∈ (0, |a1j − ⟨v⟩1j |) and any z ∈ 1j , we have

λ < |a1j − ⟨v⟩1j | ≤ |v(z) − a1j | + |v(z) − ⟨v⟩1j |.

Hence, by (7.7) and Chebyshev’s inequality, we get

σ(1j ) ≤ σ
({

z ∈ 1j : |v(z) − a1j | >
λ

2

})
+ σ

({
z ∈ 1j : |v(z) − ⟨v⟩1j | >

λ

2

})
≲

1
λ

rj σ(1j ) Sj +
1
λ

∫
1j

|v − ⟨v⟩1j | dσ.

Therefore,

λ ≲ rj Sj + /
∫

1j

|v − ⟨v⟩1j | dσ. (7.10)

Since v is a compactly supported Lipschitz function, Lemmas 6.2 and 6.4 give |Sj |≲ ∥∇HMTv∥L∞(σ ) <∞,
and thus rj Sj → 0 as j → ∞. By the continuity of v, we also know that /

∫
1j

|v(z) − ⟨v⟩1j | dσ → 0 as
j → ∞. Then, choosing λ =

1
2 |a1j − ⟨v⟩1j | gives us (7.9) by (7.10) and continuity of v.

Analogously to (7.9), we also have

lim
j→∞

a1′

j
= v(y) = ũ(y) = u(y).

Thus,
u(y) = |u(x) − u(y)| = |v(x) − v(y)|

=

∣∣∣∣( ∞∑
j=0

(a1j+1 − a1j ) + a10

)
−

( ∞∑
j=0

(a1′

j+1
− a1′

j
) + a1′

0

)∣∣∣∣
≤

∞∑
j=0

|a1j+1 − a1j | +

∞∑
j=0

|a1′

j+1
− a1′

j
| + |a10 − a1′

0
|

=: I + II + III.

Let us consider the sum I first. We analyze I by applying (7.7) again for |a1j − a1j+1 |. For any
λ ∈ (0, |a1j − a1j+1 |) and any z ∈ 1j , we have

λ < |a1j − a1j+1 | ≤ |v(z) − a1j | + |v(z) − a1j+1 |,
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and therefore (7.7) gives us

σ(1j ) ≤ σ
({

z ∈ 1j : |v(z) − a1j | >
λ

2

})
+ σ

({
z ∈ 1j+1 : |v(z) − a1j+1 | >

λ

2

})
≲ 1

λ
rj σ(1j ) Sj +

1
λ

rj+1 σ(1j+1) Sj+1

≲ 1
λ

rj σ(1j ) Sj .

Thus, λ ≲ rj Sj . Since this holds for all λ ∈ (0, |a1j − a1j+1 |), we have

|a1j − a1j+1 | ≲ rj Sj . (7.11)

This then gives us

I ≲
∞∑
j=0

rj Sj

(A)
≲

∞∑
j=0

(
2− j R /

∫
51j

|∇t(ũϕ)|dσ+2− j R
j+α+1∑

k=2

2−k /
∫

2k1j

|∇t(ũϕ)|dσ

)
(B)
≤

∞∑
j=0

2− j R
j+α+1∑

k=2

2−k /
∫

2k1j

|∇tũ|dσ+

∞∑
j=0

2− j R·2− j−α−1 1
σ(2α+110)

∫
2α+110\2α10

|ũ(z)∇tϕ(z)|dσ(z)

(C)
≲ R·M2α+2 R(∇tũ)(x)+

ũ(y)

2α
,

where we used

(A) the definition of Sj (see (7.8)), Lemma 6.2 and the fact that ϕ vanishes outside 2α+110,

(B) Ahlfors–David regularity, the product rule for gradients and the properties of the cutoff function ϕ:
ϕ ≤ 1 everywhere and ϕ is constant on 2α10 and outside 2α+110,

(C) the fact that 2k1j ⊂ 2α+110 for all the relevant k and j , the definition of the truncated Hardy–
Littlewood maximal operator, the fact that ũ(z) ≤ ũ(y) for all z, and (7.5).

Using the same techniques gives us the bound

II ≲ R · M2α+2 R(∇tũ)(y) +
ũ(y)

2α
.

As for III , we notice that

III ≤ |a10 − a210 | + |a210 − a1′

0
| ≲ r0 S0.

Indeed, the fact that |a10 − a210 | ≲ r0 S0 follows from (7.11), and an analogous estimate holds for the
term |a210 − a1′

0
|. Thus, the estimate obtained above for the term I is also valid for III :

III ≲
∞∑
j=0

rj Sj ≲ R · M2α+2 R(∇tũ)(x) +
ũ(y)

2α
.
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Note that none of the implicit constants for the bounds for I , II and III depends on α. Thus, recalling
that u(x) = 0 < u(y) = ũ(y) and R = |x − y|, there exists a constant C such that

u(y) = |u(x) − u(y)| ≤ I + II + III

≤ C R(M2α+2 R(∇tũ)(x) + M2α+2 R(∇tũ)(y)) +
C
2α

ũ(y)

(7.6)
≤ 2C |x − y|(M2α+2 R(∇t u)(x) + M2α+2 R(∇t u)(y)) +

C
2α

u(y).

By choosing large enough α, we may absorb (C/2α)u(y) to the left-hand side. This completes the proof
for the case diam(∂�) = ∞.

Let us then assume that diam(∂�) < ∞. We have to consider this case separately because in the
bounded case there might not exist cutoff functions with gentle enough gradient slope. However, the proof
is still based on the previous case. The proof works as previously if |x − y| ≪ diam(∂�) and thus, we may
assume that |x−y|≈diam(∂�). Now, by Lemma 6.17, we know that there exists a path γx,y from x to y in
∂� such that ℓ(γx,y)≤C0|x−y|≈C0 ·diam(∂�). Using a covering argument for γx,y , we find a uniformly
bounded number of points z0, z1, . . . , z J ∈ ∂� with z0 = x , z J = y and |z j − z j+1| ≪ diam(∂�). We get

|u(x) − u(y)| ≤

J−1∑
j=0

|u(z j ) − u(z j+1)|

≲
J−1∑
j=0

|z j − z j+1|
(
MC |z j −z j+1|(|∇t u|)(z j ) + MC |z j −z j+1|(|∇t u|)(z j+1)

)
≲ |x − y|

(
MC̃ |x−y|

(|∇t u|)(x) + MC̃ |x−y|
(|∇t u|)(y)

)
,

which is what we wanted. □

Corollary 1.6 follows now immediately when we combine Theorem 1.3 and Lemma 6.4 with the
following key result of Keith (which is an improvement of an earlier result of [Heinonen and Koskela
1999, Theorem 1.1]):

Theorem 7.12 [Keith 2003, Theorem 2]. Let (X, d, µ) be a complete metric measure space with a
doubling measure µ and 1 ≤ p < ∞. Then the following conditions are equivalent:

(a) The space (X, d, µ) supports a weak p-Poincaré inequality.

(b) There exist constants C, λ ≥ 1 such that

/
∫

B
|u(x) − ⟨u⟩B | dµ(x) ≤ C diam(B)

(
/
∫

λB
(Lip u(x))p dµ(x)

)1/p

for every compactly supported Lipschitz function u and every ball B in X, where

Lip u(x) := lim sup
y→x
y ̸=x

| f (x) − f (y)|

d(x, y)
.

As a consequence of Theorem 1.3, we get the following improvement of Theorem 6.6 in bounded
2-sided chord-arc domains:
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Corollary 7.13. Let � ⊂ Rn+1 be a bounded 2-sided chord-arc domain, and let 1 < p < ∞. There exists
a constant C = C(�, p) such that for every f ∈ L p

1 (∂�), x ∈ ∂� and r > 0 we have(
/
∫

1

| f − ⟨ f ⟩1|
p dσ

)1/p

≤ Cr
(

/
∫

31

|∇HMT f |
p dσ

)1/p

,

where 1 := 1(x, r) and 3 is the constant from Theorem 1.3.

It is likely that the boundedness assumption is not necessary for Corollary 7.13 but since the density
results in [Hofmann et al. 2010, Section 4.3] are stated in the case where the boundary ∂� is compact, we
only consider this case. We do not consider the case p = 1 since the theory of the Hofmann–Mitrea–Taylor
Sobolev spaces L p

1 (∂�) has been developed only for 1 < p < ∞.

Proof of Corollary 7.13. Let f ∈ L p
1 (∂�), x ∈ ∂�, r > 0 and 1 := 1(x, r). By [Hofmann et al. 2010,

Corollary 4.28], we know that Lipschitz functions form a dense subset of L p
1 (∂�) when L p

1 (∂�) is
equipped with the natural Sobolev-type norm; see [Hofmann et al. 2010, Section 3.6] for details. In
particular, since � is a bounded 2-sided chord-arc domain, there exists a sequence of compactly supported
Lipschitz functions ( fk) such that fk → f and ∇HMT fk → ∇HMT f in L p(∂�). By Theorem 1.3, the
functions fk satisfy a weak 1-Poincaré inequality with respect to the tangential gradient, which implies a
weak (p, p)-Poincaré inequality with respect to tangential gradient by Hölder’s inequality and [Heinonen
et al. 2015, Corollary 9.14]. These observations together with Lemma 6.2 give us(

/
∫

1

| fk − ⟨ fk⟩1|
p dσ

)1/p

≤ Cr
(

/
∫

31

|∇t fk |
p dσ

)1/p

= Cr
(

/
∫

31

|∇HMT fk |
p dσ

)1/p

.

Letting k → ∞ then gives us(
/
∫

1

| f − ⟨ f ⟩1|
p dσ

)1/p

≤ Cr
(

/
∫

31

|∇HMT f |
p dσ

)1/p

by standard L p convergence arguments, which is what we wanted. □

8. A counterexample and questions

By Corollary 1.6, we know that the boundary of any 2-sided chord-arc domain supports weak Heinonen–
Koskela-type Poincaré inequalities. It is natural to ask the following:

(1) Can Corollary 1.6 be reversed, i.e., if � ⊂ Rn+1 is an open set with n-dimensional Ahlfors–David
regular boundary such that ∂� supports weak Poincaré inequalities, is � a 2-sided chord-arc domain?

(2) Can the assumptions of Corollary 1.6 be weakened in the obvious way, i.e., if � ⊂ Rn+1 is a (1-sided)
chord-arc domain with connected boundary, does ∂� support weak Poincaré inequalities?

In the second question, the connectivity assumption for ∂� is necessary since weak Poincaré inequalities
imply connectivity; see, e.g., [Cheeger 1999, Theorem 17.1]. However, the answer to both of these
questions is no. For the first question, this follows from Example 8.4 below. For the second question, this
follows from the example constructed in [Mourgoglou and Tolsa 2021, Section 10]. They construct a
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chord-arc domain with connected boundary such that the tangential regularity problem for the Laplacian
is not solvable in L p for any 1 ≤ p < ∞ (recall Definition 2.31). The boundary of this chord-arc domain
cannot support weak Poincaré inequalities by [Mourgoglou and Tolsa 2021, Theorem 1.2].

For our example, we need some results in the literature. In particular, we need the following result of
Heinonen and Koskela about how weak Poincaré inequalities survive under unions. We formulate the
result only in our context but we note that the result holds more generally for certain types of unions of
Ahlfors–David regular metric spaces.

Theorem 8.1 [Heinonen and Koskela 1998, special case of Theorem 6.15]. Let E1, E2 ⊂ Rn+1 be two
n-ADR sets such that both E1 and E2 support a weak p-Poincaré inequality for some 1 ≤ p < ∞, and
Hn(E1 ∩ E2 ∩ B(x, r)) ≥ crn for all x ∈ E1 ∩ E2 and all 0 < r < min{diam(E1), diam(E2)}. Then also
the union E1 ∪ E2 supports a weak p-Poincaré inequality when we equip E1 ∪ E2 with the metric d that
equals the usual Euclidean distance individually on E1 and E2 and

d(x, y) := inf
Z∈E1∩E2

|X − Z | + |Z − Y | (8.2)

for X ∈ E1 \ E2 and Y ∈ E2 \ E1.

We will also use repeatedly the fact that bi-Lipschitz mappings preserve weak Poincaré inequalities
(see [Björn and Björn 2011, Proposition 4.16] for an explicit proof in the context of more general metric
spaces and inequalities):

Proposition 8.3. Let E1, E2 ⊂ Rn+1 be two n-ADR sets equipped with metrics d1 and d2, respectively.
Suppose that there exists a bi-Lipschitz mapping 8 : (E1, d1) → (E2, d2) such that Hn(A) ≈ Hn(8(A))

for every measurable set A ⊂ E1 and a uniform implicit constant. If E1 supports a weak p-Poincaré
inequality for some 1 ≤ p < ∞, then also E2 supports a weak p-Poincaré inequality.

Let us then construct a disconnected non-chord-arc domain example of a set whose boundary still
supports a weak 1-Poincaré inequality:

Example 8.4. Let us consider a “twice-pinched annulus” in R2 which we construct the following way.
We start by considering the boundary of a usual annulus A := B(0, 4) \ B(0, 3). We remove all the points
that lie on the strip {(x, y) ∈ R2

: −1 < y < 1}. This leaves us with four circular arcs: two inner arcs and
two outer arcs. We then connect these arcs to each other with four line segments so that the inner arcs
connect to outer arcs, and vice versa. This leaves us with a shape that looks like an annulus that has been
pinched in two places so that the interior is no longer connected but the boundary is. We let � be the
disconnected interior of this pinched annulus (see Figure 3).

The set � satisfies the 2-sided corkscrew condition and the boundary ∂� is 1-ADR but since � is
not connected, it is not a chord-arc domain (however, we can easily modify the example to make it
connected but still not a chord-arc domain; see Remark 8.6). The boundary of � still supports a weak
1-Poincaré inequality. We see this by noticing that we can express ∂� as a union of pieces that satisfy
weak 1-Poincaré inequalities and that we can glue together with ample intersections to give back ∂�

(that is, we can use Theorem 8.1 for these pieces). Indeed, ∂� consists of a slightly distorted inner circle
and a slightly distorted outer circle. These distorted circles intersect only in two points (the two places
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Figure 3. The set � in Example 8.4 is the disconnected interior of a twice-pinched
annulus in R2. Unlike with a usual annulus, the boundary of � is connected (which is
one of the minimum requirements Poincaré inequalities).

Figure 4. In Example 8.4, the boundary of � consists of a slightly distorted inner circle
(on the left) and a slightly distorted outer circle (on the right) that intersect each other
only at two points. However, the cross-like unions of two line segments (one copy in the
middle) have ample intersections with both of these distorted circles.

where the line segments cross over each other) and therefore they alone are not enough for Theorem 8.1.
Because of this, as two additional pieces, we take the cross-like unions of the pairs of line segments
that cross over each other. These pieces have ample intersections with both of the distorted circles (see
Figure 4).

As a 1-dimensional compact Riemannian manifold, a circle supports a weak 1-Poincaré; see [Heinonen
and Koskela 1998, Section 6.1]. Since both of the distorted circles are bi-Lipschitz equivalent to a regular
circle, both of them support a weak 1-Poincaré inequality by Proposition 8.3. As for the unions of two
line segments, we first notice that a line segment supports a weak 1-Poincaré inequality because it is
bi-Lipschitz equivalent to a piece of the real line (and a connected piece of the real line supports a weak
1-Poincaré inequality by definition and the classical result that the Euclidean space supports a 1-Poincaré
inequality; see [Heinonen et al. 2015, Section 8.1]). The two line segments in the cross-like union meet
only at one point and therefore we cannot use Theorem 8.1 directly for them. Because of this, we take
three line segments and transform them (with bi-Lipschitz mappings) into three V-like shapes which we
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Figure 5. By Theorem 8.1, we can preserve weak Poincaré inequalities in intersections
if the intersections are ample enough. In Example 8.4, the two intersecting line segments
do not have ample intersection but we can create the cross-like shape by gluing three
V-like shapes one by one into each other, and we get these V-like shapes by using three
line segments and bi-Lipschitz mappings.

can then glue one by one to each other with ample intersections to create the original cross-like piece
(see Figure 5).

We now get the boundary ∂� by gluing first two cross-like pieces to either one of the distorted circles
and then gluing the remaining distorted circle to this shape. Gluing sets together using Theorem 8.1
preserves the weak Poincaré inequalities but with a different metric, the one in (8.2). However, for shapes
as simple as the ones we use, it is straightforward to see that the new metrics we get are bi-Lipschitz
equivalent with the Euclidean metric. Thus, by gluing together the two distorted circles with the help
of two cross-like unions of two line segments, we see that ∂� supports a weak 1-Poincaré inequality.
We note that we had to use two cross-like pieces for the gluing process because with just one cross-like
piece the ample intersection requirement of Theorem 8.1 does not hold for the final step for one of the
two intersection points of the distorted circles. By the original, more general form of Theorem 8.1 in
[Heinonen and Koskela 1998], we can leave this type of a problematic isolated point out of the gluing
process, but this would end up giving us a metric space with a different structure than ∂�.

Remark 8.5. Example 8.4 gives us a 2-dimensional example but we can use the same techniques to
construct higher dimensional examples. These examples are of the type � × (0, 1)n, where � is the
2-dimensional set from Example 8.4. Thus, for example, the 3-dimensional example would be a hollow,
twice-pinched cylinder with a thick boundary.

Remark 8.6. By using a once-pinched annulus instead of the twice-pinched one we used in Example 8.4,
we get a connected set � such that it satisfies the 2-sided corkscrew condition, the boundary ∂� is 1-ADR
and ∂� supports a weak 1-Poincaré inequality. However, despite connectivity, � is still not a chord-arc
domain: there are points arbitrarily close to each other on different sides of the pinched part of the annulus
such that they can be connected inside � only by circling around almost the entire annulus.

Thus, Corollary 1.6 cannot be reversed and we cannot weaken its assumptions in the obvious way. It is
natural to formulate the following problem:

Problem 8.7. Let � ⊂ Rn+1 be an open set with n-dimensional Ahlfors–David regular boundary.
Give a geometric characterization for weak Heinonen–Koskela-type boundary p-Poincaré inequalities
for 1 ≤ p ≤ n.



1868 OLLI TAPIOLA AND XAVIER TOLSA

By a geometric characterization in Problem 8.7, we mean a characterization of the type “ω ∈

weak-A∞(σ ) if and only if ∂� is UR and � satisfies the weak local John condition” (which is the
main result of [Azzam et al. 2020]). By [Cheeger 1999, Theorem 17.1], we know that ∂� has to be
quasiconvex, and by [Azzam 2021a], we know that ∂� has to be UR. By Corollary 1.6, Example 8.4
and [Mourgoglou and Tolsa 2021, Section 10], we know that 2-sided chord-arc domains are too strong
for the characterization and (1-sided) chord-arc domains are not strong enough for a characterization.
However, the answer does not lie somewhere between these two classes of domains: by Example 8.4, the
connectivity properties of � itself do not play a big role in this problem.

Concerning John-type conditions, we recall the open problem we mentioned in Section 3:

Problem 8.8. Let � ⊂ Rn+1 be an open set with n-UR (or just n-ADR) boundary. Suppose that �

satisfies the local John condition. Does � also satisfy the weak local John condition?

Problem 8.8 is interesting only if � does not satisfy the exterior corkscrew condition: the local John
condition implies the corkscrew condition and therefore the answer is trivially true in the presence exterior
corkscrews by Lemma 3.6.
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1693A determination of the blowup solutions to the focusing, quintic NLS with mass equal to the
mass of the soliton

BENJAMIN DODSON

1761Uniform stability in the Euclidean isoperimetric problem for the Allen–Cahn energy
FRANCESCO MAGGI and DANIEL RESTREPO

1831Connectivity conditions and boundary Poincaré inequalities
OLLI TAPIOLA and XAVIER TOLSA

A
N

A
LY

SIS
&

PD
E

Vol.17,
N

o.5
2024


	 vol. 17, no. 5, 2024
	Masthead and Copyright
	01
	1. Introduction
	1A. Main results: first versions
	1A1. The EMKG system and existence of a Cauchy horizon for slowly decaying scalar fields
	1A2. Theorem I@: event horizon oscillations are decisive for the C^0 extendibility of the metric
	1A3. Theorem II: the C^0-formulation of strong cosmic censorship is false
	1A4. Theorem III: W^{1,1}-blow-up along outgoing cones—a complete contrast with the vacuum case
	1A5. Theorem IV: the null contraction singularity at the Cauchy horizon CH_i+ for perturbations violating the oscillation condition

	1B. Cauchy horizons in other models: a comparison with our results
	1B1. Spherically symmetric models with no Maxwell field: absence of a Cauchy horizon
	1B2. Stability of the Cauchy horizon and the downfall of Conjecture 1 for massless fields and in vacuum

	1C. Weak null singularities at the Cauchy horizon and a weaker formulation of strong cosmic censorship
	1C1. Weak null singularities and blue-shift instability
	1C2. Dynamical formation of weak null singularities and known inextendibility results
	1C3. Weak null singularities in gravitational collapse

	1D. Scattering resonances associated to the Reissner–Nordström Cauchy horizon
	1E. Connection to the linear analog of Conjecture 1 for negative cosmological constant lambda<0
	1F. Summary of the strategy of the proof
	1G. Outline of the paper

	2. Preliminaries
	2A. The Reissner–Nordström interior
	2B. Class of spacetimes, null coordinates, mass, charge
	2C. Electromagnetic gauge choices
	2D. The Einstein–Maxwell–Klein–Gordon system in null coordinates

	3. Setup of the characteristic data and the oscillation condition
	3A. Characteristic cones Cin,H+ and underlying manifold Q+
	3B. Coordinate gauge conditions on H+ and Cin
	3C. Free data phi in C1(Cin cup H+) with slow decay on H+ and construction of r,Q,OmegaH2
	3D. Definitions of the oscillation spaces O,O',O''

	4. Precise statements of the main theorems and outline of their proofs
	4A. Existence of a Cauchy horizon CH=/=emptyset and quantitative estimates in the black hole interior from VdM '18
	4B. main.theorem.hlTheorem I@(i): scalar field boundedness and continuous extendibility for oscillating data
	4C. Theorem I(ii): blow-up in amplitude of the uncharged scalar field for nonoscillating data
	4D. Theorem II: falsification of C0-formulation of strong cosmic censorship if Conjecture 2 is true
	4E. Theorem III: W^{1,1} blow-up of the scalar field for nonintegrable data
	4F. Outline of the proofs
	4F1. A first approach in physical space and the difficulties associated to slow decay (step (1))
	4F2. The linear problem (step (2))
	4F3. The nonlinear problem, I: physical space estimates of the difference (step (3))
	4F4. The nonlinear problem II: boundedness/blow-up of matter fields and metric extendibility (step (4))
	4F5. Guide to the reader


	5. Linear theory: the charged/massive Klein–Gordon equation on the Reissner–Nordström interior
	5A. Separation of variables and radial ODE
	5B. Analysis for the radial ODE
	5C. Representation formula
	5D. Main results from the linear theory

	6. Nonlinear estimates for the EMKG system and extendibility properties of the metric
	6A. The existence of a Cauchy horizon for the EMKG system and previously proven nonlinear estimates
	6B. Nonlinear estimates exploiting the algebraic structure
	6B1. Boundedness and continuous extendibility of D_{u psi}
	6B2. Key estimates for a candidate coordinate system (u,V) for a continuous extension
	6B3. Metric extendibility conditional on the boundedness of the scalar field

	6C. Difference-type estimates on the scalar field and metric difference estimates
	6C1. Difference estimates in the red-shift region
	6C2. Difference estimates in the no-shift region
	6C3. Difference estimates in the early blue-shift region
	6C4. Difference estimates in the late blue-shift region

	6D. Combining the linear and the nonlinear estimates
	6D1. Boundedness and extendibility of the matter fields for oscillating data and proof of Theorem I(i)
	6D2. Blow-up of the scalar field for phi_H+ (nonoscillating data) if q_0=0 and proof of Theorem I(ii)
	6D3. Proof of Theorem II
	6D4. dotW^{1,1}_loc blow-up of the scalar field on outgoing cones: proof of Theorem III


	Acknowledgements
	References

	02
	1. Introduction
	1A. Context
	1B. Main results
	1C. Related questions and perspectives
	1D. Structure of the paper

	2. Geometry of the classical Hamiltonian
	2A. Notation
	2B. Structure of Sigma
	2C. Construction of Phi_1 and proof of Theorem 1.4

	3. Construction of the normal form calN_hbar
	3A. Formal series
	3B. Formal Birkhoff normal form
	3C. Quantizing the normal form

	4. Comparing the spectra of calL_hbar and calN_hbar
	4A. Spectrum of calN_hbar
	4B. Microlocalization of the eigenfunctions
	4C. Proof of Theorem 1.7

	5. A second normal form in the case k>0
	5A. Geometry of the symbol calN_hbar^[1]
	5B. Second formal normal form
	5C. Second quantized normal form
	5D. Proof of Theorem 1.11

	6. Proof of Corollary 1.14
	7. Proof of Corollary 1.15
	Appendix A. Local coordinates
	Appendix B. Darboux-Weinstein lemmas
	Appendix C. Pseudodifferential operators
	Appendix D. Egorov theorem
	Acknowledgement
	References

	03
	1. Introduction and main results
	2. Additive case: a first expansion
	2A. A qualitative initial expansion
	2B. Coercivity
	2C. The bound on norm(nabla w)_2
	2D. Excluding boundary concentration
	2E. Proof of Proposition 2.1

	3. Additive case: refining the expansion
	3A. Bounds on s
	3B. The bound on norm(nabla r)_2
	3C. Expanding alpha^4
	3D. Expanding phi_a(x)
	3E. Bounding nabla phi_a(x)

	4. Proof of Theorems 1.5 and 1.6
	4A. The behavior of phi_a near x_0
	4B. Proof of Theorem 1.5
	4C. A bound on norm(w)_infinity
	4D. Proof of Theorem 1.6

	5. Subcritical case: a first expansion
	5A. A qualitative initial expansion
	5B. The bound on norm(nabla w)_2 
	5C. The bound on epsilon
	5D. Excluding boundary concentration
	5E. Proof of Proposition 5.1

	6. Subcritical case: refining the expansion
	6A. The bound on norm(nabla r)_2
	6B. Expanding alpha^(4-epsilon)
	6C. Expanding phi_a(x)
	6D. Bounding nabla phi_a

	7. Proof of Theorems Theorem 1.2 and Theorem 1.3
	7A. Proof of Theorem 1.2
	7B. A bound on norm(w)_infinity 
	7C. Proof of Theorem 1.3

	Appendix A. Some useful bounds
	Appendix B. Properties of the functions H_a(x,y)
	B1. Estimates on H_b(x,.)
	B2. C^2 differentiability of phi_a 

	Acknowledgements
	Added in proof
	References

	04
	1. Introduction
	2. Reductions of a symmetric blowup solution
	3. Decomposition of the solution near Q
	4. A long-time Strichartz estimate
	5. Almost conservation of energy
	6. A frequency-localized Morawetz estimate
	7. An L_s^p bound on the L^2 norm of epsilon(s) when p > 1
	8. Monotonicity of lambda
	9. Almost monotone lambda(t)
	10. A nonsymmetric solution
	10.1. Reductions of a nonsymmetric blowup solution
	10.2. Decomposition of a nonsymmetric solution near Q
	10.3. A long-time Strichartz estimate in the nonsymmetric case
	10.4. Almost conservation of energy for a nonsymmetric solution
	10.5. A frequency-localized Morawetz estimate for nonsymmetric u
	10.6. An L_s^p bound on the L^2 norm of epsilon(s) when p > 1 for nonsymmetric u
	10.7. Monotonicity of lambda in the nonsymmetric case
	10.8. Almost monotone lambda(t)

	Appendix. Up and Vp spaces
	Acknowledgements
	References

	05
	1. Introduction
	1A. Overview
	1B. Statement of the main theorem
	1C. Relation of Theorem 1.1(iii) to Euclidean isoperimetric stability
	1D. ``Remarks on the Alexandrov-type result
	1E. Organization of the paper and proof of Theorem 1.1

	2. Existence and radial decreasing symmetry of minimizers
	3. Resolution of almost-minimizing sequences
	4. Strict stability among radial functions
	5. Proof of the uniform stability theorem
	5A. Reduction to the small asymmetry case
	5B. Proof of Theorem 5.1 in the radial decreasing case
	5C. Reduction to radial decreasing functions
	5D. Proof of Theorem 5.1

	6. Proof of the Alexandrov-type theorem
	6A. Some properties of Psi(sigma,m)
	6B. General criteria for radial symmetry and uniqueness
	6C. Proof of Theorem 1.1

	Appendix: Frequently used auxiliary facts
	A1. Scaling identities
	A2. Concentration-compactness principle
	A3. Estimates for W``, Phi and V``
	A4. Estimates for the optimal transition profile eta

	Acknowledgements
	References

	06
	1. Introduction
	2. Notation, basic definitions and auxiliary results
	2A. ADR, UR, NTA, CAD, and the corkscrew condition
	2A1. Dyadic cubes

	2B. Harmonic measure and the weak-A_infty condition
	2C. Quasiconvexity, annular quasiconvexity and Loewner spaces
	2D. Upper, Hajłasz, tangential and Hofmann–Mitrea–Taylor gradients, Sobolev spaces, and weak Poincaré inequalities on partial Omega
	2E. Solvability for the Laplacian

	3. John, local John and weak local John conditions
	4. The bilateral weak geometric lemma and nontangential approach
	5. Local John and exterior corkscrews imply Harnack chains
	6. Weak (1,```1)-version of the Hofmann–Mitrea–Taylor Poincaré inequality
	7. Weak 1-Poincaré inequality for boundaries of 2-sided chord-arc domains
	8. A counterexample and questions
	Acknowledgments
	References

	Guidelines for Authors
	Table of Contents

