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CONTINUOUS SYMMETRIZATIONS AND UNIQUENESS
OF SOLUTIONS TO NONLOCAL EQUATIONS

MATÍAS G. DELGADINO AND MARY VAUGHAN

We show that nonlocal seminorms are strictly decreasing under the continuous Steiner rearrangement.
This implies that all solutions to nonlocal equations which arise as critical points of nonlocal energies
are radially symmetric and decreasing. Moreover, we show uniqueness of solutions by exploiting the
convexity of the energies under a tailored interpolation in the space of radially symmetric and decreasing
functions. As an application, we consider the long-time dynamics of a higher-order nonlocal equation
which models the growth of symmetric cracks in an elastic medium.

1. Introduction

In [Carrillo et al. 2019], Carrillo, Hittmeir, Volzone and Yao used continuous Steiner symmetrization to
show that all critical points of

E[ρ] =
1

p−1
∥ρ∥

p
L p(Rn)︸ ︷︷ ︸

local repulsion

+
1
2

∫
Rn

∫
Rn

ρ(x)ρ(y)W (x − y) dx dy︸ ︷︷ ︸
nonlocal attraction

(1-1)

are radially symmetric and decreasing as long as W : Rn
→ R is isotropic and attractive, meaning

W (z) = w(|z|) with w′ > 0. Noticing that the nonlinear aggregation-diffusion equation

∂tρ = 1ρ p
+ ∇ · (ρ∇W ∗ ρ) in Rn

× (0, T ) (1-2)

is the gradient flow of E in (1-1), they were able to conclude that all steady states of (1-2) are radially
symmetric and decreasing; see also [Carrillo et al. 2018; Huang et al. 2024] for the extension of this
result to more singular potentials. Nonlocal attraction-repulsion of interacting particle models have
recently garnered a lot of attention in the mathematical community, noting in particular the case of the
Patlak–Keller–Segel model [Blanchet et al. 2006; Dolbeault and Perthame 2004; Yao 2014]. Under
an appropriate scaling limit, these models converge towards the higher-order degenerate Cahn–Hilliard
equation [Topaz et al. 2006; Delgadino 2018; Carrillo et al. 2024; 2025; Elbar and Skrzeczkowski 2023],
where the local repulsion potential is given by the Dirichlet energy or the H 1 energy.

The main aim of this paper is to extend the methods in [Carrillo et al. 2019] to more singular nonlocal
equations. More specifically, we consider the models that arise when the repulsion potential energy is
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given by a fractional Gagliardo seminorm

[ f ]
p
W s,p(Rn) :=

∫
Rn

∫
Rn

| f (x) − f (y)|p

|x − y|n+sp dx dy, (1-3)

with s ∈ (0, 1). In the case p = 2, we define H s
:= W s,2.

As an application, we study the long-time behavior of the fractional thin-film equation

∂t u − div(um
∇(−1)su) = 0 in Rn

× (0, T ), (1-4)

where m ∈ R and (−1)s denotes the fractional Laplacian of order 0 < 2s < 2. It was recently proved
by Lisini that (1-4) with m = 1 is the 2-Wasserstein gradient flow of the square of the H s seminorm up
to multiplying by an explicit constant depending on dimension n and s ∈ (0, 1); see [Lisini 2024]. For
m ̸= 1, interpreting (1-4) is an open problem; we reference [Dolbeault et al. 2009] for m ∈ (0, 1). This
equation arises as a model for the propagation of symmetric hydraulic fractures in an elastic medium; see
below for more details.

We finally bring attention to the fact that modeling attraction and repulsion isotropically does not
necessarily imply radial symmetry of steady state solutions. When the repulsion potential is nonlocal
there are several examples of nonradial energy minimizers; see for instance [Kolokolnikov et al. 2011].

1.1. Symmetric decreasing rearrangements. Symmetric rearrangements are invaluable tools in the study
of symmetry of solutions to partial differential equations. Thanks to the famous inequalities of Riesz
[1930], Pólya and Szegö [1951], Almgren and Lieb [1989], see also [Lieb and Loss 2001; Burchard
2009], we know that the absolute minimizer of many physical energies needs to be radially symmetric
and decreasing. Hence it follows that ground state solutions associated to partial differential equations
that arise as first variations of these energies need to be radially symmetric and decreasing. However, this
does not imply directly the symmetry of nonminimizing critical points, if they exist.

Continuous symmetrizations provide a useful way to deal with critical points; see [Kawohl 1989]. The
continuous Steiner symmetrization f τ , 0 ≤ τ ≤ ∞, is a continuous interpolation between the original
function f and its Steiner symmetrization; see Figure 1. We write the precise definition with more details
in Section 2. Brock [1995; 2000] used this method to show radial symmetry of any positive solution to
the nonlinear p-Laplace equations. More recently, Carrillo, Hittmeir, Volzone, and Yao [Carrillo et al.
2019] revisited this technique to show symmetry of steady states of isotropic aggregation equations;
see also Proposition 3.1 below. We further mention that the continuous Steiner symmetrization is used
in [Bonacini et al. 2022] to establish a discrete isoperimetric inequality in R2 for Riesz-type nonlocal
energies.

Our first main result is that the Gagliardo seminorms are decreasing under continuous Steiner sym-
metrizations. It is well known that the Gagliardo seminorms (1-3) are the natural energies associated
to fractional p-Laplacians and thus are linked to free energies arising from fractional equations, such
as (1-4). They also arise in game theory [Caffarelli 2012], anomalous diffusion [Metzler and Klafter
2000], minimal surfaces [Caffarelli et al. 2010], to name only a few. We refer the reader to [Di Nezza
et al. 2012] for more on fractional Sobolev spaces and fractional p-Laplacians.
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S f f τ2 f τ1 f

Figure 1. The continuous Steiner symmetrization f τ for 0 < τ1 < τ2 < ∞ as it interpolates
between the function f and its Steiner symmetrization S f .

Theorem 1.1. Let 0 < s < 1 and 1 < p < ∞. For any positive f ∈ L1(Rn) ∩ C(Rn) that is not radially
decreasing about any center, there are constants γ = γ (n, s, p, f ) > 0 and τ0 = τ0( f ) > 0 and a
hyperplane H such that

[ f τ
]

p
W s,p(Rn) ≤ [ f ]

p
W s,p(Rn) − γ τ for all 0 ≤ τ ≤ τ0, (1-5)

where f τ is the continuous Steiner symmetrization of f about H.

Our result extends to a more general class of kernels as highlighted in the next remark.

Remark 1.2. As a direct consequence of the proof, Theorem 1.1 holds for any fractional seminorm of
the form ∫

Rn

∫
Rn

| f (x) − f (y)|p

K (|x − y|)
dx dy,

where K : [0, ∞) → [0, ∞] is increasing.

To recover the corresponding local results as s → 1− and s → 0+, one must normalize the energy by
multiplying (1-5) by s(1 − s); see [Bourgain et al. 2001; Maz’ya and Shaposhnikova 2002]. We will
showcase in Remark 3.6 that the constant γ = γ (s) in Theorem 1.1 remains strictly positive and bounded
as s → 0+, 1−. Consequently, s(1−s)γ → 0 as s → 0+, 1−. Regarding s = 0, it is known that continuous
Steiner symmetrizations preserve the L p norms; see [Carrillo et al. 2019]. As for s = 1, we have the
following.

Corollary 1.3. Let 1 < p < ∞. For any nonnegative f ∈ L1(Rn) ∩ C(Rn) that is not radially decreasing
about any center, there is a constant τ0 = τ0( f ) > 0 such that

[ f τ
]

p
W 1,p(Rn)

≤ [ f ]
p
W 1,p(Rn)

for all 0 ≤ τ ≤ τ0.

Consequently,
[ f τ

]Lip(Rn) ≤ [ f ]Lip(Rn) for all 0 ≤ τ ≤ τ0. (1-6)



2328 MATÍAS G. DELGADINO AND MARY VAUGHAN

The control on the Lipschitz norm in (1-6) was first established by Brock [1995, Theorem 11] for a
different variant of continuous Steiner symmetrizations but can be adapted to our setting. We echo his
observation in Remark 8 of the same work, which states that Lipschitz continuity is the best regularity one
can expect under continuous Steiner symmetrizations as kinks can form when symmetrizing a C1 function
that is not quasiconvex. The inequality in Corollary 1.3 is not strict as a simple counterexample can be
constructed using that the norm is local; see Example 4.9.

Since Steiner symmetrizations are rearrangements in Rn with respect to a single direction, the proof of
Theorem 1.1 relies on a corresponding one-dimensional result for characteristic functions (see Lemma 3.4).
In fact, the definition of continuous Steiner symmetrization of a set (and hence a function) is understood
first in terms of open intervals, then finite unions of open intervals, and lastly infinite unions. Accordingly,
we have found it insightful to make a special study of those functions whose level sets can be expressed
as a finite union of open intervals, also known as good functions. We establish an explicit version of
Theorem 1.1 for good functions. Here, we will explain the simplest setting and delay the detailed result
until Section 4.

Let p = 2 and consider a function with a simple geometry, that is, a positive function f : R → R whose
level sets are each a single open interval. In particular, for each h > 0, there are at most two solutions
to f (x) = h, which we denote by x− = x−(h) and x+ = x+(h). Note that if f is radially decreasing,
then each level set (x−, x+) is centered at the origin. We use a continuous Steiner symmetrization with
constant speed towards the origin:

xτ
±

= x± − τ sgn(x+ + x−) for all 0 ≤ τ ≤
1
2 |x+ + x−|. (1-7)

The energy [ f τ
]
2
H s(R) is a double integral involving f τ over the spatial variables x, y ∈ R. Formally, we

can make a change of variables to write the energy instead as a double integral involving xτ
±

and yτ
±

over
the heights h, u > 0, where f τ (x±) = h and f τ (y±) = u; see Lemma 4.14. With this, we can write the
derivative of the energy for f τ in terms of the level sets of f as

d[ f τ
]
2
H s(R)

dτ

∣∣∣∣
τ=0

= cs

∫
∞

0

∫
∞

0
(sgn(x++x−)−sgn(y++ y−))

×

[
sgn(x+− y+)

|x+− y+|2s −
sgn(x+− y−)

|x+− y−|2s −
sgn(x−− y+)

|x−− y+|2s +
sgn(x−− y−)

|x−− y−|2s

]
dh du.

In the integrand, we see the derivative in τ of (1-7) multiplied by an antiderivative of the kernel at the
endpoints of the corresponding level sets. We will show in the proof of Proposition 4.10 that this product
is negative when the level sets (x−, x+) and (y−, y+) are not centered. We should note that a different
expression for the derivative can already be found in [Carrillo et al. 2019, (2.23)] for more regular kernels.
In Section 4, we also write an explicit formula for the derivative d/dτ |∇ f τ

|
p
L p ; see Proposition 4.6 and

Corollary 4.7.

1.2. Uniqueness. Uniqueness of critical points within the class of positive and fixed-mass functions
does not follow immediately from the fact that these are radially symmetric and decreasing. For the
specific case of the nonlinear aggregation equation (1-2), when p ∈ (1, 2) one can construct an ad hoc
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isotropic attractive interaction potential such that there are an infinite amount of steady state solutions; see
[Delgadino et al. 2022, Theorem 1.2]. On the other hand, in the case p ∈ [2, ∞), [Delgadino et al. 2022]
also shows uniqueness of critical points by introducing a height function interpolation curve over radially
symmetric profiles and showing that the associated energy (1-1) is strictly convex under the interpolation.
See Section 5 for definitions and details.

We show that the square of the H s seminorms are strictly convex under the height function interpolation.

Theorem 1.4. Fix 0 < s < 1. Let f0, f1 ∈ C(Rn) be two distinct, nonnegative, symmetric decreasing
functions with unit mass, and let { ft }t∈[0,1] be the height function interpolation between f0 and f1. Then

t 7→ ∥ ft∥
2
H s(Rn)

is strictly convex for all 0 < t < 1.

The uniqueness of solutions to fractional Laplace equations is a deep and active area of research;
see for instance [Frank and Lenzmann 2013; Frank et al. 2016; Chan et al. 2020; de Pablo et al. 2011;
Vázquez 2014; Cabré and Sire 2015; Bonforte et al. 2017; Caffarelli and Silvestre 2009]. Currently, the
methods to show uniqueness within the class of radially symmetric states are quite involved and at times
only address the uniqueness of global minimizers and not of general critical points [Frank and Lenzmann
2013; Frank et al. 2016]. The spirit of Theorem 1.4 is to try to simplify the theory, when possible.

The uniqueness methods presented here do not cover the general Gagliardo seminorm W s,p for p ̸= 2.
Still, we are able to show the convexity under the interpolant of W 1,p seminorms for p ≥ 2n/(n + 1); see
Proposition 5.2. Moreover, we also cover the case of the potential energy when the potential is radial and
increasing, which we use in the next section; see Proposition 5.4.

1.3. Application to fractional thin-film equations. As an application of Theorems 1.1 and 1.4, we study
the uniqueness of stationary solutions and the long-time asymptotic of fractional thin-film equations given
by (1-4). The fractional thin-film equation with exponent s =

1
2 and mobility m = 3 was originally derived

to model the growth of symmetric hydraulic fractures in an elastic material arising from the pressure
of a viscous fluid pumped into the opening; see the original references [Geertsma and De Klerk 1969;
Zheltov and Khristianovich 1955]. A practical man-made application of this phenomenon is commonly
known as fracking, which enhances oil or gas extraction from a well. In nature, this process occurs in
volcanic dikes when magma causes fracture propagation through the earth’s crust and also when water
opens fractures in ice shelf.

Nonetheless, due to the nonlocal and higher-order nature of this equation, there is a striking lack of
mathematical analysis regarding solutions to fractional thin-film equations. Indeed, (1-4) is an interpolation
between the second-order porous medium equation (s = 0), see [Vázquez 2007], and the fourth-order
thin-film equation (s = 1), see [Bertozzi and Pugh 1994; Otto 1998]. We mention that the study of
self-similar solutions was first started by Spence and Sharp [1985], but rigorous existence of solutions
was only recently shown by Imbert and Mellet [2011; 2015].

Even more recently, Segatti and Vazquez [2020] studied the long-time behavior of (1-4) with linear
mobility m(u) = u by studying the rescalings of Barenblatt [1962]. Namely, if u is a solution to (1-4), we
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consider v defined by the rescaling

u(x, t) =
1

(1 + t)α
v

(
x

(1 + t)β
, log(1 + t)

)
in Rn

× (0, T ),

where α, β > 0 are given explicitly by

α =
n

n + 2(1 + s)
, β =

1
n + 2(1 + s)

.

The function v = v(y, τ ) satisfies the rescaled equation

∂τv = ∇ ·

(
v∇y

(
(−1)sv + β

|y|
2

2

))
, (1-8)

which contains an extra confining term. Under an extra qualitative assumption on the integrability of the
gradient, Segatti and Vazquez [2020, Theorem 5.9] showed that v converges as τ → ∞ to a solution of{

(−1)sv =
∑

i λiχPi (y) −
1
2β|y|

2 in supp(v) ⊂ Rn,

v ≥ 0 in Rn,
(1-9)

where Pi are the connected components of supp(v) and λi are the corresponding Lagrange multipliers,
which can change from one connected component to another.

As is the case for higher-order equations, like for instance the classical thin-film equation, uniqueness
results that do not assume strict positivity of the functions are rare. We mention the work of Majdoub,
Masmoudi and Tayachi [Majdoub et al. 2018] as one of the few available examples on uniqueness of
source solutions to the thin-film equation. With respect to the problem at hand, Segatti and Vazquez
showed the solution to (1-9) is unique under the extra assumption that the solution has a single connected
component. In this work, we instead use the rearrangement techniques described above to show that the
solution to (1-9) is first radially symmetric and then unique by using Theorems 1.1 and 1.4, respectively.

Theorem 1.5. Fix 0 < s < 1
2 , and let v ∈ C0,1(Rn) be a compactly supported solution to (1-9); then v is

radially decreasing. Moreover, up to scaling, it is uniquely given by

v(x) =
1

λsκ
(1 − λ|x |

2)1+s
+

, (1-10)

where λ > 0 and κ = 4s0(s + 2)0
(
s +

1
2 n

)
/0

(1
2 n

)
.

Remark 1.6. The function v in (1-10) belongs to C1+s ; hence the Lipschitz assumption in Theorem 1.5
is natural, but it is not currently known.

Following [Lisini 2024] (see also [Otto 1998]), (1-8) is the 2-Wasserstein gradient flow of the energy
functional

E(v) = cn,s[v]
2
H s(Rn) +

1
2
β

∫
Rn

|y|
2v(y) dy, (1-11)

where cn,s ≃ s(1 − s) > 0 is a normalizing constant, depending only on n ∈ N and s ∈ (0, 1), such that
cn,s[v]

2
H s = ⟨(−1)sv, v⟩L2(Rn). Hence any steady state is a critical point of (1-11). By Theorem 1.1, we

can show that if v is not radially decreasing, then (1-11) is decreasing to first-order under continuous
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Steiner symmetrization. However, notice from Figure 1 that f τ does not necessarily preserve the support
of f , which we need for the proof of Theorem 1.5 since (1-9) is only satisfied in supp(v). To address this
issue, we slow down the speed of the level sets near the base of the solution v. In particular, for h > 0, if
x± = x±(h) are the boundary of the superlevel set { f > h}, then we replace (1-7) with

xτ
±

= x± − τ sgn(x+ + x−) min
{

1,
h
h0

}
for some small, fixed h0 > 0. Unlike (1-7), the perturbation only makes sense for superlevel sets. The
regularity assumption on v ensures that the perturbation is well-defined, as in general level sets can fall,
see Figure 5. This idea first appeared in the work of Carrillo, Hittmeir, Volzone, and Yao [Carrillo et al.
2019] and is fundamental for these types of free boundary problems.

We should note that our uniqueness result does not complete the full characterization of the long-time
asymptotic of the fractional thin-film equation. Our methods only cover the range s ∈

(
0, 1

2

)
and require

a Lipschitz regularity assumption, which is not currently known. Moreover, the convergence result of
Segatti and Vazquez [2020, Theorem 5.9] requires an extra qualitative condition on the integrability of
the gradient of the solution, which is also not currently known.

Lastly, we note that the symmetrization methods in Theorem 1.5 hold for any equation that arises as a
positive mass-constrained critical point of energies that are a combination of:

• isotropic local first-order seminorms:∫
Rn

G(|∇v|) dx with G : [0, ∞] → R convex,

• isotropic nonlocal seminorms:∫
Rn

∫
Rn

|v(x) − v(y)|p

K (|x − y|)
dx dy with K : [0, ∞] → [0, ∞] increasing,

• local functionals: ∫
Rn

F(v) dx with F : [0, ∞] → R,

• isotropic interaction energies:

1
2

∫
Rn

∫
Rn

W (|x − y|)v(x)v(y) dx dy with W : [0, ∞] → R increasing,

• radial potential functionals:∫
Rn

U (|x |)v(x) dx with U : [0, ∞] → R increasing.

The uniqueness strategy presented here is a bit more finicky and only holds for a strict subset of these
equations.
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1.4. Organization of the paper. The rest of the paper is organized as follows. Section 2 contains
background and preliminary results on continuous Steiner symmetrizations. Theorem 1.1 is proved in
Section 3. An explicit version of Theorem 1.1 for good functions is discussed in Section 4. Section 5
presents the height function interpolation and proves Theorem 1.4. Finally, Section 6 establishes properties
of truncated continuous Steiner symmetrizations which are then used to prove Theorem 1.5.

2. Continuous Steiner symmetrization

In this section, we present background and preliminaries on continuous Steiner symmetrizations with
constant speed in the direction e ∈ Sn−1. For simplicity in the presentation, we will assume that e = en

and write x = (x ′, xn) ∈ Rn−1
× R.

Given x ′
∈ Rn−1, we denote the section of an open subset U ⊂ Rn in the direction en by

Ux ′ = {xn ∈ R : (x ′, xn) ∈ U }.

The Steiner symmetrization of U with respect to the direction en is defined by

S(U ) = {x = (x ′, xn) ∈ Rn
: xn ∈ U∗

x ′},

where U∗

x ′ =
{

xn ∈ R : |xn| <
1
2 |Ux ′ |

}
is the symmetric rearrangement of Ux ′ in R. Note that |U∗

x ′ | = |Ux ′ |.
To define S f for a nonnegative function f ∈ L1(Rn) ∩ C(Rn), we denote the h > 0 level sets of f in the
direction of en by

U h
x ′ = {xn ∈ R : f (x ′, xn) > h}.

Then, the Steiner symmetrization S f of f in the direction en is given by

S f (x) =

∫
∞

0
χS(U h

x ′ )
(xn) dh.

Definition 2.1. The continuous Steiner symmetrization of an open set U ⊂ R is denoted by Mτ (U ),
τ ≥ 0, and defined as follows.

(1) Intervals. If U = (y−, y+), then Mτ (U ) = (yτ
−
, yτ

+
), where{

yτ
−

= y− − τ sgn(y+ + y−),

yτ
+

= y+ − τ sgn(y+ + y−)
for 0 < τ ≤

1
2 |y+ + y−|

and {
yτ
−

= −
1
2(y+ − y−),

yτ
+

=
1
2(y+ − y−)

for τ > 1
2 |y+ + y−|.

(2) Finite union of intervals. If U =
⋃m

i=1 Ii , m ∈ N, where Ii are disjoint, open intervals, then

Mτ (U ) =

m⋃
i=1

Mτ (Ii ) for 0 ≤ τ < τ1,

where τ1 is the first time that two intervals Mτ (Ii ) touch. At τ1, we merge the two intervals and start
again.
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(3) Countably infinite union of intervals. If U =
⋃

∞

i=1 Ii , where Ii are disjoint, open intervals, then

Mτ (U ) =

∞⋃
i=1

Mτ (Ui ), where Um =

m⋃
i=1

Ii , m ∈ N.

Definition 2.2. The continuous Steiner symmetrization of a nonnegative function f ∈ L1(Rn)∩C(Rn) in
the direction en is denoted by f τ , τ ≥ 0, and defined as

f τ (x) =

∫
∞

0
χMτ (U h

x ′ )
(xn) dh for x = (x ′, xn) ∈ Rn.

By definition, f τ interpolates continuously between f = f 0 and S f = f ∞; see Figure 1. As a
consequence of the layer-cake representation, the continuous Steiner symmetrization of f preserves the
L p norm, see [Carrillo et al. 2019, Lemma 2.14],

∥ f ∥L p(Rn) = ∥ f τ
∥L p(Rn), 1 ≤ p ≤ ∞. (2-1)

We also have the semigroup property presented in the next lemma.

Lemma 2.3 [Carrillo et al. 2019, Lemma 2.1]. The collection of operators (Mτ )τ≥0 satisfies the semigroup
property. That is, for each τ1, τ2 ≥ 0 and any open set U ⊂ R,

Mτ1(Mτ2(U )) = Mτ1+τ2(U ).

Consequently, f τ satisfies the semigroup property: ( f τ1)τ2 = f τ1+τ2 for τ1, τ2 ≥ 0.

A priori, one could define Mτ with any sufficiently smooth speed V = V (y, h) : R × R+ → R by
replacing sgn(y) with V (y, h) in Definition 2.1(1). With a different speed however, (Mτ )τ≥0 will not
necessarily satisfy the desired semigroup property. Instead, one should replace Definition 2.1(1) with
the ODE {

d
dτ

[yτ
±
] = −V (yτ

+
+ yτ

−
, h), τ > 0,

yτ
±

= y±, τ = 0.
(2-2)

With this modification, (Mτ )τ≥0 satisfies the semigroup property, as long as the level sets remain ordered;
see Section 6.1.

Remark 2.4. The continuous symmetrization considered by Brock [2000; 1995] is equivalent to taking
V (y, h) = y.

Lastly, we note the following consequence of the semigroup property.

Lemma 2.5. Let h > 0 and τ1, τ2 ≥ 0. For a nonnegative function f ∈ L1(Rn) ∩ C(Rn), we have

dist(∂{ f τ1 > h}, ∂{ f τ2 > h}) ≤ |τ1 − τ2|.

Proof. If τ2 = 0, then it is clear from the definition that

dist(∂{ f τ1 > h}, ∂{ f > h}) ≤ τ1.

The result follows from Lemma 2.3. □
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3. On Theorem 1.1

This section contains the proof of Theorem 1.1. We begin by presenting a simplified version of the result
in [Carrillo et al. 2019].

Proposition 3.1 [Carrillo et al. 2019, Proposition 2.15]. Consider W ∈ C1(Rn) an increasing radially
symmetric kernel with associated interaction energy

I[ f ] =

∫
Rn

∫
Rn

f (x) f (y)W (x − y) dx dy.

Assume f ∈ L1(Rn) is positive and not radially decreasing. Then, there exist constants γ = γ (W, f ) > 0
and τ0 = τ0( f ) > 0 and a hyperplane H such that

I[ f τ
] ≤ I[ f ] − γ τ for all 0 ≤ τ ≤ τ0,

where f τ is the continuous Steiner symmetrization about H.

The original result in [Carrillo et al. 2019] allows for more singular kernels, but our prototype kernels
W (x) ≈ −|x |

−n−sp are too singular to directly apply their result. In fact, for I( f ) to be well-defined
in our setting, one must replace f (x) f (y) by | f (x)− f (y)|p. To see this, consider the case p = 2 and
W (x) = cn,s |x |

−2s , where cn,s > 0 is the normalizing constant for the fractional Laplacian. Using the
Fourier transform, we can formally write

I[ f ] =

∫
Rn

| f̂ (ξ)|2Ŵ (ξ) dξ,

but Ŵ (ξ) is not defined. On the other hand, using the definition of (−1)s ,

1
2

∫
Rn

∫
Rn

| f (x) − f (y)|2W (x − y) dy dx =

∫
Rn

f (x)(−1)s f (x) dx =

∫
Rn

| f̂ (ξ)|2|ξ |
2s dξ,

which is a well-defined seminorm.
We use an ε-regularization of W for which Proposition 3.1 holds. For each 0 < ε ≤ 1, we consider the

energy given by

F p
ε ( f ) =

∫
Rn

∫
Rn

| f (x) − f (y)|pWε(x − y) dx dy, Wε(x) :=
1

|x |n+sp + ε
. (3-1)

Notice that the kernel associated to F p
ε is integrable for each fixed ε > 0 and that

lim
ε→0

F p
ε ( f ) = sup

0<ε≤1
F p

ε ( f ) = [ f ]
p
W s,p(Rn).

Using that Wε is radially symmetric, the energy F p
ε ( f ) can be written as

F p
ε ( f ) =

∫
R2n

(| f (x) − f (y)|p
− | f (x)|p

− | f (y)|p)Wε(x − y) dx dy

+

∫
R2n

(| f (x)|p
+ | f (y)|p)Wε(x − y) dx dy

=

∫
R2n

(| f (x) − f (y)|p
− | f (x)|p

− | f (y)|p)Wε(x − y) dx dy + Cε∥ f ∥
p
L p(Rn),
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where the constant Cε = Cε(s, p) satisfies

Cε = 2
∫

Rn
Wε(y) dy → ∞ as ε → 0+. (3-2)

For convenience, we define

I p
ε ( f ) := F p

ε ( f ) − Cε∥ f ∥
p
L p(Rn)

=

∫
R2n

(| f (x) − f (y)|p
− | f (x)|p

− | f (y)|p)Wε(x − y) dx dy.
(3-3)

Consider the continuous Steiner symmetrization f τ of f . As a consequence of (2-1),

d
dτ

[F p
ε ( f τ )] =

d
dτ

[I p
ε ( f τ ) + Cε∥ f ∥

p
L p(Rn)] =

d
dτ

[I p
ε ( f τ )].

In the special case of p = 2, the integrand in I2
ε ( f ) simplifies nicely, and we get

d
dτ

[F2
ε ( f τ )] =

d
dτ

[
−2

∫
R2n

f (x) f (y)Wε(x − y) dx dy
]

= −2 d
dτ

⟨ f τ , Wε ∗ f τ
⟩L2(Rn).

Since W̃ε := −2Wε ∈ C1(Rn) is symmetric and increasing along its rays, we apply Proposition 3.1 to
find constants γε, τ0 > 0 such that

⟨ f τ , W̃ε ∗ f τ
⟩L2(Rn) ≤ ⟨ f, W̃ε ∗ f ⟩L2(Rn) − γετ for all 0 ≤ τ ≤ τ0.

We will show that γε can be bounded uniformly from below in 0 < ε ≤ 1 and also that we can handle all
1 < p < ∞. More precisely, we prove the following result.

Proposition 3.2. Let 0 < s < 1, 1 < p < ∞, and f ∈ L1(Rn)∩ C(Rn) be nonnegative. Assume that, up
to translation or rotation, the nonlinear center of mass is at the origin∫

Rn
tan−1(xn) f (x) dx = 0 (3-4)

and f is not symmetric decreasing across the plane {xn = 0}. Then, there are constants γ = γ (n, s, p, f ),
τ0 = τ0( f ) > 0, independent of ε, such that

I p
ε ( f τ ) ≤ I p

ε ( f ) − γ τ for all 0 ≤ τ ≤ τ0.

Remark 3.3. In the original reference [Carrillo et al. 2019], the condition of the nonlinear center of
mass (3-4) is replaced by the hyperplane {xn = 0} dividing the mass in half. We impose condition (3-4)
to simplify some measure-theoretical aspects of the proof. We chose the function tan−1(xn) because it
is odd, strictly monotone, and bounded, which makes the integral well-defined under the assumption
f ∈ L1(Rn).

Since f τ is defined as an integral in terms of the one-dimensional level sets U h
x ′ ⊂ R of f , roughly

speaking, one can reduce the proof of Proposition 3.2 to a one-dimensional setting. For a fixed ℓ > 0,
consider the one-dimensional kernel

Kε(r) = Kε,ℓ(r) =
1

(ℓ2 + r2)(n+sp)/2 + ε
for 0 < ε ≤ 1,
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so that Wε(x ′, xn) = Kε,|x ′|(xn). With the layer-cake-type representation

| f (x) − f (y)|p
− | f (x)|p

− | f (y)|p
= −p(p − 1)

∫
∞

0

∫
∞

0
|h − u|

p−2χU h
x ′
(xn)χU h

y′
(yn) dh du,

we write (3-3) as

I p
ε ( f ) =

∫
R2n

(| f (x ′, xn) − f (y′, yn)|
p
− | f (x ′, xn)|

p
− | f (y′, yn)|

p)Kε,|x ′−y′|(xn − yn) dx dy

= −p(p − 1)

∫
R2n

∫
R2

+

|h − u|
p−2χU h

x ′
(xn)χU h

y′
(yn)Kε,|x ′−y′|(xn − yn) dh du dx dy

= −p(p − 1)

∫
R2(n−1)

∫
R2

+

|h − u|
p−2

∫
R2

χU h
x ′
(xn)χU h

y′
(yn)

× Kε,|x ′−y′|(xn − yn) dxn dyn dh du dx ′ dy′. (3-5)

Consequently,

d
dτ

[I p
ε ( f τ )] = −p(p−1)

∫
R2(n−1)

∫
R2

+

|h−u|
p−2 d

dτ

∫
R2

[
χMτ (U h

x ′ )
(xn)χMτ (U h

y′ )
(yn)

×Kε,|x ′−y′|(xn −yn)
]

dxn dyn dh du dx ′ dy′.

Hence, to establish Proposition 3.2, we first study the corresponding problem in one dimension.
For open sets U1, U2 ⊂ R, define

Iε(τ ) = Iε[U1, U2](τ ) :=

∫
R2

χMτ (U1)(x)χMτ (U2)(y)Kε(x − y) dx dy,

where Kε = Kε,ℓ for a fixed ℓ > 0. The main lemma of this section establishes that Iε(τ ) is strictly
increasing in τ > 0 when U1 and U2 are sufficiently separated.

For a function g = g(τ ), we denote the upper and lower Dini derivatives of g respectively by

d+

dτ
g(τ ) = lim sup

δ→0+

g(τ + δ) − g(τ )

δ
and d−

dτ
g(τ ) = lim sup

δ→0−

g(τ + δ) − g(τ )

δ
. (3-6)

Lemma 3.4. Let U1, U2 ⊂ R be open sets with finite measure. Then

d+

dτ
Iε(τ ) ≥ 0 for all τ ≥ 0. (3-7)

If , in addition, there exist 0 < a < 1 and R > max{|U1|, |U2|} such that
∣∣U1 ∩

( 1
2 |U1|, R

)∣∣ > a and∣∣U2 ∩
(
−R, −1

2 |U2|
)∣∣ > a, then

d+

dτ
Iε(τ ) ≥

1
128

ca3 > 0 for all 0 ≤ τ ≤
1
4

a, (3-8)

where
c = min

{
|K ′

1(r)| : r ∈
[ 1

4a, 4R
]}

.

To prove Lemma 3.4, we apply Propositions 2.16 and 2.17 in [Carrillo et al. 2019] to Iε and show
that the upper Dini derivative of Iε can be uniformly bounded below. For the sake of the reader, we first
provide a brief, formal argument in the simplest setting. Indeed, if Ui = [ci − ri , ci + ri ], i = 1, 2, then
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we can write

Iε(τ ) =

∫ r1+c1−τ sgn(c1)

−r1+c1−τ sgn(c1)

∫ r2+c2−τ sgn(c2)

−r2+c2−τ sgn(c2)

Kε(x − y) dy dx . (3-9)

By the semigroup property, it is enough to take the derivative at τ = 0 and estimate

d+

dτ
Iε(0) = (sgn(c2) − sgn(c1))

∫ r1

−r1

∫ r2+c2−c1

−r2+c2−c1

K ′

ε(x − y) dy dx . (3-10)

If c2 > c1, then Q = [−r1, r1] × [−r2 + c2 − c1, r2 + c2 − c1] is a rectangle in the xy-plane centered
across {x = 0}. Since Kε is increasing in {y > 0} and decreasing in {y < 0}, one can show that
d+/dτ Iε(0) > 0. The more refined lower bound is roughly controlled by the size of the excess strip
[−r1, r1] ×

[
r2 +

1
2(c2 − c1), r2 + c2 − c1

]
and by K ′

ε.

Proof of Lemma 3.4. First consider when Ui = [ci − ri , ci + ri ], i = 1, 2, are intervals. Then, following
the proof of [Carrillo et al. 2019, Lemma 2.16], we can show that

d+

dτ
Iε(0) ≥ dε min{r1, r2}|c2 − c1|,

where
dε = min

{
|K ′

ε(r)| : r ∈
[ 1

2 |c2 − c1|, r1 + r2 + |c2 − c1|
]}

.

Since
K ′

ε(r) = −
n + sp

((ℓ2 + r2)(n+sp)/2 + ε)2 (ℓ2
+ r2)(n+sp)/2−1r

for all 0 < ε ≤ 1, we have
|K ′

ε(r)| ≥ |K ′

1(r)|. (3-11)
Hence dε ≥ d1 and

d+

dτ
Iε(0) ≥ d1 min{r1, r2}|c2 − c1| for all 0 < ε ≤ 1.

With this, we follow the proof of [Carrillo et al. 2019, Lemma 2.17] for U1, U2 finite open sets to show

d+

dτ
Iε(τ ) ≥

1
128

cεa3 > 0 for all 0 ≤ τ ≤
1
4

a,

where
cε = min

{
|K ′

ε(r)| : r ∈
[ 1

4a, 4R
]}

≥ min
{
|K ′

1(r)| : r ∈
[ 1

4a, 4R
]}

= c. □

Before proceeding with the proof of Proposition 3.2, we will need the following technical lemma for
the case p ̸= 2.

Lemma 3.5. Under the assumptions of Proposition 3.2, for a > 0 small and R > 0 large, define the sets
Ba

+
, Ba

−
:

Ba
+

=
{
(x ′, h) ∈ Rn−1

× (0, ∞) :
∣∣U h

x ′ ∩
(1

2 |U h
x ′ |, R

)∣∣ > a and |x ′
|, h ≤ R

}
,

Ba
−

=
{
(x ′, h) ∈ Rn−1

× (0, ∞) :
∣∣U h

x ′ ∩
(
−R, −1

2 |U h
x ′ |

)∣∣ > a and |x ′
|, h ≤ R

}
.

(3-12)

If Ba
+

has positive measure, then there are heights 0 < h1 < h2 < ∞ such that both

Ba
+

∩ {h < h1} and Ba
+

∩ {h > h2}

have positive measure. Similarly for Ba
−

.
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Proof. Consider a density point (x ′, h) ∈ Ba
+

and the rectangles

Recδ = {(y′, u) : |y′
| < R, |u − h| < δ}.

Note that |Recδ| = ωnδRn−1, where ωn is the volume of the unit ball in Rn−1. By density,

|Ba
+

∩ Recδ | > 0 for every δ > 0.

Let δ ≪ 1 be small enough to guarantee

|Ba
+

∩ (Recδ)
c
| > 0.

For such a small δ, it follows that

min(|Ba
+

∩ Recδ/2 |, |Ba
+

∩ (Recδ)
c
|) > 0.

The lemma holds by choosing h1 = h′
− δ and h2 = h′

−
1
2δ, or h1 = h′

+
1
2δ and h2 = h′

+ δ. □

Proof of Proposition 3.2. The proof follows along the same lines as the proof of [Carrillo et al. 2019,
Proposition 2.15]. We will sketch the idea in order to showcase where we need Lemma 3.5 and where we
apply the estimates in Lemma 3.4, which we have already established to be independent of 0 < ε ≤ 1.

First, since f is not symmetric across H = {xn = 0}, there exist a > 0 small and R > 0 large enough to
guarantee that at least one of the sets Ba

+
, Ba

−
defined in (3-12) has positive measure. Due to the nonlinear

center of mass condition (3-4), we know that both of them need to have positive measure.
As a consequence of Lemma 3.5, there exist 0 < h1 < h2 < ∞ and 0 < u1 < u2 < ∞ such that the sets

Ba
+

∩ {h < h1}, Ba
+

∩ {h > h2}, Ba
−

∩ {u < u1}, Ba
−

∩ {u > u2}

all have positive measure. Without loss of generality, assume that u1 < h2. Otherwise h1 < u2 and the
proof is analogous.

Next, we use (3-5) and the definitions of f τ and I p
ε [U h

x ′, U u
y′](τ ) to write

I p
ε ( f τ ) = −p(p − 1)

∫
R2(n−1)

∫
R2

+

|h − u|
p−2 I p

ε [U h
x ′, U u

y′](τ ) dh du dx ′ dy′.

Using (3-7), we can estimate

−
d+

dτ
[I p

ε ( f τ )] ≥ p(p − 1)

∫
Ba

−∩{u<u1}

∫
Ba

+∩{h>h2}

|h − u|
p−2 d

dτ
[I p

ε [U h
x ′, U u

y′](τ )] dh dx ′ du dy′

≥ m p, f

∫
Ba

−∩{u<u1}

∫
Ba

+∩{h>h2}

d
dτ

[I p
ε [U h

x ′, U u
y′](τ )] dh dx ′ du dy′,

where

m p, f := p(p − 1)


|h2 − u1|

p−2 if p > 2,

1 if p = 2,

(2R)p−2 if 1 < p < 2.
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Applying now (3-8) and following the proof of [Carrillo et al. 2019, Proposition 2.15], we obtain

−
d+

dτ
I p

ε ( f τ )

∣∣∣
τ=0

≥
1

6000
m p, f |Ba

+
∩ {h > h2}||Ba

−
∩ {u < u1}| min

r∈[a/4,4R]

|W ′

1(r)|a4 > 0

for all 0 ≤ τ ≤
1
4a where, with an abuse of notation, W1(r) is such that W1(|x |) := W1(x). □

We conclude this section with the proofs of Theorem 1.1 and Corollary 1.3.

Proof of Theorem 1.1. Without loss of generality, assume that H = {xn = 0} coincides with the nonlinear
center of mass condition and that f is not symmetric decreasing across H . For 0 < ε ≤ 1, let F p

ε and I p
ε

be as in (3-1) and (3-3), respectively. Using (2-1), we have

F p
ε ( f τ ) = Cε∥ f ∥

p
L p(Rn) + I p

ε ( f τ )

= F p
ε ( f ) + I p

ε ( f τ ) − I p
ε ( f ).

By Proposition 3.2, there are constants γ = γ (n, s, p, f ) and τ0 = τ0( f ) > 0, independent of ε, such that

F p
ε ( f τ ) ≤ F p

ε ( f ) − γ τ for all 0 ≤ τ ≤ τ0.

The statement follows by taking ε → 0+. □

Remark 3.6. Notice from the proof of Proposition 3.2 that

lim
s→1−

min
r∈[a/4,4R]

|W ′

1(r)| = min
r∈[a/4,4R]

(n + p)rn+p−1

(rn+p + 1)2 > 0

and also

lim
s→0+

min
r∈[a/4,4R]

|W ′

1(r)| = min
r∈[a/4,4R]

nrn−1

(rn + 1)2 > 0.

Therefore, we have
lim

s→1−

γ (n, s, p, f ) > 0,

lim
s→0+

γ (n, s, p, f ) > 0,

and we have s(1−s)γ → 0 as s → 0+, 1−. After multiplying both sides of (1-5) by s(1−s) and taking the
limit as s → 1−, we obtain Corollary 1.3. Note that if we instead take s → 0+, we do not contradict (2-1).

4. Explicit representations for good functions

Here, we define and establish preliminary results for good functions, then we prove an explicit version of
Theorem 1.1 for good functions.

4.1. Good functions and local energies. We begin by presenting the definition of good functions and
highlight their uses, which can be found in the work of Brock [2000; 1995]. We note that Definition 2.1
is broken down into cases for which the open set U ⊂ R is either an interval, a finite union of intervals, or
an infinite union of intervals. Good functions are those functions whose sections U h

x ′ are a finite union of
intervals which allows for explicit computation of both the fractional energy for f τ and its derivative in τ .
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Definition 4.1. A nonnegative, piecewise smooth function f = f (x ′, xn), x ′
∈ Rn−1, xn ∈ R, with

compact support is called a good function if:

(1) for every x ′
∈ Rn−1 and every h > 0 except a finite set, the equation f (x ′, xn) = h has exactly 2m

solutions, denoted by xn = xℓ
n(x, h), satisfying xℓ

n < xℓ+1
n , ℓ = 1, . . . , 2m, where m = m(x ′, h) < ∞,

and

(2) inf
{∣∣∣∣ ∂ f

∂xn
(x ′, xn)

∣∣∣∣ : x ′
∈ Rn−1, xn ∈ R, and

∂ f
∂xn

(x ′, xn) exists
}

> 0.

The functions illustrated in Figure 1 and below in Figure 2 are good functions. In general, one might
think of good functions as a collection of peaks, creating a mountain range.

Notation 4.2. We denote the solutions xn to f (x ′, xn) = h using subscript notation x2k−1 < x2k for
k = 1, . . . , m = mh . (This is not to be confused with the subscripts in x ′

= (x1, . . . , xn−1).) In the case
of m = 1 or when considering an arbitrary interval (x2k−1, x2k), we will commonly adopt the notation
x+ := x2k and x− := x2k−1. We will also denote solutions yn to f (y′, yn) = u by y2ℓ−1 < y2ℓ for
ℓ = 1, . . . , m = mu .

Remark 4.3. If f is a good function that is symmetric and decreasing across {xn = 0}, then it must be
that m = 1 and x− = −x+ for all 0 < h < ∥ f ∥L∞(Rn).

Just as finite union of intervals can be used to approximate open sets in R, good functions can be used
to approximate Sobolev functions.

Lemma 4.4 (see [Brock 2000]). (1) Good functions are dense in W 1,p
+ (Rn) for every 1 ≤ p < ∞.

(2) If f is a good function, then f τ is a good function for 0 ≤ τ ≤ ∞.

Good functions are a powerful tool for continuous Steiner symmetrizations as they allow us to take the
τ -derivative directly and expose a quantification of asymmetry. Even in the local setting (see Corollary 1.3),
we can explicitly estimate the derivative in τ of ∥ f τ

∥
p
W 1,p(Rn)

when f is a good function. This is in
contrast to the original approach of Brock [2000], which relies on convexity to estimate the difference in
norms of f and f τ .

We present the following discussion for the interested reader to showcase the convenience of using
good functions in computations.

Since the sign function is not differentiable at the origin, fix ε > 0, let δε be an ε-regularization of the
usual Dirac delta

δε(x) =

{ 1
2ε

if |x | < ε,
0 if |x | > ε,

and consider Vε in (2-2) such that V ′
ε = 2δε. Let Mτ,ε(U ) denote the continuous Steiner symmetrization of

an open set U ⊂ R with speed Vε, and let f τ,ε denote the corresponding continuous Steiner symmetrization
of f . As the regularization parameter ε goes to 0+, we recover the original rearrangement:

Lemma 4.5. Let f : Rn
→ R be a good function. For any continuous function g : Rn

→ R, we have

lim
ε→0+

∫
Rn

f τ,εg dx =

∫
Rn

f τ g dx .
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Proof. Step 1. We consider

U =

r⋃
i=1

(x2i−1, x2i )

an open set which is the union of r ∈ N intervals. Then, we can show the following bound:

|Mτ,ε(U )△Mτ (U )| ≤ (r + 3)ε for all τ ≥ 0. (4-1)

Proof of Step 1. We start by perturbing the set U by considering

U ε
= U ∪ (−ε, ε) =

s⋃
j=1

(xε
2i−1, xε

2i ),

with s ≤ r + 1. As we added the set (−ε, ε), there can exist at most one interval Ii0 = (xε
2i0−1, xε

2i0
)

satisfying |xε
2i0−1 + xε

2i0
| ≤ ε. We expand this interval to center it; namely we consider the new interval

Ĩi0 = (x̃ε
2i0−1, x̃ε

2i0
) = Ii0 ∪ P

such that |P| ≤ ε and |x̃ε
2i0−1 − x̃ε

2i0
| = 0. If there are any new nontrivial intersections with Ĩi0 , we relabel

the intervals and repeat the process. This procedure finishes in k0 steps with 1 ≤ k0 ≤ r + 1, where r is
the original number of intervals. Hence we constructed an open set S(U ε) that satisfies U ε

⊂ S(U ε) with
at most r − k0 + 2 disjoint intervals and

|U ε
△S(U ε)| ≤ k0ε.

The advantage of the set S(U ε) is that the rearrangements coincide:

Mτ,ε(S(U ε)) = Mτ (S(U ε)) for all τ ≤ τ1,

where τ1 is larger than the first time when two intervals meet. At τ1, when there exist an interval
Ii1 = (xε

2i1−1, xε
2i1

) satisfying |xε
2i1−1 + xε

2i1
| ≤ ε, we repeat the procedure of enlargement and centering

from before. This process ends in k1 steps with 1 ≤ k1 ≤ n −k0 +1 and produces a new set S(Mτ1(S(U ε))

that satisfies Mτ1(S(U ε)) ⊂ S(Mτ1(S(U ε))) with at most r − k0 − k1 + 2 disjoint intervals and

|Mτ1(S(U ε))△S(Mτ1(S(U ε)))| ≤ k1ε.

Again, the rearrangements coincide for the set S(Mτ1(S(U ε))):

Mτ,ε(S(Mτ1(S(U ε))) = Mτ (S(Mτ1(S(U ε))) for all τ ≤ τ2,

where τ2 is larger than the time when two intervals meet. Continuing this process inductively, we can
produce a discontinuous family of open set {U ε

τ }τ>0. Using that the rearrangements preserve containment,
we can obtain

Mτ (U ) ∪ Mτ,ε(U ) ⊂ U ε
τ for all τ > 0.

This process adds at most r + 3 intervals of size ε. Hence

|Mτ (U )△Mτ,ε(U )| ≤ |Mτ (U )△U ε
τ | ≤ (r + 3)ε.
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Step 2. We show that, for any good function fr satisfying that U h
x ′ has at most r ∈ N intervals for every

x ′
∈ Rn−1 and every h ≥ 0, we have for any g ∈ C(Rn) that

lim
ε→0+

∫
Rn

f τ,ε
r g dx =

∫
Rn

f τ
r g dx .

Proof of Step 2. Using the representation,∣∣∣∣∫
Rn

g(x) f τ,ε(x) dx −

∫
Rn

g(x) f τ (x) dx
∣∣∣∣ =

∣∣∣∣∫
supp f

( f τ,ε(x) − f τ (x))g(x) dx
∣∣∣∣

=

∣∣∣∣∫ ∥ f ∥∞

0

∫
supp f

(χMτ,ε(U h
x ′ )

− χMτ (U h
x ′ )

)g(x) dx dh
∣∣∣∣

≤ ∥g∥L1(supp f )∥ f ∥∞ sup
x ′,h

|Mτ,ε(U h
x ′)△Mτ (U h

x ′)|

≤ ∥g∥L1(supp f )∥ f ∥∞(r + 3)ε → 0,

where we have used Step 1 for the last bound.

Step 3. To conclude the proof, we can approximate any good function f by a sequence { fr }r∈N of good
functions such that fr satisfies the properties of Step 2. □

We now present an explicit estimate on the derivative of ∥ f τ
∥

p
W 1,p(Rn)

. For simplicity, we will only
state the case of n = 2.

Proposition 4.6. Assume that f = f (x, y) is a nonnegative good function; then

d
dτ

[ f τ
]

p
W 1,p(R2)

∣∣∣
τ=0

≤ −lim inf
ε→0+

∫
R

∫
∞

0

mh∑
k=1

δε(y2k + y2k−1)

∣∣∣∣∂y2k

∂h

∣∣∣∣−p∣∣∣∣∂y2k−1

∂h

∣∣∣∣−p

×

[
p
((

∂y2k

∂x

)2

+ 1
)p/2−1(

∂y2k

∂x

)(
∂y2k

∂x
+

∂y2k−1

∂x

)∣∣∣∣∂y2k

∂h

∣∣∣∣∣∣∣∣∂y2k−1

∂h

∣∣∣∣p

+ p
((

∂y2k−1

∂x

)2

+ 1
)p/2−1(

∂y2k−1

∂x

)(
∂y2k

∂x
+

∂y2k−1

∂x

)∣∣∣∣∂y2k−1

∂h

∣∣∣∣∣∣∣∣∂y2k

∂h

∣∣∣∣p

− (p − 1)

((
∂y2k

∂x

)2

+ 1
)p/2∣∣∣∣∂y2k−1

∂h

∣∣∣∣p(∣∣∣∣∂y2k

∂h

∣∣∣∣ − ∣∣∣∣∂y2k−1

∂h

∣∣∣∣)

+ (p − 1)

((
∂y2k−1

∂x

)2

+ 1
)p/2∣∣∣∣∂y2k

∂h

∣∣∣∣p(∣∣∣∣∂y2k

∂h

∣∣∣∣ − ∣∣∣∣∂y2k−1

∂h

∣∣∣∣)]
dh dx,

where f (x, yi (h)) = h for i = 1, . . . , 2mh and mh = m(x, h).

When p = 2, we can further factor the integrand to readily check the sign of the derivative.
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h
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f τ

yτ
1 yτ

2 yτ
3 yτ

4

f

y1 y2 y3 y4

Figure 2. Graph of f and f τ in Example 4.9 with τ = .25, x = 0.

Corollary 4.7. Assume that f = f (x, y) is a nonnegative good function; then

d
dτ

[ f τ
]
2
H1(R2)

∣∣∣
τ=0

≤ −lim inf
ε→0+

∫
R

∫
∞

0

mh∑
k=1

δε(y2k + y2k−1)

∣∣∣∣∂y2k

∂h

∣∣∣∣−2∣∣∣∣∂y2k−1

∂h

∣∣∣∣−2(∣∣∣∣∂y2k

∂h

∣∣∣∣ + ∣∣∣∣∂y2k−1

∂h

∣∣∣∣)

×

[(∣∣∣∣∂y2k

∂h

∣∣∣∣ − ∣∣∣∣∂y2k−1

∂h

∣∣∣∣)2

+ Ak(h)

〈
∂y2k

∂x
,
∂y2k−1

∂x

〉
·

〈
∂y2k

∂x
,
∂y2k−1

∂x

〉]
dh dx ≤ 0,

where Ak(h) is the positive semidefinite matrix

Ak(h) =

 ∣∣ ∂y2k−1
∂h

∣∣2 ∣∣ ∂y2k
∂h

∣∣∣∣ ∂y2k−1
∂h

∣∣∣∣ ∂y2k
∂h

∣∣∣∣ ∂y2k−1
∂h

∣∣ ∣∣ ∂y2k
∂h

∣∣2

 .

Remark 4.8. In the case of p ̸= 2, we have checked numerically that the integrand in the expression
for the derivative is indeed negative, but due to the nonlinearity, we have not been able to analytically
observe the sign as cleanly as in the case of p = 2.

Notice in Corollary 4.7 that the derivative is strictly negative if and only if

∂y2k

∂h
̸= −

∂y2k−1

∂h
(4-2)

on a set of positive measure. Indeed, as mentioned after Corollary 1.3, the strict inequality does not hold
in general. For instance, the derivative in τ can be zero when supp f is not connected but f is radially
decreasing in each connected component. We illustrate this with a simple example.

Example 4.9. Consider the good function f : R2
→ R given by

f (x, y) =


−|(x, y − 2)| + 1 if |(x, y − 2)| ≤ 1,

−2|(x, y + 2)| + 2 if |(x, y + 2)| ≤ 1,

0 otherwise

and illustrated in Figure 2 at x = 0. One can readily check that equality holds in (4-2), so that the integrand
in Proposition 4.6 is exactly zero.
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Proof of Proposition 4.6. Begin by writing the energy as

[ f τ
]

p
W 1,p(R2)

=

∫
R2

|∇ f τ
|

p dy dx =

∫
R2

((
∂ f τ

∂x

)2

+

(
∂ f τ

∂y

)2 )p/2

dy dx .

For each fixed x ∈ R, we make the change of variables f (x, y) = h using the coarea formula in the
variable y to write

[ f τ
]

p
W 1,p(Rn)

=

∫
R2

((
∂ f τ

∂x

)2

+

(
∂ f τ

∂y

)2 )p/2∣∣∣∣∂ f
∂y

∣∣∣∣−1∣∣∣∣∂ f
∂y

∣∣∣∣ dy dx

=

∫
R

∫
∞

0

((
∂ f τ

∂x

)2

+

(
∂ f τ

∂y

)2 )p/2∣∣∣∣∂ f
∂y

∣∣∣∣−1∣∣∣∣
{ f (x,y)=h}

dh dx .

Since f is a good function, for each h > 0 except a finite set, there are at most 2mh solutions to f (x, y)= h.
We denote these by yi = yi (x, h), i = 1, . . . , 2mh . In the new variables, we have

∂ f τ

∂y
(x, y+) =

(
∂yτ

+

∂h

)−1

< 0,
∂ f τ

∂y
(x, y−) =

(
∂yτ

−

∂h

)−1

> 0 (4-3)

and
∂ f τ

∂x
(x, y+) =

∂yτ
+

∂x

(
∂yτ

+

∂h

)−1

,
∂ f τ

∂x
(x, y−) =

∂yτ
−

∂x

(
∂yτ

−

∂h

)−1

for an arbitrary y− < y+ (recall Notation 4.2). Then, we write

[ f τ
]

p
W 1,p(Rn)

=

∫
R

∫
∞

0

mh∑
k=1

[((
∂yτ

2k

∂x

)2(∂yτ
2k

∂h

)−2

+

(
∂yτ

2k

∂h

)−2 )p/2∣∣∣∣∂yτ
2k

∂h

∣∣∣∣
+

((
∂yτ

2k−1

∂x

)2(∂yτ
2k−1

∂h

)−2

+

(
∂yτ

2k−1

∂h

)−2 )p/2∣∣∣∣∂yτ
2k−1

∂h

∣∣∣∣] dh dx .

For simplicity in the proof, let us assume that mh = 1 or mh = 0 for all h except a finite set and write

[ f τ
]

p
W 1,p(Rn)

=

∫
R

∫
∞

0

[((
∂yτ

+

∂x

)2(∂yτ
+

∂h

)−2

+

(
∂yτ

+

∂h

)−2 )p/2∣∣∣∣∂yτ
+

∂h

∣∣∣∣
+

((
∂yτ

−

∂x

)2(∂yτ
−

∂h

)−2

+

(
∂yτ

−

∂h

)−2 )p/2∣∣∣∣∂yτ
−

∂h

∣∣∣∣] dh dx

=

∫
R

∫
∞

0

[((
∂yτ

+

∂x

)2

+ 1
)p/2∣∣∣∣∂yτ

+

∂h

∣∣∣∣1−p

+

((
∂yτ

−

∂x

)2

+ 1
)p/2∣∣∣∣∂yτ

−

∂h

∣∣∣∣1−p]
dh dx .

We have now arrived at a useful expression for taking the derivative in τ . Indeed, let Vε be an approximation
of the speed V (y) = sgn(y) such that δε = V ′

ε . Then, from (2-2) with speed Vε, we obtain

∂2 yτ
±

∂τ∂h
= −δε(y+ + y−)

(
∂y+

∂h
+

∂y−

∂h

)
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and similarly
∂2 yτ

±

∂τ∂x
= −δε(y+ + y−)

(
∂y+

∂x
+

∂y−

∂x

)
.

With this we can use the lower-semicontinuity of the W 1,p seminorm to have
d

dτ
[ f τ

]
p
W 1,p(Rn)

∣∣∣
τ=0

≤ lim inf
ε→0+

d
dτ

[ f τ,ε
]

p
W 1,p(Rn)

∣∣∣
τ=0

≤ lim inf
ε→0+

∫
R

∫
∞

0

[
−p

((
∂y+

∂x

)2

+ 1
)p/2−1(

∂y+

∂x

)
δε(y+ + y−)

(
∂y+

∂x
+

∂y−

∂x

)∣∣∣∣∂y+

∂h

∣∣∣∣1−p

− p
((

∂y−

∂x

)2

+ 1
)p/2−1(

∂y−

∂x

)
δε(y+ + y−)

(
∂y+

∂x
+

∂y−

∂x

)∣∣∣∣∂y−

∂h

∣∣∣∣1−p

+ (p − 1)

((
∂y+

∂x

)2

+ 1
)p/2∣∣∣∣∂y+

∂h

∣∣∣∣−p−1(
∂y+

∂h

)
δε(y+ + y−)

(
∂y+

∂h
+

∂y−

∂h

)
+ (p − 1)

((
∂y−

∂x

)2

+ 1
)p/2∣∣∣∣∂y−

∂h

∣∣∣∣−p−1(
∂y−

∂h

)
δε(y+ + y−)

(
∂y+

∂h
+

∂y−

∂h

)]
dh dx .

Recalling (4-3) and factoring gives the desired expression. □

4.2. Explicit derivative computation for good functions. The objective of this section is to compute the
derivative of the nonlocal energy explicitly. With the same notation as in Section 3, we consider again
F p

ε and I p
ε defined in (3-1) and (3-3), respectively. When f is a good function, we can write each U h

x ′

in (3-5) as a finite union of open intervals. This provides a useful expression of I p
ε which allows for more

explicit computation.
It will be useful to notate the first and second antiderivatives of K (r) = Kε,|x ′|(r) in r respectively by

K (r) :=

∫ r

0
K (ξ) dξ, K (r) :=

∫ r

0

∫ ρ

0
K (ξ) dξ dρ. (4-4)

We now present the main result of this section.

Proposition 4.10. Let ε ≥ 0. Assume that f is a nonnegative good function. Then,

d
dτ

F p
ε ( f τ )

∣∣∣
τ=0

= −p(p − 1)

∫
Rn−1

∫
Rn−1

∫
∞

0

∫
∞

0

mu∑
ℓ=1

mh∑
k=1

|h − u|
p−2

×
[
K ε,|x ′−y′|(x2k − y2ℓ) − K ε,|x ′−y′|(x2k − y2ℓ−1)

− K ε,|x ′−y′|(x2k−1 − y2ℓ) + K ε,|x ′−y′|(x2k−1 − y2ℓ−1)
]

× (sgn(x2k + x2k−1) − sgn(y2ℓ + y2ℓ−1)) dh du dx ′ dy′
≤ 0, (4-5)

where f (x ′, xi (h)) = h, f (y′, yi (u)) = u for i = 1, . . . , 2m and mh = m(x ′, h), mu = m(y′, u).
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E−E+ E+

Figure 3. Decomposition of supp f based on the center of mass of the level sets.

Even more, we can explicitly write down the derivative in real variables.

Notation 4.11. For an interval I = (a, b) ⊂ R, we write

I =


I + if a + b > 0,

I 0 if a + b = 0,

I − if a + b < 0.

For a fixed x ∈ Rn , we write the sections as a finite union of intervals:

U h
x ′ =

m⋃
i=1

Ii =

( m+⋃
i=1

I +

i

)
∪

( m0⋃
i=1

I 0
i

)
∪

( m−⋃
i=1

I −

i

)
for h = f (x)

and where m = m+ + m0 + m−. We define E+, E0, E− ⊂ ∂U f (x)

x ′ as the set of points that belong to a
piece of a boundary of a level set that is moving to the left, centered, and moving to the right, respectively;
see Figure 3. More precisely,

E+ = {x : xn ∈ ∂ I +
}, E0 = {x : xn ∈ ∂ I 0

}, E− = {x : xn ∈ ∂ I −
}.

The following corollary of Proposition 4.10 follows from undoing the change of variables.

Corollary 4.12. Assume that f is a good function. Then,

d
dτ

F p
ε ( f τ )

∣∣∣
τ=0

= 2p(p − 1)

(∫
E+

∫
E−∪E0

K ε,|x ′−y′|(xn − yn) fxn (x) fyn (y) dx dy

−

∫
E−

∫
E+∪E0

K ε,|x ′−y′|(xn − yn) fxn (x) fyn (y) dx dy
)

. (4-6)

One can view the expression on the right-hand side of (4-6) as a quantification of asymmetry. Indeed,
if f is radially symmetric across {xn = 0}, then E+ = E− = ∅ and the derivative is zero. Note that if
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|E0| = 0, then (4-6) can be written concisely as

d
dτ

F p
ε ( f τ )

∣∣∣
τ=0

= 4p(p − 1)

∫
E+

∫
E−

K ε,|x ′−y′|(xn − yn) fxn (x) fyn (y) dx dy. (4-7)

Unfortunately the integrand of this expression does not have a clear sign, and the sign only appears when
we are considering the level-set representation. We illustrate this in the following example.

Example 4.13. Consider the good function f : R2
→ R given in Example 4.9, and let

B1(0, t) = {(x ′, xn) ∈ Rn−1
× R : |(x ′, xn − t)| < 1}.

From (4-7), we have

d
dτ

F p
ε ( f τ )

∣∣∣
τ=0

= 4p(p − 1)

∫
B1(0,2)

∫
B1(0,−2)

K ε,|x ′−y′|(xn − yn)
xn + 2

|(x ′, xn + 2)|

yn − 2
|(y′, yn − 2)|

dx dy

= −4p(p − 1)

∫
B1(0,2)

∫
B1(0,−2)

∫ yn−xn

0
Kε,|x ′−y′|(r)

xn + 2
|(x ′, xn + 2)|

yn − 2
|(y′, yn − 2)|

dr dx dy

since xn < 0 < yn for all |(x ′, xn +2)| < 1, |(y′, yn −2)| < 1. Notice that the sign of the integrand in this
expression is not positive for each fixed (x ′, xn), (y′, yn), and r in the domain of integration. The sign is
instead observed by studying the endpoints of the level sets as done in the proof of Proposition 4.10.

4.2.1. Proof of Proposition 4.10. We begin with an expression for the fractional energy in terms of its
level sets.

Lemma 4.14. Assume that f is a nonnegative, good function. Then,

F p
ε ( f ) − Cε∥ f ∥

p
L p(Rn)

= p(p − 1)

∫
Rn−1

∫
Rn−1

∫
∞

0

∫
∞

0

mu∑
ℓ=1

mh∑
k=1

|h − u|
p−2

×
[
K ε,|x ′−y′|(x2k − y2ℓ) − K ε,|x ′−y′|(x2k − y2ℓ−1)

− K ε,|x ′−y′|(x2k−1 − y2ℓ) + K ε,|x ′−y′|(x2k−1 − y2ℓ−1)
]

dh du dx ′ dy′,

where f (x ′, xi (h)) = h, f (y′, yi (u)) = u for i = 1, . . . , 2m and mh = m(x ′, h), mu = m(y′, u).

Proof. As in (3-5), we begin by writing

F p
ε ( f ) − Cε∥ f ∥

p
L p(Rn)

= −p(p − 1)

∫
R2(n−1)

∫
R2

+

|h − u|
p−2

∫
R2

χU h
x ′
(xn)χU h

y′
(yn)Kε,|x ′−y′|(xn − yn) dxn dyn dh du dx ′ dy′.

Fix x ′, y′
∈ Rn−1 and let h, u > 0. Since f is a good function, there are at most mh solutions to

f (x ′, xn) = h, which we denote by x2k−1 ≤ x2k , k = 1, . . . , mh . We similarly denote the solutions to
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f (y′, yn) = u by y2ℓ−1 ≤ y2ℓ, ℓ = 1, . . . , mu . Then we have∫
R2

χU h
x ′
(xn)χU h

y′
(yn)Kε,|x ′−y′|(xn − yn) dxn dyn

=

mu∑
ℓ=1

mh∑
k=1

∫ y2ℓ

y2ℓ−1

∫ x2k

x2k−1

Kε,|x ′−y′|(xn − yn) dxn dyn

=

mu∑
ℓ=1

mh∑
k=1

∫ y2ℓ

y2ℓ−1

[
K ε,|x ′−y′|(x2k − yn) − K ε,|x ′−y′|(x2k−1 − yn)

]
dyn

= −

mu∑
ℓ=1

mh∑
k=1

[
K ε,|x ′−y′|(x2k − y2ℓ) − K ε,|x ′−y′|(x2k − y2ℓ−1)

− K ε,|x ′−y′|(x2k−1 − y2ℓ) + K ε,|x ′−y′|(x2k−1 − y2ℓ−1)
]
. □

We are now prepared to present the proof of Proposition 4.10.

Proof of Proposition 4.10. First fix ε > 0. Since f is a good function, we know that f τ is also a good
function. By Lemma 4.14 for f τ and applying (2-1), we have

F p
ε ( f τ ) = Cε∥ f ∥

p
L p(Rn) + p(p − 1)

∫
Rn−1

∫
Rn−1

∫
∞

0

∫
∞

0

mu∑
ℓ=1

mh∑
k=1

|h − u|
p−2

×
[
K ε,|x ′−y′|(xτ

2k − yτ
2ℓ) − K ε,|x ′−y′|(xτ

2k − yτ
2ℓ−1)

− K ε,|x ′−y′|(xτ
2k−1 − yτ

2ℓ) + K ε,|x ′−y′|(xτ
2k−1 − yτ

2ℓ−1)
]

dh du dx ′ dy′.

From Definition 2.1(1), we have

d
dτ

(xτ
i − yτ

j ) = −(sgn(x2k + x2k−1) − sgn(y2ℓ + y2ℓ−1)) for i = 2k, 2k − 1, j = 2ℓ, 2ℓ − 1.

Therefore, taking the derivative of F p
ε ( f τ ) with respect to τ gives

d
dτ

F p
ε ( f τ ) = p(p − 1)

∫
R2(n−1)

∫
∞

0

∫
∞

0

m∑
k=1

m∑
ℓ=1

|h − u|
p−2

×
d

dτ

[
K ε,|x ′−y′|(xτ

2k − yτ
2ℓ) − K ε,|x ′−y′|(xτ

2k − yτ
2ℓ−1)

− K ε,|x ′−y′|(xτ
2k−1 − yτ

2ℓ) + K ε,|x ′−y′|(xτ
2k−1 − yτ

2ℓ−1)
]

dh du dx ′ dy′

= −p(p − 1)

∫
R2(n−1)

∫
∞

0

∫
∞

0

m∑
k=1

m∑
ℓ=1

|h − u|
p−2

×
[
K ε,|x ′−y′|(xτ

2k − yτ
2ℓ) − K ε,|x ′−y′|(xτ

2k − yτ
2ℓ−1)

− K ε,|x ′−y′|(xτ
2k−1 − yτ

2ℓ) + K ε,|x ′−y′|(xτ
2k−1 − yτ

2ℓ−1)
]

× (sgn(x2k + x2k−1) − sgn(y2ℓ + y2ℓ−1)) dh du dx ′ dy′.

Evaluating at τ = 0, we obtain (4-5).
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We next show that the integrand in (4-5) is positive for each fixed x ′, y′, h, u, k, ℓ. For this, we use the
simplified notation

x+ = x2k, x− = x2k−1, y+ = y2ℓ, y− = y2ℓ−1 (4-8)

and Kε(r) = Kε,|x ′−y′|(r). Assume, without loss of generality, that

(x+ + x−) − (y+ + y−) > 0.

Then, it is enough to check that[
K ε(x+ − y+) − K ε(x+ − y−) − K ε(x− − y+) + K ε(x− − y−)

]
> 0. (4-9)

We break into three cases based on the interaction of the intervals (x−, x+) and (y−, y+). In the following,
we will use the antisymmetry of K ε(r) and that K ′

ε(r) < 0 for r > 0.

Case 1. Embedded intervals: (y−, y+) ⊂ (x−, x+).
Since x− < y− < y+ < x+, we have

K ε(x+ − y+) − K ε(x+ − y−) − K ε(x− − y+) + K ε(x− − y−)

=

∫ x+−y+

−(x−−y−)

Kε(r) dr −

∫ x+−y−

−(x−−y+)

Kε(r) dr

=

∫ (x++x−)−(y++y−)

0
[Kε(r + (y− − x−)) − Kε(r + (y+ − x−))] dr

=

∫ (x++x−)−(y++y−)

0

∫ y−−x−

y+−x−

K ′

ε(r + ξ) dξ dr

= −

∫ (x++x−)−(y++y−)

0

∫ y+−y−

0
K ′

ε(r + ξ + y− − x−) dξ dr

≥ [(x+ + x−) − (y+ + y−)](y+ − y−) min
y−−x−<r<x+−y−

|K ′

ε(r)| > 0.

Case 2. Separated intervals: (y−, y+) ∩ (x−, x+) = ∅.
Since x− < y− < y+ < x+, we have

K ε(x+ − y+) − K ε(x+ − y−) − K ε(x− − y+) + K ε(x− − y−)

=

∫ x+−y+

x−−y+

Kε(r) dr −

∫ x+−y−

x−−y−

Kε(r) dr

=

∫ x+−x−

0
[Kε(r + x− − y+) − K (r + x− − y−)] dr

=

∫ x+−x−

0

∫ x−−y+

x−−y−

K ′

ε(r + ξ) dξ dr

= −

∫ x+−x−

0

∫ y+−y−

0
K ′

ε(r + ξ + x− − y+) dξ dr

≥ (x+ − x−)(y+ − y−) min
x−−y+<r<x+−y−

|K ′

ε(r)| > 0.
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Case 3. Overlapping intervals: (y−, y+) ̸⊂ (x−, x+) and (y−, y+) ∩ (x−, x+) ̸= ∅.
Since y− < x− < y+ < x+, we have

x+ − y− = (x+ − y+) + (y+ − x−) + (x− − y−),

so that

K ε(x+ − y+) − K ε(x+ − y−) − K ε(x− − y+) + K ε(x− − y−)

=

∫ x+−y+

0
Kε(r) dr +

∫ y+−x−

0
Kε(r) dr +

∫ x−−y−

0
Kε(r) dr −

∫ x+−y−

0
Kε(r) dr

=

∫ y+−x−

0
Kε(r) dr +

∫ x−−y−

0
Kε(r) dr −

∫ x+−y−

x+−y+

Kε(r) dr

=

∫ y+−x−

0
K (r) dr +

∫ x−−y−

0
Kε(r) dr −

∫ y+−y−

0
Kε(r + x+ − y+) dr

=

∫ y+−x−

0
Kε(r) dr +

∫ x−−y−

0
Kε(r) dr

−

∫ x−−y−

0
Kε(r + x+ − y+) dr −

∫ y+−y−

x−−y−

Kε(r + x+ − y+) dr

=

∫ y+−x−

0
Kε(r) dr +

∫ x−−y−

0
Kε(r) dr

−

∫ x−−y−

0
Kε(r + x+ − y+) dr −

∫ y+−x−

0
Kε(r + x+ − y+ + x− − y−) dr

= −

[∫ y+−x−

0

∫ (x++x−)−(y++y−)

0
K ′

ε(r + ξ) dξ dr +

∫ x−−y−

0

∫ x+−y+

0
K ′

ε(r + ξ) dξ dr
]

> [(x+ + x−) − (y+ + y−)](y+ − x−) min
0<r<x+−y−

|K ′

ε(r)|

+ (x− − y−)(x+ − y+) min
0<r<(x++x−)−(y+−y−)

|K ′

ε(r)| = 0.

We have established (4-9) in all possible cases. Recalling (3-11) and a further analysis of the final
expressions in Cases 1–3 shows that they are monotone as ε → 0+. Moreover, F p

ε ( f ) → F p( f ) as
ε → 0+. Hence, in this case, we can conclude that

lim
ε→0+

d
dτ

F p
ε ( f τ )

∣∣∣
τ=0

=
d

dτ
F p( f τ )

∣∣∣
τ=0

and that the sign of the derivative is preserved. □

5. Interpolation between symmetric decreasing functions

Let us now review the interpolation between symmetric decreasing functions of unit mass introduced in
[Delgadino et al. 2022]. Consider a nonnegative, symmetric decreasing function f ∈ L1(Rn) ∩ C(Rn)

with mass 1. The associated height function H : (0, 1) → (0, ∥ f ∥L∞(Rn)) is defined implicitly by∫
Rn

min{ f (x), H(m)} dx = m for m ∈ (0, 1). (5-1)
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f (x) = H(m)

x

mass = m

Figure 4. The height function H(m) associated to f (x).

That is, H(m) is the unique value such that the mass under the plane f (x) = H(m) has mass m ∈ (0, 1);
see Figure 4. The height function H satisfies the following properties.

Lemma 5.1 (see [Delgadino et al. 2022]). Let f ∈ L1(Rn) ∩ C(Rn) and H be its associated height
function defined in (5-1). Then:

(1) H = H(m) ∈ (0, ∥ f ∥L∞(Rn)) is continuous, strictly increasing, and convex on (0, 1).

(2) If in addition we assume that f has compact support and is strictly decreasing in the radial variable,
then

lim
m→0+

H ′(m) = |{ f > 0}|
−1 and lim

m→1−

H ′(m) = +∞.

(3) The function H fully determines f as

f (x) =

∫ 1

0
χ(cn H ′(m))−1/n (x)H ′(m) dm, where χr (x) := χB(0,r)(x). (5-2)

(4) For almost every m ∈ (0, 1), we have

−8′((cn H ′(m))−1/n) = nc1/n
n

(H ′(m))2+1/n

H ′′(m)
≥ 0, (5-3)

where 8 : [0, ∞) → [0, ∞) satisfies f (x) = 8(|x |).

Proof. Properties (1)–(3) are established in [Delgadino et al. 2022, Lemma 2.1]. Property (4), established
in [Delgadino et al. 2022, Lemma 4.2], follows from differentiating the identity

8((cn H ′(m))−1/n) = H(m). □

Now, consider two symmetric decreasing functions f0, f1 ∈ L1(Rn)∩C(Rn), both with unit mass, and
let H0, H1 denote their associated height functions. Let Ht , 0 ≤ t ≤ 1, be a linear interpolation between
H0 and H1:

Ht(m) = (1 − t)H0(m) + t H1(m). (5-4)

By Lemma 5.1 statement (3), the height function Ht uniquely determines a radially decreasing function
ft ∈ L1(Rn) ∩ C(Rn) with unit mass. In particular, { ft }t∈[0,1] is an interpolation between f0 and f1.
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It is shown in [Delgadino et al. 2022, Proposition 2.3] that the p-th power of the L p norms are convex
under this interpolation if and only if p ≥ 2. More precisely,

d2

dt2 ∥ ft∥
p
L p(Rn)


< 0 if 1 ≤ p < 2,

= 0 if p = 2,

> 0 if p > 2
for 0 < t < 1. (5-5)

In our next result, we determine when the W 1,p seminorms are convex under the height function interpo-
lation.

Proposition 5.2. Fix 1 < p < ∞. Let f0, f1 ∈ W 1,p(Rn) be two distinct, nonnegative, symmetric
decreasing functions with unit mass, and let ft , 0 ≤ t ≤ 1, be the height function interpolation between f0

and f1. Then,

t 7→ [ ft ]
p
W 1,p(Rn)

=

∫
Rn

|∇ ft |
p dx

is convex if p ≥ 2n/(n + 1).
Consequently, the following a priori estimate on the interpolation holds when p ≥ 2n/(n + 1):

max
t∈[0,1]

[ ft ]
p
W 1,p(Rn)

≤ max{[ f0]
p
W 1,p(Rn)

, [ f1]
p
W 1,p(Rn)

}. (5-6)

Remark 5.3. It is not known if the condition p ≥ 2n/(n +1) is sharp for the convexity in Proposition 5.2.

Proof. Given a symmetric, radially decreasing function f ∈ W 1,p(Rn), we let 8 : [0, ∞) → [0, ∞) be
such that f (x) = 8(|x |) and write∫

Rn
|∇ f |

p dx = ncn

∫
∞

0
rn−1

|8′(r)|p dr. (5-7)

As a consequence of (5-2), the radial variable r can be expressed in terms of the height function H as

r = (cn H ′(m))−1/n,

which gives

dr = −
c−1/n

n

n
H ′′(m)

H ′(m)1+1/n dm.

Moreover, using (5-3), we can write

8′(r) = −nc1/n
n

(H ′(m))2+1/n

H ′′(m)
.

Therefore, applying the change of variable r 7→ m in (5-7) gives∫
Rn

|∇ f |
p dx = ncn

∫ 1

0
(cn H ′(m))−1+1/nn pcp/n

n
(H ′(m))p(2+1/n)

(H ′′(m))p

c−1/n
n

n
H ′′(m)

H ′(m)1+1/n dm

= Cn,p

∫ 1

0
(H ′(m))p(2+1/n)−2(H ′′(m))1−p dm.
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We consider the function 9 : R × [0, ∞) → [0, ∞) given by

9(a, b) = akbℓ for fixed k, ℓ ∈ R.

To check the convexity or concavity of 9, we find the Hessian matrix

D29(a, b) =

(
k(k − 1)ak−2bℓ kℓak−1bℓ−1

kℓak−1bℓ−1 ℓ(ℓ − 1)akbℓ−2

)
.

Momentarily, we will set

k = p
(

2 +
1
n

)
− 2 and ℓ = 1 − p, (5-8)

so we assume that ℓ < 0 and k > 0 since p > 1. Now, we have two cases, 0 < k < 1 and 1 < k, which
correspond to 1 < p < 3n/(2n + 1) and p > 3n/(2n + 1), respectively. In the case 0 < k < 1, the first
minor is negative; hence if the determinant det D29 is positive, then the matrix D29 is negative definite.
In the case 1 < k, the first minor is positive, so if the determinant is positive, then the matrix D29 is
positive definite.

Hence, to determine the convexity or concavity of 9, we need to check the positivity of the determinant
of the Hessian, which is given by

det(D29(a, b)) = a2(k−1)b2(ℓ−1)(k(k − 1)ℓ(ℓ − 1) − k2ℓ2) = a2k−2b2ℓ−2kℓ(1 − k − ℓ).

Now taking k and ℓ as in (5-8), we find that

kℓ(1 − k − ℓ) =

(
p
(

2 +
1
n

)
− 2

)
(1 − p)

(
1 −

(
p
(

2 +
1
n

)
− 2

)
− (1 − p)

)
=

(
p
(

2 +
1
n

)
− 2

)
(p − 1)

(
p
(

1 +
1
n

)
− 2

)
is nonnegative if and only if

p ≥
2n

n+1
.

The stated result follows after writing∫
Rn

|∇ ft |
2 dx = Cn,p

∫ 1

0
9(H ′

t (m), H ′′

t (m)) dm. □

Strict convexity under the height function interpolation also holds for potential energies with symmetric
increasing potentials.

Proposition 5.4. Consider V a smooth, bounded, increasing radially symmetric potential. Let f0, f1 ∈

C(Rn) be two distinct, nonnegative, symmetric decreasing functions with unit mass, and let ft , 0 ≤ t ≤ 1,
be the height function interpolation. Then

t 7→

∫
Rn

V (x) ft(x) dx

is strictly convex for all 0 < t < 1.
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Proof. Let v : [0, ∞) → R be such that V (x) = v(|x |). With this and (5-2) for ft , we rewrite∫
Rn

V (x) ft(x) dx =

∫
Rn

V (x)

∫ 1

0
χ(cn H ′

t (m))−1/n (x)H ′

t (m) dm dx

=

∫ 1

0

(
ncn

∫ (cn H ′
t (m))−1/n

0
v(r)rn−1 dr

)
H ′

t (m) dm

=

∫ 1

0
FV ((cn H ′

t (m))−1/n)H ′

t (m) dm, (5-9)

where we define

FV (ξ) := ncn

∫ ξ

0
v(r)rn−1 dr, ξ ≥ 0.

Differentiating this function we obtain

F ′

V (ξ) = ncnv(ξ)ξ n−1,

so that, differentiating the potential energy (5-9), we obtain

d
dt

∫
Rn

V (x) ft(x) dx

=

∫ 1

0

(
−

1
n

F ′

V ((cn H ′
t (m))−1/n)

(cn H ′
t (m))1/n + FV ((cn H ′

t (m))−1/n)

)
(H ′

1(m) − H ′

0(m)) dm

=

∫ 1

0

(
−

v((cn H ′
t (m))−1/n)

H ′
t (m)

+ FV ((cn H ′

t (m))−1/n)

)
(H ′

1(m) − H ′

0(m)) dm. (5-10)

Differentiating again gives the desired result:

d2

dt2

∫
Rn

V (x) ft(x) dx =

∫ 1

0

1

c1/n
n n

v′((cn H ′
t (m))−1/n)

(H ′
t (m))2+1/n (H ′

1(m) − H ′

0(m))2 dm > 0. □

Lastly, we turn our attention to the proof of Theorem 1.4. For reference, we state a simplified version
of the result in [Delgadino et al. 2022].

Proposition 5.5 [Delgadino et al. 2022, Proposition 4.5]. Consider W a smooth, bounded, increasing
radially symmetric kernel. Let f0, f1 ∈C(Rn) be two distinct, nonnegative, symmetric decreasing functions
with unit mass, and let ft , 0 ≤ t ≤ 1, be the height function interpolation. Then

t 7→

∫
Rn

∫
Rn

ft(x) ft(y)W (x − y) dx dy

is strictly convex for all 0 < t < 1. Moreover, the convexity is monotonic on the derivative with respect to
the radial variable W ′ of the potential.

While the original result in [Delgadino et al. 2022] allows for more singular kernels, the kernels in the
Gagliardo seminorms are not included. We again utilize the ε-regularization in (3-1).
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Proof of Theorem 1.4. Fix ε > 0 and let F2
ε be as in (3-1). Recalling (3-3), we write

F2
ε ( ft) = Cε∥ ft∥

2
L2(Rn)

− 2
∫

R2n
ft(x) ft(x)Wε(x − y) dx dy.

Note that W̃ε = −2Wε is a smooth, bounded, increasing radially symmetric kernel. Consequently, we
may apply (5-5) and Proposition 5.5 to obtain

d2

dt2F
2
ε ( ft) = 0 +

d2

dt2

[∫
R2n

ft(x) ft(x)W̃ε(x − y) dx dy
]

> 0.

The convexity now follows by taking ε → 0+, using the monotonicity with respect to ε of W ′
ε, and the

monotonicity of convexity under Proposition 5.5. □

6. On Theorem 1.5

In this section, we use Theorems 1.1 and 1.4 to establish Theorem 1.5. Notice from Figures 1 and 2 that
the continuous Steiner symmetrization vτ of v does not preserve the support of v, so we cannot directly
compare v and vτ using (1-9) to establish uniqueness. To preserve the support of v, we slow down the
speed of the level sets near h = 0 in Definition 2.1.

Before proceeding with the proof of Theorem 1.5, we present truncated continuous Steiner symmetriza-
tions and their properties.

6.1. Truncated symmetrizations. Fix h0 > 0 and let v0(h) = min{1, h/h0} for h ≥ 0. The continuous
Steiner symmetrization truncated at height h0 of a superlevel set U = { f > h} ⊂ R of a function f at
height h > 0 is given by Mv0(h)τ (U ). The continuous Steiner symmetrization truncated at height h0 of a
nonnegative function f ∈ L1(Rn) in the direction of en is denoted by f̃ τ and defined as

f̃ τ (x) =

∫
∞

0
χMv0(h)τ (U h

x ′ )
(xn) dh for x = (x ′, xn) ∈ Rn, h > 0.

Given a Lipschitz function f , we know by Corollary 1.3 that f τ is also Lipschitz. However, the
corresponding truncated symmetrization, f̃ τ , is not necessarily Lipschitz for all τ since the level sets
near h = 0 move slower than those above. In particular, the higher level sets may “drop”; see Figure 5.
We will show that, when τ is sufficiently small, this does not happen and that f̃ τ is Lipschitz with the
same support as f .

f τ f̃ τf h

y
h = h0

Figure 5. The graphs of f , f τ , and f̃ τ in Example 4.9 at x = 0 with h0 = τ = .25 illustrating
how the level sets below the line h = h0 have dropped.
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Proposition 6.1. Let f : Rn
→ [0, ∞) be Lipschitz with c0 = [ f ]Lip. Then, for each 0 ≤ τ < h0/c0, the

function f̃ τ is Lipschitz with

[ f̃ τ
]Lip ≤

c0h0

h0 − c0τ
(6-1)

and satisfies
supp f̃ τ

= supp f and f̃ τ
= f τ in { f τ > h0}. (6-2)

Consequently, the upper Dini derivative of f̃ τ with respect to τ satisfies

d+

dτ
[ f̃ τ

]Lip

∣∣∣
τ=0

≤
c2

0

h0
. (6-3)

First, we prove a characterization of Lipschitz functions with respect to their level sets.

Lemma 6.2. For a function f : Rn
→ [0, ∞), we have

[ f ]Lip = sup
0<h1<h2

h2 − h1

dist(∂{ f ≥ h2}, ∂{ f ≤ h1})
. (6-4)

Proof. For ease, set

c0 := sup
0<h1<h2

h2 − h1

dist(∂{ f ≥ h2}, ∂{ f ≤ h1})
.

We will show that c0 = [ f ]Lip.
First, we claim that c0 ≤ [ f ]Lip. If [ f ]Lip =+∞, there is nothing to show, so assume that f is Lipschitz.

Fix 0 < h1 < h2. If x, y ∈ Rn are such that f (y) = h1 and f (x) = h2, then

h2 − h1 = | f (x) − f (y)| ≤ [ f ]Lip|x − y|.

Taking the infimum over all x ∈ { f = h1} and y ∈ { f = h2}, we have that

h2 − h1 = | f (x) − f (y)| ≤ [ f ]Lip dist(∂{ f ≥ h2}, ∂{ f ≤ h1}).

Equivalently,
h2 − h1

dist(∂{ f ≥ h2}, ∂{ f ≤ h1})
≤ [ f ]Lip for all 0 < h1 < h2,

and we have that c0 ≤ [ f ]Lip.
Let us now show that [ f ]Lip ≤ c0. We may assume that c0 < ∞; otherwise we are done. Let x, y ∈ Rn

and set h1 = f (y) and h2 = f (x). Without loss of generality, assume 0 < h1 < h2. Then

| f (x) − f (y)| = h2 − h1 ≤ c0 dist(∂{ f ≥ h2}, ∂{ f ≤ h1}) ≤ c0|x − y|,

which shows that f is Lipschitz with [ f ]Lip ≤ c0. This completes the proof of (6-4). □

Remark 6.3. Following the proof of Lemma 6.2, one can show for α ∈ (0, 1) that

[ f ]Cα = sup
0<h1<h2

h2 − h1

|dist(∂{ f ≥ h2}, ∂{ f ≤ h1})|α
.

We expect that a result similar to Proposition 6.1 holds for all Cα-seminorms.
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Note in the following that if f is a good function, then

∂{ f ≥ h} = ∂{ f > h} = ∂{ f ≤ h} for h > 0.

Proof of Proposition 6.1. By Corollary 1.3, we have that f τ is Lipschitz with [ f τ
]Lip ≤ c0. Fix h2 > h1 > 0.

By Lemma 6.2, we have that

dist(∂{ f τ
≥ h2}, ∂{ f τ

≤ h1}) ≥
h2 − h1

c0
for all τ ≥ 0.

Assume for now that f , and consequently f τ , is a good function, so that

dist(∂{ f τ > h2}, ∂{ f τ > h1}) ≥
h2 − h1

c0
for all τ ≥ 0.

With this and Lemma 2.5, we have

dist(∂{ f τv0(h2) ≥ h2}, ∂{ f τv0(h1) ≤ h1})

= dist(∂{ f τv0(h2) > h2}, ∂{ f τv0(h1) > h1})

≥ dist(∂{ f τv0(h1) > h2}, ∂{ f τv0(h1) > h1}) − dist(∂{ f τv0(h2) > h2}, ∂{ f τv0(h1) > h2})

≥
h2 − h1

c0
− |v0(h2)τ − v0(h1)τ |

≥
h2 − h1

c0
− (h2 − h1)

τ

h0
=

(
c0h0

h0 − c0τ

)−1

(h2 − h1).

For each fixed x ′
∈ Rn−1, we can similarly show that

dist(∂{ f τv0(h2)(x ′, · ) ≥ h2}, ∂{ f τv0(h1)(x ′, · ) ≤ h1}) ≥

(
c0h0

h0 − c0τ

)−1

(h2 − h1) > 0

for all τ < h0/c0. Consequently,

Mv0(h)τ (U h2
x ′ ) ⊂ Mv0(h)τ (U h1

x ′ ) for all 0 < h1 < h2 and x ′
∈ Rn−1.

That is, the sections U h
x ′ remain ordered and we have (6-2). Therefore, f̃ τ

= f τv0(h1) for all τ < h0/c0

and h > 0, so we have

dist(∂{ f̃ τ
≥ h2}, ∂{ f̃ τ

≤ h1}) = dist(∂{ f τv0(h2) ≥ h2}, ∂{ f τv0(h1) ≤ h1}) ≥

(
c0h0

h0 − c0τ

)−1

(h2 − h1).

It follows from Lemma 6.2 that f̃ τ is Lipschitz for τ < h0/c0 with (6-1).
Suppose now that f is a Lipschitz function but not a good function. In light of Lemma 4.4, there is an

approximating sequence of functions fk that are both good and Lipschitz with [ fk]Lip(Rn) ≤ c0. By the
above, we have that f̃ τ

k are also good and Lipschitz. Consequently,

[ f̃ τ
]Lip(Rn) ≤ [ f̃ τ

k − f̃ τ
]Lip(Rn) + [ f̃ τ

k ]Lip(Rn)

≤ [ f̃ τ
k − f̃ τ

]Lip(Rn) +
c0h0

h0 − c0τ
→

c0h0

h0 − c0τ
as k → ∞,

and the result holds.
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To prove (6-3), we simply use (6-1) to estimate

d+

dτ
[ f̃ τ

]Lip

∣∣∣
τ=0

= lim sup
τ→0+

[ f̃ τ
]Lip − [ f ]Lip

τ
≤ lim sup

τ→0+

c0h0
h0−c0τ

− c0

τ
= lim sup

τ→0+

c2
0

h0 − c0τ
=

c2
0

h0
. □

We will also need the following estimate on the distance between f and f̃ τ in L1. See [Brock 2000,
Theorem 4.2] for a similar result in the setting of Remark 2.4.

Lemma 6.4. Let f : Rn
→ [0, ∞) have compact support. If f ∈ L∞(Rn) is Lipschitz with c0 = [ f ]Lip,

then
∥ f − f̃ τ

∥L∞(Rn) ≤ τ [ f ]Lip(Rn) for all τ < h0/c0. (6-5)

Consequently,
∥ f − f̃ τ

∥L1(Rn) ≤ τ [ f ]Lip(Rn)|supp f | for all τ < h0/c0.

Moreover, the same bounds also hold for the standard symmetrization f τ .

Proof. Assume, up to an approximation, that f is a good function. Fix x = (x ′, xn) ∈ supp f and
0 ≤ τ < h0/c0. Let h1 = f̃ τ (x) and h2 = f (x), and assume, without loss of generality, that 0 < h1 < h2.
Note that there is a yn ∈ R such that f̃ τ (x ′, xn) = f (x ′, yn), which implies that ∂{ f (x ′, · ) ≤ h1} is
nonempty. Then, from Lemma 6.2,

| f (x) − f̃ τ (x)| = (h2 − h1) ≤ c0 dist(∂{ f (x ′, · ) ≥ h2}, ∂{ f (x ′, · ) ≤ h1}),

and with Lemma 2.5, we obtain

| f (x)− f̃ τ (x)| ≤ c0 dist(∂{ f (x ′, ·) ≥ h2},∂{ f (x ′, ·) ≤ h1})

= c0 dist(∂{ f (x ′, ·) > h2},∂{ f (x ′, ·) > h1})

≤ c0(dist(∂{ f (x ′, ·) > h2},∂{ f̃ τ (x ′, ·) > h1})+dist(∂{ f̃ τ (x ′, ·) > h1},∂{ f (x ′, ·) > h1}))

≤ c0(0+v0(h1)τ ) ≤ c0τ.

Hence the L∞ estimate holds. With Proposition 6.1, we conclude that

∥ f − f̃ τ
∥L1(Rn) =

∫
supp f

| f (x) − f̃ τ (x)| dx ≤ c0τ |supp f |. □

We conclude this section with an estimate proving that the H s norms of f τ and f̃ τ can be made
arbitrarily close for sufficiently small h0 > 0 and in the case 0 < s < 1

2 .

Lemma 6.5. Let 0 < s < 1
2 . Assume that f is Lipschitz with [ f ]Lip(Rn) ≤ c0 and not radially decreasing

across {xn = 0}. Then, for any ε > 0, there is a h0 = h0(ε, n, s, f ) > 0 and τ0 = τ0(h0, f ) > 0 such that∣∣∥ f̃ τ
∥

2
H s(Rn) − ∥ f τ

∥
2
H s(Rn)

∣∣ < ετ for all 0 < τ ≤ τ0.

Proof. Fix ε > 0, and let h0 > 0 to be determined. From Proposition 6.1, we have

[ f̃ τ
]Lip(Rn) ≤

c0h0

h0 − c0τ
≤ 2c0 for all 0 ≤ τ ≤

h0

2c0
=: τ0.
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Moreover, f̃ τ
= f τ in { f τ > h0} ∪ ({ f̃ τ

= 0} ∩ { f τ
= 0}), so that

∥ f̃ τ
∥

2
H s(Rn) − ∥ f τ

∥
2
H s(Rn) =

∫
Rn

∫
Ah0

( f̃ τ (x) − f̃ τ (y))2
− ( f τ (x) − f τ (y))2

|x − y|n+2s dx dy,

where
Ah0 := ({ f̃ τ < h0} ∪ { f τ < h0}) ∩ (supp f̃ τ

∪ supp f τ ).

That is, Ah0 is the set in which f̃ τ
̸= f τ . To estimate the integral, we split into short and long-range

interactions. Let R > 0 be such that supp f τ
∪ supp f̃ τ

⊂ BR , and write

∥ f̃ τ
∥

2
H s(Rn) − ∥ f τ

∥
2
H s(Rn) =

∫
Ah0

∫
|x−y|<R

( f̃ τ (x) − f̃ τ (y))2
− ( f τ (x) − f τ (y))2

|x − y|n+2s dy dx

+

∫
Ah0

∫
|x−y|≥R

( f̃ τ (x) − f̃ τ (y))2
− ( f τ (x) − f τ (y))2

|x − y|n+2s dy dx

=: I + II.

First considering I , notice that the support of the integrand is contained in the set

{(x, y) : |x | < R or |y| < R} ∩ {(x, y) : |x − y| < R}

⊂ {(x, y) : |x | < 2R and |y| < 2R} ∩ {(x, y) : |x − y| < R}.

Therefore,

I =

∫
Ah0∩B2R

∫
B2R∩BR(x)

( f̃ τ (x) − f̃ τ (y))2
− ( f τ (x) − f τ (y))2

|x − y|n+2s dy dx .

With the Lipschitz bounds for f̃ τ and f τ , we estimate

|( f̃ τ (x) − f̃ τ (y))2
− ( f τ (x) − f τ (y))2

|

= |( f̃ τ (x) − f̃ τ (y)) + ( f τ (x) − f τ (y))||( f̃ τ (x) − f τ (x)) − ( f̃ τ (y) − f τ (y))|

≤ ([ f̃ τ
]Lip(Rn) + [ f τ

]Lip(Rn))|x − y||( f̃ τ (x) − f τ (x)) − ( f̃ τ (y) − f τ (y))|

≤ 3c0|x − y||( f̃ τ (x) − f τ (x)) − ( f̃ τ (y) − f τ (y))|.

Therefore,

|I | ≤ 3c0

∫
Ah0∩B2R

∫
B2R∩BR(x)

|( f̃ τ (x) − f τ (x)) − ( f̃ τ (y) − f τ (y))|

|x − y|n+2s−1 dy dx

≤ 3c0

[∫
Ah0∩B2R

| f̃ τ (x) − f τ (x)|

(∫
B2R∩BR(x)

1
|x − y|n+2s−1 dy

)
dx

+

∫
B2R

| f̃ τ (y) − f τ (y)|

(∫
Ah0∩B2R∩BR(y)

1
|x − y|n+2s−1 dx

)
dy

]
. (6-6)

Since 0 < s < 1
2 , we have∫

B2R∩BR(x)

1
|x − y|n+2s−1 dy ≤

∫
BR(x)

1
|x − y|n+2s−1 dy =

∫
BR

1
|z|n+2s−1 dz = cn,s,R < ∞, (6-7)
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and similarly ∫
Ah0∩B2R∩BR(y)

1
|x − y|n+2s−1 dx ≤

∫
BR(y)

1
|x − y|n+2s−1 dx = cn,s,R < ∞. (6-8)

Using again that f̃ τ
= f τ in Rn

\ Ah0 , we note that∫
B2R

| f̃ τ (y) − f τ (y)| dy =

∫
Ah0∩B2R

| f̃ τ (y) − f τ (y)| dy. (6-9)

Therefore, from (6-6)–(6-9),

|I | ≤ Cn,s, f,R

[∫
Ah0∩B2R

| f̃ τ (x) − f τ (x)| dx +

∫
B2R

| f̃ τ (y) − f τ (y)| dy
]

≤ 2Cn,s, f,R

∫
Ah0

| f̃ τ (x) − f τ (x)| dx .

By Lemma 6.4, we arrive at
|I | ≤ Cn,s, f |Ah0 |τ.

Regarding II , we expand the squares to obtain

II =

∫
Ah0

∫
|x−y|≥R

( f̃ τ (x))2
− ( f τ (x))2

|x − y|n+2s dy dx +

∫
Ah0

∫
|x−y|≥R

( f̃ τ (y))2
− ( f τ (y))2

|x − y|n+2s dy dx

− 2
∫

Ah0

∫
|x−y|≥R

f̃ τ (x) f̃ τ (y) − f τ (x) f τ (y)

|x − y|n+2s dy dx . (6-10)

First observe that∫
Ah0

∫
|x−y|≥R

( f̃ τ (x))2
− ( f τ (x))2

|x − y|n+2s dy dx =

∫
Ah0

[( f̃ τ (x))2
− ( f τ (x))2

]

(∫
|z|≥R

1
|z|n+2s dy

)
dx

= Cn,s,R(∥ f̃ τ
∥

2
L2(Ah0 )

− ∥ f τ
∥

2
L2(Ah0 )

), (6-11)

and similarly, using Lemma 6.4,∫
Ah0

∫
|x−y|≥R

( f̃ τ (y))2
− ( f τ (y))2

|x − y|n+2s dy dx

=

∫
Ah0

∫
|x−y|≥R

( f̃ τ (y))2
− ( f τ (y))2

|x − y|n+2s dx dy

=

∫
Ah0

[( f̃ τ (y) − f τ (y))( f̃ τ (y) + f τ (y))]

(∫
|z|≥R

1
|z|n+2s dz

)
dy

≤ Cn,s,R∥ f ∥L∞∥ f̃ τ
− f τ

∥L1(Ah0 )

≤ Cn,s, f,R|Ah0 |τ. (6-12)

Consequently, from (6-10)–(6-12),

|II | ≤ Cn,s, f,R|Ah0 |τ +

∣∣∣∣∫
Ah0

f̃ τ (x)(WR ∗ f̃ τ )(x) − f τ (x)(WR ∗ f τ )(x) dy dx
∣∣∣∣,
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where WR(x) = |x |
−n−2sχRn\BR(0)(x). Using that

|∇(WR ∗ f̃ τ )(x)| ≤

∫
Rn

WR(y)|∇ f̃ τ (x − y)| dy ≤ 2c0

∫
Rn

WR(y) dy = cn,s, f,R,

and similarly for |∇WR ∗ f τ
|, we can follow the proof of [Carrillo et al. 2019, Proposition 2.8] to show

that ∣∣∣∣∫
Ah0

f̃ τ (x)(WR ∗ f̃ τ )(x) − f τ (x)(WR ∗ f τ )(x) dy dx
∣∣∣∣ ≤ Cn,s, f,R∥ min{ f, h0}∥L1(Rn)τ.

Summarizing, we have∣∣∥ f̃ τ
∥

2
H s(Rn) − ∥ f τ

∥
2
H s(Rn)

∣∣ ≤ |I | + |II | ≤ Cn,s, f,R(|Ah0 | + ∥ min{ f, h0}∥L1(Rn))τ < ετ

for h0 sufficiently small. □

6.2. Proof of Theorem 1.5. The proof relies on two results regarding the nonlocal energy

Es(v) = cn,s[v]
2
H s +

∫
Rn

|x |
2v(x) dx,

where we recall that cn,s[v]
2
H s = ⟨(−1)sv, v⟩L2(Rn). First, we will show that small perturbations of

stationary solutions v to the fractional thin-film equation that preserve the support of v correspond to
small perturbations in the energy.

Lemma 6.6. Assume that v is Lipschitz and satisfies the stationary equation{
(−1)sv =

∑
i λiχPi (y) −

1
2β|y|

2 in supp(v) ⊂ Rn,

v ≥ 0 in Rn.
(6-13)

Let vτ be a perturbation of v which is continuous in the Cα norm for every 0 < α < 1 and preserves mass
in each connected component. Then

lim
τ→0+

Es(v
τ ) − Es(v)

τ
= 0.

Proof. From the definition of Es and the fact that (−1)s is self-adjoint, we have

Es(v
τ ) − Es(v)

τ
=

∫
Rn

(1
2
(−1)s(vτ

+ v) +
1
2
β|y|

2
)(vτ

− v)

τ
dy

=

∫
Rn

(
(−1)sv +

1
2
β|y|

2
)(vτ

− v)

τ
dy +

1
2

∫
Rn

(−1)s(vτ
− v)

(vτ
− v)

τ
dy.

Using that v solves (6-13) and that vτ preserves the mass of v in each Pi , we notice that the first term
vanishes: ∫

Rn

(
(−1)sv +

1
2
β|y|

2
)(vτ

− v)

τ
dy =

∑
i

λi
1
τ

∫
Pi

(vτ
− v) dy = 0.

Using Lemma 6.4 and that
(−1)s(vτ

− v) → 0 in C0(Rn),

we take τ → 0+ in the second term to complete the proof. □



2362 MATÍAS G. DELGADINO AND MARY VAUGHAN

Next, we show that if the perturbation is precisely the truncated Steiner symmetrization of v, then the
energy is in fact strictly decreasing.

Proposition 6.7. Assume 0 < s < 1
2 and v is Lipschitz, nonnegative with compact support. If v is not

radially decreasing, then there exist constants h0, γ, τ0 > 0 such that

Es(ṽ
τ ) ≤ Es(v) −

1
2 cn,sγ τ for all 0 < τ < τ0,

where ṽτ is the continuous Steiner symmetrization truncated at height h0.

Proof. Begin by writing

Es(ṽ
τ ) − Es(v) = cn,s([ṽ

τ
]H s(Rn) − [v]H s(Rn)) +

1
2
β

∫
Rn

|y|
2(ṽτ

− v) dy.

Rearranging, we have∫
Rn

|y|
2(ṽτ (y) − v(y)) dy =

∫
Rn

|y|
2
∫

∞

0
(χMv0(h)τ (U h

y′ )
(yn) − χU h

y′
(yn)) dh dy

=

∫
Rn−1

∫
∞

0

(∫
Mv0(h)τ (U h

y′ )

|yn|
2 dyn −

∫
U h

y′

|yn|
2 dyn

)
dh dy′

≤ 0,

where the last inequality follows by the definition of the symmetrization. On the other hand, by Theorem 1.1
and Lemma 6.5 with ε =

1
2γ , there are h0, τ0 > 0 such that

[ṽτ
]
2
H s(Rn) − [v]

2
H s(Rn) = ([ṽτ

]
2
H s(Rn) − [vτ

]
2
H s(Rn)) + ([vτ

]
2
H s(Rn) − [v]

2
H s(Rn))

≤
1
2γ τ − γ τ = −

1
2γ τ for any τ < τ0. □

Proof of Theorem 1.5. Assume, by way of contradiction, that v is not radially decreasing, and let ṽτ

denote the continuous Steiner symmetrization of v truncated at height h0 > 0. By Proposition 6.1, we have
that ṽτ is Lipschitz for sufficiently small 0 ≤ τ < c0/h0 and preserves the mass of v in each connected
component. Moreover, by Lemma 6.4, ṽτ is continuous in τ in the Cα norm for any 0 < α < 1. Hence
the hypotheses of Lemma 6.6 are satisfied, so that, for all ε > 0, there is δ > 0 such that

−ετ < Es(ṽ
τ ) − E(v) < τε for all 0 ≤ τ < δ.

On the other hand, Proposition 6.7 guarantees that

Es(ṽ
τ ) − E(v) < −

1
2 cn,sγ τ for all 0 ≤ τ < τ0.

We arrive at a contradiction by choosing 0 < ε < cn,s
1
2γ . Therefore, it must be that v is radially decreasing.

Consequently, supp v is a single connected component.
To show uniqueness, up to the scaling, we follow the argument in the proof of [Delgadino et al. 2022,

Theorem 1.1]. Consider two radially symmetric critical points v0 and v1 that are Lipschitz, and let
{vt }t∈[0,1] be the height function interpolation presented in Section 5. Using that v0, v1 ∈ C0,1(Rn), we
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can use Proposition 5.2 to conclude that {vt }t∈[0,1] is continuous in Cα(Rn) for any 0 < α < 1. Recall the
upper and lower Dini derivatives in (3-6). We claim that

d+

dt
Es(vt)

∣∣∣
t=0

= lim
t→0+

Es(vt) − E(v0)

t
= 0 = lim

t→1−

Es(vt) − E(v1)

1 − t
=

d−

dt
Es(vt)

∣∣∣
t=1

.

Following the proof of [Delgadino et al. 2022, Proposition 4.4], it is enough to show that

d+

dt
[vt ]

2
H s

∣∣∣
t=0

=

∫
Rn

(−1)sv0
dvτ

dτ

∣∣∣∣
τ=0

dx (6-14)

as the potential part of the energy follows in the same way. Since (−1)s is self-adjoint,

d+

dt
[vt ]

2
H s

∣∣∣
t=0

= lim
t→0+

1
t

∫ t

0

∫
Rn

(−1)svτ

dvτ

dτ
dx dτ.

Then, (6-14) holds as long as the pairing ∫
Rn

(−1)svτ

dvτ

dτ
dx

is continuous in τ . From the Lipschitz a priori estimate, we know that

(−1)svτ → (−1)sv0 strongly in continuous functions as τ → 0,

so we only need to check that weakly
dvτ

dτ
⇀

dvτ

dτ

∣∣∣∣
τ=0

.

This follows directly from [Delgadino et al. 2022, Lemma 4.3], after noticing that both v0 and v1 are not
degenerate. More specifically, v0 and v1 are twice differentiable around zero, and there exists a c > 0
such that

max{1v0(0), 1v1(0)} < −c.

This follows because both v0 and v1 solve a fractional elliptic equation in a neighborhood of zero.
However, by the strict convexity of Es(vt), see Theorem 1.4 and Proposition 5.4, we know that

d+

dt
Es(vt)

∣∣∣
t=0

<
d−

dt
Es(vt)

∣∣∣
t=1

,

which is a contradiction. Therefore, for any given mass, there is a unique critical point to Es , and it is
given by (1-10); see [Dyda 2012]. □
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